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APPLYING SPLINE INTERPOLATION TO INCREASE
ACCURACY OF CORRELATION-EMERGENCY
NAVIGATION SYSTEMS

Relevance. Spline interpolation is used to improve the accuracy of correlation-extreme navigation systems. A two-stage
algorithm for combining images in correlation-extreme navigation systems is proposed. At the first stage, the surface of the
decision function of the algorithm is constructed in the vicinity of its extremum using a quadratic interpolator by six points and
its Gaussian curvature and extremum coordinates are estimated. These parameters are used to determine the optimal value of
the parameter of the cubic spline interpolator used in the second stage in order to refine the rough estimate of the coordinates
and improve the positioning accuracy of the navigation system.

Purpose of the work: The purpose of the work is to develop an algorithm for aligning images in correlation-extreme navigation
systems, which makes it possible to realize a cubic spline parameter close to the optimal value for each of the possible shifts
of the current image relative to the reference image and, as a result, to increase the accuracy of determining the coordinates.
Materials and methods. In correlation-extreme navigation systems, the coordinates of the aircraft are determined by
calculating the mutual shift of the current image obtained using the sensor of the Earth's physical field and the reference image,
which is known in advance. At the same time, the alignment accuracy of discrete current and reference images, which are
usually used in practice, does not exceed half a pixel. Therefore, the problem of improving the accuracy of navigation systems
is of great importance. One of the possible ways to solve this problem is to use methods for approximating the decision function
of the image alignment algorithm in the vicinity of its global maximum.

Results: To illustrate the gain in the accuracy of the positioning of navigation systems, statistical tests of the algorithm with a
6-point interpolator and the above-described two-stage procedure for minimizing the decision function containing spline
interpolation at the second stage were carried out. A typical image was used as a reference image. The coordinates of the center
of the current and reference images (Xq,Yg) were played randomly in accordance with the two-dimensional normal

distribution law, the average value of which coincided with the center of the reference image; the standard deviation is also
found. Then the current image was formed. The constructed current image was noisy with additive white Gaussian noise with
zero mean value and the same standard deviation for each element o . Image alignment was assumed to be correct if the
following conditions were met: <2, <2, where (X,Y) —is the shift estimate generated by the algorithm.

X—=Xp Y=Yo

Then, the algorithms were repeatedly run with different realizations of the noise component of the current image, and the

N 2 N 2
1 1
dependences of the root-mean-square error Gy = {NZ(XI _XOi) }, Oy = {NZ(yI —in) } in each direction on the
i=1 i=1

mean-square value were plotted G .

The figures in the article show the dependencies oy (Igc) for the algorithm with a 6-point interpolator (upper curve) and for
a two-stage algorithm (lower curve). Analysis of the graphs allows us to conclude that the second algorithm wins in the accuracy
of determining the coordinates of the shift by about 5 times. The dependencies Gy(lg o) for both algorithms practically

coincide with those shown in the figure. It should be noted the weak dependence of the positioning accuracy on the change in
the parameter o inthe area 0 <o <10.
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Conclusions: It is shown that the optimal value of the parameter of the cubic spline interpolator depends to a lesser extent on
the magnitude of the local shift of the images and, to a greater extent, on the correlation interval of the reference image in the
vicinity of the image alignment point, which is proposed to be estimated using the Gaussian curvature parameter.

KEY WORDS: correlation-extreme navigation systems (CENS), current image (CI), reference image (RI), decision
function (DF), high-resolution interpolation cubic spline (HRICS).

In cites: Bykov VN, Kolchigin NN, Miroshnik GYu, Miroshnik TV, Sotnikov AM. Applying spline interpolation to
increase accuracy of correlation-emergency navigation systems. Visnyk of V.N. Karazin Kharkiv National University,
series “Radio Physics and Electronics”. 2021;35:7-16. https://doi.org/10.26565/2311-0872-2021-35-01

In [1], the methods of interpolation of functions, including cubic splines, used for the local refinement of the image
shift parameter, were analyzed. Methods for approximating the decision function of the algorithm in the vicinity of its
global extremum based on the least squares method were studied in [2]. It is shown that among the interpolators the best
characteristics are possessed by the spline, called the high-resolution interpolation cubic spline (HRICS), described in [3].

The spline is specified up to a parameter that is recommended to be selected in each specific case. Preliminary
studies have shown that for a given El the optimal value of this parameter depends on the local image shift, the image
correlation interval at a given shift, and other parameters.

FORMULATION OF THE PROBLEM
Let be vjj, i,je—n,n —an array of samples of the two-dimensional function to be reconstructed. In the general

case, the reconstructed function has the form:
n

v(x'y)= D vig'(x'=ih,y' = jh). )
i,j=—n
Where g'(t,s) —interpolation function (also called interpolation kernel), h —sampling step of the original function.

Usually, separable interpolation functions are used, represented as a product of two one-dimensional functions, i.e.
g'(s, t) = g(s)g(t) . After passing to dimensionless variables x = x'/h, y=y'/h expression (1) takes the form:
n

v(xy)= > vijg(x=ia(y-j)- )

i,j=—n

The kernel of a high-resolution interpolation cubic spline is described by the relation [1]:
(a+ 2)|s|3 —(a+3)s% +1, S| <1

g(s,a) = a(|s|3 —5s? +8[s|-4, 1<|s|<2; )
0, ls|>2

specified up to a parameter a . Since the kernel (3) is equal to zero outside the interval [-2, 2], then in this case n=2.
The parameter value is suggested to be selected from the interval [-1;-0,5] in each case. The spline derivative has the
form:
3sgn(s)(a+2)s? —2(a +3)s, ls|<1;
d9s.a) _ asgn(s)(3s® —10[s|+8), 1<]s| < 2; 4
d g 5> 2,

Fourier transform of an even function g(s) is real and is defined by the expression:

_8sin(v/2)

r(v,a) = y [4avcos3(v/2) +(3v +2a) cos(v/2) - 6sin(v/2) — 6a sin(v)} . ()
\"

As an alternative, consider a two-dimensional non-separable interpolator with respect to 6 points [2], numbered
sample (0,0), (-1,0), (0,-1), (10), (0,2), (L1), moreover:
g'(x,y) =1+xy—x? —y% g'(x+1y) =y(y-1)/2; g'(x,y+1) =x(x 1)/ 2;

g'(xy-D=x(x-2y+1); g'(x-Ly) =y(y-2x+1); g'(x-Ly-1) =xy, n=1.
From a geometric point of view, the specified interpolator constructs a surface of the second order:

n(x, y) =by +box + b3x2 +bay+ b5y2 +bgxy,
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where

by = vog, by =(v_10—V10)/2. b3 =vo_1+ V10 —2Vo0. ba = (vo1-Vo1)/2,

bs = vy +V_10—2vgo, bg =Vog+V_11—Vo1—V_10-

In the case when the determinant of the Hessian matrix satisfies the condition:
A =4bghs —bZ >0, (6)
this surface is an elliptical paraboloid, otherwise it is a hyperbolic paraboloid. In the first case, the coordinates of the
extremum of the function described by the indicated surface are determined by the expressions:

__bybg —2bybs . bobg —2bsb,
Abgbs —b2 ' Abgbs —b2
If condition (6) is not met, then the point with coordinates (7) is a saddle point.

Let us carry out a comparative analysis of the considered interpolators when using them to refine the integer shift
(k,1), generated by the image alignment algorithm in correlation-extreme navigation systems (CENS). Move the origin

to a point (k,I).

U]

1. ERROR IN DETERMINING THE MAXIMUM OF A KNOWN FUNCTION.
We will conduct a study of the quality of restoration of function:

. . 2
_ sinc(p(x—Xg)) sinc(aly —yo))
P(X—Xq) acy —Yo)
inarea [-1,1]x[-1,1], using her counts v;; =f(i, j), i, j € 2,2 . If the width of the main lobe of function (8) in each of the

f(xy) ®)

planes does not exceed 2, then such a function approximately correctly describes the surface of the decision function in
the vicinity of its extremum in practical applications for aligning images in the CENS. Using the parameter p, you can
change the width of the main lobe of the function (8), and by changing the parameters Xgq, Yo, which we will carry out
within the region [-0,5;0,5]x[-0,5;0,5] , you can move the coordinates of the point of its maximum.

In the case under consideration, the quality of restoration will be characterized by the value of the displacement
(AX =X —Xq,Ay =¥ —Yyg) maximum (X,¥) function v(x,y) relative to the maximum point (xq,yq) the original
function (8), which is assumed to be specified in the region [-2,2]x[-2,2].

In Fig. 1 shows the dependences of the displacement Ax from the shift

AX,A .
0 ly 7p=q=‘1 1 Xg at a fixed yg =0 and parameter values p=qg=1, and curve 1
’ =-1 /3 corresponds to the HRICS with the parameter a =—1,curve 2 — 6-point
005 interpolator. In the case under consideration, the interpolator of the first
0  — type is significantly inferior to the second in terms of displacement.
005 However, due to the inseparability of the core of the latter, the maximum
' / 2 displacement is observed at Xy =-0,5, and there is also a significant
0.1 / displacement along the axis (curve 3 in Fig. 1), which is absent in the

-0,15 HRICS.

05 025 0 025 Xo Odds vjj in formula (2) depend on the form of the function
f(x,y), and if it is given in the form (8), then they depend on the
Fig. 1. Dependencies AX(Xq), Ay(Xg) parameters p, d, Xg, Yq - If we fix them, then we can solve the problem:

(%(a),9(a)) =arg ) mia_xl ,1]V(X' y,a). 9)

A necessary condition for the fulfillment of equality (9) is that (X(a),¥(a)) should be a solution to the system of
equations:
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2

%: 2 Vijg—i(x—i,a)g(y—j,a):o;

ov( ) I,Jzz‘2 5 X,y e[-11]. 10)
~ )2 dg

VTZi’j_Z;ZVijg(X—l,a)@(y_La)=0,

If we now fix y =y, then you can find the optimal value ag =ag(Xg) as a solution to the equation:

x(a)—xg =0, ae[-15;-0,5]. (12)
a EN
_(()),7 \; 07 \\
09 \\ X,=0,1 09 \

0~V
11 / -1,1 o1 \\
Xo=0,

I N

-1,5
0,5 1 15 p 0 0,5 1 15

a) b)
Fig. 2. Dependency graphs ag(p) (a) and aq (D) (b)

Family of function graphs ag(p) at g =p; yg =0 and for different values xq = 0,1 and xg = 0,25 are shown in
Fig. 2a. It should be noted that the graphs differ slightly in the area 0,5<p <1,5 when changing the shift of the

interpolated function. If we solve the problem of reconstructing an unknown function from a set of its samples, then
instead of the parameters p,q, characterizing the curvature of the function in each direction, it is necessary to use other

parameters. For example, can be used to describe the curvature of a surface z =f(x,y) at the point (Xq,Yg) , wherein
VT =0, determinant of the Hesse matrix of second derivatives:

fux T
fo, f

Xy

X W:|X:X0vy=YO
called the Gaussian curvature [4]. In addition, the concepts of curvature are used A, A, (eigenvalues of the Hessian),
as well as the mean curvature:

2
D= detl: = (fxxfyy _ny)X=Xo,Y=YO ! (12)

p=(fxx + fyy)x:xo,y:yo =M +Ay. (13)
If you build a dependency D(p) for function (8), then it can be used to obtain the graph of the function ay (D),
shown in Fig. 2b for fixed shift xy = 0,1, which in the first approximation can be approximated by a straight line by the
least squares method. If necessary, you can use the cubic parabola approximation.

AX . AXAY
=g=1
00005 |-/ N\ o 01
\ 5 0 \'—AX
0 \< 4 0 N
— ~—
-0,0005 |1 \ / 0.1 (/ \\
-0,001 \ / 02 A
) \J l /
-0,0015 03
0 01 02 03 04 44 12 -1 08 06 -,
0
Fig. 3. Addiction AX(Xq) Fig. 4. Dependencies AX(Xg), Ay(Xg)

Fig. 3 illustrates a graph of a function Ax(xg) for a=a(0,1) (curve 1) and a =ag(0,25) (curve 2). Thus, the exact
restoration of the original function is possible only with its displacements Xy = 0; Xq = £0,5; Xg =Xy, Where Xg - the

value of the shift of function (8), for which the optimal value of the parameter a was determined. At other points, the error
in recovering a known function of the form (8) is significantly less than for an interpolator by 6 points.
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2. THE ERROR IN DETERMINING THE EXTREMUM OF THE DECISION FUNCTION OF THE
CORRELATION ALGORITHM.

Let us illustrate the possibility of using HRICS to refine the position of the extremum of the decision function (DF)
corresponding to the correlation algorithm for aligning images in CENS. For example, let's take the port image as an RI
M; =150xM, =150 elements shown in Fig. 4a.

— .

N .

a) b) c)
Fig. 4. RI (a) and the decision function (DF) corresponding to the shift
(Ax =20,2; Ay = 20) (b) and (Ax =90,2; Ay =90) (c)

Let us take the DF of the correlation algorithm in the form:

Ni Np
b =D (tj —ef)?, (k1) €L My — Ny +1xL M, — N, +1, (14)
i=1j=1
where tj; —elements of the centered and normalized CI [2], measuring Ny x Np, Ny <My, Ny <My

[e!ﬂ, (i,))e 1,_N1><1, N, —RI sub matrix corresponding to its centered and normalized fragment obtained by shifting

by (k,1) elements relative to the upper left corner of the RI. The quadratic difference algorithm (14) is equivalent to the
correlation one due to the centrality and normalization of the Cl and RI fragments, and calculations in accordance with
the algorithm (14) by the computer are carried out much faster than when using the correlation algorithm with the
operation of multiplication under the sum.

The process of forming a CI using RI is described in [2], but instead of an interpolator by 6 points, the above-
described HRICS with the parameter a =-0,6. If necessary, the generated Cl can be noisy to simulate the noise
component that occurs when Cl is obtained in real conditions.

The image of a man-made object shown in fig. 4a indicates its significant inhomogeneity. So, in fig. 4b and fig. 4c
are shown in the form of images of the DF algorithm (14) obtained for the CI with N; = N, =39 elements and offsets
(Ax =20,2; Ay =20) and (Ax =90,2; Ay =90) respectively. The positions of the CI on the RI are shown in Fig. 4a. It
can be seen that in the second case, corresponding to sighting of the water area, the correlation radius is significantly
larger than in the first. Therefore, when using HRICS to reconstruct DF from its discrete readings in the vicinity of the
minimum, it is necessary to refine the parameter depending on the correlation interval of the RI at the extremum point.

The following two-stage procedure is proposed for using the HRICS in order to correct the position of the DF
minimum.

At the first stage, a rough estimate of the shift parameter is determined (X,¥) by formula (7) using a 6-point

interpolator. Determinant A of an elliptic paraboloid (formula (6)) constructed by the interpolator does not depend on the
coordinates (X,y) e[-1,1]x[-1,1] and coincides with the determinant of the Hessian matrix (expression (12)). In
particular, for the cases shown in Fig. 4b and 4c, determinant values D made up 1,406 and 0,648 respectively.

If we now construct a calibration curve similar to that shown in Fig. 2b, then at the second stage according to the
known parameter D it is possible to find the optimal value of the parameter @ , construct the surface (2) with the help
of HRICS using 25 DF readings and determine the position of its minimum, for example, by one of the gradient-type
algorithms, and use a rough estimate (7) as the initial value for this algorithm.

In the implemented algorithm, to minimize function (2), the iterative Newton-Raphson algorithm was used [5]:

Xiy1 =% —DTHG)VV(X}), (15)

where x =[x,y]", Vv- gradient function (2), D — Hesse matrix. Equation (15) in coordinates has the form:
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Xii1 = Xi —[%(fxfw —fyfxy)} ;

X=Xi,Y=Yij
1
Yin=VYi— B(‘fxfxy +fyfxx) '
X=Xi,y=Yi
where D(X,y) = (fXXfyy —ffy) . These equations coincide with those obtained in another way in [6]. The second derivative
of the spline (3) is described by the expression:
6(a+2)|s|-2(a+3), |s|<1,
g |00 22 Fst
—2 = 2a(3|5| —5), 1< |S| < 2,
ds 0, s> 2
and has discontinuities of the first kind at points s=+1, s=+2.

3. RESULTS OF STATISTICAL TESTS OF ALGORITHMS.

Ox
0,15 /

No spline
|

0,1

0,05 — with spline
L |

0 \
0001 001 01 1 10

lgo
Fig. 5. Addiction o, (g o)

To illustrate the gain in the accuracy of the CENS positioning, statistical tests of the algorithm (14) were carried
out with an interpolator by 6 points and the above-described two-stage procedure for minimizing DF, containing spline
interpolation at the second stage. As a reference image, we used the image shown in Fig. 4a.

Coordinates of CI center on Rl (Xq,yg) were played randomly in accordance with the two-dimensional normal
distribution law, the average value of which coincided with the center of the RI, and the standard deviation , was chosen
from the condition oy ~ M;/8. Then the CI was formed in accordance with the methodology described in [2]. The

constructed CI was noisy with additive white Gaussian noise with zero mean value and the same standard deviation for
each element, expressed in units of image brightness, which can take values from the interval [0,255].

Image alignment was assumed to be correct if the conditions were met (see [16]):
<2, ‘y—yo <2. (16)

X—Xg

Where (X,Yy) — an estimate of the shift generated by the algorithm. Next, the algorithms were repeatedly run with
different implementations of the noise component of the Cl and the dependences of the root mean square error were

1 N 2 1 N 2
plotted in each direction oy = Nzl‘(Xi —in) , Oy = Ng(yi —in) fromrms .
1= 1=

In Fig. 5 shows the dependencies o, (lgc) for the 6-point interpolator algorithm (upper curve) and for the two-
stage algorithm (lower curve). Analysis of the graphs allows us to conclude that the second algorithm wins in the accuracy
of determining the shift coordinates by about 5 times. Dependencies cy(lg o) for both algorithms practically coincide

with those presented in Fig. 5. It should be noted the weak dependence of the positioning accuracy on the change in the
parameter ¢ inarea 0 <o <10

CONCLUSIONS
It has been shown that the optimal value of the parameter of the cubic spline interpolator is less dependent on the
magnitude of the local shift of the images and, to a greater extent, on the correlation interval of the RI in the vicinity of
the image alignment point, which is proposed to be estimated using the Gaussian curvature parameter. A two-stage



13
Applying spline interpolation to increase accuracy of correlation-emergency navigation systems

procedure has been developed for determining the coordinates in the CENS, in which, at the first stage, the decisive
function is reconstructed in the vicinity of its global extremum using a two-dimensional quadratic interpolator for 6 counts
and the coordinates of its extremum and the Gaussian curvature are estimated. These data are used at the second stage to
determine the optimal value of the cubic spline, constructed from 25 DF readings, and to refine the coordinates of its
extremum. It is shown that the positioning accuracy of the CENS can be increased by up to 5 times.
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3ACTOCYBAHHS CILIAMH — IHTEPIOJISIII IO MIABUIIEHHSA TOYHOCTI
KOPEJISIHIMHO-EKCTPEMAJIBHUX CUCTEM HABITALLTI
B.M. Buxos!, M.M. Koauurin®, I'. FO. Mipomnuk?, T. B. Mipomnuk?, O. M. Cornikos?
! Xapxiecoxuti nayionanvnuil ynisepcumem iveni B.H. Kapasina, maiioan Ceob6oou 4, Xapxie, 61022, Ypaina
2 Xapxiscokuil Hayionanvuuil ynieepcumem nosimpsauux cun iveni leana Koscedyba, eyn. Knouxiscoxa 228, Xapxis,

61045, Ukraine

AxTyanbHicTh: CrulaiiH—IHTEPIIOJALIS 3aCTOCOBYETHCS JUISl IJBHILIECHHS TOYHOCTI KOPEIALiHO-eKCTpeMaIbHUX
cHcTeM HaBiramii. 3arporoHOBaHO JBYXETAIIHUH alTOPUTM CYMIIIEHHS 300paXeHb B KOPEISIIHHO-EKCTpeMalbHUX
cucremax Hapiramnii. Ha meprromy erami OyayeTbest MOBEpXHs BUpimanbHOi PYHKIIIT aITOPUTMY B OKOJHII 11 eKCTpEMyMy
3a JIOTIOMOTOI0 KBAJPATUYHOTO IHTEPHOJATOPA MO MIECTH TOYKAX i OIIHIOIOTHCA {i raycoBa KpWBH3HA 1 KOOPIMHATH
excTpemymy. Lli mapameTpn BHUKOPHCTOBYIOTHCS IJIsI BH3HAYCHHS OINTHMAJIbHOTO 3HAYCHHSA Mapamerpa KyOidHOTO
CIUTaifH—1HTepIOIATOpa, IKUH BUKOPHUCTOBYETHCS HA JAPYTOMY €Tami 3 METOI0 YTOYHEHHs rpy0oi OIMiHKH KOOpAWHAT i
MABUIIIEHHS TOYHOCT]I BU3HAYECHHSI MICI[€3HAXOMKEHHSI CUCTEMH HaBITraIii.

MeTto1o po6oTHu €: Po3poOka anroputMy CyMiIIeHHS 300pakeHb B KOPEAIITHO-eKCTpeMaIbHUX CICTeMax HaBiraiii, mo
JI03BOJISIE pealizyBaTH OJIM3bKE J0 ONTUMAJIBHOTO 3HAUCHHS apaMeTpy KyOi4HOTO CIITaliHy sl KOXKHOTO 3 MOXKIIMBHX
3pYIICHb MOTOYHOTO 300pa)KEHHS I0JI0 €TAIOHHOTO 300pa’KeHHS 1 B Pe3yibTaTi IMiJABHUIIUTH TOYHICTH BU3HAYCHHS
KOOp/IMHAT.
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Martepiann Ta Meroam: Y KOpENAIiIfHO-eKCTpEeMaIbHUX CHCTEMaxX HaBiramii BH3HAUYEHHS KOOPAWHAT JITaIbHOTO
arapary 3OIHCHIOETBCS IUIIXOM OOYHCICHHS B3a€MHOI'O 3CYBY IIOTOYHOTO 300pa)KEHHS, OTPHMAHOTO 3a JIONOMOIOI0
matguka (GpisUgHOTO MOJA 3eMIli, 1 €TAJIOHHOTO 300pakeHHs, BiIOMOTO 3a3/1anerinb. [Ipu mboMy TOYHICTh CyMilIeHHS
TUCKPETHUX IOTOYHOTO 1 €TATOHHOTO 300pa)KCHHs, SKi 3a3BHYAil BHKOPHCTOBYIOTHCS Ha TMPAKTHUIl, HE TEPEBHUIIYE
MoJIOBUHU Tikcens. OTHUM 3 MOIMBHX NUIAXIB BUPIOICHHA NMPOOJIEMH ITiJBUINEHHS TOYHOCTI CHCTEM HaBiramii €
3aCTOCYBaHHS METO/1iB HAOJIMKEHHsI BUPIIIAIBHOT (DYHKIIT alrOpuTMy CyMilIeHHs 300pa)keHb B OKOJIML ii r100anbHOTo
EKCTPEMyMY.

PesyabraTu: [ inocTpanii BUrpamry B TOYHOCTI BU3HAYCHHS MICIIE3HAXO/DKEHHS CHCTEMH HaBiraiii Oyim npoBejieHi
CTaTUCTUYHI BUMPOOYBAHHS QJITOPUTMY 3 IHTEPHOJISTOPOM MO HIECTH TOYKAX 1 BUIIEONHMCAHOT ABOCTAIHOI NPOLETypH
MiHiMi3alil BUpimanbHOI (QYHKIII, 110 MICTUTH CIUIAHH—IHTEpHOJALII HAa Apyromy erami. B sKkocTi erasoHHOTO
300pa)XeHHsI BUKOPHCTOBYBAJIOCS THUIOBE 300pakeHHs. KoopaMHATH LEHTpY MOTOYHOTO i €TaJIOHHOTO 300pa)keHb
(Xg.Yg) PO3irpyroThCs BMNaJKOBMM YMHOM BiMOBIJHO [0 JBOBMMIPHOIO HOPMAJILHOTO 3aKOHY PO3IOJILIY, CEPEIHE

3HAQUEHHSI SIKOTO 30Ira€ThCsi 3 IIEHTPOM ETAJIOHHOTO 300paKEeHHs, 3HAXOAMThCS TaKOX CEPeAHbOKBAAPATHYHE
BiaxuieHHs. [1oTiM GpopMyeThes TOTOUHE 300paKEHHS 10 JISSIKMM 3HAaYEeHHSIM eTaJoHHOTOo 300paxkeHHs. [loOynoBane
TaKd YUHOM IIOTOYHE 300pa)KeHHs 3allyMIISIIOTh aJWTHBHUM OUIMM rayCiBCHKMM INYMOM 3 HYJBbOBHM CEpEIHIM
3HAQUEHHSM 1 OJTHAKOBHMM JJIsI KOXKHOTO €JIEMEHTa CePEeAHbOKBAPATHIHUM BIIXUIICHHSM, 1[0 BUPAXKAETHCS B OJMHUIIAX

<2, <2, n1e

scKpaBocTi 300paxeHHs. [loeTHaHHS 300paXKeHb € MPaBHILHUM, SKIIO BUKOHYIOTHCS YMOBH: |X —Xq Y-Yo
(X,y) — oIiHKa 3CyBY, sika POPMYEThCS anroputMoM. Jlami 3aificHIoBaBcs 6araTopazoBHil 3aITyCK adTOPUTMIB 3 PIZHUMH
peaizauisMH IryMOBOi KOMIIOHEHTH HOTOYHOI'0 300paKeHH:I 1 Oy IYFOThCS 3aJIeKHOCTI CepeAHbOKBAIPATHIHOT IIOMUIIKH

10 KO)KHOMY HalpsAMKY Bi,Z[ CEPEAHBOKBAAPATUIHOTO 3HAYCHHA O , TOOTO

1 2 1 2
Ox = *Z(Xi _XOi) » Oy = *Z(Yi _in)
N i=1 N i=1

Ha manoHKax, NpuBeICHUX B CTATTi, HABEJICHO 3aJI€KHOCTI Gy (lgc) Ui adropuTMy 3 iHTEPHOJSATOPOM 1O 6 TOYKax

(BepXHsl KpuBa) 1 /ISl IBOCTAITHOTO ITOPUTMY (HWKHS KprBa). AHaui3 rpadikiB 103BoJsie 3p00OUTH BUCHOBOK IPO T€,
IO JPYTHii aITOPUTM BUTPAE B TOYHOCTI BH3HAYEHHS KOOPIMHAT 3CYBY MPUOJHM3HO B 5 pasiB. 3alie:KHOCTI sl 000X
AITOPUTMIB TPAKTUYHO 30IraloThCS 3 MPEACTABICHHIMH Ha MamoHKy. Ciil 3a3HAUMATH clIa0Ky 3alieKHICTh TOYHOCTI
BU3HAYEHHS MiCIIe3HAaXO/IKEHHS BiJl 3MiHM mapameTpa ¢ B obnacTi 0<o<10

BucnoBku: [lokazaHo, 1m0 onTHMalibHE 3HAUEHHS NapaMeTpy KyOIYHOrO CIUIalH-IHTEpHONSATOpa B MEHUIN Mipi
3aJIKHUTh BiJl BEJIMYMHHU JIOKAJBHOTO 3CYBY 300pa)keHb 1 B HAMOUIbIIIN Mipl BiJ iHTepBasly KOpeslii eTaJoHHOTO
300pa)KeHHsI JTOBKIJUISI TOYKHM CYMIILIEHHsI 300pa)KeHb, SKWH 3alpONOHOBAHO OLIHIOBATH 3a JOIOMOTIOI0 Mapamerpa
raycoBOi KPUBH3HH.

KitrouoBi ciioBa: kopensilifiHO-eKcTpeMaJIbHi CHCTeMH HaBiramii, moToyne 300pakeHHsl, €TAJIOHHE 300pasKeHHs,
BUpilIAIbHA QYyHKIiS, BUCOKOPO3AILHUN iIHTepnoasauiiHui KyOiYHuH cnuiaiiH.

Crarts Hanifinma no penakmii: 2 Bepecs 2021 p.
PexomenoBano 1o apyky: 11 sxoBtHs 2021 p.



