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Scattering process without conserving plasmon number in one-
dimensional Wigner crystal

S. S. Apostolov

V. N. Karazin Kharkiv National University,
Svobody Sq. 4, 61022, Kharkiv, Ukraine

In this paper we consider a quantum wire, the electrons in which form a one-dimensional Wigner crystal. One-dimensional
electrons in a crystal are equivalent to plasmon modes describing the long-wavelength fluctuations of the charge density. We have
studied the basic process of the plasmon scattering that is not conserved the total number of particles, — the scattering of two plasmons
in three, and vice versa. For this process, the scattering rate is calculated and an equation for the relaxation of the artificial chemical
potential are derived.

Keywords: one-dimensional Wigner crystal, plasma waves, collision integral, chemical potential.

B paboTe paccMOTpeH KBAaHTOBBIH HPOBOA, AJIEKTPOHBI B KOTOPOM (OPMHPYIOT OJZHOMEPHBI BHTHEPOBCKHH KpHCTAJLI.
OpHOMEpHBIE TEKTPOHBI B TAKOM KPHCTAJLIe SKBUBAJICHTHBI CHCTEME ITIa3MOHHBIX MOJI, OTTMCHIBAIONIHX JUITMHHOBOJIHOBEIE KOJIeOaHNUs
3apsI0BOH IIOTHOCTH. B pabote nccenenoBan 0CHOBHOM MPOLECC pacCesTHUS IIIIa3MOHOB, IIPH KOTOPOM HE COXPAHSIETCSI TIOJTHOE YHCIIO
YACTHI], — IPOIIECC PACCESHHS ABYX IIIa3MOHOB B TPH, M HA000POT. JI1s1 3TOTO Iporiecca BRIUUCISHA AMILIATY/A PACCESHHS U IOy IeHO
YPaBHEHHUE AJIs PENaKCAI[MN HCKYCCTBEHHO CO3[[AHHOTO XMMHUYECKOTO MOTEHIIHANA.

KiroueBble ci10Ba: OJHOMEPHBIH BHUIHEPOBCKHH KpPUCTAJI, IUIA3MEHHBIC BOJHBI, MHTErpal CTOJIKHOBCHHH, XUMHYECKHH
MOTEHIHAL.

YV poboTi po3NISTHYTO KBAHTOBUI APIT, €IEKTPOHH B SIKOMY (hOPMYIOTH OJHOBUMIpPHHMII BIrHEpOBCHKMI Kpuctan. OnHOBHMIpHI
CNIEKTPOHHU y TAKOMY KPUCTaJI €KBIBaJCHTHI CUCTEMI IJIa3MOHHHX MOJI, 1[0 OITHCYIOTh JIOBIOXBHJILOBI KOJIMBAHHS 3apsi/10BOI I'YCTHHH.
Y po0oTi TOCTIIKEHO OCHOBHHN MPOLEC PO3CIIOBAHHS IJIa3MOHIB, IPHU SIKOMY HE 30€piracThCsi MOBHE YHCIIO YAaCTHHOK, — MPOLEC
po3citoBaHHs IBOX IUIa3MOHIB B TPH, i HaBnaku. JIJist pOro mporecy o0YrciieHa aMIUTiTy/1a pO3CiFOBaHHS Ta OTPUMAHO PIBHSHHS [UIs

penakcanii MTyYHO CTBOPEHOTO XiMIYHOTO IMOTEHIiaTy.

KorouoBi c10Ba: oiHOBUMIpHNIT BITHEPOBCHKHUIT KPUCTAI, IIIa3MOBI XBHIII, IHTErpall 3ITKHEHb, XIMIYHHI MOTEHIIaI.

Introduction

One of the key areas of modern research is the kinetics
of the nearly integrable quantum many-body systems. From
this perspective the one-dimensional (1D) systems are
particularly relevant as some exact solutions are known [1-
2] that can be used to solve more general models in which
integrability is broken weakly. Integrability ensures that
the scattering of particles in 1D many-particle system
is exactly equivalent to the sequence of the pair-particle
collisions, and hence the set of initial momenta for each
scattering event coincides with the set of finite momenta.
Such scattering does not change the distribution function
and are unable to lead the system to thermal equilibrium.
A striking example of such long-lived non-equilibrium
quantum states is a quantum Newton pendulum created
using 1D-Bose gas in a trap [3].

To describe the 1D electron crystals (Wigner crystals)
that are formed in the quantum wires, the nanotubes and
the edge states, we can use exactly solvable Tomonaga-
Luttinger model [4-6]. This model predicts the special

© Apostolov S. S., 2014

properties of 1D electron systems: the power-law anomalies
in the tunneling density of states [7] and the effect of charge
and spin separation [8]. However, this model has some
serious deficiencies. Particularly in the framework of the
model excitations have an infinite lifetime, which implies a
lack of equilibration.

Renewed interest in 1D electron crystals stems
from the new experimental results that do not fit into the
paradigm of the Tomonaga-Luttinger model. Tunneling
spectroscopy of quantum wires [9,10] and thermometry of
quantum edge states [11,12] are a direct proof of thermal
equilibrium in 1D electron systems. The deviations from
perfect conductance quantization [13-17] and a violation
of the Wiedemann-Franz law [18,19] in the wires with a
low electron density are found. These observations have
attracted considerable attention and require construction of
a new theoretical model.

In the present paper we study the microscopic
mechanisms of relaxation in the generalized Tomonaga-
Luttinger description of one-dimensional electron liquids,
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which amounts to keeping anharmonic interactions between
plasmons. We follow and extend the way used in [20]. The
1D Wigner crystal [21-22] represents an extreme case of
the Tomonaga-Luttinger liquid with small interaction
parameter x = zhv’ /ms[) 1. Here v is particle density,

m is electron mass, s is sound velocity of plasmons.

We model the system of strongly interacting spinless
electrons of mass m by the Hamiltonian (hereafter 7i=1)

2

p; 1

H=Y"14=>U(x,-x,), (1)
T 2m 1210’

where p, and x, are the momentum and coordinate of the

[ th particle, and V'(x) is the interaction potential.

In order to involve the standard second-quantized
representation we expand (1) with respect to small u, —u, ,

which measures deviations of electrons from their
respective  equilibrium positions x, =//v+u,, and
introduce collective coordinates
1 )
u, = (b +b" e,
! § 2mNe, *
q
2

me .
P :—iz (b b e,
B TR

where N is a number of electrons in a crystal, and plasmon

creation and annihilation operators
commutation relations

obey canonical

[bq’bq’] =0, [b;’b;-’] =0, [bq’b;] = é‘qq"

The resulting Hamiltonian consists of the usual
Wigner crystal part
Hy=Y o,blb,+1/2), 3)
q

and anharmonic terms discussed in the next section in
details. Here the plasmon dispersion is given by

a),f = EZV"(}C =1/n)[1-cos(kl/ n)]. 4)
m-

At the sufficiently small temperatures 7 the
characteristic value of plasmon momentum ¢ is small also,

and we can simplify the dispersion relation to
2
o,=s|lq|(l-aq”), q~T/sl] 1.

Here s=/V,,/m, a=V,, /24V,, ,and
Vo =2V 0, V™ =V (x=1/n).
I=1
The nonlinearity of the dispersion strictly prohibits
the decay of a single boson into two or more because of

the momentum and energy conservation. The simplest
scattering process involves two bosons both in the initial
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and in the final states and the typical relaxation rate scales
as the fifth power of temperature [20]. Essential feature of
the two-into-two process is the conserving of the number
of plasmons. So, this process leads the system to not-exact
equilibrium state. Indeed, the resulting “equilibrium”
distribution function is expected to have a chemical
potential. Below we discuss the two-into-three process
which changes the number of plasmons and thereby relaxes
the chemical potential.

Two-into-three scattering process
As discussed in the introduction we expand the
Hamiltonian H with respect to deviations u, —u, keeping
terms up to the fifth order, H ~ H, + H, + H, + H,
1
H — V(n) —u. n
n=3,4,5 2'11'2 / (MM u, )

s

NS hend) )

= 2

x(b, + bfql )...(b, + B! o Wby + qun ),

where g, =¢, +...+¢q, , and

0

$,(qs-esq,) = =2"7 3 V" sin(q, 1/ 2)

I=1

xsin(g,l/2)...sin(q, ,1/2).

The leading order inelastic scattering process that not
conserving the plasmon numbers, involves two plasmons
in the initial state and three plasmons in the final, or vise
versa. The corresponding rate is generated to the first order
in the interaction Hamiltonian H,, to the second order in
the crossed terms between H, and H,, and finally from
H, iterated to the third order. For the purpose of finding

this rate we introduce 7 -matrix
T=H,+H,GH,+H,GH,+H,GHGH,, (6

where G, =(Q2 —H,) , with energy Q, of the initial

plasmons. Then the transition rate for plasmon scattering is
defined by 7 -matrix and given by the Fermi golden rule
expression

Wy =27 (0, |T|0)F 6(Q, -9, (7

where O, and €, abbreviate total initial/final momenta

and energies of the plasmons respectively.

Scattering rate
The detailed calculation of the transition rate is
cumbersome and technically. Here we shortly describe the
steps taken to calculate the rate. After applying Eq. (5) into
Eq. (6) and then into Eq. (7) we express the matrix element
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(O, 17T1Q,) as a sum of the averaged products of the

creation and annihilation operators. Each of these averaged
products can be reduced by commutation relations to the
composition of Kronecker’s delta symbols. As a result we
get the transition rate in the following form

wy =2z |45 [ 6, ,8Q,-Q)), )

where amplitude of the scattering rate can be written in the
following form,

41:43,43 1,3
e = e = (]\;;33/2 72 l9a.q9545 17, (9)
and
41:43,43
q1-492
(2s) 12
1 |ae| [m*d(a.42.-a1-a3)
V 9=491-92>
9,95 .43 (10)
m +
- Z O~ (py, p,)Py (3, Py> Ps)
{pi=lq}

+ Y D (p, p)O (P, PG (Dss D+ 1))
{pi={q}

Here the summation over {p}={g} means the
summation over variables p,,;, taking different value
from set of initial momenta ¢, , and final momenta with the
opposite sign —g;, ;. In other words the sets of {p} and

{g} coincide,
P P2 D3 P4 s} = 1012925 —41> =420}
Then the sign “+” in superscript of ®*(p,,p,)

should be chosen as “+ ”if p, and p, is the both initial or

final momenta and “—"" otherwise,
. & (p»p,)
O (p,, p,) = +3 12 2 3
(a)pl _wpz) _a)l’ﬁl’z

Equation (8), (9), and (10) describe the scattering of
plasmons with arbitrary possible momenta. However

expression for A/ is crucially simplified in the low

temperature limit. In this limit the plasmon momentum
q~T /sl 1, and within the leading logarithmic accuracy

A" is independent of momenta.

For example,

ﬂq{ 243,45
1,92

=1=55J2/48~1.62,

in the case of the screened Coulomb interaction potential,

2 2
e e

YT e

| x|

where d0 v' is a distance to screen and e is an

elementary charge.

Relaxation of the artificial chemical potential

Now we assume that the crystal is brought out from
equilibrium. The main scattering process that relaxes the
crystal is the two-in-two process studied in [20]. This
process conserves the number of plasmons and therefore
drives the distribution function n, of the plasmons to

Fermi-like distribution
— [e(mq—,u)/T _1]_1

(11)

ny

where u is artificial chemical potential that should relax to

zero due to the two-to-three scattering process.
The evolution of the distribution function can be
described by Boltzmann equation

on

—L=1[n,],

P (12)

where Z[n,] is the collision integral that corresponds to

the two-to-three scattering process,

99393 ‘1‘12‘13
Iln]=> D W
[ a9 ‘]1‘17
@G>0 >4
_z Z W‘hthqg 91.93.93
9:92 qqﬂ >
9 4>9>6
91.q) (h_ o 7y
a9 aar el e e T e e e ey a0

with n,=l+n,.

In order to simplify Eq. (12) we summarize it over ¢,

an _1 S i i
at q 12 a9 992
q a9
9-92-93

and substitute Eq. (11) in it. Finally we get

oT 1 q{.qésqs’
! Y i 1 s
4=49,-4
91,4393

Here we assume that the crystal is near equilibrium, so
chemical potential is small enough, |u[] T, and it is

negative to prevent the distribution function from
singularity.

In order to calculate the characteristic time 7, that
determine the relaxation of the artificial chemical potential,
we should examine the kinematics of the two-in-three
scattering process.

Kinematic constraints
Here we study the kinematics of the two-to-three
scattering process and determine the combination of
momenta that contributes substantially into the collision

BicHuk XHY, Ne 1135, cepis «®isuka», sun. 21, 2014
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integral and 7,. Now we assume that ¢, >0 (case of

g, <0 can be studied analogously). The momenta and

energy conservation laws give

@ +q,+q;=q,+q,,
lg |(1—aq*)+| g, |(1-ag?)+|q; | 1-aqy?)  (14)
=g |(1-ag)+]q, |(1-ag;).

The first equation sets 5Q,,Qf =0 In the

G+ =903 "

case when all momenta is positive ¢,,,q/,, >0 the

nonlinearity plays the key role because the linear terms in
Eq. (14) cancel each other and, excluding g, , we get the

quadratic equation for ¢, ,

(¢, +9,— qlr)qéz —(q,+9g,- 6]],)2 6];

. , (15)

(4 =99, —9)(¢, +4,) = 0.

Then the energy ¢ -function transforms into
5@, -,)= M 0NR ) g

3sa(q; —q7)

where ¢, are the roots of the quadratic equation (15).

In all other cases when one or several momenta are
negative linear terms in Eq. (14) do not cancel each other
and do not produce such denominator as in Eq. (16). For
example, assume that g3 <0 and ¢,,,q/, >0. Then the

energy conservation gives
6(Q,-Q)
1 ’ ’ ’
= ;é‘[qz + 30!(% +4q, )(611 -4, )(611 - %) /2].

Comparing the last equation with Eq. (16) one can
conclude that the contribution in 7,, Eq. (13), is much

smaller to factor a(q’—¢q’)~(T/s)’0 1 in the

denominator in Eq. (16) when momenta are of different
signs. Then in the further calculation we assume all
momenta to be of the same sign.

Calculation of characteristic time
Now we can calculate the characteristic time z,. For

that purpose we apply the scattering rate in the form of
Egs. (8) and (9) into Eq. (13) and integrate only over
momenta of the same sign,

T, = AT 's(T 1 2xs)’.
where Z is a dimensionless integral originated from the
sum over momenta in Eq. (13),

dx,dx,dx, (x> —=x*)"!

_8
' mo ¢ ()& (x,)¢ (x;)¢ (x, )¢ (x)

X, >0

~1.814, (17)
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with ¢(x)=x""sinhx, and x, are roots of Eq. (15) with ¢

changed to x,

3 3 3
y = X, +x, — X, [li 4(x; +x, —xs)3 _l]
- 2 30, +x,-x,)" 3
It should be noted that integration in Eq. (17)
performed over domain where x,,; >0,x, >0.

Conclusions
In the present paper we study the scattering of the
plasmons in the one-dimensional Wigner crystal. The
leading process involves two plasmons in the both initial
and final states and, therefore, conserves the number of
the plasmons. This process drives the crystal to the non-
exact equilibrium that can possess the artificial chemical
potential. This chemical potential should be relaxed by the
process that not conserving the plasmon number. The main
process of such a kind involves two plasmons in the initial
state and three in the final, or vice versa. We determine the
scattering rate of this process, derive equation of relaxation
of the artificial chemical potential, and calculate the

characteristic time of the relaxation.
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Within the framework of the model electron energy spectrum on the nanotube surface with a superlattice in a magnetic field,
an exact expression for the polarization operator of a degenerate electron gas was obtained. The shape and size of the plasma waves
Landau damping regions on the tube throughout the Brillouin zone were calculated. The influence on these areas of the position of
Fermi level in the miniband was considered. The conditions for the resonance absorption of plasmon on the tube by electrons were
found. The limiting transition towards the nanotube without superlattice was performed.

Keywords: nanotube, superlattice, magnetic field, plasma waves, Landau damping.

Ha ocHoBe MOZENBHOTO CIIEKTpa SHEPIHU IEKTPOHOB HA MOBEPXHOCTH HAHOTPYOKM CO CBEPXPENIETKOH B MarHUTHOM MOJe
MOJTyYESHO TOYHOE BBIPAKSHHUE JUTS MOJSIPU3ALIMOHHOTO OIIepaTopa BEIPOXKICHHOTO AIEKTPOHHOTO ra3a. Paccuntasl popma 1 pazmepbl
obnacrell 3aryxanus JlaHmay InIa3MEHHBIX BOJH Ha TpyOke BO Bcel 30He BpmiumosHa. PaccMmorpeHo BimsiHME Ha 9TH 00nacTé
nonoxeHust yposus depmu B MuHM30He. HalimeHBI yciioBHS PE30HAHCHOTO MONIOMICHMS IUIA3MOHOB HA TPYOKE SJIEKTPOHAMU.
BrrmonHen npeaensHbIH mepexol K HaHOTPYOKe 0e3 CBepXpeIIeTKH.

KunroueBnbie ciioBa: HaHOTpyOKa, CBEpPXpEIIeTKA, MarHUTHOE TIOJIe, TIITa3MEeHHbBIE BOJIHBI, 3aTyxaHue Jlanaay.

Ha oCHOBiI MOZIENBHOTO CIIEKTPY €HEeprii eJeKTPOHIB Ha IOBEPXHI HAHOTPYOKM 3 HAArPaTKoI0 Yy MAarHiTHOMY MOJIi OTPUMAaHO
TOYHMI BHpA3 JUIs TOJSIPU3ALIIHOIO ollepaTopa BUPOIKEHOT0 eleKTPOHHOTro Tra3y. Po3paxoBani ¢opma i po3mipu oOnacTeil sracaHHs
Jlannay ruta3MOBHX XBHIIb Ha TPyOLi y BCiii 30Hi bpmmmioena. Po3misiHyTo BIumB Ha 1i o6acTi nosxoxeHHs piBHsS PepMi y MiHIZ0HI.
3HalizieHi YMOBH PE30HAHCHOTO TOTJIMHAHHS TUIA3MOHIB Ha TPYOIl eleKTpoHaMu. BUKOHAHUI TpaHUYHUIT TIepexis 10 HaHOTPpyOKu Oe3

Ha/ITPaTKH.

KurouoBi ciioBa: nanotpyOka, HarpaTka, MarHiTHe 1oJjie, I1a3MOoBi XBuUII, 3racanHs JlaHnay.

Introduction
After the emergence of the idea of Keldysh [1] on the
establishment of an additional crystal periodic potential and
itsrealization in layered semiconductor structures [2,3] have
passed fifty years. However, interest in this system, called
the superlattices (SL), continues unabated. The number
of articles, reviews and monographs on semiconductor
superlattice is steadily increasing [4-15]. The suggested by
Keldysh perspective to control band spectrum of a solid
proved tempting. The technical applications of SL is very
broad . In recent years the physics of solid state enriched
set of effects and technical applications due to study of SL.
In Refs. [5,6] the de Haas-van Alphen effect in layered
conductors with additional periodic potential which

perpendicular to the layers changes.
In Ref. [11] the electromagnetic waves in the SL in
a magnetic field were considered. The spectrum of low-

© Ermolaev A.M., Rashba G.I., 2014

frequency oscillations of the field in conditions of the
quantum Hall effect was obtained. This effect is observed
experimentally in SL GaAs/(AlGa) in magnetic field which
perpendicular to the axis of the superlattice. The undamped
helicons in SL were predicted. They do not damped because
the dissipative components of the conductivity tensor under
certain values of the magnetic field strength equals zero.
Besides, under the frequencies of fields which less than the
electron cyclotron frequency, there is no Landau damping.
Thanks to the non-dissipative motion of electrons in the SL
the spectrum and polarization of electromagnetic waves in
it are of an unusual character.

In Ref. [12] it is shown that in the SL in a magnetic
field it is possible metal-insulator transition due to the
dependence of the density of states of electrons on the
magnetic field. This article calculates the magnetic
field values at which the dissipative components of
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the conductivity tensor of the electron gas vanish. The
dependence of the photoconductivity of SL on the magnetic
field was considered. In Ref. [13] the thermodynamic
functions of the SL in the magnetic field for the degenerate
and nondegenerate electron gas were calculated. A new
method of adiabatic cooling of the sample was suggested.

In Refs. [2-15] the one-dimensional superlattice with
additional periodic potential depending on one coordinate
were considered. The new surge of interest in CP associated
with the discovery of carbon [16] and semiconductor [17]
nanotubes. There was a need to consider the SL on the
surface of the tube. The SL with cylindrical symmetry may
be radial and longitudinal. The radial SL is a set of coaxial
cylinders. The longitudinal SL is similar to the system of
coaxial rings strung on the axis of the cylinder. Such SL
can exist on a tube filled with fullerenes or metal atoms
[18-20].

Landau damping of plasma waves in the degenerate
and nondegenerate electron gas on the surface of the
nanotubes in a longitudinal magnetic field in the absence of
the superlattice is considered in the paper [21]. The authors
of this paper calculated the longitudinal dielectric function
of the electron gas on the tube. Restricting ourselves
investigation taken into account only the intraband
transitions of electrons, they found the Aharonov-Bohm
oscillations of the dielectric constant.

In Refs. [22,23] the long-wave plasma oscillations
on the tube with a superlattice were considered. In these
articles, the transparency windows for plasma waves is
considered only for certain values of the wave vector and
the frequency of the waves. Here, within the established in
the article [22] model, we present the results of calculating
the position and shape of the region of Landau damping
plasma waves in the whole plane wavenumber-frequency.

The polarization operator of the electron gas
The energy of the electron with the effective mass 1,

on the surface of a cylindrical nanotube in a magnetic field
parallel to its axis, is calculated by Kulik taking into
account the quantization of radial motion of electrons in a
tube of small thickness [24]:
2.2
&y = &I +1)" + .

*

(M

where %l and #fik — the projection of the angular

momentum and momentum of electron on the tube axis,

_h?
En =
0 Am*az

the tube, 77 = % — the ratio of the magnetic flux @
0

— rotational quantum, @ — the radius of

through the cross section of the tube to the flux quantum
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D, = 27ch i [24]. The equation (1) describes a set of
one-dimensional adjoining subbands whose boundaries
& =& (I+ 7])2 coincide with the quantized energy

levels of the circular motion of the electrons on the tube in
the magnetic field. The electron density of states has a root
singularity at the boundary of the subzone. The simplest
way to take into account the superlattice on the tube is to
replace the energy of the longitudinal motion of the electron
in the formula (1) to the expression
& =A(l—coskd). )
This expression is borrowed from the theory of the
strong coupling of electrons with the lattice, and is often
used in the theory of superlattices and layered crystals
[15,25,26]. As a result of such a substitution the electron
spectrum on the tube becomes

ey = &(1+10)? +A(1—coskd), 3)

where d —period of superlattices, 2A — band width in the

energy spectrum of the longitudinal motion of the electron.
This band corresponds to the values of the wave number k

in the first Brillouin zone — % k<7 " . The spectrum

(3) describes the set of allowed energy region of electron

inside the intervals & < & < 2A, separated by gaps. By

analogy with traditional superlattice these bands are called
minibands. The electron density of states has a root
singularity at the miniband boundaries [27].

In the random phase approximation the damping
decrement of plasma waves with angular momentum #m

and the wave number ¢ on the tube is equal to [22]

ImP, (g, @
7m(Q): ) m( )
£Rer(q,a))

“)

‘w=wm(c1) :

where B, (q , a)) — the polarization operator of electron

gas, @, (q) — plasmon spectrum. The polarization

operator is equals

1 f(5(1+m)(k+q))—f(81k)

AL I &1y m)(kvq) ~ Ei ~ 10 =10

P, (q.0)= (5)

where f (8) — Fermi function, L — the length of the tube.
The dispersion equation for the spectrum and damping

of plasma waves has the form

11
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l-v, (q)Pm (q,a))=0, 6)

where

v, (q) = 47reza1m (qa)Km (qa) (7

— cylindrical harmonic of electron Coulomb potential on
the tube, I,, and K,, — modified Bessel functions, e —

the electron charge.
If the electron gas is degenerate, the integration with
respect kK in the formula (5) is limited to an interval

[—k;.k; ] where
A-
k =larccos M]
d A

— the maximum wave number of electrons in a partially
filled miniband with the number / Mg — the Fermi energy.

®)

The resulting integration over the k the [-miniband
contribution to the real part of the polarization operator is
defined by parameters
Ccy = (—;,) . )
2Asin 14
2
Here

hQ, (1L,m)=ggm[2(1+n)£m]. (10)

Q + — the frequency of direct transitions of electrons

[ — [+ m between the miniband of the spectrum (3).

If ci <1, from the formula (5) we obtain

1
ReP,m(q,a))z——d
4r’adAsin 15
2
c+tg1(xl+qd)—(l— l—cf)
{ I R a1 )
\/I_Ci c+tg1(x,+qd)—(l+ l—cf)
2 2

12

where X; = k;d . When the electrons are completely filled
the /-miniband, in the formula (11) x; = 7.

In case of Ci >1 we find

Re P, (¢.0)=+ !

27 adA sin%

d
c+tg(x, +q2j -1

1
= arctg =
Ve +

ch(x, - qzdj +1

arctg —————— |-

Ji -1

qd
t += -1
c g(xl 2)

|

c_tg (x, - qzdj +1

,/cf -1

If we restrict our consideration only the intraband
transitions (m=0, Qi =0,

+

(12)

arctg +

-1

+arctg

c.=c_=c=ho

L _ ), the formulas (11) and

2Asin —
2

(12) is simplified.

Transition in the formulas (11) and (12) towards to
the nanotube without superlattice is performed according
to the rule 5
d—>0,A—>oo,d2A—>hA . (13)

%

In this case, the spectrum (3) becomes (1) and formula

(11) takes the form

ReBm(q’m)z_;T*zqax
ln‘a)—(Q++qul+a)q)‘_
‘a) (Q+ qu,+a)q)‘ ’ (14)
_ln‘a)—(Q_—i-qU,—a)q)‘
‘a)—(Q_—qU,—a)q)‘

where
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2
b = m—\/ﬂo &

%
-maximal velocity of the electrons in the [-th subzone
2
. . hg
thout latt , = .
without superlattice, @, 2m,
In the absence of interband transitions (71 = 0) from
the formula (5) we obtain the contribution of the /

-miniband into the imaginary part of the polarization

operator: ( ) 1
ImFy(q,@)=- ;
ArradAlsin qzd‘ 11— c?
(15)
where

q <2k, O<w<2ésinﬂsin(x, +ﬂJ
h 2 2

If g > 2k; , the function Im B, is still equal to (15),
however @_ < @ < @, , where

A . qd . qd
@, =2—sin—sin| +x; +— |. 16
) ( ! 2) (10

Fig. 1 shows graphs of functions (15) in these cases.

[ | [t

Fig. 1. The dependence of the imaginary part of

polarization operator (15) as the functions of the
frequency at g < 2k; (a), ¢ > 2k; (b).
The values of the jump in the points @, are
1
. qd d\

4radAlsin 22 cos +x; +92

2 2
Taking into account the interband transitions

(m#0) instead of formula (15) in the vicinity of the

frequencies €2, we get

BicHuk XHY, Ne 1135, cepis «®isuka», sun. 21, 2014

Im £, (¢, @) =~ . (17)

drradA

1
. qd 2
sin=——|4/1—c
2‘ +

as in the formulas (16) terms €2, appear.

In the absence of spatial dispersion from the formula
(5) at any temperature we obtain

m P, () =%;nl [6(0-0_)-5(0-0,)].(18)

where 7; — the surface density of electrons in the /-th

miniband. In this case, the imaginary part of the polarization
operator has sharp jump at frequencies of direct electron
transitions between minibands.

Transparency windows
From formula (4) it is seen that for a obtaining of
transparency windows for plasma waves in a degenerate
electron gas on the surface of the nanotubes it is sufficient
to consider the regions on a plane ¢ —@, in which

Im P =0. The same regions can be found from the laws

of conservation of angular momentum projection and
electron momentum projection on the axis of the tube, and
from the law of conservation of energy under the electron-
plasmon absorption. These conservation laws are:

(19)

From formula (5) we have seen that the left-hand side
of equation (19) is the argument of the delta function,
including into the imaginary part of the polarization
operator. In addition, when an quantum electron transfer

(l,k)—)(l+m,k+q) is occurs, involving the

€k TRO= &1y ) (k4g) =0

absorption of a plasmon, the Pauli principle must be

performed: &y < 4y < 8( I+m)(k+q)" Consequently, after

the substitution k = ikl in the equation (19), we obtain

the boundaries of collisionless damping of plasma waves
on the tube with a superlattice in a magnetic field:

w.(q)=Q4 +2%sin%sin(ixl +%j . (20)

These equations contains the value x; = kld which

determines the position of the Fermi level £4y in the /-th

miniband. From the formula (8) it follows that under
X = 0 Fermi energy is located at the “bottom” of the

13
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miniband ( £y = &;). With the growth of the X; Fermi
energy and the electron density increases. When Xx; = %
the level 4, is located in the center of the miniband (
My = & +A) and reaches her “ceiling” on the boundary
of the Brillouin zone (X; =7, Uy =& +2A). Thus,
when 0 < x; < % the Fermi level is located in the lower
half of the miniband, while % < Xx; <7 — atthe top.

When g — 0, the difference @, —@_ in the

vicinity of each frequency €2, decreases, the Landau

damping region is narrowed in accordance with the
behavior of the polarization operator (18) in the absence of
spatial dispersion. This narrowing is occurs at the boundary
of the Brillouin zone where the second term on the right-
hand side of (20) is equal to
@, =€ =2%cosx,. (21)
The shape and dimensions of the regions of Landau
damping in the vicinity of the frequencies €, are

determined by the position of the Fermi level in the

miniband. When £, increases from the “bottom” of the /
-th miniband to its “ceiling” the expression (21) in the

vicinity of the frequencies €2 decreases from 2% to

28y

Figure 2 schematically shows Landau damping region
between the curves (20) for various locations of the Fermi
energy in the miniband in the vicinity of the frequency €,

. Outside these regions until the curves

),

min — Q+

A . qd A . qd
—2Esm?, a)maX=Q++2%s1n7 (22)

located transparency window for plasma waves. The curves

of (22) — solution of the equation (LC+|=1. When
w, +

q q q
O amd 0 pwd ¥ c wd

Fig. 2. Areas of Landau damping between the curves
(20) at cosx; >0  (a), cosx; =0 (b) and

cosx; <0 (o).

14

hQ, <2A, the graph of the curve @, (q) (22)

intersects the axis ¢ at the point

go = —arcsin
d

This point tends to the boundary of the Brillouin zone,
when ), — 2A . If K€Y, greater than the width of

the miniband 2A , there is no intersection, i.e. @_ (q) >0

located in the Brillouin zone.
The areas of Landau damping in the vicinity of the
frequency )_ are similar to those shown in Fig. 2. Note,

that when 77 >1/2  the boundaries of the miniband are

satisfy of inequalities £_) < &; < &_5 <... In this case,

the frequency of the direct transition of electrons —1 — —2

with m =—1 is equal Q+=80(3_277% . In the

vicinity of this frequency there exists a branch of the
plasmon spectrum with negative helicity.
In the absence of interband transitions (€2, =0)

Landau damping regions are bounded by the curve (20) and
the axis ¢ .

In formulas (20) perform the limit (13) towards to the
nanotube without superlattice. We take into account (8) and

sin x; :%[(ﬂo -&)(g +2A—,uo)]%.

Since gd [] 1, from the formulas (20), taking into

account the terms of the order q2 we find

Yo
0. =0+ L ga [y —e1) (o1 + 28 ) 2 o (G A= p).

Passing here to the limit (13), we obtain a parabola
appearing in the formula (14). The maximum speed of the

electrons v; in the [ -th miniband plays the role of the

Fermi velocity U of electrons in three-dimensional and
two-dimensional electron gas.

The condition of resonant absorption of plasma
waves on the tube with a superlattice when 7 = 0 has the

form

a)=2ésinﬂsin kl+g d. (23)
h 2 2

In the extreme case qd U 1, qU k;, k;d <1, it

BicHuk XHY, Ne 1135, cepis «®isuka», sun. 21, 2014
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takes the usual form in the theory of waves: % =U; -

the phase velocity of the wave, propagating along the tube
is equal to the longitudinal velocity of the electrons.

Conclusions

Study of propagation of plasma waves along the tube
are very topical problem because it allows to determine
the waveguide characteristics of the tube. In addition,
it is possible to obtain additional information about the
dynamic characteristics of the conduction electrons on the
curved surface. The presence of an additional parameter
— the curvature of the structure — enriches the picture of
wave phenomena, increasing the number of ways to control
the properties of the system. In particular, the rotational
quantum contains the characteristic of circular motion of
electrons on the tube — transverse effective mass. It may
differ from the longitudinal mass. Superlattice adds new
features to the picture of wave propagation. It is associated
with additional parameters — the period and amplitude of
the modulating potential. Characteristics of the tube — form
and sizes of windows transparency of waves and their
spectrum and damping — are sensitive to these parameters.
This allows their to determine, by analyzing the properties
of waves.

The paper used a simple model spectrum of electrons,
simulating the superlattice on the tube. This allowed within
the model adopted in the random phase approximation to
obtain an exact expression for the polarization operator of
the electron gas. As a result, the shape and size of windows
transparency for plasma waves were determined in the
entire Brillouin zone. They were obtained by analysis of
the imaginary part of the polarization operator and with the
help of conservation laws. The results can be used in the
study of plasma waves in semiconductor superlattices on a

base of Al ,Ga,_  As/GaAs, InGaAs/GaAs,
In As/ GaAs, GeSi/Si and in carbon nanotubes in a

metal conduction mode.
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Transmittance of electromagnetic waves through finite-length
layered superconductors in presence of external static magnetic
field

T.N. Rokhmanova, Z.A. Maizelis

V.N. Karazin Kharkov National University,
Svobody Sq. 4, 61022, Kharkov. Ukraine
A.Ya. Usikov Institute for Radiophysics and Electronics,
National Academy of Sciences of Ukraine,
Proskura st. 12, 61085 Kharkov, Ukraine.

We study the transmission of electromagnetic waves in the presence of external DC magnetic field through a sample of layered
superconductor of finite thickness. We show that the external DC magnetic field can be a useful tool to adjust the transmittance of
the sample and to vary it over a wide range. Moreover, the right choice of the external DC field provides the total transparency of the
sample for the wide range of frequencies.

Keywords: layered superconductors, magnetic field, transmittance.

H3y4eHo mpoxokJeHUe AIEKTPOMArHUTHBIX BOJH B IIPUCYTCTBHH BHEIIHEr0 MOCTOSHHOTO MarHUTHOTO ITOJIsI CKBO3b 00paser]
CJIONCTOTO CBEPXIPOBOHMKA KOHEYHOW TONIIMHBI. [Toka3aHo, YTO BHEIIHEe MOCTOSHHOE MAarHUTHOE I0JIe MOXKET OBITh ITOJIEe3HBIM
HHCTPYMEHTOM JUIsl YIIPaBICHHs KO PUIMEHTOM NpoIycKkaHus oOpasiia ¥ BapbUPOBAaHHs €r0 B IIMPOKOM JHanaszone. bomree Toro,
NIPaBUIIbHBI BBIOOpP BHEIIHErO0 MAarHUTHOTO IOJISI MOXET O0ECHEYHTh IOJHYIO IPO3pavHOCTh 00pasia s HMIMPOKOTo JHara3oHa
Y4acToT.

Ki1roueBblie c/10Ba: CIIOUCTBII CBEPXIIPOBOAHUK, MATHUTHOE MOJE, KO3(D(UIMEHT MPOXOKIACHHS.

JlocuipKeHO MPOXOUKEHHS eJISKTPOMArHiTHUX XBHJIb B IMIPUCYTHOCTI 30BHIIIHBOTO IMOCTIHHOTO MarHiTHOTO IIOJIS KPi3h 3pa3ok
[IapyBaTOro HaJIPOBIJHUKA CKiHYEHHOI TOBHIIMHH. [loka3aHO, IO 30BHIIIHE MOCTIMHE MarHiTHE II0J€ MOXXEe OyTH KOPHCHHM
IHCTPYMEHTOM [UIsl YIIPABIiHHS KOE(Ii€eHTOM NpOITyCKaHHS 3pa3ka 1 BapifoBaHHS HOTo B IIMPOKOMY miama3oHi. bimbmr Toro,
MPaBUIBHUH BUOIP 30BHIIIHHOTO MArHITHOTO ITOJISI MOYXKE 3a0€3MEUUTH TIOBHY PO30PICTh 3pa3Ka y MIMPOKOMY Jiarna3oHi 4acToT.

KurouoBi ciioBa: mapyBatuii HaAMPOBiJHUK, MArHITHE 110J1€, KOS(ILi€HT MPOXOIKESHHSI.

Introduction superconductors are nonlinear. The nonlinearity originates

High-temperature layered superconductors are
interesting materials from different perspectives [1]. The
experimental studies for c-axis conductivity in

BiZSrZCaCuZOH (see, e.g., Refs. [2,3]) proved that interlayer phase difference ¢ of the order parameter. This

layered superconductors can be represented as the periodic ~ “" lead t? a Eumber of ?on—tr;wal nonlinear leﬁ”e.cts
structures where thin superconducting layers (with accompanying the propagation of JPWs, e.g., slowing

thicknesses s of about 0.2 nm) are coupled through thicker dovs./n 9f light [6]’. self-focusmg of terahertz pulses [6,7],
excitation of nonlinear waveguide modes [8], as well as

self-induced transparency of the slabs of layered
superconductors and hysteretic jumps in the dependence of
the slab transparency on the wave amplitude [9,10]. The
noticeable change in the transparency of the cuprate
superconductor when increasing the wave amplitude was
recently observed in the experiment Ref. [11], where the
excitation of Josephson plasma solitons led to effective
decrease of the Josephson resonance frequency.

The external DC magnetic field can be used to control

from the nonlinear relation J oC singo between the

Josephson interlayer current J and the gauge-invariant

dielectric layers (with thicknesses d of about 1.5 nm and a
dielectric constant & ~16) via the intrinsic Josephson
effect. The anisotropy of the structure causes propagation
of the specific electromagnetic excitations, the Josephson
plasma waves (JPWs) (see, e.g., Refs. [1,4] and references
therein). The frequencies of JPWs are in terahertz range,
which makes layered superconductors promising in
applications for THz devices (see, e.g., Ref. [5]).

The electrodynamic  equations for layered

© Rokhmanova T.N. , Maizelis Z.A., 2014
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propagation the electromagnetic wave in different media.
For example, in the works [12,13] the external DC magnetic
field allows to adjust the parameters of the excited surface
Josephson plasma waves propagating across the junctions
in layered superconductors. In the present work, we
concentrate our attention on the transmission of the waves
of transverse magnetic (TM) polarization through a sample
of layered superconductor in the presence of the external
DC magnetic field. We show that the DC magnetic field can
be a useful tool to control the transmissivity of the sample
of layered superconductor.

Geometry of the problem
We study the transmission of the electromagnetic
waves through a sample of layered superconductor of finite
thickness D (see Fig. (1)). The coordinate system is chosen
in such a way that the crystallographic ab -plane of the
layered superconductor coincides with the xy -plane, and
the ¢ -axis is along the z -axis.

=

H N'/o 5 Xﬁo

- s = 1
a— H,
_____ = \/\(

S |

$ |

S
Ll B el B e B Ll B Ll

S 1|

= S |
'

X
Fig.1. Schematic geometry for the reflection and
transmission of waves through the sample of layered
superconductor. Here S and I stand for superconducting
and insulator layers, respectively, D is the thickness of

the sample. The sample is infinite along y and z
directions.
The waves are irradiated at an angle € in xz -plane
and have TM-polarization:

E={E,0,E},H=1{0,H,0}. (1)

The external DC magnetic field H, , 1s directed along
y -axis in the vacuum regions. We study the relatively

small magnetic fields when Josephson vortices do not
wholly penetrate inside of the sample.

Fields in the vacuum regions

The electromagnetic field in the vacuum regions to
the right and to the left from the sample (see Fig. (1)) is
superposition of the DC magnetic field and the field of the
incident, reflected and transmitted waves. Using Maxwell
equations one can derive following tangential components
of the incident and reflected fields in the left region:
ei(kxx+kzz—a)t) ‘A ei(—kxx+kzz—a)t) ’

e — _ k. ( I% ei(kxx+kzz—a)t) _H ei(—kXx+kZz—a)t)j
z k i r

HY =H,
v i
@)

>
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where H, and H, are amplitudes of incident and reflected
k.=kcos@, k =ksind
components of the wave vector, k = @/ ¢ is its module, &

waves, respectively, are
is the incident angle, ¢ is the speed of light.

The tangential components of the transmitted field in

the left region are:
cight i(k (x—D)+k_z—at)
H*" =H,e ,

. i(k, (x—D)+k.z—ot) )

t

k
=——He
k

where D is the thickness of the sample (see Fig. (1)), H,

is the amplitude of transmitted wave.

The field in the layered superconductor
The electromagnetic field in the layered superconductor
is defined by the distribution @(#,¢) of interlayer gauge-
invariant phase difference of the order parameter. This
phase difference is governed by a set of coupled sine-
Gordon equations [1, 14-18]. In the continual limit and in
the main order with respect to the small parameter 4, / A,

(for Bi,Sr,CaCu,O,,; 4,/4 is about 1/200), the

coupled sine-Gordon equations reduce to the following
equation:

2 2
109 ,200_,

sing + .
w; o ox’

4)

2

Here A, and A =c/w,&" are the London

penetration depths across and along the layers, respectively,
o, = (8zedJ, / he)"* is the Josephson plasma frequency,

J. is the maximal Josephson current density, and e is the

elementary charge, d and ¢ are the thickness and dielectric
conductivity of insulator layers, respectively. We do not
take into account the relaxation terms since they are small
at low temperatures and do not play an essential role in the
phenomena considered here.

The gauge-invariant phase difference of the order
parameter @(7,t) defines components of the field in the

layered superconductor (see e.g., Ref. [1]):

1 Op
E = ==
. =H, o o .
OH’ 2
o _H sin(p+%a—(f _
ox A w; Ot

The component E, of the electric field causes the
breakdown of electro-neutrality of the superconducting
layers and results in an additional, so-called capacitive,
interlayer coupling. In our case k, ~ k, ~ k , when incident
angle is not close to 7 /2, and capacitive coupling can be
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safely neglected because of the smallness of the parameter
a=R}¢/sd . Here R, isthe Debye length for a charge in
a superconductor.

Penetration of external DC magnetic field into the
sample
At first we describe how the external DC magnetic
field penetrates into the sample of layered superconductor.
The DC field exponentially decreases inside the sample.
Here we assume that the sample is sufficiently large,
D> A, then we neglect interaction between "tails” of
the field from the right and left boundaries. Using Eq. (4)
we can derive expressions for the phase difference in the
vicinity of the left and right boundaries:
Q" (&) = —4arctan(e = ),

(6)
o (&) =4 arctan[e'ff(é*éo) ],

where we introduce dimensionless coordinate &= x/A4,
and normalized thickness of the sample 6 =D/ A . The
constant &, is determined by the magnitude H|, of external

DC field: 1 zdJ,
& = arccoshh—, hy=H,—,

0 0

(7

where @, =7zch/e is the magnetic flux quantum. The
field A, is normalized in such a way that Josephson vortices
penetrate the superconductor when 4, >1. So, in this work
we study relatively small fields 0<#, <1, and the DC

field exponentially decreases into the sample at a character
distance much less than the thickness of the sample D .

Penetration of electromagnetic field of the wave into
the sample

Now we describe the distribution of the fields when
the incident electromagnetic wave is penetrating into the
sample in the presence of external DC magnetic field. We
consider the amplitude of incident wave to be much smaller
than the amplitude of the DC magnetic field. In this case
the gauge-invariant phase difference can be presented as a
sum of three components:

P&, 2.0) = 9" () + o™ () +9,(S,2.0), ®)

where first two terms are given by the equations (6). The
last term is the small addition, which oscillates with the
frequency of the incident wave.

We expand Eq. (4) over a small parameter ¢, and

seek it in the form:

P.(6,2,0) =a(S)e

i(k z—at) ©

Then Eq. (4) reduces to:
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{ 22 + - 2 +O7 a(é)
cosh“(§+&,) cosh(6+&, =) (10)
__0da(®)
o0&’
where Q is the normalized frequency:
=2, a=Jor-1. (11)
a)/'

It should be emphasized that the first and second
summands in the square brackets in Eq. (10) are independent
from each other and essential only in the vicinity of the left
and right boundary, respectively. Then the solution of the
Eq. (10) can be found analytically:

a(é) =Ce¥[p’a (&) +a,(&)- pQ]

- (12)
+Ce ¥ [a (&) + p’a, (&) + pQl,
where
a,($) = tanh(&, + &) -1,
a,(§) = tanh(&, +5 - &) -1, (13)
_ 1+iQ
o

Using equations (5) and (8), we can find the field in
the layered superconductor. The tangential variable
components of the field, normalized by the typical field
®,/zdA_,ie. in the same way as in Eq. (7), are:

H, wdA, _ l :la,(g)ei(kzz—a)t)’
D, T2
. . (14)
E. 7wdA, _ e = iQ a(f)el(kzz_a)t).
@, 2We

The transmission coefficient
Matching tangential components of the field in
vacuum regions (2) and (3) with the field inside of the
sample (14), we can find the unknown constants C, and C,
in Eq. (12). Then we derive the transmission coefficient:

oIl
|k
L)
L+sin"(@5 - ) ([ + (W 1yep -1
40 "O'O? ’
where
- SoN
hy=+J1-h, @=——""""—cosé,
0 0 2(h2 + %)
-0 Q%
¢:£—arctan ! 9 +—=P|, (16)
2 20 200

p= !}28(:0523 B i/;o~+ ﬁz N '
o’ +(h02 —Qz)€c0529 hO +1
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As was mentioned, the DC field 4, varies from 0 to 1.
One can reduce the equation (15) for these two cases. When
there is no external field, 4, =0, we can simplify the
equation (15) to the following form:
-1
- ®o )2 D
0 17

1

T(hy=0) =

Qe
———cosd,
Q2

When cost9=Q/(£~2«/Z), the multiplier of sine is

1+sin2(Q8)(

0, =

equal to zero and the full transmission occurs regardless the
thickness of the sample. Note, that in the absence of DC
field the phase ¢ in argument of the sine, Eq. (16), is either

zero or 7, singy, = 0. The deviation of phase ¢ from this

value is the main effect from applying DC magnetic field.
If the value of the DC magnetic field is almost critical,
h, =1, the transmittance takes the form:

1

T<ho—1>—Il+sin2<fzf5—¢l>($—®l>2I :
(18)

Qe

¢ =2arctanQ), ©, == ~cos¥,
Q2

Transmittance T

h0=1 ¢ h0=0
D —
0 " L " I | " L
10 12 14 16

Normalized thickness -

Fig. 2. Transmittance T versus normalized thickness ¢
(0 =D/A,) in the absence of DC magnetic filed (thick
black curve, /4,=0) and in the field A,=1 (thin gray
curve). The arrow shows shift of minima with applying
of the DC magnetic field. Other parameters: Q =1.2,
O=r/4,2,=4-10" cm, 2, =2000 A, @, /27 =10.3
THz, ¢=16.
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When cos@=Q/ (Q\/g) , the transmittance is equal
to 1. Thus, we see that for 4, =0 one can attain full
transparency of the sample by choosing the angle for
frequencies Q> (1-&7")"*, while for h, =1 the full

transparency can be achieved for any prescribed frequency
Q>1.

Analysis of results
The dependence of the transmission coefficient on the
thickness & in equation (15) is only via sin(Qd&—¢).
When the sine multiplier is equal to zero, the sample is
transparent. In the absence of external DC magnetic field
(see Eq. (17)) the sample is fully transparent, when the
thickness is the integer number of the half-wavelengths,

S=nk/Q, k=1,2.. (19)

If we turn on the DC field (see Eq. (15) or (18)), the
sine acquires a new DC depending term ¢ in the argument.
The DC magnetic field shifts the maximum only, while the
periodicity of the function 7'(6) remains the same. This
shift is shown in the Fig. 2 by the arrow.

The variation of transmittance can be significantly
increased by changing the DC field. To demonstrate this,
we plot Fig. 3. The upper and lower curves represent the

V\{\

1

0,8H

>

Transmittance T

A
I
I
I
I
I
I
I
I
I
I
I
I
I
I

0 2 1 2 1
1 1,1 12

Normalized frequency Q

Fig. 3. Transmission 7 versus normalized frequency
Q) . The gray region shows the variation of transmittance
when changing the external DC magnetic field, the
upper black and bottom gray curves show the maximum
and minimum possible transmittance, respectively.
Other parameters: =7z/4, 6=30, 4 = 4.107 cm,
A, =2000 A, @, /27 =0.3 THz, £=16.
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transmittance maximized and minimized over the DC field
amplitude as a function of frequency Q. The gray

intermediate region between the upper and lower curves
shows the range of transmittance variation.

As one can see from Fig. 3, the range of transmittance
variation depends significantly on the choice of the
frequency. For example, we can compare the ranges marked
by the a and b dashed lines (see Fig. 3). For the frequency
corresponding to the line a, one can vary the transmittance
nearly from zero to one, while the range is much smaller
for the line b and one even cannot attain the full transmission.
So the choice of the wave frequency defines the range of
transmittance variation. In order to obtain the wide range,
one should use relatively small frequencies, but not very
close to the Josephson plasma frequency @, (see Fig. 3).

Conclusions

In this paper, we have studied theoretically the
transmission of transverse magnetic waves through a finite
sample of layered superconductor in the presence of external
DC magnetic field. The dependence of the transmittance
on the thickness of the sample is periodical. The DC field
effectively changes the thickness and shifts the maxima
of transmittance, but does not affect the periodicity. Also
we show that the choice of the wave frequency defines
the range of transmittance variation when changing the
DC field. Thus, with the right choice of parameters the
transmittance can be adjusted by the external DC magnetic
field in a wide range.
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Effect of transverse magnetic field on the excess conductivity of
monodomain YBa,Cu,O, . single crystals
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In present work the influence of a transverse on the temperature dependence of the excess conductivity in the temperature interval
of the transition to the superconducting state in untwinned YBa,Cu,O,  single crystals with optimal oxygen content are investigated.
Causes of low-temperature “tails” (paracoherent transitions) in the resistive transitions in superconducting state are analyzed in the
framework of the implementation of the various regimes of the phase state of vortex matter.

Keywords: excess conductivity, YBa,Cu,O,, single crystals, oxygen deficiency, pinning, 2D-3D crossover, intrinsic pinning.

B po6oTi noCIipKeHO BIUTMB MOIEPEYHOr0 MarHiTHOTO II0JIS Ha TeMIepaTypHi 3aJIeXXHOCT] Ha UTHIIIKOBOI POBITHOCTI B 00nacTi
TEPEXOMIIB Yy HANNPOBIIHAN CTaH PO3NBIHHMKOBaHMX MOHOKpHCTanmiB YBa,Cu,O,, 3 onTUManbHUM BMiCTOM KHCHIO. [Ipwawmau
BUHHUKHEHHS HU3BKOTEMIIEPaTYpPHUX «XBOCTIB» (TMIapaKOrepeHTHHX IEPEeXOfiB) Ha PE3UCTHUBHUX IEpexolax B HAAINPOBITHHUN CTaH
QHAITI3YIOTHCS B paMKax MOJIeNi peasisarii pisHUX pexxuMiB (a30BOro craHy BUXPOBOI MaTepii.

Karoqosi ciioBa: HalMIIKoBa MpOBifHICTh, MOHOKpHCTaIH Y Ba,Cu,0, ;, nedinut kuchio, mininr, 2D-3D kpocosep, BlacHuit

MHIHL

B pa60Te HCCJICA0BAHO BIIUAHUC TONEPEIHOIO MArHUTHOTO MOJIAI HAa TEMIIEPATYPHBIC 3aBUCUMOCTH HM30BITOYHOMI IIPpOBOAMMOCTH B

001aCTH NEPEXOIOB B CBEPXIIPOBO/IAIIEE COCTOSHHE Pa3IBOMHMKOBAHHBIX MOHOKpHCTaIOB Y Ba,Cu,O

1Yo C ONITUMAJIBHBIM COACPKAaHUEM

kucnopoza. IIpuduHel MOSBIEHUS HU3KOTEMIEPATYyPHBIX «XBOCTOBY (ITAPAKOTEPEHTHBIX MEPEXOOB) HAa PE3UCTUBHBIX MEPEXOnax B
CBEPXIIPOBOJSIIEE COCTOSHUE aHAINU3UPYIOTCS B paMKax MOZCIH pealu3allli PasIMYHBIX PEKUMOB (ha30BOIO COCTOSHHS BHUXPEBOI

Marepuu.

KaroueBbie ¢10Ba: H30BITOIHAS TPOBOIMMOCTB, MOHOKpUCTAIITBL Y Ba,Cu, O, ; , nedumr kucnopora, maenus, 2D-3D kpoccosep,

COOCTBEHHBII IIMHHIHL.

Creation of new functional materials with high
current-carrying capacity continues to remain one of actual
applied and fundamental problems of physics of high-
temperature superconductivity (HTSC). The major role
thus is played optimization of defective ensemble [1]. A
small coherence length £ [2] and a large penetration depth A
result in effective pinning in HTSC on small-scale defects,
including oxygen vacancies [3] and the introduction of
impurities [4]. The impact of such defects on the phase
state of the vortex matter is often difficult to explain due
to the presence in the HTSC intergranural boundaries,
twin boundaries (TB), clusters of inclusions and other
defects which are powerful pinning centers. The presence
«intrinsic» pinning due to the layered structure of HTSC
compounds is also significantly affected [3].

In the present study we investigate the magnetic
conductivity in untwined YBa,Cu,O,; single crystals
under different values of magnetic field H in the ab-plane
(H,ab). Using as samples untwined single crystals we
eliminate the influence of intergranural boundaries and

TB allowing the selected geometry of the experiment to
control the changes of the contribution of intrinsic pinning.
In this case, the measurement of the resistivity transitions
to the superconducting state, allows the investigation of the
impact of the point defects to the phase state and to the
dynamics of vortex matter. This is achieved by analyzing
the fluctuation to the conductivity that was observed in
HTSC compounds at temperatures near to the critical
temperature (T=T ) [3-5].

The aim of this work is to study the effect of a constant
magnetic field on the intrinsic pinning and the excess
conductivity of single-domain single crystals of YBaCuO
with optimal oxygen content.

Experimental methods
The YBa,Cu,O, single crystals were grown in a
gold crucible with the solution-melting method, with the
methodology described previously [3]. The YBa,Cu,O,_,
oxygen saturating regime leads to the tetra-ortho structural
transition that in its turn results to the crystal twinning in

© Kotvitskaya K.A., Tiutierieva K.V., Savich S.V., Sklyar V.V, Vovk R.V., 2014
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order to minimize its elastic energy. To obtain untwined
samples, we used a special cell at 420° C and pressure
30-40 GPa, in accordance to the procedure [6]. To obtain
homogeneous oxygen content, the crystal was annealed
again in an oxygen flow at a temperature of 420°C for
seven days.

To form electric contacts the standard four-contact
scheme was used. In this, silver paste was applied onto
the crystal surface and the connection of silver conductors
(with diameter 0.05mm).Thereafter, they were annealed at
a temperature of 200°C in an oxygen atmosphere for three
hours. This methodology results in contacts with resistance
than 1 Ohm and allows measurements with a current of 10
mA in the ab-plane. All the measurements were performed
in a temperature drift mode using the method for two
opposite directions of the transport current. This effectively
eliminates the impact of the parasitic signal. A platinum
thermoresistor was used to monitor the temperature,
whereas the voltage was measured across the sample and
the reference resistor with V2-38 nano-voltmeters. Data
from the voltmeters interface is automatically transferred
to computer. The critical temperature (Tc) was defined as
the temperature corresponding to the main maximum in the
dp ,(T)/dT dependence in the superconductive transition.

The magnetic field at 15 kOe was created by an
electromagnet, which could vary the orientation of the field
relative to the crystal. The accuracy of the field orientation
relative to the sample was better than 0.2°. A sample was
mounted in the measuring cell so that the vector field H was
always perpendicular to the vector of the transport current
J

For investigations of the resistive transitions in
superconducting (SC) state we used the Kouvel- Fischer
method [7]. This is based on the analysis of the quantity

_ —d(InAo)
AT Tar
conductivity, which arises in the conducting subsystem
due to the fluctuation pairing of carriers at T>T_ [8] and
determined by the phase state of vortex matter at T <T,
[4,5]. Here o=p—1 is the experimentally measured value
of conductivity, and c ,=p ~/=(A+BT)-/ is a term,
determined by extrapolating the high-temperature linear
segment up to the area of the SC transition. Assuming that
Ac diverges as Ac~(T-T )- B at T =T, from the derivative

_ —d(InAo)
T4

, where Ac=c-0c, is the excess

it follows that y -/= B -1(T-T ), where

B is an indicator that depends on the dimension and the
phase state of the fluctuation and vortex subsystems [4,5,8].
Thus, the identification of linear temperature dependence
% -1(T) at the same time allows the determination of
important dimensional parameters characteristic
temperatures of dynamic phase transitions in the SC
carrier’s subsystem.

and

22

Results and discussion

Figure 1 shows the temperature dependences of
resistivity in the basal ab-plane p_ (T), measured under H=0
(curve 1) and H = 3,2; 6,1; 9,3; 12,4; 15,05, respectively.
As can be seen from the figure, the temperature is lowered
from 300 K, p,(T) decreases almost linearly up to a
certain characteristic temperature T* =~ 180 K. Below this
temperature begins systematic deviation of experimental
points down from the linear dependence, indicating that
the appearance of excess conductivity Ac, as discussed
above. According to modern concepts such behavior
depending p_(T) at temperatures T >> T_ conditioned by
the manifestation of the so-called “pseudogap anomalies”
(PG), which is discussed in more detail in [9].It should also
be noted that the application of a magnetic field and change
the magnetic field at temperatures T> 1.15 T, within
experimental error, have not effect on the behavior of the
curves p_(T), both leading to a significant broadening of
the superconducting transition itself, in comparison with
the sharp (AT, = 0.3 K) transition, observed at H = 0.

p, mOhm.cm
o
R

o
Q
N

200

0’00 1 1 1 1 1
100 120 140 160 180
T,K

Fig. 1. Temperature dependences of resistivity in
the basal ab-plane p_(T) for the YBa,Cu,O,; single
crystal for H=0 (curve 1) and for H = 3,2;6,1;9,3;
12,4; 15,05 KOe (curves 2-6 respectively). The dotted
lines in the figure shows a linear extrapolation of the
plots in the low temperature region.

In this case, it is clear that on the tail of the
superconducting transition is observed sharp “kink”, which
also appears in the form of sharp low-temperature peak in
the temperature dependence of the derivative dp, (T)/dT
(Fig. 2).

As can be seen from Fig. 2, the peak is present for
all values of H, while its height increases with increasing
values of H. According to [3,4], the appearance of such
features in the temperature dependences p (T) and dp, (T)/
dT shows the implementation in the first order phase
transition corresponding to melting of the vortex lattice.
Figure 3 shows the resistivity transitions to the SC state
—d(InAo)

in coordinates
dT

-1
} —7In all curves in the
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Fig. 2. Resistivity transitions to the superconducting
state for the YBa Cu,O,; single crystal in dp /dT — T
coordinates . The numbering of the curves is consistent
to Fig. 1.

high-temperature area of the SC transition we observe a
linear area with slope =~0.5, which according [8] indicates
the realization of a three-dimensional (3D) regime of
fluctuation carriers’ existence in the system. In this, the
section corresponding to 3D regime is essentially unstable
in the magnetic field, which is consistent with the results
obtained by [3-5]. When increasing the temperature from
Tc upwards, an increase of the absolute value of 3 occurs,
this suggests the realization of a 3D-2D crossover in the
system [3,4,8].

The application of magnetic field and the increase of
the H, leads to a significant transformation of the form
of the SC-transition occurs, which is expressed in the
appearance of an additional low-temperature peak, so-
called «para-coherent transition». At the same time, the
shift of the transition to lower temperatures accompanied
by a significant increase in simultaneous amplitude and
width of the peak with increasing H. Similar behavior may
be due to a decrease with an increase in the proportion H
own intrinsic pinning, and thus increasing the role of bulk
pinning. This, in turn, can contribute to the transition from
the ordered phase in the phase grating of the vortex so-
called “vortex” or “Bragg” glass due to the accommodation
of a chaotic vortex pinning potential. This chaotic pinning
potential violates the long-range order of vortex lattice,
thereby suppressing the first —order phase transition and
results to formation of glassy state of vortices. In the
resistive transitions appear “tails”, whose amplitude is less
than the resistance of viscous flow pff. These are probably
due to a partial pinning of the vortex liquid. In our case, the
role of this potential can play oxygen vacancies [9].

Conclusions

In summary, the application of a constant magnetic
field to YBa,Cu,O_; single crystals leads to additional

BicHuk XHY, Ne 1135, cepis «®isuka», sun. 21, 2014

Fig. 3. Resistivity transitions to the superconducting

state for the YBaCu,O,, single crystal in
~d(InAc) T _ .
d—T —T coordinates. The numbering

of the curves is consistent to Fig. 1. The dash
lines correspond to the extrapolation of the areas
corresponding to various 3D FC regimes.

of the additional para-coherent transition in the excess
conductivity temperature dependences in the basic ab-plane
in the area of the resistive transition to the superconducting
state.

The increase in the magnetic field leads to a
simultaneous increase in the amplitude and width of
the peak, which corresponds to this transition, and its
displacement to lower temperatures. This may be due to a
decrease with increasing H contribution of its own vortex
pinning subsystem and the role of bulk pinning due to
the presence in the structure of the experimental sample
of oxygen vacancies. As a result, at temperatures below
the critical T <T, the phase transition manifests dynamic
vortex liquid form - vortex “Bragg” glass.
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Constant of Verde of aluminium-rare-earth garnets
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O.M. Beketov National University of Urban Economy in Kharkiv,
Ukraine, 61002, Kharkov, Revolyutsii street, 12

The model of local optical dipoles [1] for an explanation of the nature of dependence of a constant of Verde of aluminium-rare-
earth granates from the magnetic moment of an ion of rare-earth element m gJ (m,-magneton of Bohr, g and J — the factor of Lande and
the angular moment of a 4f-shells, accordingly) is considered. Research has shown that Faraday rotation in the aluminium-rare-earth
garnets R,ALLO,, (R=Tb, Dy, Ho, Er, Tm, Yb) [4] is caused, as well as electric polarizability RIG [3], the local magnetic fields created
by 4f-shellss of rare-earth elements (type interaction «spin-another’s an orbit») and operating, in essence, within nuclear radius of rare-
earth elements.

Keywords: 4f-shellss, local optical dipoles, a constant of Verde, a magnetic susceptibility.

PaccMoTpeHa MOZIEIIb JTIOKAJIBHBIX ONTHYECKHUX AUNoei [1] 1t 00bsACHeHNS PUPOJIbI 3aBUCUMOCTH KOHCTAaHThI Bepie anitomo-
PEIKO3EMENBHBIX TPAHATOB OT MATHUTHOIO MOMEHTa MOHA PEIKO3EMENIBHOTO 31eMeHTa m,gJ (m, —MarHeToH bopa, g u J — dakrop
Jlange n yrioBodt MoMeHT 4f-000104kH, coOoTBEeTCTBEHHO). VccienoBanue mokasano, urto (QapaJeeBCKoe BpAIICHHE B aTIOMO-
penkosemenbHbix Tpanarax R,ALO , (R=Tb, Dy, Ho, Er, Tm, Yb) [4] obycnosneHo, kak u snekTpuueckas monspusyemocts RIG
[3], TOKaIbHBIMU MarHUTHBIMH TOJISIMHU, CO31aBacMbIMH 4{-000JI09KaMH PEIKO3EMENBHBIX 3IEMEHTOB (B3aMMOJICHCTBHE THIIA «CITHH-
qyskast opOuTa») U JEHCTBYIOIIMMH, 10 CYIIECTBY, B IPE/ieaXx aTOMHOTO PaJIMyca PEIKO3EMENbHBIX IEMEHTOB.

KiroueBsie ciioBa: 4f-0001104KH, JIOKaJIbHbIE ONITHYECKHUE AUIIOIN, KOHCTaHTa Bep/e, MarHuTHast BOCIIPUMMYHBOCTb.

PosrmisiHyTa MOJENb JIOKIBHUX ONTHYHUX JHUIONIB [1] JUI MOSCHEHHS NPHUPOIM 3aJIeKHOCTI KOHCTaHTH Bepme amromo-
Pi/IKO3EMENTBHAX TPAHATIB BiJl MATHITHOTO MOMEHTY 10HA PiJIKO3EMENBHOTO eNeMenTy m,gJ (m, -mMarueTon bopy, g iJ - dpaxrop Jlanne
i KyToBHII MOMEHT 4f-000OHKH, BiINOBiAHO). JlOCITIIKEHHS [TOKa3ajo, Mo (apanceBcbke 00CpTaHHS B alOMO- PiIKO3EMETBHHUX
rpanarax R,ALO,, (R=Tb, Dy, Ho, Er, Tm, Yb)[4] 06ymoBI€eHO, sk i enexrpuuna nonspusyemictb RIG [3], nokanbHAME MarHiTHAME
TOJISIMH, 1110 CTBOPIOIOTHCS 4f-000JI0HKaMH PiZIKO3eMEIbHUX €JIEMEHTIB (B3a€MOIisI THITY «CIIH-uya opOiTay) i AiI04UMH, 10 CyTi, B
MeKax aTOMHOTO PajiyCy piKO3eMEIbHUX CIIEMEHTIB.

Krwuosi ciioBa: 4f-000510HKH, JTOKAIBHI ONTHYHI TUTIONI, KOHCTaHTa Bepie, MarHiTHa CIpUAHSTIIUBICTb.

Introduction

Rare-earth elements (REE) are the fundamental
constituent of many compounds used in construction
materials of modern electronics, in particular in
magnetooptics (MO) devices. In this connection there is
of interest finding out of mechanisms of forming of MO of
properties of REE.

In the real work we develop the model of local optical
dipoles [1], used for explaining to of nature dependence
of electric polarizability of rare-earth ferrits-garnets
(RIG) [2] from the magnetic moment of ion of REE m,gJ
(m, - magneton of Bohr, g and J is a factor of Lande and
angular moment of 4f- shells, accordingly) [3]. Research
showed that a Faraday rotation is in the aluminium-rare-
earth garnets R,AL.O , (R=Tb, Dy, Ho, Er, Tm, Yb) [4] it
contingently, as well as electric polarizability of RIG [3], by
the local magnetic fields created by the 4f- shellss of REE
(type interaction «spin-another’s an orbit») and operating,
essentially, within the limits of atomic radius of REE.

©O0rel E.S., 2014

Model and experiment
In our model (in fundamental part consilient with a
model [3]) expression for the constant of Verde V(v,T) at
H—0, looks like :
Vv, T)=a(T)g(J +1)x

VE, ()
(Ej -’ )2

where v - energy of photon; E, - energy of resonant optical
transition; 7- temperature; a(7) - function, proportional to
magnetic receptivity and containing rate fixing constants
different, as follows from an experiment, for Tb and Dy,
from one side, and for Ho, Er, Tm and Yb, with other
(Fig. 1.).

Taking into account the rate fixing constants of REE
expression for the constant of Verde 7 (1) as a function of
energy of photon of £ looks like

E 2Ei/R
-
(Ez/RZ —E )

x(b—gJ)

Ve(E)=ay, )
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Fig. 1. Energy (E,) and rate fixing constant (a) of
resonant optical transition are in the aluminium-rare-
earth garnets, got within the framework of the real

model with the use of data [4]. ]
On Fig. 2. dependence of constant of Verde is shown

on energy of photon.
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Fig. 2. Constant of Verde V of the aluminium-rare-earth
garnets of R,ALO,, as a function of energy of photon
of E; experimental values - from data [4], model is
adjustment for the model developed in this work.

Constant of Verde, as function of atomic number
of rare-earth element of Z got with the use of fitting
parameters of b=7.6, a(T)=2.4 ¢eVmin/A for Tb and Dy,
and a(7)=0.6 eVmin /A for Ho, Er, Tm and YD, at v=3.06
eV and 7=300 K:

V(3.06 eV,300K) =
3.06°E, 3)

=2.4g(J+1)(7.6-g))— L~
g(J+1)(7.6-g )(Eifz_&%z)2

for Tb u Dy, and

V(3.06 eV, 300K) =

068176 &) 3.06°E, ©)

=0. +1)(7.6-g))— L
& S E,7=3.06')
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for Ho, Er, Tm and Yb.

On Fig. 3. dependence of constant of Verde is
presented on the atomic number of rare-earth element from
which evidently, that a model provides adjustment of the
experimentally looked after size of constant of Verde V
rare-carth garnets [4].
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Fig. 3. Constant of Verde of rare-earth-aluminium
garnets of R,ALO,,, as function of atomic number of
rare-earth element; model values are got in the this

work, experimental - from data [4].

Conclusions
Research showed that a Faraday rotation is in the rare-

earth grenades of R,AL,O,, (R=Tb, Dy, Ho, Er, Tm, Yb) [4]

it contingently, as well as electric polarizability of RIG [3],

by the local magnetic fields created by the 4f- shells of rare-

earth elements (type interaction «spin-another’s an orbit»)
and operating, essentially, within the limits of atomic radius
of rare-carth elements. Comparison of experimental data

[4] with the model values (2-4) got in the real work allows

to draw conclusion, that the use of model of local optical

dipoles can profit at the study of magnetooptics properties
of rare-earth garnets.
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Elastic point contact spectroscopy of electron-phonon interaction in
superconductive lead

A.V.Khotkevich'?, V.V.Khotkevych?, O.S.Krasnyi?

!'B.1. Verkin Institute for Low Temperature Physics and Engineering
2 V.N. Karazin National University
? Rutherford Appleton Laboratory, Harwell, UK
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A method for experimental determination of the spectral function of electron-phonon interaction (SF EPI) in superconductors
with strong coupling has been developed. The method is based on analysis of non-linear current-voltage characteristics of point
heterocontacts superconductor-normal metal. The nonlinearities arise in the elastic component of the current through the hetero-contact
due to dependence on energy of the complex function of the energy gap in superconductor, and they have a similar nature as ones
observed in superconducting tunnel contacts. For the purpose of present study the lead as a typical superconductor with strong EPI was
chosen. In order to obtain the SE EPI the Eliashberg equation was solved numerically following the McMillan-Rowell method. Our
solution is in good agreement with the results of elastic tunnel spectroscopy of superconductors as well as with the data provided by the
inelastic point contact spectroscopy in the normal state.

Keywords: superconductivity, electron-phonon interaction, point-contact spectroscopy, lead.

Pa3BuUT MeTOI IKCIEPUMEHTAIBLHOIO OIPEISNICHHUsI CIEKTPaNbHOM QYHKINH eKTpoH-(PpoHOHHOTO B3aumozeicTBus (CD DDB)
JUISL CBEPXIIPOBOJAHUKOB C CHJIbHOH CBsI3bt0. [IaHHBIN METOJ OCHOBAH Ha aHAIN3€ HEIMHEHHOCTEH BOJIBT-aMIIEPHON XapaKTEepUCTUKU
TOYEUHOIO TIETEPOKOHTAKTa CBEPXIPOBOIHUK-HOPMAJbHBIH METalll, KOTOpPble BO3HHMKAIOT B YIPYroll KOMIIOHEHTE TOKa Yepes
TeTePOKOHTAKT BCIEACTBHE 3aBUCUMOCTHU KOMIIIEKCHOH (ByHKITHN SHEPreTHUECKOI e CBepXIPOBOAHIKA OT YHEPTUH KBa3HIACTHI]
1 UMEIOT OOIIyI0 NMPHUPOAY C HAOMIOAAEMBIMH JUIS CBEPXIPOBOMSIINX TYHHEIBHBIX KOHTAakTOB. OOBEKTOM HCCIICOBAHUS BBHIOpPAH
CBUHEI KaK TUIIMYHBIA CBEpXIPOBOAHUK ¢ CHIbHBIM JDB. [lomyueHHas myTeM YHCICHHOTO pEIleHHs YpaBHEHHH Dnuambepra mo
Metony Makmunnana-Poysnina CO DPB cornacyercs ¢ pesynbraTaMy YIpyroil TYHHEIbHOH CHEKTPOCKONHMH CBEPXIPOBOIHHKOB U
HEYIPYroil MUKPOKOHTAKTHOM CIIEKTPOCKOIIMY B HOPMaJIbHOM COCTOSTHUH.

KoroueBbie ci1oBa: CBEpXIIPOBOJUMOCTD, SIEKTPOH-(DOHOHHOE B3aUMOJICHCTBHE, MUKPOKOHTAKTHASI CIEKTPOCKOIIHS, CBUHEII.

Po3BHHEHO METON eKCIEpMMEHTAIBFHOTO BH3HAYEHHS CHEKTpalbHOI (QyHKIIT enekTpoH-poHoHHOI B3aemonii (CO EDB) mus
HAAMPOBIIHUKIB 13 CHJIBHUM 3B’s3KOM. [laHWiT MeTon 3acHOBaHMI Ha aHali3l HENiHIMHOCTEH BOJBT-aMIEPHOI XapaKTEPUCTHUKU
TOYKOBOT'O I'€TEPOKOHTAKTY HaNPOBIJHUK-HOPMaJIbHUI MeTaJl, SIKi BAHUKAIOTh Y NPYKHIl KOMIIOHEHTI CTPyMY Yepe3 reTepOKOHTAKT
BHACJIIJIOK 3aJI€)KHOCTI KOMIUIEKCHOT (DYHKIIT €HepreTHYHOI LIIIMHU HAAMPOBITHUKA BiJ| €HEprii KBa3i4aCTHHOK i MalOTh CIIUIBHY
MIPUPOAY 13 TAaKMMH, IO CHOCTEPIraloThes JUIS HAJIIPOBITHUX TYHEIbHHX KOHTAKTiB. O0’€KTOM HOCIIKEHHS 00paHO CBHHELb SIK
THUIOBUIT HAATIPOBITHUK 3 cHiIbHOI0 EDB. OTprMana nuisxoM 4uceIsHOTo po3B’si3aHHs piBHsAHb Eniambepra 3a MeToqom MakMinana-
Poyemra CO EDB y3romkyeTbes 3 pe3ynbTaTaMy IPYKHOIO TYHEIIBHOI CIIEKTPOCKOIIT HaAMPOBITHHUKIB 1 HEMPYKHOT MIKPOKOHTAKTHOT
CIEKTPOCKOIIT Y HOpMalbHOMY CTaHi.

KurouoBi ci1oBa: HaanpoBiHiCTh, €IeKTPOH-(QOHOHHA B3a€MOIisl, MIKDOKOHTAKTHA CIIEKTPOCKOIIis, CBHHELIb.

Formulation of the problem

Method of inelastic point contact spectroscopy of the
electron-phonon interaction (EPI) in metals [1,2] that was
proposed in [3] and later was theoretically substantiated
in [4] is based on analysis of small nonlinearity of the
point contact current-voltage characteristic (IVC) caused
by generation of the nonequilibrium phonons within the
contact. The method makes it possible to determine the
spectral function of the EPI (SF EPI) that is regarded to
be the most detailed characteristic of the electron-phonon

system. In the case of the superconducting point contacts
(S-c-S) and the point heterocontacts superconductor-
normal metal (S-c-N) the theory of the inelastic point
contact spectroscopy EPI in superconductors with weak
EPI [5,6] had demonstrated its validity throughout the
cycle of works [7] where for the first time manifestations of
the EPI-related effects were observed experimentally in the
characteristics of superconducting point contacts. At the
same time the experimental studies [7,8] revealed several
discrepancies with predictions of the theory [5,6] that were

© Khotkevich A.V., Khotkevych V.V., Krasnyi O.S., 2014
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not without a reason attributed to the strong EPI in [8] the
superconductor (Pb) used in the mentioned experiments.
Later on the theory of conductivity of the S-c-N contacts
containing a strong-EPI superconductor [9] provided a
proof that the elastic component of the current through the
contact is a nonlinear one and that the nonlinearities were
caused by dependence of the function of the energy gap
on the energy in a very similar way to the elastic tunnel
spectroscopy of the EPI in superconductors [10,11].

The normalized differential conductivity of the S-c-N
point contact in the clean limit (i.e. the “Knudsen limit”
that is called sometimes the ballistic current regime) equals
in accordance to [9]

Gy 1| d@ |
o Jorfo-A )

,eV=ho (1)

and it differs from the normalized conductivity of a tunnel
contact [10,11]

N(w) 9 _ RCL, eV=ho (2)

Oy Jo' = A ()

which is the tunnel density of states. In (1,2) 6, 6 are the
contact differential conductivities for the superconducting
and the normal state respectively of the superconducting
electrode that is made of a metal under investigation, ho is
the energy of quasiparticles, e is the elementary charge, and
V is the biasing voltage applied to the contact.

In the context of the method of elastic tunnel
spectroscopy the normalized differential conductivity
is employed for reconstruction of the SF EPI by means
of numerical solution of the Eliashberg equations of the
phonon model of superconductivity.

The mentioned above considerations provide a
ground for formulation of the goal of the current research.
Namely the basic idea of it is in the use of the point contact
experimental data instead of the data associated with the
tunnel effect for reconstruction of the EPI function by
solving the Eliashberg equations.

Method of reconstruction of the EPI function

Calculations of the SF EPI g(®) are based on numerical
solution of the system of two integral Eliashberg equations
at T = 0 for an isotropic superconductor [12,13]:

A) =ﬁ R Al@)

*

o—2@]| ©

*[K*(a),a)')—,u*]da)',
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[l—Z(a))]a):; Re *

*K (o,0")do',
where the cores are

1
0"+ 0+ w+i0"

K*(w,0)=] g(w")(

+ ! jda)".
0"+ o'-w—-i0"

Here A(w) is the complex function of the energy gap,
Z(®) is the complex renormalization function, p* is the
coulomb pseudopotential, and w_ is the cut-off frequency.
The latter is usually taken as , = So_ , where @ is
the highest frequency of the single-phonon part the EPI
spectrum.

We used the McMillan-Rowell method [10,14] for our
search of the solution of the equations (3). This iteration
method includes two nested cycles called the outer and the
inner iteration loops. The input parameters for the inner loop
are the experimentally determined half-width of the energy
gap A, the seed value for the coulomb pseudopotential p",
and a reasonable zero-approximation g®(w) for the g(w)
function (see for example [12]). These parameters are set to
the Eliashberg equations, and the solution for the function
A(w) that is a complex one is corrected in accordance
with the following condition A(A)) = A, After that the
value p” is used again along with the g®(w) for getting the
next approximation for the A(w), and so on. The iteration
process in the internal loop is stopped when the difference
between the last A(w) and next to the last one riches
experimentally sound limit. The function A(®) obtained in
the inner loop is employed for the use in the outer loop
for calculations of the normalized conductivity of a contact
that is along with the experimentally measured normalised
conductivity serves in turn for further correction of the
initial zero approximation g”(w) for the EPI function. The
latter procedure is based on the minimization by means of
the variation method of the functional derivative O[c(®)/
o, (0)]/Og(w) [14]. The EPI function g"(w) of the first
approximation produced in the outer iteration loop then
feeds the inner loop for further adjustment of the A(w).
The function g?(w) is then found in the same way, and the
process lasts until the limit of experimental accuracy for
the contact conductivity is reached. The corrections of the
g(w) are made within the interval o, to ®__, where ho =
A, + 6. In practice § = 1-2 meV. For the region 0 < » < o,
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the approximation ~ ®?* is in effect.

Measurement technique and experimental data

Lead was chosen for this study as a superconductor
with one of the greatest values of the EPI constant A =
1.55. It should be noted that the mercury only among the
other metallic elements demonstrates the greater A = 1.6
[10]. That is why results on the tunnel effect in lead are
traditionally used in development of computer programs
for reconstruction the SF EPI g(w) by the McMillan-Rowell
method [10,14] or by the competitive D’yachenko method
[11,15] (see the references in [16]). The tabulated tunnel
data are available from [1,17] (in [1] a table of the function
g(m) [18] computed by D’yachenko method is given), and
can be employed for tests.

In our experiments the point contacts were connected
in the 4-wire scheme way to the measurement setup
operating in the current-source mode for both the biasing
and the modulation signals. The dependencies

non=—=2La,

J2 dl

and
irdv
V.(V)=—=""(V
(V) W) dlz( )

were measured. Here V| and V, are detected effective
voltages corresponding to the first and the second harmonic
of the modulation current with the amplitude i. These
dependencies are proportional to the first and to the second
derivatives of the IVC as the functions of the applied
voltage bias V. For the conventional normal state point
contacts such the dependencies are called the point contact
spectra, and they routinely serve for reconstruction of the
point contact EPI functions gpc((o) [1,19].

£ 41
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Fig.1. Inelastic EPI point contact spectra of lead (1)
and ruthenium (2) captured at T = 1.5 K for the point
contacts at the normal state. The superconductivity of
lead is supressed by external constant magnetic field.
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The sliding-type point contacts [1] were produced in
the course of the experiment. The superconducting sample
electrodes were spark-cut from the bulk polycrystalline
high-purity C-000 lead. For making the normal counter-
electrodes that needed for fabrication of the heterocontacts
we used high-quality single crystals of Ru (p, /P, =
2500). While making the Pb/Ru contacts the geometrical

axis of the contact was oriented along the [1010] direction
in the Ru-electrodes to ensure provision of the most “hard”
EPI spectrum in Ru [7] that does not overlap with the EPI
spectrum of Pb (Fig.1).

Prior to mounting to the mechanical cell for point
contact fabrication [20] and putting into He-atmosphere
of the cryostat the surface of the electrodes was exposed
to electro-chemical etching. All the measurements
were carried out at the temperature T = 1.5 K. For that
temperature the energy gap 2A in the superconducting lead
perfectly matches the value 2A  at T = 0. In the case of
necessity in order to create the normal-state point contacts
the superconductivity in the lead electrode was suppressed
by the external constant magnetic field. The magnitude of
the resistance of the point contact in the normal state R
was defined as R at V — 0 using the initial linear region of
the IVC. The typical values for the resistance in the normal
state were about several Ohm.

Being one of the key input parameters for the task
of solution of the Eliashberg equation (3) solution the
value A was determined experimentally by localizing
the subharmonics of the gap at the IVC derivatives of the
homocontacts Pb/Pb ( Fig.2).

Subharmonics of the gap seen at the IVCs of the
point contacts S-c-S are caused by the multiple processes
of Andreev reflection (see for instance [2,10]), and
manifest themselves as peculiarities at the derivatives of
the IVC located at the voltages V = 2A/en, where n = 1,

1

V, oc dV/dI

V, mV

Fig.2. The subharmonic 2A/n (n=1, 2, ...) gap structure
at the first derivative of the IVC of the superconductive
lead point contact at T = 1.5 K. R = 5.8 Ohm.
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2, 3, ... . Such the peculiarities correspond to minima at
the dependencies of the differential resistance R(V) = dV/
dI(V) vs voltage. We found the value A = 1.35 meV for
the superconducting lead. This figure precisely matches
the one that was obtained earlier in the experiment on the
tunnel contacts made of the lead taken from the same piece
of metal [21].

It should be underlined that measurement of the
energy gap using the subharmonic gap structure at the
IVS derivatives is a direct experimental method. While
the Blonder-Tinkham-Klapwijk method (BTK) [22] that
is called Andreev spectroscopy requires cumbersome
numerical calculations for retrieving the value of the A the
accuracy of the direct experimental sub-harmonics based
method is limited only by the precision of the voltmeter
used for measurements of the voltage applied to the contact.

In the course of preparations for the numerical
calculations employing the McMillan-Rowell method the
dependencies V. (V) for the point heterocontacts Pb/Pu
were measured for the case of the superconducting and the
normal state of the Pb-electrode.

Results of the numeric calculations and discussion

The problem of determination of the SF EPI from
the Eliashberg equations on the basis of point contact
experimental data can be split into few tasks. The solution
of them in context of the present work is described below.

In accordance to the theory [9] the differential
conductivity of the S-c-N contact (1) exhibits maxima, and
the differential resistance accordingly shows minima in the
vicinity of the characteristic phonon frequencies that are
shifted by the value of A, to higher energies in comparison
to the phonon density of states (PDOS) F(w) and the SF
EPI. Therefore at the second derivatives d*V/dI*(V) certain
characteristic peculiarities in the form of the derivatives of
a functional minimum should be seen. Lead has the face-
centred cubic crystalline structure with one atom per the
unit cell. Its PDOS is comparatively simple with its two-
peak F(w) structure. One of the peaks corresponds to the
transversal acoustic oscillations and the other peak is due to
the longitudinal ones. In order to make a comparison with
the experimental results the first and the second derivatives
of the S-c-N point contact IVC were calculated using the
relationship (1) and the tables [17] of the real and imaginary
parts of the A(w) for Pb. The computations revealed minima
of the contacts’ differential resistance in the vicinity of the
T- and L-maximum of the F(®) and the EPI spectrum in
lead. The amplitude of the calculated minima makes up few
percent of the R (Fig.3).

The numerically derived second derivative of the
IVC (1 at the Fig.4) clearly demonstrates a non-monotonic
structure as a result of the non-trivial form of the A(w) and
reproduces all the thin details of the experimental curve
3 at the Fig.4. At the same time a BCS-based calculation
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Fig.3. The calculated from the relationship (1)
normalized differential resistance R = 1/G of the S-c-N
point contact:

1 — with the use of the function A(w) for Pb [17];

2 —in accordance to the BCS model A(w) = A = const.
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Fig 4. Comparison of the calculated (panel a) and
experimental (panel b) IVC second derivatives:

1 — numerical calculations for the S-c-N contact
following relationship (1) with the use of the function
A(w) for Pb [17]; 2 — the same calculation in the BCS
model A(w) = A, = const. 3, 4 — graphs V,(V) p d*V/
dI?(V), captured at T = 1.5 K for the heterocontact Pb/
Ru in the case of the superconducting (1) and the normal
(2) state of thee lead electrode (the y-scale for 1, 2 is the
same). R = 6.5 Ohm.
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produces featureless smooth dependencies 1/G(w) o« dV/
dI(V) and d’>V/dI’(V) (see the curve 2 at Fig.3 and 2 at
Fig.4).

The well-known Nernst-Lindemann model when the
PDOS is shaped by two characteristic phonon frequencies
only provides a sound choice for the zero-approximation of
the g®(w) in our case. In accordance with this model we
assume presence of only two maxima of the T- and the
L-type that in turn means complete degeneration of the
oscillatory T-branches. The maxima are modelled by
isosceles triangles of equal height. Every of the tree
branches of the phonon spectrum contributes equally to the
29(w), and therefore for observation of the normalization
criterion the area associated with the T-maximum is two
times greater than the area of the L-maximum. In our
modelling of the zero-approximation EPI function g@(w)
we set locations for the T- and L- maxima as 4.4 and 8.5
meV respectively while the maximal EPI spectrum
frequency was taken 10 meV. The latter value can be
estimated as = 2< o’ >", where the mean square
phonon frequency < »” > is calculated using the relationship

3 212 .
[23] for the Debye temperature ® ) = 5 <" >~ which

is derived from the theory of the momentums of frequency
distributions.

In order to achieve better accuracy of the final product
which is the EPI function we obtain the input dependence
of the normalized differential resistance vs voltage by
numerical integration of the measured second derivative of
the IVC. Such a trick is often used in the course of handling
the data of tunnel experiments [10]. The magnitude of the
conductivity is normalized to the conductivity of the same
point contact in the normal state when the superconductivity
in the sample is destroyed by the external constant magnetic
field. Prior to the normalization the inelastic contribution
is removed from the superconducting state data. For that
purpose we use the values V (V) p d*V/AI*(V) for the
contact in the normal state (4 at Fig.4) with the obvious
substitution of the argument V to V + A [6,24].

To avoid the divergence in the transcendental
equations (3) in the course of the calculations we produced
expansions of the integrand into series in small parameter
A’/®* as recommended in [25]. Following [26] the
correction of the coulomb pseudopotential p* has not been
made. At every step the value pu* = 0.13 [10] was adopted.

The resultant complex function A®(®w) has already
been not far from the tabulated one [17]. Visibly good
agreement of the g(w) takes place if we compare it with
the known functions for the film tunnel contacts [10,17]
as well as with the results of the inelastic point contact
spectroscopy in the normal state. At the Fig.5 the calculated
EPI function g(w) is presented along with the EPI point
contact function gpc(m).
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The latter function is derived from the point contact
spectrum V_(V) of homocontact Pb/Pb in the normal state
(1 atFig.1) as an output product of the modern version of the
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Fig.5. The spectral EPI functions in lead: the
thermodynamic EPI function g(w) derived by

McMillan-Rowell method from the Pb/normal-metal
point contact data, and the point contact EPI function
gpc((o) reconstructed using Pb point contact spectrum
in the normal state. For the g(®) the beginning of the
coordinate axis is shifted by 1 upwards.

program [19]. At the Fig.5 the EPI functions are displayed
for comparison in relative units (being normalized to theirs
maximal values). However the absolute values of the g(o)
function can be easily recovered following [25,27] by
means of adjustment to the known transition temperature T
=7.19 K in lead (for instance by employing the McMillan
formula).

The matching of the g(w) function to its tunnel
analogue clearly depends on the number of iterations in
every cycle of the algorithm of solution of the Eliashberg
equations. However the different relative intensities of
the g(0) and g (®) maxima at the Fig.5 are explained by
presence of the form-factor for the g, () [1] under the
integral, and also by the temperature and instrumental
smearing [7] of the sharper L-maximum at 8.5 meV in the
EPI point contact spectrum in lead (1 at Fig.1) which was
used as a starting position in the process of reconstruction
of the gpc((x)).

Conclusion

The primary results of the current work can be
presented in the form of short statements.

1. For the first time the method of elastic point contact
spectroscopy has been employed as a practically suitable
tool for reconstruction of the spectral function of the EPI
in superconductors by means of numerical solution of the
system of Eliashberg equations. The proposed approach is
based on use of experimental data for the conductivity of
the point contact but not on the tunnel data.
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2. In a short perspective the proposed approach is about
to complement the arsenal of methods for investigation of
new superconductors with high values of critical magnetic
fields that are not always achievable in the laboratory
environment.

3. The method of reconstruction of the SF EPI may
be critically important in those cases when fabrication of
the high-quality tunnel contacts turns out to be difficult or
impossible and it becomes advantageous eliminating many
problems of investigation the high-purity superconductors
in the form of bulk samples or high-quality single crystals.

One of the authors (AVK) would like to express his
gratitude to M. A. Belogolovskii, A. 1. D’yachenko, and
Yu. A. Kolesnichenko for the discussions on numerical
solutions of the Eliashberg equations.
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(Ln = rare-earth cations) are promising as cathodes for intermediate temperature solid oxide fuel cells. For these to be economical
the oxygen diffusion must be maximized. In the present investigation we propose strategies for optimizing oxygen diffusion in these
materials by modifying the oxygen stoichiometry, the composition and cation disorder.
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Introduction

Solid Oxide Fuel Cell (SOFC) technology is
characterized by the potential for high efficiency energy
conversion in conjunction with reduced emission of green
house gases compared to other more traditional power
generation routes [1-16]. An active field of research is
aiming at lowering the operating temperature of SOFCs
to the intermediate temperature range (500-700) °C [1].
This operating temperature range will result in more
economic SOFCs, however, it is necessary to maintain their
performance. The key is to improve the catalytic activity
of cathode materials as these can become a significant
source of electric losses at lower temperatures [2,3]. The
main factors affecting cathode performance is the high
electronic conductivity, the surface exchange rate and the
oxygen diffusion coefficient [4,5]. The development of
novel cathode materials has focused on perovskite-related
materials such as the first members of the Ruddlesden-
Popper (RP) series (i.e. A.BO,) [6-8], and the layered
perovskite LnBaCo,O,+s (Ln = rare-earth cations) [9-12].

Molecular dynamics (MD) simulations enable the
calculation of the energetic of diffusion (i.e. activation

© Chroneos A. |., Parfitt D., 2014

energy of diffusion and diffusivity of ions) as well as the
mechanism of diffusion of complex systems, which are
difficult to investigate experimentally [17,18]. The aim
of the present study is to identify how oxygen diffusion
in cathode materials can be maximized by varying
the oxygen stoichiometry, the composition and cation
disorder. Paradigms include the first members of the RP
series (A2BO4) and the archetypal double perovskite,
GdBaCo,O,+s.

Methodology

Classical MD simulations were used in the Born
description of the ionic crystal lattice [19]. Ions interact
via simple short-range parameterised pair potentials and
the long range Coulombic interactions are summed using
the Ewald method [20]. The short range interactions were
described using parameterised Buckingham potentials
[21], which were previously established by comparison to
experimental work [18,2224]. The DL POLY simulation
package was used for all the calculations [25]. For the
GdBaCo,O s, initial configurations we used 8 x 8 x 4
supercells for the high temperature phase to give a total
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Fig. 1 Characteristic snapshots of the oxygen (red spheres) interstitialcy diffusion mechanism predicted by MD
calculations for the diffusion of Pr2NiO4+8. Praseodymium ions are represented by blue spheres, the oxygen vacancy

by a red square, nickel-oxygen polyhedral in green.

of around 5000 ions. The partial occupancy of the oxygen
sites was handled by taking an appropriately sized random
sample of fractionally occupied oxygen sites in each layer.
To predict the oxygen diffusion mechanism, stoichiometrics
of 8 = 0.5 were studied in a wide temperature range (T =
800-1400K). Initial calculations were performed for 10000
timesteps with the atoms coupled to a barostat allowing the
cell parameters to change at each timestep. Thereafter, a
further 10000 timesteps were performed under constant
volume conditions to allow the cell to come into equilibrium
at the new volume. Data collection runs were restarted
from these final simulations and lasted for 10 ps to ensure
adequate statistical sampling. The temperature and pressure
were corrected using the Nose-Hoover Thermostat [26,27].

Results and discussion

MD simulations clarified the landscape regarding
oxygen ion diffusion in the RP materials LaNiO,
Pr,)NiO,., and La,CoO, . It was calculated that oxygen
migrates via a highly anisotropic interstitialcy mechanism
in the a-b planes (refer to Figure 1) [8,28-30]. This is
consistent with the recent ToF-SIMS results of Sayers et al.
[31] for oxygen transport in La NiO,+, with an activation
energy of 0.54 eV again in excellent agreement with the
MD results (0.51 eV, Ref. 8). Parfitt et al. [28] calculated
the oxygen activation energy of Pr,NiO,.S over a range
of hyperstoichiometries. These results were again in
excellent agreement with the experimental work of Boehm

Table 1. Activation energies of oxygen self-diffusion in A2BOy4, 5.
Material E, (eV) Methodology Comment Reference
LazCoOy4ys5  0.73-0.80 DFT Interstitialcy mechanism 29
LazCoOyy s 0.31 MD Interstitialcy mechanism 29
ProNiOy4 44 0.49-0.64 MD Interstitialcy mechanism 28
ProNiOy44 5 0.6 Experimental Interstitialcy mechanism 6
LagNiOyy s 0.51 MD Interstitialcy mechanism &
LagNiOys 0.54 Experimental Polycrystal, TOF-SIMS 31

34
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Fig. 2. Relative energies of each nudged elastic band
image showing the variation of calculated transition
barrier for a single oxygen interstitial as a function of
supercell size. The start and end points of the pathway
are at the same minimised structure for each supercell
and are offset to zero energy.

et al. [6] (Table 1). The MD work of Parfitt et al. [28]
highlights that the activation energy of oxygen migration is
strongly dependent upon the degree of hyperstoichiometry
ranging from 0.49¢V (for 8 = 0.025) to 0.64 eV (for 8 =
0.20)]. The oxygen diffusivity, D, at a temperature T can
be described by, D = [O1] f exp(-Em/kBT). This links D
with the concentration of oxygen interstitials, [Oi] and the
energy barrier to migration, Em [28]. f is the correlation
factor and kB is Boltzmann’s constant [28]. The rise of
[O,] will result in a rapid increase of the diffusivity and
this is not surprising as it is the interstitials that mediate

0.0

0.1

the oxygen diffusion process in these materials [28-31].
At high enough [O] (here 8 ~ 0.02, [28]) the diffusivity
levels off. This is due to the rise in the effective migration
barrier due to the increased formation energy of oxygen
interstitials (because of the presence of other pre-existing
neighbouring interstitials). This leads to the stiffening of the
lattice as the NiO6 sub-lattice is pinned as a consequence
of the additional oxygen interstitials. This reduces the ease
with which the NiO, octahedra tilt to accommodate the
diffusion of oxygen ions (see Figure 1). We tested this by
performing static and atomistic simulations in conjunction
with the nudged elastic band method for La,CoO,+, another
promising RP compound (Figure 2) [29,32].

In Figure 2 we show the results of the interstitialcy
mechanism calculated for a single oxygen interstitial for
varying tessellations of the original tetragonal unit cell.
Defect-defect interactions are significant in these layered
compounds; this is both a result of Coulomb repulsion
between oxygen interstiatials and the interaction of strain
fields surrounding the defects. Figure 2 demonstrates that
the migration energy barrier depends quite strongly upon
the concentration of oxygen interstitials. For the higher
[Oi] (smaller cell, 1x1x1, Figure 2) the migration energy
is about double compared to the migration energy of the
larger cells (6x6x2, Figure 2).

In ordered GdBaCo,O,+, the activation energy was
calculated to be 0.5 eV (for T = 800-1400 K). This is in
excellent agreement with the determined value of 0.6 eV
that was obtained by using isotopic exchange techniques
in the temperature range 600K to 1000K [9,32]. Notably
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Fig.3. The impact of disorder in the Gd/Ba sublattice on the oxygen diffusion mechanism in GdBaCo,O... For no
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disorder in the Gd/Ba sublattice (i.e. F = 0.0) diffusion is anisotropic and prevalent in the ab-plane, whereas as disorder
increases case (i.e. from F = 0.1 to F = 0.5) diffusion is becoming more isotropic.
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the high temperature tetragonal phase of GdBaCo,O +,
exhibits a highly anisotropic oxygen diffusion long the
a-b plane [33]. This is facilitated by oxygen vacancies
consistently with experimental results [9].

In GdBaCo,O+, there is antisite disorder between the
Gd and Ba cations. This can be quantified via a parameter F
= [Gd, 1/([Gd,, ]+[Gd,,,]), which represents the probability
of finding a Gd ion on a Ba site. Here [MN] represents the
concentration of M ions on an N site. The fully disordered
case corresponds to F = 0.5 in which there is a 50%
probability of either site being occupied by a Gd or Ba ion.
Conversely for the fully ordered case F = 0.

Figure 3 schematically illustrates the effect of cation
disorder upon the oxygen diffusion mechanism for ordered
(F = 0) and as disorder increases (i.e. from F = 0.1 to F
= 0.5) GdBaCo,O,,,. It is evident that the formation of
cation disordered defects leads to migration pathways
along the c-axis and thus the increase of disorder results
to the reduction of anisotropy of oxygen diffusion in
GdBaCo, O +,. Interestingly for F = 0.5 there is a decrease
in the oxygen diffusivity and the diffusion mechanism is
almost isotropic. This can appear to be counterintuitive as
it would be anticipated that order in the oxygen sublattice
would be consistent with order in the cation sublattice as
they are interknitted in each other in an oxide. This would
in turn imply that cation sublattice ordered oxides would
have limited oxygen diffusion. Interestingly, Norby

[34] has previously investigated these issues and
calculated that there are oxides with cation order and anion
disorder, which demonstrate high oxygen diffusivities. The
key is that in the disordered oxides defect trapping can
lower the measured diffusivity. In a recent static atomistic
simulation study by Seymour et al. [35] it was calculated
that there is significant defect trapping between oxygen
vacancies and Ba in a Ln site antisites in LnBaCo,Os_S
(where Ln = rare-carth) double perovskites. This in turn
may lower the diffusivity. As the levels of cation disorder
are important, experimental conditions such as sample
preparation and thermal history can be very used to tune
the anisotropy of the material.

Other issues need to be also considered when selecting
materials for SOFC cathodes. Notably, Kim et al. [11]
propose the application of intermediate rare-earth cations
such as samarium to avoid the decrease in the thermal
expansion coefficient, which can be associated with
the smaller rare-earth cations. Substituting barium with
strontium in GdBaCo,O +, leads to GdBa _Sr Co,O+,
which has an increased oxygen content [12]. These
substitutions may also affect the diffusion properties and
are presently under investigation.

Conclusions

To conclude, atomic scale modelling is valble in the
optimisation and design of cathode materials for SOFC.

36

In the RP series the composition influences high oxygen
diffusion, with La CoO,+, having the lowest activation
energy of diffusion. In these materials the increase of the
oxygen hyperstoichiometry (i.e. the oxygen interstitials
that mediate diffusion) also affect the energetics of oxygen
transport. This effect, however, soon levels-off as the
hyperstoichiometry is increased. In GdBaCo,0.+, and
related compounds cation disorder is of critical importance
not only for the energetics of diffusion but also for the
diffusion mechanism. The more disordered the material the
more isotropic oxygen transport will become. As a design
criterion we need an ordered GdBaCo205+8 to optimise
the oxygen diffusion. A second design criterion valid for
all the materials considered here is that we need to grow
crystals along the ab-plane to optimise the oxygen diffusion
properties. Investigations are in progress to quantify the
impact of cation disorder on the oxygen diffusivity in
GdBaCo0205+8 and to clarify further the energetics of
oxygen self-diffusion in La2CoO4+8.
Computing resources were provided by the HPC
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Quantum approach by the Lindblad master equation to the
autonomous oscillator in hard excitation regime
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‘We propose the simple quantum model of nonlinear autonomous oscillator in hard excitation regime. We originate from classical
equations of motion for similar oscillator and quantize them using the Lindblad master equation for the density matrix of this system.
The solution for the populations of the stationary states of such oscillator may be explicitly found in the case when nonlinearity
parameters of the problem are small. It was shown that in this situation there are three distinct regimes of behavior of the model. We
compare properties of this model with corresponding ones of another closely connected open system, namely quantum oscillator in soft
excitation regime. We discuss a possible applications of the results obtained.

Keywords: an auto-oscillator in hard excitation regime, the Lindblad master equation, density matrix, population inversion.

B po06oTi Briepiiie 3arporoHoBaHa KBAHTOBA MOZEIb OCIMIIATOPA 3 JKOPCTKUM PEKUMOM 30y/KeHHS. MU BUXOMMO 3 KIIACHYHHX
PIBHSIHb PyXy Ul TAKOTO OCLMJISITOPA 1 3HAXOAMMO IX KBAHTOBMI aHAJIOI, BUKOPUCTOBYIOYM BiAIOBiaHE piBHsHHA JlingOnana s
€BOJIIONIi MaTpHIli TYCTUHM KBaHTOBOI cucteMu. OTpHMaHO aHANITHYHHN PO3B’S30K B CTAL[IOHAPHOMY BHIIAJKY, KOJM HENiHiHHI
rapaMeTpH 3a/1a4i Maji. 3HaliIeHO YOTUPH PI3HUX PEKUMH OBEIIHKH JJaHOT CHCTeMH. [10piBHIOIOTECS BIIACTHBOCTI PO3IIISTHYTOT MOJIEI1
3 BIJNOBIZIHUMH BJIACTHBOCTSIMU AQHAJIONTYHOT CHCTEMH — KBAHTOBOT'O OCLIMJIATOPA 3 M SIKMM PEKMMOM 30y/keHHs. OOGroBOprOEThCS
MOJKJIMBE BUKOPUCTAHHSI OTPUMAHUX PE3YJIbTaTiB.

KurouoBi ciioBa: xopcertke 30ymkenns, piBHsHHs JIiHa01a1a, MaTpulls TyCTHHH, IHBEpCis 3aCEIEHOCTI.

B pabote BriepBbIe IpeuIokKeHa KBAHTOBAsI BEPCHST MOEIH JUIsl aBTOHOMHOTO OCIIHJUISITOPA C )KECTKUM PEKUMOM BO30Y KICHHMSI.
Mbl ucxonuM M3 KIACCUYECKUX YPAaBHEHUI IBUXKEHMs Ul TAaKOIO OCLMJLIATOpA M HAXOAUM HMX KBAHTOBBIM aHAJIOL, UCIIOJNb3Ys
COOTBETCTBYIOIIee ypaBHeHHe JIMHAOmama U1 9BOMIONMU MaTpPUIBl IUIOTHOCTH KBAaHTOBOH cHCTeMEL. [loaydeHo aHamMTHIECKOE
peleHne B CTAI[IOHAPHOM CITy4ae, KOTJja HelTMHEeHHbIe TTapaMeTpsl 3a1aun Maibl. HaiiieHs! deThIpe pa3snuyHbIX pekKiMa TTOBEACHHS
JaHHOU cucTeMbl. CpaBHHMBAIOTCS CBOWCTBAa PACCMOTPEHHOW MOAEIH C COOTBETCTBYIOIIMMH CBOWCTBAMHU aHAJIOTMYHOW CHCTEMbI —

KBaHTOBOT'O OCHUJIIATOPA C MAT'KUM BO36y)K)1€HI/IeM. O6cy>1<z[aeTcst BO3MOXHOC INPUMEHCHUE ITOJTYUYEHHBIX PE3YJIBTATOB.
KuroueBbie cj10Ba: )KECTKOE BO36y)KZ[eHI/Ie, YpaBHEHUE HI/IHZ[6J'IaHa, Marpuiia riI0THOCTH, UHBEPCHUA HACEJICHHOCTEH.

The main goal of the paper is to introduce and
consider the quantum model of nonlinear autonomous
oscillator (AO) in hard excitation regime. Our basic tool
for solving this problem is the Lindblad master equation
(LME) which describes the evolution of any (closed or
open) Markov quantum system. Clearly, the first aspiration
that arises when one starts to study the behavior of certain
complex quantum open system (OS) is the desire to reduce
it to some more simple standard model that permits the
rigorous mathematical analysis. In the theory of open
systems there are at least two similar models namely 1)
AO in soft excitation and 2) AO in hard excitation regimes.
The first case has been studied in [1] where to this end
the semi-classical method of quantization of classical
non-Hamiltonian systems was proposed. Therefore in the
present paper we will focus our attention on the case of AO
in hard excitation regime. Note that AO both in soft and hard
excitation regimes are widely used in physics, biology and

©lalovega M.A,, Vol E.D., 2014

other sciences. For example, in physics, an oscillator in soft
excitation regime used as the standard model of a generator
of electromagnetic oscillations. As regards to AO in hard
excitation this system finds various applications aside from
physics as well for example in biology where similar model
can be applied for the description of activity of the giant
axon of a squid in sea water [2]. Now let us describe briefly
the method of transition from known classical equations of
motion to quantum dynamics by means of the LME. The
basic idea in this way is the correspondence principle in the
form proposed by P. Dirac in his prominent book [3].

It turns out that the broad interpretation of
correspondence principle allows one under certain
conditions to quantize (at least in the semi-classical
approximation) the equations of motion not only for closed
but also for open systems using the LME which realizes the
quantum description of the evolution of quantum OS in the
Markov approximation. This equation for the evolution of
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the density matrix of quantum OS p has the following

general form [4]:

dp S

O H

7 h[ , Pl +

N - - ey
+Z{[R,/3,R}]+{[R,»,/3 R1},

Jj=1

where H is - an hermitian operator (Hamiltonian), which
describes the internal dynamics of quantum OS, and a set
{R j® R;r } -
interaction with the environment.

The recipe of quantization proposed in [1] consists of
three successive steps (its justification and all details see in
this paper). Firstly, the input dynamical equations should
be presented in the special form allowing the quantization

(FAQ). In the simplest case of a system with one degree of
freedom with dynamical variables X and p orequivalently

+p

V2

of non-hermitian operators models its

. . X . .
with complex coordinate z = the desired equation

in FAQ looks as follows:
dz i dH
dt hdz
= 2
Y _dR  dR, @
——R,—,
! dz ! dz
This representation, in the case where it is found
determines  automatically the classical functions

H(z,z"), R(z,z") and R(z,z") entered in Eq. (2).
The second step is to find the quantum analogs of

classical functions H , R. R* . To this end the simple rule

can be proposed: one should replace in all classical
variables the coordinates z and z by the Bose operators

a and a” . After this procedure the operators H , R and
R* thus obtained should be substituted into the LME.

Now let us demonstrate in detail how the method of
quantization operates in the case of AO in hard excitation
regime. We will consider the simplest model of such
oscillator that can be described by the following equation
of motion for the complex coordinate z [5]:

t=—iwz-gz+ez|z| —cz|z|', (3)
where &, &, and C - are the constants, describing the

behavior of the oscillator. We are interested mainly in
possible stationary regimes of the behavior of the oscillator
as functions of these constants. One can easily verify that
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Eq. (3) can be represented in the FAQ. Indeed let us
introduce  the functions H = @z z, R =.¢z,

& C
1/—22 , R, = \/;ZS . After that r.h.s. of Eq. (3)

may be written down as:
—ia)z—slergzz |z |2 —cz|z|'=
5 - 4
i dH de . @
) dz

In what follows we will assume that ¢ =1 since this
case is always may be achieved by choosing of appropriate
time scale. According to the above mentioned recipe of
quantization the LME for the AO in hard excitation regime
takes the following form:

dp _
dt

——[H ,0]+Z{[R PRI 1+AIR.p R T},

where R \/_ &a R \/:

From physical reasons we expect that steady regimes
of classical system (3) in quantum case correspond to
stationary states of its quantum analogue described by the
LME (5). We’ll seek the stationary solutions of Eq. (5) in

=i|n>pn<n|, where |n> - are
n=0

eigenvectors of the operator 7 or in other words we assume

82 H+
as) R

the form p,

that p, is a certain function of operator 7. Using the
standard rule of commutation: [c? ,a" ] = 1 after the simple
algebra we obtain the following difference equation for the

unknown coefficients o, :

&((n+Dp,.,—np,)+e,((n=Dnp, , -
—(n+2)(n-1p,)+({(n+3)(n+2)(n+1)p,,; - (©)
~(n-2)n-Tynp,) =0

Let us introduce the generating function for these

coefficients according the definition: G(u) = Z pu"
n=0

Substituting this expression into the Eq. (6) we obtain the
following third order differential equation for the G (1) :

2 2
o p D,

dG
&(1-0)52=0 ()
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form:
It is impossible to find out analytical solution of Eq. )
(7) in analytical form therefore we restrict ourselves to the P = 27Po
case when coefficients & and &, are small but their ratio Py = (67 + l)pl /2 ®)

Potpt+p,=1

&
can be of arbitrary value namely—2 =¥ . In the lowest

& The solution of Eq. (8) looks as follows:
approximation (when both &, and &, tend to zero), G(u) 1
is a certain polynomial of the second order: Po = 672 +3y+1
G(u) = p, + p,u + p,u’, where populations p, P =— 2y )
should be found as follows. Substituting the expression for 67" +3y+1
G(u) in Eq. (7) and taking into account that all p, =0 _ 67> +7
wheni > 2, and by virtue of normalization condition ’ 6y ’ +3y+1

Having in hands this solution we can analyze possible
regimes of behavior for AO in hard excitation regime as the
function of the parameter ¥ . First of all let us clarify two

Po+ P +p, =1 we obtain the closed system of

equations for the nonzero coefficients p, that takes the

limiting cases a) ¥ — 0 andb)y — 0.
10 107

i - . . i oo [ L | i L L L L T T T T AT T T P AT
035 0.40 0.45 0.50 oA 1.0 1.5 2.0 25 2.0 2.5 4.0

Fig. 1. Population levels 0, (spotted curves), 0, (dashed curves) and 0, (solid curves) as the function of single

1
physical constant . These four regimes correspond to the four ranges of y:a) y < g, then p, > p, > pP,;b)

é<7<%then p0>p2>p1;c)§<}/<%then p2>p0>pl;d)%<}/thenp2>pl>p0
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In the case a) p, =1, 0,, p, tend to zero. This

case corresponds to the vacuum state of AO in hard
excitation regime (or the state of rest in the classical case).

In the case b)p, = p, =0, and p, =1. It is the
case of maximum possible excitation of the system in our
approximation. It corresponds to the state above threshold
in classical case.

Now one can specify the four distinct regimes of the

&
AO under study depended on the parameter y = —Z These
&
regimes are represented in Fig. 1.
It is interesting to compare the results obtained in the
present paper with similar ones relating to AO in soft
excitation regime. Remind that generation function G (1)

for stationary states of AO in soft excitation regime satisfies
to the following second order differential equation (see Eq.
(26) in Ref. [1]):
d’G dG
——vu—-—vG =0
du du

where V is the only nonlinear parameter of this oscillator.

(1+u) (10)

Its solution that satisfies all physical conditions can be
expressed as

Glu) = F,v,v(1+u)
- F(1,v,2v)

where F'(a,b,x) is the standard confluent hyper-

(11)

geometric function. Using the expansion of this function

namely: F'(a,b,x)=1 + 2y +Mx
b 21b(b+1)

can easily see that if parameter of nonlinearity v tends to

one

zero, corresponding generation function tends to:

2+u
G,(u) = 3

Thus the AO in soft excitation regime with small
nonlinearity reduced to the two level system with population

(12)

1
— in the lower and 5 in the upper level respectively. We

see that compared with such primitive regime the case AO
in hard excitation regime reveals considerably much more
rich behavior.

Conclusions:
1. The quantum model of an AO in hard excitation regime
is firstly proposed in this paper.
2. Using the methods of the quantum theory of the OQS, the
Lindblad equation for the density matrix of the oscillator

BicHuk XHY, Ne 1135, cepis «®isuka», sun. 21, 2014

was obtained, and it was found the four distinct regimes of
the oscillator in the case when the physical parameters of
the model are small.

3. It was shown that the quantum model proposed here has
much more rich behavior then AO in soft excitation regime.
4. It is worth to note that the model AO in hard excitation
regime considered in present paper, if it should be
implemented as physical device, naturally realizes the
curious case of three level quantum system in which one
can achieves (by varying only single parameter) population
inversion on any desired pair of levels.
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Magnetoelastic communication and attenuation collective
excitations in model of half metal

E.S. Orel

O.M. Beketov National University of Urban Economy in Kharkiv,
Ukraine, 61002, Kharkov, Revolyutsii street, 12

It is viewed signal attenuation collective excitations in model of half metal and the effect of qualitative calculation of decay time
and threshold quasimomentums of magnons is presented. Emission by magnons of phonons at zero temperature is provided at the
expense of take off by a magnetic subsystem of energy from a radiant of an exterior electromagnetic field. In the field of poles of the
mass functional the spin-lattice interaction main effect is signal attenuation of magnons, as should be reflected, mainly, in spectrums of
magnetic uptake. The effect from a renormalization magnon energies in this spectroscopic field becomes less significant for the shape
of a curve of magnetic uptake.

Keywords: phonon, magnon, spin-lattice interaction, signal attenuation of magnons, the mass functional.

PaccmoTpeHo 3aTyxaHne KOIIEKTHBHBIX BO30Y KICHH B MOZIEIN ITOJIOBHHHOTO METAJIIa U IIPE/ICTABIICH PE3y/IbTaT Ka9eCTBEHHOTO
pacdeTa BpeMEeHH 3aTyXaHHs U IOPOTOBBIX KBA3HHUMITYIECOB MarHoHOB. VcIryckanne MarHOHaMH ()OHOHOB TIPH HYJICBOH TeMIieparype
obecrieqrBaeTcst 3a CYeT 0TOOpa MAarHUTHOM MOJACHCTEMON SHEPTHH OT MUCTOYHUKA BHEITHETO 3MIeKTPOMAarHUTHOTO mois. B obmacti
MOJTIOCOB MacCOBOTO OIEPaTopa OCHOBHBIM 3(P(EKTOM CITHH-PENIETOUHOIO B3aUMOJAEHCTBUS SIBISETCSA 3aTyXaHHE MarHOHOB, YTO U
JIOJDKHO OTPA3UThCS, TNIABHBIM 00Pa30M, Ha CIIEKTPaX MarHUTHOTO ITOMIOMIEHUSL. DB QEKT ke 0T HepeHOPMHUPOBKH MAarHOHHBIX YHEPT Uil
B OTOH CHEKTPAILHOM 001aCTH CTAaHOBUTCS MEHEe 3HAYMMBIM ISl (POPMBI KPHBOW MarHUTHOTO ITOTJIOIICHUSL.

KonroueBsie ciioBa: OHOH, MarHOH, CITMH-PENIETOYHOE B3aMMO/ICICTBHE, 3aTyXaHHe MarHOHOB, MAaCCOBBIH OIepaTop.

PO3MIsIHYTO 3aracaHHs KOJIEKTUBHUX 30y/UKCHb B MOZIEJIi TIOJIOBUHHOTO METAJTy i MPEe/ICTaBICHUH PE3yIbTaT SKICHOTO PO3pPaxyHKy
4acy 3aracaHHsl i HOPOrOBUX KBa3iiMITy/IbCiB MarHoHiB. Bunyckanus MarHonamu (pOHOHIB IPH HYJIbOBIN TeMepaTypi 3a0e31edyeTbest
3a PaxyHOK BiOOpY MAarHiTHOI IMiJCHCTEMOIO €HEprii Bii JpKepesa 30BHINIHBOTO €JIEKTPOMATHITHOTO MoJisi. Y 00JacTi TMOJOCIB
MacOBOTO OIEepaTopa OCHOBHUM €()EKTOM CITiH-IPATKOBOI B3a€MOJIIi € 3aracaHHs MarHOHIB, IO 1 TIOBUHHE BIIOWTHUCS, TOJOBHUM
YMHOM, Ha CIIEKTPAaX MarHiTHOTO MornHaHHs. E(exr jxe Bix mepeHopMyBaHHS MarHOHHHUX €HEpriil B il CIIeKTpabHIH 001IacTi cTae
MEHII 3HAYUMHUM 15t HOPMHU KPUBOT MAarHiTHOTO HOTIMHAHHSL.

KurouoBi cjioBa: (OHOH, MarHoOH, CITiH-TPAaTKOBA B3a€MOJIis, 3araCaHHsI MArHOHOB, MAaCOBHI OTIEpaTop.

Introduction

The model of half-note metals is widely used for
description of row of oxides with the mixed valency,
possessing a “giant magnetoresistance” effect (GMR)
[1]. Magnetoelastic interaction substantially influences on
forming of basic properties of these connections. However
theknown methods [2] calculation of parameters of damping
of magnons, as a result magnon—phonon interaction appear
of the little use for these systems, as an indirect exchange in
them has not Heisenberg nature [1,3]. This paper presents
the results of qualitative calculation of the damping time
and threshold quasimomenta of magnons.

Magnon damping time
The characteristic magnon damping time is given by
the expression [7]
h
T, ==, 1
¢ 2Ime(q) M

©O0rel E.S., 2014

where 7 is Planck’s constant, and Im € (q) is the imaginary
part of the magnon energy. Last, concordantly [5], equal

2 <Sz > S“"(”P) M

<SZ +sz>

where M" (q, Eelop)e (q)) is imaginary part of mass operator

Im gac(op)f (q) = (q’ gac(op):f (q)) > (2)

ac!

of magnon—phonon interaction; q is a quasimomenta of
A1 A1
magnons; <S >=N;<O 0>, <s >=N§("M_”ki)

are mean values of local and quasilocal spins; S = <SZ> ,

S,,= <SZ> .

Magnons with quasimomenta not exceeding a critical
value Qyaeop) > A€ DO damped [3], and therefore one is
interested in an estimate of (2) near the edge of the magnon
band, where q~q, . Maximal value of imaginary part of
mass operator in (2) does not exceed a value

S5
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) 0.77&° < s° > Sac(”p) 3)
ac(op)max - <Sz + Sz> ac(o]))vmax ’
where 1 = Wi, W=2zT is a width of magnon zone, z is a
a

coordinating number of crystalline lattice, 7" is the hopping
integral of electrons between nearest-neighbor sites;

_
N7

Yo

it is the rms amplitude of zero vibrations of

a

ions with border frequency of v =0, [6], a is a constant of
crystalline lattice; M is mass of atom.
Asize N (q,¢) is a maximal value of function

ac(op)vmax

1
Naz‘(np)v (q9 g) = NZ}):&(&' = gac(,;p)+ (qa p)) 5

arrived at, in three-dimensional case, at the value of
quasimomenta of magnon of q,  ~q
nonzero values of N

ac(op)vmax

5 The interval of
(q,¢) is equal to the sum of the
widths of the magnon and phonon bands. Using the

normalization
J.Nac(ap)vmax (q’ 5)dg = 1

we estimate N (q,¢) by the quantity € .+ ) ' for

ac(op)v
the acoustic band and € ..+ ) ' for the optical band,

(s)

where &'=¢ < Z> . Using (3) and and supposing W=1.5 eV,
s

§=1.5, A /a~4x107 (values characteristic of GMR are
connections of La, .Ca  ,MnO, [1]), we obtain from (1) and
(2) the following estimate for the magnons with Brillouin
quasimomentum q:

Img“" (qB) ~ 6'8.10_505'5‘[(15 ~ 1.5'10_10S 5
Ime,, (4,)=7.5:10°0.,7,, ~8-10""s.

Thus, material part of mass operator determines
renormalization of magnon spectrum, and imaginary is
fading of magnons. Both effects depend on a temperature.
Fading of magnons at a zero temperature is caused by the
spontaneous emitting of phonon, at eventual - also and by
their absorption.

Threshold of magnon damping
The effect at zero temperature, as follows from [3],
has a threshold character: only those magnons with a
quasimomentum exceeding the value

7(S*+5°)8,

2T sin(kpa) @

Gy, =—-arcsin
a
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for an acoustic branch, and value

7 (s7)(S7+57)¢, ]

27 (8" )sin (k,a)

4o,y = —-arcsin 5)
a

for the optical branch are damped (for simplicity we have

given the expressions obtained for the one-dimensional

case[3]).

It should be noted that existence of threshold
quasimomentums of (4) and (5) has direct attitude toward
the effect of Tcherenkov [8]: group speed of magnons with
a quasimomentum exceeding these values more speed
of sound appears in an environment, in this connection
and there is a spontaneous radiation by them phonon. If
speeds of magnons do not exceed speed of sound, i.e. if
argument of the arcsine in (4) and (5) more unit (in the
threedimensional case with allowance for the estimate
of the Curie temperature, this should correspond to the
inequality 0,>0,) appears, the magnon—phonon coupling
at a zero temperature does not result in fading of magnons.

The emission of phonons by magnons at zero
temperature is made possible by the extraction of energy
from the source of the external electromagnetic field by the
magnetic subsystem. In area of poles of mass operator the
basic effect of spin-lattice coupling is fading of magnons,
what must be reflected, mainly, on the spectrums of
magnetic absorption. An effect from renormalization of
the magnons energies in this spectral region becomes less
meaningful for the form of curve of magnetic absorption.

Conclusions

Thus, the magnon—phonon coupling at a zero
temperature qualitative does not change character of
spectrum of magnetic absorption at 4<gye(0py: It changes
the form of marmomsbIx zones only, frequencies of
heterogeneous resonances fall down in this connection.
At an eventual temperature, as a result of absorption of
thermal phonons, all of the magnons will be damped.
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Magnetic anisotropy of an ensemble of Ca-substituted barium
hexaferrite nanoparticles
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We studied the parameters of the effective magnetic anisotropy of system of hexaferrite nanocrystals of composition Ca, Ba  Fe ,0
with an average size 35 nm at 300 K. The constant the field of effective magnetic anisotropy determined from the magnetization curves
using five different methods. It was shown that the substitution of ions Ba*" by ions Ca®*, while maintaining the magnetic matrix, the
constant K ' reduced by more than half in comparison with unsubstituted composition powder of the same dispersion.

Keywords: barium hexaferrite, cations substation, nanocrystall, magnetic anisopropy.

Hccnenosanuck mapamMeTpsl 3G QeKTUBHONH MAarHUTHON aHM30TPOIINH CHCTEMBI HaHOKpHCTaIoB rekcadepputa Ca, Ba Fe 0
co cpenuuM pasmepom 35 uMm mpu 300 K. Koncranrta u mone 3(p¢GekTHBHOW MATHUTHOW aHH30TPOIUHU OMPENCNICHBl U3 KPHBBIX
HAMarHUYMBAHUS C IIOMOLIBIO IISITH Pa3iIMYHBIX MeTonoB. IToka3aHo, YTO B pe3yibTare 3aMelleHus HoHOB Ba’" monamu Ca*, mpu
COXpaHEHWH MAarHUTHOM MaTpuIlbl, KoHcTanTa K *f ymenbIaeTcs Gonee ueM BBOE B CPABHEHHH C MOPOLIKOM HE3aMEIIEHHOTO COCTaBa
TOM XK€ AUCIEPCHOCTH.

KroueBnbie ciioBa: FeKCﬁd)eppI/IT 63]31/19[, KaTUOHHOE€ 3aMCUICHUEC, HAHOKPUCTAJIJI, MaroHuTHasi aHu30TPOIIHs.

HocumipKyBanucs mapaMeTpu e(peKTUBHOT MaTHITHOT aHi30TPOTIi{ cHCTeMH HaHOKpHCTaNIB Tekcadeputy cknany Ca, Ba Fe O

31 cepennim posmipom 35 um npu 300 K. KoncranTa i none epeKTHBHOT MarHiTHOT aHi30TPOMii BU3HAUCHI 3 KPUBHX HAMarHiuyBaHHS
3a JJOMIOMOTOK0 IDSITH Pi3HUX METOAIB. [ToKa3aHo, 10 B pe3yibrari 3amimieHHs ionis Ba?* ionamu Ca*', npu 36epekeHHI MarHiTHOT

MaTpuIy, KoHcTanTa K  3MeHIIyeThes GibII HiX YIBidi B MOPiBHAHHI 3 MOPOITKOM HE3aMillIEHOTO CKJIay Ti€i s MCIEPCHOCT.
KurouoBi ciioBa: rekcadepur Oapiro, KaTioHHE 3aMillleHHsI, HAHOKPUCTAII, MAarHiTHA aHI30TPOITisL.

Introduction

Barium hexaferrite BaFe ,0 , is highly anisotropic
ferrite. At room temperature, the constant of his
magnetocrystalline anisotropy K = 3.3-10° erg-cm’, the
anisotropy field H, =17-10° Oe [1].

Magnetic parameters of small particles and their
ensembles markedly differ from the magnetic parameters
of macroanalogue that due to the existence of structurally
defective surface layer that is comparable with the volume
of the particle volume and has a “canted” magnetic
structure [2]. Subsurface region makes a certain volumetric
contribution to the effective magnetic anisotropy of the
particles in the form of so-called “surface” anisotropy [3].

In [4] have been investigated in the temperature
range (4.2 - 700 K) the anisotropic parameters of the
barium ferrite nanocrystals with an average particle size of
<d> = 60 nm and a thickness of <h>= 15 nm. The volume
fraction of the -surface layer of the particles having a
thickness of 6 ~3.5 nm [5], was 45 %.

Effective magnetic anisotropy constant was determined

using the law of approach to saturation magnetization [6].
At 300 K, it was to 2.5-10° erg-cm?, that is its value is
different from the value for macroanalogue by 25 % due to
the negative contribution of the “surface” anisotropy. In the
same paper, using the method developed in [7], was found
the distribution of particles by fields of effective magnetic
anisotropy, according to which the average effective
magnetic anisotropy field of the particles at 300 K is also
different from H , of macroanalogue, towards reduction by
20%.

It was of interest to investigate the effect of partial
substitution of Ba?* ions by Ca?" ions with preservation of
the magnetic matrix, on the anisotropic properties of the
nanodispersive particles of barium ferrite. Substitutions of
this type were made for the hexaferrite macrosamples [8].
It was found that the magnetocrystalline anisotropy energy
of Ca-substituted ferrite is described not only by a constant
K,, but also by constants of higher orders. In this case, the
order of magnitude of K, is comparable with the K.

© Ol'’khovik L.P., Borisova N.M., Golubenko Z.V., Mozul K.A., Sizova Z.l., Shurinova E.V., 2014
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Method of preparation and certification of powder
sample of composition Ca, .Ba _Fe O/

One of the primary conditions for obtaining particles
of nanometer range is the creation of a high chemical
homogeneity of the original ferrite mixture. This was
accomplished by using the method that uses elements of
the cryochemical technology.

Schematic block diagram of a method of producing
ferrite particles is shown in Fig.1.

Preparation of the starting and mixed solutions

Dispersion of mixed solution while freeze drops in
microgranules

Freeze drying of cryogranules

Thermal decomposition salt mixture

The reaction of ferritization T= 900-1000°C

Fig.1. A block diagram of a method of obtaining
nanodispersed ferrite powders using elements of
cryochemical technology.

At the freezing step was conducted spraying of the
solution which was a mixture of solutions of compatible
salts of Ca(CH,COO),, Ba(NO,),, Fe(CHOO), in a
specified stoichiometric ratio, into an inert refrigerant. As
refrigerant was used liquid nitrogen (~ 10 liters of nitrogen
per 1 liter of solution). In the system was created a fixed
pressure (0.12 - 0.2 atm), under the influence of which the
working fluid is fed into the vortex chamber of injector. As a
result, the jet of solution is divided into individual droplets
of diameter 3-70 um. Particles entering the liquid nitrogen
are rapidly crystallized. As the inert gas injected to the
installation under pressure, argon was used. Removal of the
solvent from cryogranules was conducted by sublimation-
drying — the process of transition of the solvent from the
crystalline to the gaseous state, avoiding the liquid phase.
This allowed minimizing the agglomeration of the formed
particles of product on the freezing step by eliminating
occurrence of the liquid phase in material.

Atechnological operation that preceding to the process
of ferritization consists in the thermal decomposition of
the salt components of the mixture. Value of thermolysis
temperature of components mixture shouldn’t be less than

BicHuk XHY, Ne 1135, cepis «®isuka», sun. 21, 2014

the decomposition temperature of each component. Of
the above acetates the most high-temperature transition is
Ca(CH,CO0),—Ca0. In stages thermal decomposition of
calcium acetate to oxide occurs in the form:

Ca(CH,CO0), ———>Ca,C,0, ———>

160'C 200°C
Ca CO3 T‘]C') CaO

Considering the fact that for the macroscopic
analogue of CajBaj Fe O, full ferritization provides
the temperature 1270 °C [9], that is much greater than
for BaFe ,0,, hexaferrite (1150 °C), in the case of highly
dispersive particles ferritization was held at 900 °C instead
of 800 °C for the base composition. This extremely low
annealing temperature provided full ferritization, and
helped to keep the size of the particles within the nanometer
range.

X-ray phase analysis of the obtained powder showed
it’s a single-phase. Non-magnetic impurity content of
a-Fe,0, phase is insignificant, and do not exceed 6%.

To determine the size of the particles used electron
microscopy. Electron microscopic studies were performed
on a transmission electron microscope Selmi TEM-125 K.
Fig. 2 shows a fragment of an electron-microscope image
of the powder particles.

B

100nm

Fig.2. Electron microscopic picture of the powder
particles of hexaferrite Ca, .Ba, Fe O ,.

It can be seen that the particle size corresponds to the
nanometer range. The average particle size <d> =35 nm.

Basic magnetic measurements

Results of the data processing
Magnetic measurements at T =300 K were performed
on a pendulum (the main magnetization curve) and
induction (hysteresis loop) magnetometers. Fig. 3 shows
the main magnetization curve and a part of the marginal
hysteresis loop. The magnetization curve is observed
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Fig.3. The dependence of the specific magnetization
of the nanodispersed sample from the intensity of the

magnetic field at 300 K.

typical for systems of small particles non-saturation of
the magnetization in fields up to the anisotropy field of
macroanalogue [10, 11]. Value of high-field magnetic
susceptibility ¥ = 6:10* emu-g'-Oe! is within values
characteristic for fine ferrite systems (1-10 emu-g'-Oe™)
[12, 13].

The results of these measurements were the basis
of determining the parameters of the effective magnetic
anisotropy of the studied system of nanocrystals. For this
purpose, five approaches was used: 1) a method based on
the law of approach of magnetization to saturation (LAS)
[6]; 2) the method of singular point on the magnetization
curve (SPD) [14]; 3) “magnetization- area” method (MA)
[15]; 4) a method based on the relationship between the
magnetic anisotropy field and coercive force H_ of the
material [16] and 5) a method based on the field dependence
of the remanence magnetization I_[7, 17].

The first two of these cases to determine the constant/
field of magnetic anisotropy is directly use the main
magnetization curve.

According to LAS, the magnetization can be written

L I B T T T T 7T 1
8 6 -4 -2 10 12 14 16 18 20

as
a b
I(H) =l [1-—=-—— | (1)
H H
where: /- saturation magnetization, a- parameter of
4 K? :
heterogeneity [18], b=——- , where Kszf-
15 I

constant of effective magnetic anisotropy or, in terms of
the specific magnetization ¢ = I/p (p- density),
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Ac*H?*10®, emu*g'*Oe?

10000 15000 20000

H, Oe
Fig.4. The magnetization curve constructed for
calculationanisotropy constant with the law of approach

to saturation using.

T T
0 5000

Dependence of o(H) presented in the coordinates
(O'S - O')H2 =Ac-H* = f(H) (Fig4). Intercept on
the y-axis with linear part of the dependence extrapolated
to zero field,
4 K*
I=5 o
P Oy

where _
K=K =1.936p,/cl . 3)

Field of the effective magnetic anisotropy of the
ensemble of randomly oriented magnetically uniaxial
particles can be determined by the following:

Hd—de

a

=3.872\/l/o, [16]. (4
s

The method of singular point allows determining the

anisotropy field of polycrystalline and powder samples by

differentiating the magnetization curve. The position of

the extremum on the curve of the second derivative of the

magnetization on the field (Fig.5) corresponds to 4 jf .

In [15] it is shown that for a system of randomly
oriented magnetically uniaxial domains the area bounded
by the demagnetization curve and by a straight line, that
extrapolate the high-field part of the main curve to the field
H=0 (Fig. 3, shaded area), that is,

I )
jHﬂ:—K 5)
I, 3

Magnetization value obtained by extrapolation (10) is
the spontancous magnetization. This creates the possibility
to find a constant, and hence the effective magnetic
anisotropy field of the studied system of single-domain
magnetically uniaxial nanoparticles.

Anisotropy field of polycrystalline materials in the
case of uniaxial anisotropy connected to the coercive force

BicHuk XHY, Ne 1135, cepis «®isuka», sun. 21, 2014
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Fig.5. Thefield dependence of the specific magnetization
and of its derivatives by field.

by correlation

H.=0.48H, [16]. ()

Applying this formula to the powder sample with
randomly oriented magnetically uniaxial particles allows

finding H ;‘7 ' by experimentally measured H...

The method developed in [7, 17], allows to obtain
the distribution of the powder particles by anisotropy
fields f(H ) by differentiation of field dependence of the
remanence magnetization o :

Sf(H,)=

Here m, = UF(H)/Gr(OO) .

In Fig.6 is shown the m(H) dependence and
dependence of its derivative by field from the values of
the field in percentage. Position of the peak on the curve

dm (H )/ dH = f(H), because of its symmetrical
shape, corresponds to the mean value of the anisotropy field
of the particles system and, thereby, the effective magnetic
anisotropy field.

Calculation results of the magnetic anisotropy
parameters obtained by these methods are listed in the
table. ,

As seen from the table, the constant K;j for test

dm, (H)

7
JH )

8
] <H> —41,0
7 4
6+
51 n
X T
- 4 =]
T N 5
5 05 g
E‘ | ®©
©° 3 Eﬁh
24
14
0 — 71 1 T r T T T T T T T 0,0
0 2000 4000 6000 8000 10000 12000 14000

H, Oe
Fig.6. The dependence of the reduced remanence
magnetization from the values of the field and the
distribution of the powder particles by the fields of
effective magnetic anisotropy.

sample of nanodispersive powder has the same order
of magnitude as the magnetocrystalline anisotropy
constant K, a of unsubstituted macroanalogue of barium
ferrite [1] and a lower value, not only in comparison
with macroanalogue, but also in comparison with a
sample of the same degree of dispersion, for which

Kjf =2.5-10° erg-cm™ [4]. The received average value

of Kaef is equal to (1.0 £ 0.2)-10%rg-cm>. Closest to
the average the value obtained by using the method of
the “magnetization area” and value obtained from the
experimentally measured value of the coercive force. Value

<H 7 > =(9.4£2.0) kOe also less then for unsubstituted

powder (16.3 kOe), due to the magnitude of the effective
anisotropy constant.

The observed effects (at constant concentration of
magnetic Fe*™ ions), apparently related to the structural
distortions caused by difference of radius of Ca2"(1.06A)
ions from Ba?*ions (1.43A) [19].

Authors are grateful to the staff of the laboratory of
nanoscale powder materials, Belgorod State University
(Russia) and to the staff of the laboratory of electron

Table 1
The parameters of the effective magnetic anisotropy of the nanosized ferrite of powder Ca  Ba Fe O, obtained
by different methods dmr/dH
Method dmr/dH Kef . 10—6 , erg*cm_3 H@f, kOe
1 LAS 1.5 13.8
2 SPD 0.8 7.0
3 MA 0.9 8.5
4 H. 1.1 10.5
5 0.8 7.0
BicHuk XHY, Ne 1135, cepis «®isuka», sun. 21, 2014 47
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microscopy of V.N. Karazin Kharkiv National University
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samples.
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Investigation of pecularities of the structure formation for Fe-B-C
system alloys in crystallization

S. B. Pilyaeva', N. Yu. Filonenko?

Oles Honchar Dnipropetrovsk National University'
Dnipropetrovsk State Medical Academy’
natph@mail.ru

Is show that in the iron-based alloys with weight content of boron from 1,8-3,5 % and with carbon content from 2-2,5 % (w.) after
crystallization the morphology of specimen includes primary dendrites of Fe,(CB) phase and plate-like eutectics y-Fe+Fe,(CB). It is
revealed that in the process of Fe-B-C alloys crystallization the formation of cubic boron carbide Fe,,(CB), takes place as a result of
preannealing at the temperature of 1173 K. The formation of Fe,,(CB), phase occurs on peritectic dissolving of Fe,B boride, whereas
eutectics Fe,,(CB) +y-Fe is formed as a result of four-phase peritectic transformation L+Fe,B—Fe ,(CB) +y-Fe.

Keywords: boride Fe B, eutectics , cubic boron carbide Fe ,(CB), and Fe-B-C system alloy.

[TokazaHo, 4TO B CIJIaBaX OCHOBE JKene3a ¢ coxepkanuem Oopa 1,8-3,5 % (mac.) u yrmepoma 2-2,5 % (mac.) mocie
KPHCTAITM3AIMH MUKPOCTPYKTYPa COCTOUT M3 MEPBUYHBIX AeHApUTOB (asel Fe (CB) n niactunyaroii sprektrku y-Fet+Fe,(CB).
VcTaHOBNIEHO, YTO B MpoIEccax KpucTammusanuu crasos Fe-B-C oOpasosanne xyOmueckoro kapouma Fe, (CB), mpoucxomut B
PE3yIBTaTe IPEIBAPUTENBHOTO OTKUTa ipu Temnepatype 1173 K. Beienenne dassi Fe, (CB), ocymmecTBiseTcs Mpu MEPUTEKTHYECKOM
pacteopennn 6opuna Fe B, a opmuposanue sprektnku Fe  (CB) +y-Fe nponcxomuT B pe3ysbTare 4eThIpeX(hazHoro NEpUTEKTHYECKOTO
npespamenus L+Fe,B—Fe, (CB) +y-Fe.

Karouesbie ciopa: 6opun Fe,B, sprekruka, kyduueckuit 6opoxapoun Fe,,(CB),, cuctema Fe-B-C.

[MokasaHno, mo y cIuIaBax Ha OCHOBI 3aii3a 3 BMicToM Oopy 1,8-3,5 % (mac.) Ta xapbony 2-2,5 % (mac.) micist KpucTamizarii
MiKPOCTPYKTypa MiCTHTh TiepBUHHI nenaputn dasu Fe,(CB) Ta mnacturyary eBTekTHKY Y-Fet+Fe (CB). Bcranosneno, mo mporeci
kpucraiizanii crnasis Fe-B-C yrBopennsa kybGiunoro 6opokapbiny Fe, (CB), BinOyBacTbes B pesynbTari Bimady MpH TEMIEPATypi
1173 K. Buninenns ¢asu Fe(CB), 3nificHIoeTbCs TP MEPUTEKTHYHOMY po3unHeHHi 6opuma Fe B, a dopmyBaHHs eBTEKTHKH

Fe,,(CB) +y-Fe BinOysaeTbcs B pe3ynbraTi 4eTHphOX(ha3HOro NepuTeKTHIHOTO NepeTBoperns L+Fe B—Fe, (CB),+y-Fe.
Karouosi ciioa: 6opun Fe,B, esrextuka, kyOiunuii 6opokp0bin Fe,,(CB),, cucrema Fe-B-C.

Introduction

It is well known, that Fe-B-C system alloys are of
practical use because of complex of such properties as
refractory quality, high hardness, abrasive wear resistance,
chemical stability in various aggressive environments and
others [1-3]. Available information about phase transitions
in Fe-Fe B-Fe,C composition triangle of Fe-B-C system
alloys in the process of crystallization from a liquid state
goes to prove that equilibrium phases are iron solid solution,
boride Fe B and boron cementite Fe,(CB). Fe, (CB),
compound, which is isomorphic with carbide Cr,,C,, for
the first time has been described in Ref. [4] as congruently
melting phase. According to Refs. [5, 6] phase Fe, (CB),
exists in a solid state and is not stable at the temperatures
above 1230 K. In the paper [7] it was shown that at high
degree of supercooling the precipitate of this compound is
possible. In Ref. [8] it is ascertained that precipitate of cubic
boron carbide Fe,,(CB), in the process of crystallization
from a liquid state takes place after a special pretreatment,
which includes thermal cycling in a solid-liquid state
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for at least 5-6 cycles within the temperature interval of
1123-1613 K, but mechanism of formation of cubic boron
carbide Fe,,(CB), in Fe-B-C alloys is not revealed.

In this paper the investigation of crystallization
of alloys of Fe-Fe B-Fe,C composition triangle with
preannealing in solid state is carried out and mechanism
of formation of cubic boron carbide Fe,,(CB), is studied.

Materials and methods of investigation

For investigation there are used alloys with weight
content of boron from 1,8-3,5 % and with carbon content
from 2-2,5 % (w.), the rest is iron. To obtain Fe-B-C alloys
we use carbonyl iron (with iron content of 99,95% (w.)),
amorphous boron (with boron content of 97,5,0% (w.))
and spectroscopically pure graphite. To prevent a liquation
alloys were made from previously well-stirred and pressed
powder of furnace burden materials. The specimen
smelting was carried out in Taman’s furnace with graphite
heater, melting of specimens was performed in alundum
saggers under argon atmosphere. The cooling rate of initial
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Fig. 1. Microstructure of Fe-B-C alloy with boron content of 2,95 % (w.), carbon content of 2,3 % (w.): a) after
smelting x400, b) after pretreatment x100, c) eutectics y-Fe+ Fe, (CB),.

specimens ofalloys was 50 K/s. To determine alloy chemistry
chemical and spectrographic analysis was used [10]. To
study physical properties of obtained alloys durometric
analysis was used (by means of microhardness tester
PMT-3). The phase composition of alloys was determined
by X-ray microanalysis method by means of JSM-6490
microscope, as well as by means of optical microscope
“Neophot-21”. X-ray phase analysis was performed by
means of diffractometer DRON-3 in monochromatic Fe-Ka
radiation for voltage U=35 kV and anode current [=14 mA.
The types and temperatures of phase transformations were
determined by differential thermal analysis method using
a derivatograph. The precision of measurement is of +5.
The study of hardening process was carried out for the case
of iron-carbon specimens, part of which was preannealed
at the temperatures of 1123-1173 K. Degree of superheat
while melting of alloys specimens is no more than 30 K
above liquidus curve. Heating and cooling rate is of 30-40
K/min.

Results and discussion
Fig. 1 presents the microstructure of initial Fe-B-C
system alloy.
The morphology of specimen includes primary
light-coloured dendrites of Fe (CB) phase and plate-like

.I-.’ l!":.'.'

1410
1000
K 1385

0 [':h

a

eutectics y-Fet+Fe (CB) (Fig. 1, a). According to results of
X-ray structure analysis in diffractograms of alloy there are
curves of cubic boron carbide Fe ,(CB),, but in the process
of microstructure investigation this phase is not revealed
(Fig. 2, b). The thermogram of such an alloy is shown in
Fig. 2, a. The thermal effect, which was observed at the
temperatures of 1408-1410 K, corresponds to precipitate
of dendrites of boron cementite Fe,(CB). The eutectic
constituent y-Fe+Fe,(CB) is formed within the temperature
interval of 1401-1385 K. At the temperature of 960 K the
formation of austenite takes place.

In Fig. 1, b there is presented the microstructure of
alloy, which after melting had been preanncaled at the
temperature of 1170 K for an hour, and then had been
heated up to temperature 30 K above liquidus, and then was
cooled with a rate 40 K/min. The X-ray structure analysis of
this alloy shows presence of the curves, peculiar to boride
Fe,B, boron carbide Fe,(CB), and iron a-solution, in
diffractograms of alloy (Fig. 3, b). Microstructure of alloy
consists of primary borides Fe B, which are situated inside
the large edged crystals of Fe,,(CB), phase and finely-
divided eutectics y-Fe+Fe,,(CB), with a core morphology
(Fig. 1, b, ¢). The thermogram of this alloy is shown in Fig.
3, a.

The precipitates of primary borides take place
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Fig. 2. Fe-B-C system alloy with boron content of 2,95 % (w.), carbon content of 2,3 % (w.) without preannealing: a)

differential thermogram, b) diffractogram
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Fig. 3. Fe-B-C system alloy with boron content of 2,95 % (w.), carbon content of 2,3 % (w.) after preannealing:

a) differential thermogram, b) diffractogram.

within the temperature interval of 1403-1358 K. At the
temperature of 1358 K the peritectic dissolution of Fe,B
boride and formation of boron carbide Fe,,(CB),, which
takes place within the temperature interval of 1358-
1389 K, begins. At the temperature of 1389 K the four-
phase transformation L+Fe B—Fe ,(CB)+y-Fe occurs. As
a result of peritectic dissolution of Fe,B phase the eutectic
constituent Fe, (CB)+y-Fe with fine differentiation is
forming (Fig. 1, c). As ground of this one can considered
the occurrence of precipitates of Fe,B phase crystals not
only inside the crystals of Fe,(CB), phase, but also in
surroundings of eutectics Fe,,(CB) +y-Fe. In alloys with
boron weight content of 2,4-1,95 % and carbon content
of 2-2,4 % without pretreatment in the process of melting
and crystallization primary dendrites y-Fe and plate-like
eutectics y-Fe+Fe (CB) are formed. After preannealing in
alloys with boron content of 2,4-1,95 % and carbon content
0f2-2,4 % at the temperature of 1389 K the eutectic structure
with a core morphology Fe,.(CB)+y-Fe is forming. The
formation of structures, which include the precipitates
of Fe,(CB), phase, is associated with their previous
formation in a solid state while preannealing. According
to results of Ref. [9] the formation of Fe,,(CB), phase in
the process of annealing is described by reaction y-Fe+
Fe,(CB)—Fe,,(CB), and occurs on interphase boundaries
of eutectics y-Fe+ Fe,(CB). The analysis of obtained results
enables to suppose, that postheating up to melting point and
short-term holding at the temperature 30 K above liquidus
is followed by formation of complex aggregates, close
in composition to Fe,,(CB), phase composition, in melt.
In such a case the preparation of the rest of melt regions
with boron atoms takes place. The aftercooling leads to
precipitate of primary crystals of Fe B boride and Fe ,(CB),
phase as resultant of peritectic reaction L+Fe B—Fe ,(CB),

Conclusions

1. The formation of cubic boron carbide Fe,,(CB), in Fe-
B-C alloy from liquid state is contingent on preheating up

BicHuk XHY, Ne 1135, cepis «®isuka», sun. 21, 2014

to temperatures of its formation in solid state and coming
from existence of its stability range in solid state.

2. The formation of Fe (CB), phase occurs on peritectic
dissolving of Fe B boride, whereas eutectics Fe, (CB) +v-Fe
is formed as a result of four-phase peritectic transformation
L+Fe B—Fe  (CB) +y-Fe.
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Continuous electron irradiation effect on plastic deformation of the
steel T91 at different temperatures
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There was studied the deformation of the steel T91 exposed to electron irradiation at different temperatures. The deformation
strength decreasing and the hardening ratio as function of relative elongation were defined in continuous irradiation mode. It was
established the increasing of the steel plasticity as the result of the electron beam exposition.

Keywords: electron irradiation, yield stress, plastic deformation, hardening ratio, temperature dependence.

Busuena nedopmanis crami T91 mig BIiMBOM eJIEKTPOHHOTO OIPOMiHEHHS IIPH PI3HUX TEMIIepaTypax. Y pexuMi Oe3mepepBHOTO
ONpPOMIHEHHsI BU3HAYEHO 3HIKEHHs PiBHS AehOpMyIodoi Hanpyru, KoeilieHT 3MilHeHHs K (YHKII0 BiZHOCHOTO BHIOBKEHHSI.
BcTaHOBNEHO 3pOCTaHHS IIACTHYHOCTI METAIly B pe3y/IbTaTi BIUIMBY €JIEKTPOHHOTO ITy4Ka.

KorouoBi ciioBa: enexTpoHHE ONPOMIHEHHS, MeXa IUIMHHOCTI, IIACTHYHA eopMaltis, KoedimieHT 3MIIJHEHHSI, TeMIlepaTypHa

3QJIEKHICTD.

Wzyuena nedopmarms cramu T91 mon Bo3neiicTBHEM 3IEKTPOHHOTO OOTyYEHHS HPH PAa3NUYHBIX TeMIeparypax. B pexume
HETPEPHIBHOTO 00TyYEHHUS ONPE/IENICHO CHIKEHNE YPOBHS 1e(hOPMUPYIOIIETO HaNPSHKEHHs, KOAQGUIMEHT YIIPOYHEH s Kak (QYHKIIHIO
OTHOCHUTEIIBHOTO YAJIMHEHNUs. YCTaHOBICHO BO3pACcTaHHUE INIACTUYHOCTH METaJlIa B Pe3yJbTaTre BO3ACHCTBYSA IEKTPOHHOTO ITyYKa.

KonroueBble cioBa: 25ieKTpoHHOE OOIydeHHe, Mpees TEeKy4eCTH, IUIacThdeckas aedopmanus, KodG(OHUIUEHT yIpoYHEHHS,

TeMIICpaTypHas 3aBUCUMOCTb.

Introduction

It’s well known that plastic deformation or flow of
metals and alloys, and strain hardening as well is observed
in the full temperature range beginning from low (helium)
values and up to pre-melting ones. This effect is induced
by moving of dislocations and their interactions with
structural and impurity defects of a crystal lattice. In some
cases, interactions of moving dislocations with phonons,
conductivity electrons and others [1] should be taken into
account as well.

Dislocations while moving dissipate energy
on conductivity electrons. This fact was established
experimentally in changing from room-temperature sate
to superconductivity [2]. Kinetics of dislocations is varied
also in hard magnetic field [3], under exposition to electron
and gamma irradiation [4] and to high current density
electric pulses [5]. The term ‘electro-plastic deformation of

a material’ was introduced for these effects [5].

The research purposed to investigate deformation of
some hexagonal close-packed (HCP) crystals exposed to
short electron beam pulses that have been done in the early
1960s allowed to demonstrate the step-down change of a
deforming strength and increasing of plasticity [4].

The plastic flow of metals with FCC crystal lattice
(Al, Cu) exposed to electron beam has been researched in
the paper [6]. There were studied dependencies of strength
loss, deformation ratio, the thickness of a sample and
others [6].

However, steel has BCC crystal lattice, and the effect
of its exposition to electron irradiation should be researched.
The steel T91 is a constructive material of nuclear reactors.
To understand its strength performances dependent on
temperature and electron irradiation and to obtain data
for analysis and defining of control methods of radiation-
induced effect the research including the simulation of in
reactor environment processes should be fulfilled.

© Lebedev S.V., Nazipova A.P., Dubinko V.1., Khodak I.V., Kushnir V.A., Terentyev D., 2014



S.V. Lebedev, A.P. Nazipova,V.1. Dubinko, 1.V. Khodak, V.A. Kushnir, D. Terentyev

Experimental technique

Polycrystalline samples of the steel T91 were
researched. Its alloying constituents are summarized in the
table 1. The samples were profile cut from sheets of 15 mm
thickness after hot rolling. The rolling and the cooling was
realized by following sequence: normalization at 1050°C
during 15 min, water hardening down to room temperature,
exposure at 770°C during 45 min and air cooling down to
room temperature. Samples have active narrow region with
dimensions of 1.9x0.75x30 mm between two broad regions
for grips of a deformation machine.

The researched samples were divided into two sets.
The first set was researched without the next processing.
The second set was annealed at 650°C in argon environment
during 3 hours with next cooling together with a kiln down
to room temperature.

The plot of the sample loading was registered in
load (P) — time (t) diagram with time resolution 0.3 sec
(storage digital multimeter Sanwa PC-520M) and the load
sensitivity 0.5 H. After registration the load was converted
into deforming strength according to the ratio c=P(1+¢)/S
(S is initial cross-section of a sample, & is relative
elongation of a sample). For uniform movement of the
rod in the fracturing machine the relative deformation was
defined as following e=v_t/L (v _,=5 um-sec’ — velocity
of a rod movement, L — initial length of the active region of
a sample)with error £0.1%.

During the deformation, the samples of steel T91 were
exposed to electron irradiation according to the method
explained before [7]. Consider only parameters and time
structure of the electron beam. The electron beam with
energy £=0.8 MeV and electron flux density through the
sample (1.9...4.0)-10' m2-s”'(irradiation power ~3 W)
from the ‘Resonance’ linac [7] directed on the active region
of the sample. Electrons had uniform distribution on area
~5...6 mm’. Microbunches of electrons with duration t_ =
4-10" sfed the beam with frequency 3-10° GHz in a bunch
with duration 1, =(1.8...2)-10 s. The bunch repetition rate
1/T, was 25 Hz.

During the deformation the sample was mounted in
a heater that allowed its heating in the range 313-673 K.
The temperature variation of the sample due to external
or by electron irradiation heating was measured using Cu-
Constantan thermocouple. The accuracy of the temperature
measurements AT was +1 K.

To achieve the temperature below 273 K the sample
was placed in a cryostat in a liquid nitrogen steam and was
heating up so that the temperature may be varied in the
range 193...273 K.

Experimental results
The effect of high-energy electron beam on plastic flow
of Al at room temperature in the cycle-change deformation
mode (with period ~50...100 s) under electron irradiation
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(90) or its absence (¢=0) (continuous [8] and differential
irradiation mode [6]) was considered before.

There was shown in the paper [8] that electron beam
effects on decreasing of deforming strength ¢ and increasing
of a sample elongation €. Such variations on the deforming
diagram o(g) of the metal may indicate the genesis of less
strength structural state under high energy electron flux.

Figure 1 shows curves of deformed strengthening o(¢)
(o is deforming strength, € is relative elongation) of the
steel T91 samples under electron irradiation (2, 4 - ¢#0)
and on its absence (1, 3 - ¢=0).

O, MPa
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400 (~'/

300 /N 1 1 1 1 1 1 1 1
2,0 3,0 4,0 5,0 6,0 7,0 8,0 9,0 10,0 €, %

Fig. 1. Deformation curve for reactor steel T91
(EUROFER) without irradiation (1, 3) and at ¢ =
4.0-10" m2s' (2); 1.9:-10" m?2s"' (4) at RT (1, 2) and
at 553 K (3, 4).

Due to continuous mode of electron irradiation, the
deforming strength value is decreased in the total range
of deformations starting from yield stress and up to the
sample breakdown, and the plasticity resource of the metal
is increased.

Mean free path of 0.8 MeV electrons in the steel is
~2.0 mm (Fig. 2). Therefore, electrons of the irradiating
beam penetrated through the steel.

MEAN PENETRATION RANGE {mm)

E' 1 | 1 |
210° 4x10° 6107 10

ELECTR.ON ENERGTY (V)

Fig. 2. Calculated mean free electron path vs irradiation
energy for iron.
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The steel samples were tension deformed at different
temperatures: in liquid nitrogen steam, at room temperature
and at increased temperature 350-600°K evaluated by
external heater. Figure 3 shows the obtained dependences
of yield stress (Fig. 3 a), ultimate strength (Fig. 3 b) and
the plasticity resource (Fig. 3 c¢). With the temperature
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Fig. 3. Strength and plastic performances of the steel T91

samples: yield stress o (a), ultimate strength o (b)

and plasticity resource ¢ pl(c); hollow symbols — non-
annealed samples, solid symbols - annealed samples.

[]- annealed samples, deformation velocity 5- 10 5cm/s;

- annealed sample, deformation velocity 5-10-cm/s;

- non-annealed samples, deformation velocity

5-10%cm/s.
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increasing all samples both annealed and non-annealed
have decreased yield stress, the ultimate strength decreased
in 1.5 times and the relative elongation decreased in 2.5
times.

Let’s treat the effect of high energy electrons on the
steel T91 samples at different temperatures. As one can
see from the Fig. 3 the decreasing of the yield stress, the
ultimate strength and the relative elongation is observed for
the temperature increasing. Comparing annealed and non-
annealed sample for the temperature 553°K it is observed
the decreasing of the ultimate strength (Fig. 3 b) but the
increasing of the plasticity resource on 13 % (Fig. 3 ¢) at
the same time.

The electron irradiation effect on the sample heating
up was studied next. At room temperature without
external heater, the sample temperature rises on 7°C under
electron irradiation that is compared with environment
temperature. It means that electron irradiation effects on
the sample heating negligibly due to the sample thickness
is smaller than the free electron path. It permits to exclude
a temperature component action on dislocation movement
in a crystal lattice. In the context of this fact, it should be
interesting to consider the effect of both the temperature
corresponding to the values the steel T91 is under in
nuclear reactors and continuous mode electron irradiation
of the sample during its tension deformation.

Because of nuclear reactors are featured by high
temperature and irradiation it was necessary to test the
steel samples both under external heating up and electron
irradiation. The samples were exposed to continues electron
irradiation in presence and absence of the external heater.

0-107, Pa

400

300

200

100

0 1 I : I
o8 18 28 38 48 58 68

e

78 €%
Fig. 4. Deformation strengthening ratio of the steel
T91 vs relative elongation ratio in coordinates 0(g) (1,
3—p=0; 2, 4 —0+0; 1, 2 — deformation at 553 K; 3, 4 -
deformation at 291 K).

As one can see from the Fig. 4 there is the difference
in 1 and 2 deformation phases for equal temperatures
(room and increased values) while the ratio is equal in
fact in the deformation phase 3. Comparing irradiated and
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Table 1.
The chemical composition of the alloy
Alloy Mass fraction of element, %
C N | Al | Si P S Ti V | Cr|Mn|Ni [Cu| As | Nb | Mo | Sn | W
= I ) N S = S N ) «Q = 2 S < x S <

non-irradiated steel T91 samples while their deformation
under exposition to high-energy electron beam there is no
the difference in the deformation strengthening ratio. This
means that electron irradiation does not effect on the steel
deformation. The deformation the strengthening ratio is
decreased on 100-107 Pa in case of the temperature values
similar to nuclear reactor environment. This shows both
the sample softening and increasing of its plasticity under
electron flux effect on crystal lattice.

Conclusion

The strength performances depending on temperature
have been obtained. The yield stress, the ultimate strength
and the plasticity resource is decreased for the temperature
increasing.

There is the increasing of the plasticity resource and
decreasing of the ultimate strength simultaneously while
the samples are deformed under electron irradiation at
equal temperature values. These points to the effect of
electron flux on dislocation structure of the steel T91.
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We look into the particle diffusion in a 1D atomic chain. We consider two different models. In the first one the lattice particles
are supposed to move independently. The stochasticity of the motion in this case is achieved due to nonlinear oscillations of the
lattice particles. In the second case the linear oscillations of the lattice particles are considered and the stochasticity of doping particle
motion stems from the finiteness of phonon spectra. In both cases we derive the stochastic properties of the Langevin force. The found
expressions for the correlation function of the Langevin force could be reduced to the white noise only at some limiting values of the
lattice and thermostat parameters.

Keywords: diffusion, Langevin force, correlation function, microscopic theory.

VY crarti pocmimpkyerbest audysis yactuHke B 1D maHumiokii aromiB. Posnmsimarothes ABi pizHi Mopeni. Y mepuriii Mogmeni
nependavaeThesl, M0 YaCTUHKY PEIITKU PYXaroThCsl HE3AJISKHO OJIHA Bif 01HOI. CTOXaCTHYHICTB PyXy B IbOMY BUIAJKY HOCSTa€ThCS
3a paxyHOK HEJIIHIHHUX KOJHMBaHb YaCTHHOK PEIIITKH. Y JPyroMy BHIAJKy PO3IISAIAIOTHCS JTiHIIHI KOJIMBAHHS YaCTHHOK PELIiTKH 1
CTOXaCTUYHICTh PYXy YACTUHKH JIOMIIIKH ITOB'sI3aHa 3 00MEKEHHICTIO (DOHOHHUX CIEKTPiB. B 000X BHUIaAKaX JOCIIIKECHI CTOXaCTUYHI
BJIACTHBOCTI cvuin JlamkeBeHa. 3HaiiieH] BUpa3u sl KopemsmiiHoi GyHKIil cnn JlamkeBeHa MOXKYTh OyTH 3B€/IEHI 10 O110TO IIyMy
JIMIIE IPH IeKUX IPAHMYHHUX 3HAYCHHSX MapaMeTpiB PELITKH Ta TePMOCTATA.

KurouoBi ciioBa: nudysis, cuna JlamkeBeHa, kopemsimiiiHa GyHKIis, MIKPOCKOIIYHA TEOPis.

B crarbe uccnenyercst nuddysus gactuipsl B 1D menouke aromoB. PaccmarpuBaroTcst aBe pasnudHBIE MOJETH. B mepBoit
MOJEIIH IIPEIONAraeTcs, YTO YaCTUIbl PEIICTKU JIBIXKYTCS HE3aBUCUMO JIpYyT OT Apyra. CTOXaCTUYHOCTb ABMKEHUS B 9TOM CIydae
JOCTHTAETCS 3a CUeT HeTMHEHHBIX KoJIeOaH!i JacTHIl peeTk. Bo BTopoM ciydae paccMaTprBaroTCs TMHEHHbIE KOJeOaHUs YacTHI]
PEIIeTKH ¥ CTOXaCTUYHOCTD ABMKEHUSI TPUMECHOH YaCTHIIBI CBA3aHAa C KOHEYHOCTHIO (POHOHHBIX CIIEKTPOB. B 0001X ciaydasx n3ydeHs
CTOXacTHYeCKHe CBOWCTBa cuiibl JIamkeBeHa. HaiiieHHbIe BhIpasKeHUsE 17151 KOPPEISILIMOHHOM (yHKIUK critbl JlamkeBeHa MOTYT ObITh
CBeJIeHBI K 0eJIOMY IIyMY TOJIBKO IIPY HEKOTOPBIX MPEAEIbHBIX 3HAaUCHUAX [TapaMEeTPOB PEILCTKH U TepMOCTaTa.

KuroueBsie ciroBa: quddysus, cuia JlamkeBeHa, KOppeIsIHOHHas (QYHKIHS, MUKPOCKOIHYECKast TEOPHS.

Introduction
The diffusion properties of Brownian particles
continues to be of enormous interest even though a century
has passed since the appearance of the famous work of
Einstein on the subject [1].
A central point of Einstein’s work is the insight that

mechanical treatment of time-dependent phenomena in
fluids [2], to describe nuclei fission and fusion [3], and in
other areas of science [4].

The common model of random forces used in the
Langevin approach, the so-called Langevin forces, is
white noise. As a matter of fact, this phenomenological

within the complicated many-body system, a time-scale
separation exists between the particles slow center of mass
and a huge number of remaining fast molecular degrees
of freedom. In statistical physics the stochastic Langevin
equation is often used to describe this ‘slow’ motion.
The fast (microscopic) variables are responsible for the
stochastic nature of the Langevin equation. This approach
finds many applications in different branches of physics. For
example, the Langevin equations are used in the statistical

approximation imposes restrictions on the formulation of
problems which could be solved by means of this model.
On the other hand, the microscopic theory of statistical
properties of Langevin forces highlights some new
information about the stochastic nature of the Langevin
model.

In this paper we look into the doping particle diffusion
in a 1D chain of atoms. We consider two different models.
In the first one, (Sec.2), the lattice particles are supposed to

© Pritula G.M., Shkop A.V., Tkanov D.A., Usatenko O.V., 2014
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move independently. The stochasticity of the motion in this
case is achieved due to nonlinear oscillations of the lattice
particles.

In the second case, (Sec.3), the linear oscillations of
the lattice particles are considered and the stochasticity of
doping particle motion stems from the finiteness of phonon
spectra. In both cases we derive the stochastic properties of
the Langevin force. It is interesting to note that the found
expressions for the correlation function of the Langevin
force could be reduced to the white noise only at some
limiting parameter values.

Model of non-linear oscillations
a. Formulation of problem
Let us consider a particle of mass m moving in a field
of 1D diatomic lattice of particles of masses M , a distance
between the lattice sites is /, equilibrium positions of
-10,1,...
(see Fig. 1). Let us introduce Q, which stands for deviation

lattice atoms in (g,Q) plane are (kl,+0), k=...

of the k -th particle from its equilibrium position. To
simplify the problem we consider only anti-phase
oscillations of the nearest atoms as shown in Fig. 1. ¢ is

the coordinate of the foreign diffusion particle.

Fig. 1. The model of 1D diatomic lattice with transversal
displacements.

Hamiltonian of such system in the absence of
interaction between the lattice particles is given as

:—+Z{ +U(Q))
z znt(q_klsQ+Qk)'

(M

Expansion of the non-linear potential of anti-phase
oscillations U(Q,) in the Taylor series up to the fourth
order near the equilibrium position of the particles reads

22 3 4
U(Q):M(won +“§ +/’74Q J Q)
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b. Equations of motion for impurity particle
Expanding the potential of interaction between the
doping particle and the lattice particles into series we obtain

Uint

~U.

int

0,=0 T 6Q QkOQk 3)

The equation of motion for the particle takes the form

U, U,
mi = — int o int
1275 o " Lgag,

© 04
This equation can be solved by using the solution of
the equations of motion for the lattice particles:

0,0 Dr- “)

Oy = @0, — a0} — BO; + fi(q(1)),
oU. (5)
fi(q(0) = Q""

So we arrive at the point where we have to solve
the equations of motion for the lattice particles to find a
solution of the equation of motion for the doping particle.

An approximate solution of Eq. (5) can be easily
found, for example, with the use of the two time scale
method, see e.g. [5]. We omit this procedure and present
the following solution,

O () = (QkO +[k(f))COS(Qk(t_t0) + ¢k)’

¢ 6
Ik(f):a)ij.t dt’f(‘](t'))Sin(Qk(ﬂ_to)+¢7k), o)
0 0
2
waﬁ@’ﬂ = J|Qko ™)
()

where ¢, is the initial phase of the & -th particle, O, isits

initial displacement.
Considering the last term in Eq. (4), we substitute O,

by the corresponding expression from Eq.(6):
2 0@ (o + L (D)eos(Qt=1) ). (8)
k

2

U,
where @, (q) = fnt
T 0g00,

0, =0

This expression contains two totally different terms.
The first one is the so-called Langevin force, stochastic
force applied to the ¢ -th particle; the second one is the
friction force.

c. Langevin force
Consider the Langevin force:

Fi(q.0) =) @, (9)Osc0s((t 1) + ;). (9)
k

Parameters Q,, and ¢, are independent random

variables. The first one determines the energy of the & -th
particle at the moment ¢, and the second one defines the
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phase of oscillations at the same moment. Also, we suppose
that the system under study is in thermal equilibrium at
temperature 7 .

Evidently, the average value of the Langevin force
(F;) equals zero. Indeed, Q,, and ¢, are independent
variables, so their averaging should be performed
separately. The value of ¢, is distributed uniformly in the

interval 0< ¢, <27 . Now, the initial statement is obvious.

Pair correlation functions give a lot of information for
describing a variety of physical processes. Some
applications of physical system analysis based on the
correlation functions can be found in [4, 6, 7]. In the present
paper we consider the pair correlation function for the
Langevin force, (F;(g,t)F;(q,t")), where the sign (...)
means the ensemble averaging over initial states of
environment, i.e. the 1D lattice. From Eq. (9) it follows:

(F(OF (1) = Z(q)kq)k’QkOQk’O X
kK’ (10)
xCos(€2 (t —1y) + ;) cO8(Qy (1 = 1)) + §0k')>~

Herein and in what follows we omit the symbol ¢ in
the correlation function (F; (#)F,(¢')). We
oscillations of each pair of lattice particles independently,
so that all terms with £ # &' in the double sum in Eq. (10)
go to zero. It is clear that one of the terms in Eq. (10),

consider

proportional to cos (Qk (t+1'=21))+2¢; ), vanishes after

averaging over ¢, . Then, we get the following result,

C(t) = (F,(0OF, (1) = %Z(Di(ngo x
k

(1
xcos(@y(1+ 70} )t~ 1) ),
where ¥ is defined from Eq. (7),
_3p s’ (12)

8w 120
and Q,, independence of @, is taken into account. Thus,

@, may be taken out of the sign for average. We suppose
that the initial energy of the oscillators obeys the Gibbs
distribution. After averaging we have

<ngo COS(C()O(I + 7QI§O)(t — t'))) —
= AI(:O koO Q/go COS|:600(1 + }/ngo)(t — t'):| X

22
Xexp[— Ma)OQkO}
kT

(13)

2rkgT

is the normalization factor, 4= 5
M ay

where

Calculation of the integral in Eq. (13) gives
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C(r) =(FL(OF(0)) =
53/2

where 7=yt is the dimensionless time, & =

=C(0) cos(r +§arctan1} (14)
2 4

2
[
— s the
kgTy
nonlinearity,

parameter the

C(0)=A—\/;3/2ZCD,2{ is the variance of the Langevin
(48" %

describing

force.
A shape of correlation function C(7) is determined by

S

the parameter —= . It is the characteristic time of correlation
@

due to the non-linearity of interaction between the lattice
particles. It is clearly seen from Fig. 2 that for the strong
non-linearity (i.e. if £[ 1) the correlation function
becomes close to the delta-function, whereas in the case of
linear oscillations the correlator is a periodic function. It
can also be shown analytically that Eq. (14) is a pre-limit

form of the delta function. If 7 — o, correlations decrease
to zero with growth of 7 . On the other hand, assuming that

7 comes close to zero, one can see that right hand side of

Eq. (14) turns into C(O)~§73/2 . The smaller & is, the
closer correlations become to delta-functional. Sharpness
of the delta function peak is also determined by the value of
& and grows as 5_3/ 2,

1

c

Fig. 2. The C(t) dependence of the normalized
correlation function of the Langevin force at different

values of the parameter a=yk,T/Ma; (a=0.1,

dashed line; a =1, dotted line; a =10, dash-dotted
line; the case of linear oscillations corresponds to

a =0, solid line).
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We would like to mention that the correlator C(z) also
depends on ¢ . It is clear that this dependence is periodic
with the period /. One can see that the sharpness of the
potential determines the amplitude of correlations. The
more the gradient of potential along the direction of motion
is, the more this motion is correlated.

In Eq. (9) all the summands are independent and
normally distributed. It follows from the central limit
theorem that the Langevin force distribution law is
Gaussian too. The variance of its distribution is equal to the
correlation function at the points =1¢":

27 (kyT)?

(Ff)=~"55-> 0.
k

8(M i} )? (15)

So we can see that the root mean square value of the
Langevin force grows with the temperature as 7 . At high
temperatures the variance of the Langevin force increases
and correlation function comes closer to the delta function.

Lattice model with linear longitudinal displacement
of atoms

In the model considered below, we suppose the
particles of the lattice interact with the nearest neighbours
only and move along the axis of 1D crystal. In this case the
Hamiltonian of the system differ from the one in Eq. (1) in
potential energy of the lattice atoms of the & -th site. The
latter now depends not only on the displacement O, , but
also on displacements of all the other lattice sites (which
now directed along the doping particle motion).

Similarly to what has been stated in previous sections,
let us first determine the motion of the lattice particles
taking account of the motion of a foreign particle. To
simplify the problem, assume that particles interact solely
with two nearest neighbours, and the potential energy of
interaction is quadratic in displacement. The lattice can
then be viewed as if each lattice atom is coupled with two
neighbours via springs with equal force K, as shown in
Fig. 3. This reduces the formulated problem to the well
known one pertinent to the dynamics of the linear chain of
coupled oscillators.

0! k |

| j-1 '

Fig. 3. Model of 1D lattice with longitudinal
displacements.
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Equation of motion for the -th oscillator now reads

as
MOy = K(Q_y + Oy —20y). (16)

Looking for the solution of Eq. (16) in the form of the
travelling wave Q, = Aexp(i(a)t—Mc)) , we obtain the

following dispersion equation:

2
Mao* = K(zsingj . (17)
We choose the cyclic boundary conditions,
i.e. 0, = Oy, which is equivalent to exp(isdV) =1. It means
that s takes on the discrete set of values:
2zl 2rla
]{l =—_—= N

N L

(18)

where a is the distance between neighbouring atoms (the
lattice period), L stands for a characteristic length of the
crystal.

So, oscillations of each lattice particle appear to be
the superposition of the obtained standing waves. Since the
initial time moment and the initial coordinate are arbitrary,
Eq. (16) can be rewritten as follows:

N-1

O = Z A;sin(ayt + ;) cos(ok).
I=1

(19)

The summation starts with /=1 because we do not

make allowance for the motion of the lattice as a whole.
Parameters and ¢, are independent stochastic values. 4,
is distributed according to the Gibbs law, and ¢; is
uniformly distributed within the interval (0,27) .

The doping particle affects the motion of lattice
particles which leads to the addition of summand in Eq.
(19):

N-1

0 = Y 4 sin(ayt + @) cos(3k) + G(2).
I=1

(20)

We do not consider an exact expression for G(f),
because we are interested only in the stochastic component
of O, . The equation of motion for the doping particle is the
same as Eq. (4), so the expression for the Langevin force is

Fi(g.)=Y @, ()4 sin(@t + @) cos(k).  (21)
k,l

One can see that the summation over k coincides
with the Fourier transform. Introducing the new notation

Cf)% = ZCDk cos(s) , we obtain
k

Fi(t)=Y @, 4sin(ayt+¢). (22)
!

Using the expression for the Langevin force, Eq.(22),

59



Microscopic model for the Langevin equation: Force-force correlation function

we can derive the expression for its correlation function:
(F(OF ()= @, &, 44, x
Ll (23)
xsin(ayt + @) sin(apt’ + @p)).

It is evident that(4;) =0, (44;) =0,<A12): kB]; .
may
Thus,
, <y kT .
(FUOF ()= @2, e cos(ay(t-1")). (24
!

1

Using Eq. (17) we can calculate the sum in Eq. (24).

So, we have obtained the expression for the correlation
function of the Langevin force in the case of interacting
lattice particles. To calculate correlation function (24), we
can replace the sum in Eq. (24) by the integral (as in [3]).
The plot of this function is presented in Fig. 4. One can then
note that the correlation function becomes a delta function
if the spectral density of oscillations is quadratic.

0,87
0,67

0,4

C@

N Av/\\/\\/\\/\\/\

-0,2-

-0,4

L) SO S Y Y S
10 12 14 16 18 20
t

o
-
o
o]

Fig. 4. The normalized correlation function of the
Langevin force in approximation of linear longitudinal
oscillations.

The right-hand side of Eq. (22), as in Sec.2c, is a
sum of independent Gaussian distributed random values.
Consequently, the Langevin force (22) is normally
distributed too.

In conclusion, we should emphasize that the pair
correlation function of the Langevin force plays a great
role in determining the doping particle motion. So, the
equations obtained are very important for the solution of
the diffusion problem.
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Zero-field steps in long Josephson junctions

Alexander Grib

Physics Department, Kharkiv
V. N. Karazin National University,
Svobody sq. 4, 61022, Kharkiv, Ukraine

IV-characteristics of a long Josephson junction with normal edges were calculated. Boundary conditions were modeled as shunts
which consist of resistances, inductances and capacitances. [V-curves revealed self-induced resonant steps (zero-field steps) near
voltages corresponding to frequencies of even-order modes of geometrical resonances (even Fiske steps). The dependence of the
difference between resonant frequencies on the reciprocal length of the junction is in agreement with the theory. Conditions of the
application of the model for the description of intrinsic Josephson junctions in high-temperature superconductors are discussed.

Keywords: Josephson junctions, high-temperature superconductors, transmission line, resonant modes.

Po3paxoBaHO BOJBT-aMIEpHI XapaKTEPHCTHKU JIOBIOTO JPKO3E(COHIBCHKOIO KOHTAaKTy 3 HOPMAJBHHMH Kpasmu. [pannmdni
YMOBH MOJICITFOBAITHCS SIK LIYHTH, 1[0 MAIOTh €ICKTPUYHHUIT OMip, IHAYKTHBHICTh Ta €éMHicTh. Ha BONBT-aMIEPHHUX XapaKTEePHCTHUKAX
BHSIBJIICHO CaMOIH/TyKOBaH1 PE30HAHCHI CXOJMHKHU (CXOAMHKH HYJIHOBOTO IOJIs) MOOIU3Y HAIPYT, SIKi BiAMOBIAIOTH YaCTOTaM MapHUX
MOJI TEOMETPUYHUX pe30HaHCIB (mapHi cxoauHku Dicke). 3aneKHICTh Pi3HULI MK 4aCTOTAMH PE30HAHCIB BiZl 3BOPOTHOI JOBKHHHU
KOHTAaKTIB y3TOJUKY€EThCSl 3 Teopiero. OOroBOPIOIOTHCS YMOBH BHKOPHUCTAHHSI MOJENI ULl ONMUCY BHYTPIIIHIX JK03e()COHIBCHKUX
KOHTAaKTIB y BUCOKOTEMIIEPAaTypHUX HAAIPOBITHUKAX.

KorouoBsi cioBa: 1x03e(hCOHIBCHKI KOHTAKTH, BUCOKOTEMIICPATypHI HaIIPOBITHUKH, TOBTa JiHis, Pe30HAHCHI MOJIH.

PaccuntaHbl BOIBT-aMIEpHBIE XapaKTEPUCTHKN JITHHHOTO HKO3€()COHOBCKOTO KOHTAKTa C HOPMAIbHBIMH KpasiMu. I paHNdHBIE
YCTIOBHSl MOJEIUPOBAIUCH KAaK HIYHTHI, KOTOPbIE MMEIOT JEKTPUYECKOE CONPOTHUBIEHUE, MHAYKTUBHOCTh U €MKOCTh. Ha BOMbT-
aMIIepHBIX XapaKTePUCTUKAaX HaWJEHbI CAaMOMHIYLMPOBAHHBIC PE30HAHCHBIC CTYHNEHBKH (CTYIEHBKH HYJIEBOTO IOJISI) BOJIU3M
HaNpsDKEHHH, KOTOpPBIE OTBEYAIOT YacTOTaM YETHBIX MOJ T€OMETPHYECKNX Pe30HAHCOB (YETHHBIE cTyrneHbKkH PDucke). 3aBHCHMOCTH
pa3HUIBI MEXIy YacTOTaMU PE30HAHCOB OT OOpaTHOW MIMHBI KOHTAKTOB coriacyercsi ¢ Teopueil. OOCyXIaroTcst yclIoBHs

UCIIOJIb30BAHUS MOJICIH JIUIsL ONIMCAHMS BHYTPEHHHX JHKO3E()COHOBCKUX MEPEXO0B B BEICOKOTEMIICPATYPHBIX CBEPXIIPOBOJHHKAX.
KuioueBble cj10Ba: 15k03e()COHOBCKUE MEPEXOIbI, BBICOKOTEMIIEPATYPHBIE CBEPXIIPOBOIHHUKH, JUTMHHAS JIMHUS, PE30HAHCHBIC

MOJIBI.

Introduction

It was recently found [1-3] that intrinsic Josephson
junctions in mesas of high-temperature superconductors
(HTSC) revealed coherent emission at voltages
corresponding to frequencies of geometrical resonances
of microwaves. Self-resonant steps in IV-characteristics
were observed at these resonances [1]. In experiments [1-
3] mesas were biased only by the direct current. External
magnetic field was not applied. The theory of resonant
steps in I'V-curves of junctions placed in external magnetic
field (so-called Fiske steps) was developed in Refs. 4,
5. However, the appearance of self-resonant steps in the
absence of external applied magnetic field (so-called zero-
field steps) was also observed experimentally [6,7]. The
proposed mechanisms of the vortex motion inside the
junction [8] allowed explaining the appearance of zero-
field steps at even resonant frequencies. The quantitative
explanation of the appearance of zero-field steps referring

© Grib Alexander, 2014

to the general theory [4, 5] was made in Ref. 9.

In theoretical investigations the resistive shunt over
the whole stack of intrinsic Josephson layers was used
to model their properties [10]. Earlier we showed
theoretically that coherent radiation appeared at self-
resonant steps of the IV-curve of the chain of Josephson
junctions placed in the transmission line [11-12]. The
existence of self-resonant steps was proved experimentally
[13, 14]. In the present paper we show that in the
long Josephson junction zero-field steps can appear if
plausible boundary conditions are fulfilled. The described
below conditions can be wvalid in high-temperature
superconductors. Superconducting properties of these
systems are strongly dependent on the content of the
oxygen in superconducting layers. Diffusion of the oxygen
out of superconducting layers leads to the change of the
critical temperature at ends [1]. Moreover, one can expect
that some small parts of superconducting layers at ends
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of the superconductor can be in the normal state. One
can model boundary conditions of an intrinsic Josephson
junction in such a superconductor as shunts consisting of
inductances, resistances and capacitances (so-called RLC-
shunts). We used the 'lumped' model of a long Josephson
junction [15] in which the junction was represented as a set
of radio-technical elements. The RLC-shunt is a model of
the state when the insulating barrier is placed between non-
superconducting parts of layers at the ends of the tunnel
junction. We calculated IV-characteristics of the junction
with the mentioned boundary conditions and showed that
zero-field steps appeared at voltages corresponding to even
modes of geometrical resonances in the junction. We also
discussed the dependence of the distance between zero-
field steps on the reciprocal dimension of the system.

The model.

The geometry of the long Josephson junction is
presented in Fig. 1a, and the high-frequency scheme of the
junction is shown in Fig. 1b. The junction with the critical
current [ is divided into n ‘elementary junctions’ with
critical currents 7, /n. ‘Elementary junctions’ in Fig. 1b are
presented in the range of the resistively and capacitively
shunted model [15] with the resistance R,, capacitance C,
and the source of the Josephson current / sing, for the k-th
junction (k = 1...n). In the following consideration we
assume that for all k the condition C, = C, R, = Rand [ =]
is valid. ‘Elementary junctions’ are divided by the distance

¢ =c~CL, where € is the velocity of light in the

b

Fig. 1. (a)- the long Josephson junction. Insulator
is shaded. Black solid lines at ends of the junction
symbolize the R L C -shunting discussed in the paper.
(b)- the electrical scheme of the junction. The shown
circuit consists of 4 cells and 5 junction. The additional
boundary circuit contours are also shown. In calculations
the number of cells was 200-500.
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junction and L is the inductance of the ‘elementary cell’
between junctions. Then the current conservation conditions
for junctions together with equations for circulating
currents in loops between junctions are as follows:

2
®.Cd (fk D, do, +1 sing, =
27 dt 27R dt , (la)
=1, _]15 +I/f+1
()
L= [0 —o] - (1b)

where k=2...n-1, ¢, is the phase difference across the -th
junction and @, is the quantum of magnetic flux.

It can be shown that equations (1a) and (1b) represent
the written in finite differences main equation of the
electrodynamics of the long Josephson junction [15]. Let

& =1/(u,C%d),

and [ =l/(RC) with

us introduce parameters

2 =0 (2ues d)]”

d=1+A,,+4,, is the sum of London depths of

penetration of electromagnetic field into the first and the
second superconductors A and A ,, correspondingly, / is
the thickness of the insulator barrier, p, is magnetic

permeability of vacuum, J_is the density of the critical
current, C %is the capacitance per unit area and A, is the
Josephson depth of penetration of magnetic field in the
junction. With the use of these parameters for (—0 one
obtains the equation

Op(xt) 1[%(x.1)

+ﬁ6¢(x,t)

ox’ ¢l oot ot

| , (2)
=—|sing(x,t)—->

B )7

Note that the well-known sine-Gordon equation [16]
is obtained from Eq. (2) if terms containing  and /,/I are
omitted.

There are not analytical solutions of Eq. (2). Therefore,
we solved the corresponding system of Egs. (1a) and (1b)
numerically.

To form boundary conditions, additional contours
with capacitances C , inductances R, and inductances L,
were added to both ends of the line. The Kirchhoft’s circuit
laws for these contours are following:

L 44 o odag g,
ek 2 ek

dt d C, k=L 3)
% dp

27 dt

where the upper signs in the right side relate to k£ =1 (the
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left end of the junction), the lower signs relate to k = n (the
right side of the junction) and ¢, is the charge flowing

through the inductance L ,. In the beginning of calculations
we set the length D and the width W of the long junction,
the density of the critical current J, the critical voltage V,
the inductance of the junction per unit of length L and the
velocity of light in the junction ¢ . Note that our model is
quasi-one-dimensional, so the introduction of the width W
is made merely to calculate J. Then the junction was

divided into 7 cells with the length { = D/ n . Parameters

of ‘elementary junctions’ and cells were equal to /, =.J - W-(,

R=VJI, L=L {and C=( 2/ (EZL). The last relation
follows from the constant velocity of light in the long
junction that should provide the transmission line (see Fig.
1b). Note that the value of the McCumber parameter
B.=(2mnl R* C)/® does not depend on (. Then Egs. (1a) and
(1b) with boundary conditions (3) were solved by the
method of Runge-Kutta for different values of the bias
current. IV-characteristics were obtained in calculations.
The wvoltage over the junction was calculated as

D, /&do,
=— — ) , where the sign (...) means full
27n <; dt y < >

averaging over the large interval of time 7,>> (1/v)) with v,
is the characteristic frequency of Josephson generation.

Results and discussion.

Values of parameters for calculations were chosen as
follows. The parameter D was changed from 50-10° m to
650-10°°m. Other parameters were W=300-10° m,
J,=~ 100 A/m?, L =1.25-10% H/m, V = 4.74 mV,

ctot
€ = 6.708-10" m/sec [1], B =40.34, n=200+500. Calculated
parameters A, and d were 2.97-10° m and 2.98-10° m,
correspondingly. The wavelength of the first harmonic of

Josephson generation A =c®,/V_ at the characteristic
voltage V_ was equal to A = 29.3-10° m.

Now we discuss the choice of parameters. We chose
the described values because they are close to corresponding
parameters of intrinsic Josephson junctions in high-
temperature superconductors [17]. At the same time, it is
known that the model of the resistively and capacitively
shunted Josephson junction is not quite adequately describe
intrinsic junctions [17], so some parameters like A, and B,
are different from those in HTSC. We note also that the
thickness of the superconducting layer in HTSC is only
two or three tenths of nanometer, whereas in the model
we use the value d of order of micrometers. Therefore, we
found IV-characteristics of the Josephson junction which
has some characteristic parameters of intrinsic Josephson
junctions. For the adequate description of intrinsic junctions
the present model should be changed to take into account
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the narrow layers of the superconductor and the periodic
layered structure of HTSC.

For boundary conditions we chose values of R, =
100 Ohm, L, = 0.2 pH, C, = 3pF for both boundaries
with /=1 and /=n which correspond to approximately 2-5
micrometers of the non-superconducting part at edges.
The resonant frequency of the L C -resonance contour is
much larger than the characteristic frequency of Josephson
generation. We checked that the choice of values of the
parameter n did not influence results of calculations.

The example of the [V-characteristic of the junction
with the length 1.80-10* m is shown in Fig. 2. It is seen that
there are zero-field steps in the IV-characteristic. In Fig. 2
these steps are numbered from 1 to 4. Note that Egs. (3)
describe additional ac current contours through which some
electromagnetic excitations enter the long junction. The
frequency of these excitations coincides with the frequency
of Josephson generation, and they propagate along the long
junction and reflect from its ends. Resonance voltages in
this model are described by such an expression [8,9]:

v - GDOcm’
D

where m=1,2,3... is an integer. These voltages correspond

4)

to even Fiske steps V, = (P,cp)( 2D), with p is an

integer, so p = 2m. We noted positions of V| by short arrows
in Fig. 2. It is seen that positions of ¥, do not coincide with
steps obtained from solutions of Egs. (la)-(1b). More

1.0
. 0-8-
—
—
Q
= 06-
0.4 1 )
O,.
] |l ﬁ
O D =180x10°m
0.2
| Cﬁ I.=54mA
0.0 T T T T T T T T T T
0 1 2 3 4 5

V, mV
Fig. 2. The IV-characteristic (circles) of the junction
with the length 180 micrometers. The jump of voltages
at /, = I is marked by dashed line. Steps are numbered
from m =1 to m = 4. Short arrows show positions of
voltages V =®,cm/D, long show
equidistant steps found empirically.

arrows

adequate equidistant steps were found from data of Fig. 2
empirically (they are shown by long arrows). We explain
this deviation by the influence of higher harmonics of
Josephson generation in the hysteretic region.
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To show that the distance between steps in V-
characteristics is proportional to the reciprocal length of the
junction (see Eq. (4)), we calculated averaged values of
AV=V -V . for the junction with the given D and plotted
the difference of frequencies Af'= AV/® on the value of

1/D (Fig. 3). For the comparison the dependence
, AV ¢ ) , ,
Af'"=——=— obtained from Eq. (4) is also plotted in
o, D
1.5
O calculations
1—— Af'=¢/D o
N 1.0 ®)
I
-
-
<
0.5- @)
0-0 T T T T T T
0.0 0.5 1.0 1.5 2.0

1/D, 10" 1/m

Fig. 3. The dependence of Af on the reciprocal width of
the junctions 1/D (circles). Solid line is the dependence

A'=¢/D.

the same figure. It is seen from Fig. 3 that data obtained
from the numerical model is in accordance with the
theoretical plot.

We found that the investigated effect of zero-field
steps is observed in the very wide range of parameters
R,, L, and C, for boundary conditions Eq. (3) providing
and R, # c. Mentioned parameters can change by many
orders of magnitude, but the change of both positions of
steps and heights of steps is small. This result proves the
supposition that the additional boundary contours plays the
role of generators of excitations and makes more probable
our supposition that described boundary conditions are
responsible for the appearance of zero-field steps in HTSC.
We checked that zero-field steps appeared also if ends of
the long junction were superconducting but with slightly
different critical currents. Thus, self-resonant steps can
appear if electromagnetic excitations enter the junction
from ends.

Conclusions
In the present paper we calculated IV-characteristics
of the long Josephson junction with boundary conditions
which correspond to shunts which consist of resistances,
inductances and capacitances. These boundary conditions
model the single intrinsic Josephson junction with the
insufficient content of the oxygen at edges. IV-curves

64

reveal zero-field resonant steps. Frequencies at which these
steps are observed correspond to the even geometrical
resonances in the structure (even Fiske steps). We analyzed
the dependence of the difference between frequencies
of steps on the reciprocal length of the junction. This
dependence is in agreement with predictions of the theory.
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The influence of zirconium oxide on Al,O,-TiC oxide-carbide
ceramics

E.S.Gevorkyan?, G.Ya.Khadzhay', R.V.Vovk', O.M.Melnik?
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Time-dependent change of electrical resistance for 56 vol. % Al,O,+36 vol. % TiC + 8 vol. % ZrO, sample, obtained by means of
electrical consolidation has been investigated in the article. The mechanism of carbon concentration change while compacting has been
investigated and it was determined that under the condition that the content is 36 vol. % TiC, that slightly exceeds percolation threshold,
it is possible to obtain a dense sample having grain shape different from spherical. That allows us to reach coordination number 4 to
provide the percolation process possibility.

Keywords: electrical resistance, oxide-carbide ceramics, percolation threshold, electrosintering.

VY CTarTi IOCTiUKEHO 3MiHYy €IEKTPOONOpy Bifl Yacy /uis 3paska ckiany 56% 00.A1,0,+36% 06.TiC+8% 06.ZrO,, orpumanoro
METOZIOM EJIEKTPOKOHCcoMialii. JocmimkeHo MeXaHi3M 3MiHM KOHIICHTpAIlil BYIJICIIO B IMPOIleCi KOMIAKTyBaHHS Ta BCTAHOBJICHO,
mo mpu BMicTi 36 06.% TiC, 110 HE3HAYHO MEPEeBHIITy€E MOPIT MEePKOIUIALl, MOKINBE OTPUMAHHS HIITBHOTO 3pa3Ka 3 (opMoro 3epeH
BIZIMIHHOIO BiI c(epuyHOl, 1[0 M03BOJSE IOCSIITH KOOPAMHALIWHOTO umcna 4 st 3a0e3MedeHHs] MOXIMBOCTI HEPKOALIHHIX
MIPOLIECCIB.

KurouoBi ciioBa: enexrpoorip, OkcHao-kapOigHa kepamika, HOpir NepKOISIil, eleKTPOCIiKaHHs.

B crartke  HCCIENOBAHO  W3MCHEHHE  OJEKTPOCONPOTHBICHUS ~ OT  BpeMeHHM i obpasia  cocTaBa
56% 00.A1,0,+36% 006.TiC+8% 00.ZrO,, TOMy4eHHOr0 METONOM DJIEKTPOKOHCOIMIAIMHK. VICCIeNoBaH MEXaHH3M HM3MEHEHHS
KOHLIEHTPALMH yIJIEpO/ia B IIPOLIECCe KOMIAKTUPOBAHMSA M yCTaHOBJIEHO, 4TO pH cofepxannu 36 00.% TiC, 4To HECKOJIBKO PEBBILIACT
MOPOT HEPKOJULLIUH, BOSMOXHO MOJTy4eHHe INIOTHOTO 00pasua ¢ popMoii 3epeH OTIMYHOH 0T c(hepHuecKOil, 4TO MO3BOISET JOCTHYb

KOOPAWHAIIMOHHOI'O YrClia 4 JUTL obecrieueHust BO3MOKHOCTH TEPKOJIAIMOHHBIX MPOLECCOB.
KuroueBsle cjioBa: DJICKTPOCOIIPOTUBJICHUE, OKCI/IZ[O-Kap6I/IIIHa$I KEepaMuKa, Nopor MEPKOJIANUU, SJICKTPOCIICKAHHUEC.

ALO,-TiC oxide-carbide ceramics has found wide
application as tool material in steel and alloy working.
Cutting force, friction force, high temperature, which
can reach 1200°C under high speeds, affect tool material
during the process of cutting. It is natural, that under such
conditions cutting material wears out intensively, that leads
to frequent tool failures and disruptions.

Different physics-chemical processes, which take
place in the cutting area, influence wear mechanism. The
main wear mechanisms are: abrasive, adhesive, diffusive
and electrical-chemical [2].

This or that wear mechanism prevails in each separate
case, though it is obvious, that all the factors have definite
effect.

To increase the instrument lifetime, first of all, it is
necessary to improve the hardness and strength of cutting
material, chemical inertness to the interaction with the
material being worked [3, 4, 5].

From this point of view, zirconium oxide additives
to AlLO,-TiC oxide-carbide ceramics are interesting. It

is known that transformational transitions of zirconium
oxide from tetragonal modification to monoclinic create
microcrack structure, which substantially increasesfracture
toughness of a composite [6].

The obtained material is interesting not only as
instrumental but as a structural, particularly to be used as
blades of a gas-turbine engine, for rocket nozzle inserts, for
oil pumping O-rings etc. It is obvious that the investigation
of not only mechanical but physical, particularly electrical,
characteristics of the given composite is of great importance.

Electrical characteristics influence the workability of
the material while applying electrical- physical methods of
geometrically-complex product working. The mentioned
methods allow decreasing structure imperfection being
formed afterdiamond grinding, particularly diamond-spark
grinding electric erosion machining.

The temperature in the cutting area is affected by
the thermal conductivity of cutting material; in case of
increased thermal conductivity the temperature decreases
that in whole influences wear resistance of cutting

© Gevorkyan E.S., Khadzhay G.Ya., Vovk R.V., Melnik O.M., 2014



The influence of zirconium oxide on Al,0 -TiC oxide-carbide ceramics

composite. The investigations of electrical resistance and
thermal conductivity of similar composites are practically
absent in the literature. The conducted investigations
of ALO,+TiC+ZrO, sample electrical resistance in the
range of temperatures 290+315 K revealed a number of
interesting peculiarities of this material.

Methods of investigation

The sample has been produced by means
of compacting a  homogeneous mixture  of
56 vol. % ALO,+36 vol. % TiC+8 vol. % ZrO, powders
at T=1550 °C, P=45 MPa and direct (alternating) current
1 = 5000A. Conducting phase is TiC, volume fraction of
which is 0.36. The sample represented parallelepiped with
the dimensions 16x16x4.8 mm.

The measuring of electrical resistance of the sample
was conducted by means of a conventional four-probe
method in ~107° torr in vacuum at constant temperature,
which was supported by an analogue thermoregulator with
the accuracy to ~0.1 K and was measured by platinum
resistance thermometer. Temperature dependence was
obtained in one-day cycle of measurements. Such cycle
was repeated during 12 days.

Investigation results

It was determined that specific electrical resistance
TiC, is strongly dependent upon its imperfection on carbon,
changing at 25°C from p=61 microOhm-cm for TiC_,, to
p=147 microOhm-cm.

The sample specific resistance, as it was established,
is by 2 orders higher than specific resistance of titanium
monocarbide that can be the result of percolation nature of
investigated samples conductivity.

Coordination number, that effects specific electrical
resistance, can appear in the case when carbide grains of
titanium monocarbide are bigger than the grains of other
phases as well as the in the case when the grain shape of all
the phases has the shape that is far from spherical.

The discussion of the results
As it turned out, the sample resistance depends upon
the temperature linear, however the parameters of this
dependence had been changed with the time passing and their
values were stabilized only after 10 cycles. The time change
of resistance for T=298 K is presented in Fig. 1. Maximal
change of the resistance is 1.5%.
Temperature dependence of a stabilized resistance can
be described by the ratio
R(T)=R +B*T, (1
Where R =(4.98+0.02)-10°* Ohm and
B=(3.5£0.1)-10° Ohm/K. The parameter R =R(0)
makes sense of a residual resistance. Temperature
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Fig. 1 Time-dependent change of electrical resistance
for 56 vol. % Al,O,+36 vol. % TiC+8 vol. % ZrO,
sample for T=298 K

coefficient of resistance (TCR) at 298 K is
1 dR _

——=~58-10"K", that approximately
R dT

3 times less than ZrC has and approximately
4 times less than HfC has [7]. The ratio
R(298 K)/R~1.2 that features “dirty” conductor.
Resistivity TiCn depends heavily upon its carbon
faultiness, changing at 25°C from p=61 microOhm*cm for
TiC,,, to p=147 microOhm*cm for TiC , [8] and can be

described by the ratio

p(25°C, n)=(302-252*n) mcOhm*cm 2)

As we know virtually nothing about relative position
of conducting areas, it is impossible to calculate the sample
resistance knowing TiC resistance and its inclusion volume
fraction. However, based on the results of the work [9], we
can determine the frames within which there is a value of
the sample conductivity on the basis of the results of the
work:

2v,

0<o <o, 3)

3-v,

Here o* is effective conductance of the system, 62
and v, — productivity and TiC inclusion volume fraction
respectively.

We get p(25°C, 0.79)=103 microOhm*cm, v,=0.36
from (2) for n=0.79 then
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380 mcOhm*cm<p* <o, 4)

Where p* - the sample measured resistance.

We have p*(298 K)=2.9-104mcOhm*cm from (2) and
the sample geometry, that is the sample measured resistance
is within frames (4), however these frames are rather broad
because all the other sample components (phases) are
insulators.

According to [10] the difference between impedance
of the material, i.e. its resistance to the direct current
(pgeneral) and the resistance of the material grain volume
(pvolume) is interpreted as the grain boundary resistance,
pboundary. However, as opposed to the volume, the
conductivity of grain boundary depends on crystallite
size and the resistivity of intercrystalline boundaries is
higher than grain volume resistivity, as the quantity of
intercrystalline boundaries per the unit of the sample length,
which the current must overcome, changes depending on
grain size.

Impurity segregation [11] is considered as one of the
reasons of increased specific resistivity of intercrystalline
boundaries.

The fact, that measured sample resistivity (specific
resistance) is by a factor of hundred higher than TiC
resistivity (specific resistance) can be caused by the
percolation character of the sample conductivity, namely,
by the proximity of conducting phase inclusion volume
fraction to percolation threshold.

It is known [12], that percolation threshold for
bound system with coordination number (the number of
bounds) z=4 equals 1/3, that is quite close to conducting
phase inclusion volume fraction (0.36) but less than
it. Coordination number 4 can appear in the case if TiC
particles are bigger than other phase particles or in a case if
the shape of the particles of all phases is far from spherical.

Let’s mention that there is a connection between
parameters R, and B (1) which can be expressed by
B=(21.0+0.5)-(3.5£0.1)*R, ratio. As (1) testifies to
“metallic” conductivity of the system, the residual
resistance R is determined by the faults of conducting
component (TiC). Thus, the dependence B(R,) points to the
dependence of TCR sample on titanium carbide defects.
In this connection we can assume that the concentration
of carbon in TiC changes while compacting at high
temperatures, but in the sequel this concentration will tend
to some equilibrium value including the influence of the
experiment conditions — vacuum and weak temperature
cycling.

Conclusions
Thus, the conducted investigations allow assuming
that the content of TiC has a substantial effect on percolation
threshold of Al,O,-TiC-ZrO, composite as well as on its
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carbon imperfection which can change, increasing electrical
resistance approximately by factor of 2.5. The ratio of
56 vol. % AlLO,+36 vol. % TiC+ 8 vol. % ZrO, phases
is optimal not only from the point of view of mechanical
features but also from the point of view of workability by
electrosparking method.

Electrical resistance can be substantially decreased
by grain size reduction and the creation of nonspherical
polyhedral grain size. The coefficient of thermal expansion
depends to a large extent on TiC defect rate.
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parameters in solids
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The research resulted in design and development of an original soft- and hardware system which digitizes the analog signal and
provides multichannel data collection from strain gauge sensors on the base of a 32-bit microcontroller. This system allows to conduct
mechanical tests of solids for tension (compression), and also to control conditions of an experiment (temperature, magnetic field, etc.).
The designed complex also provides determining and studying of activating parameters of plastic flow in metals and alloys at tests for
tension. The registration speed of deformation processes can reach about 103 ¢!, and accuracy of measuring no less than 10 bits of
useful signal.

Keywords: mechanical tests, strain gauge, microcontroller, ADC, mechanical properties, solid.

Pazpaboran 1 co31aH OpUTHHAIBHBIH TPOTPaMMHO-aIIapaTHBIH KOMIUIEKC OLU(POBKH aHAIOTOBOTO CHTI'HAJIA, 00 CIIEUNBAFOIIHIA
MHOTOKaHAJIbHOCTh cOOpa JaHHBIX C TEH30METPHUYECKHUX JaTYMKOB Ha 0aze 32-X pa3psaHOro MUKpPOKOHTposuiepa. JlaHHas cucrema
MO3BOJIICT MPOBOANUTH MEXAaHMUYECKHE HCIBITAHUS TBEPABIX TNl Ha PACTSDKEHHE (C)KaTHsA), a TaKkke KOHTPOIUPOBATH YCIOBUS
JKCIIEpUMEHTa (TeMIIepaTypa, MarHuTHOE mnosie U T.a1.). CO3aHHbBIM KOMIUIEKC TaKKe JaeT BO3MOXHOCTb ONpPENCATh U M3ydyaThb
AKTHBAI[OHHBIC TApaMETPhI INIACTUYCCKOM Ae(opMaliny B MeTalIax U CIJIaBax MPH UCIBITAHUAX Ha pacTshkeHue. [Ipu 3Tom ckopocTh
perucTpanuu 1eGOopMaIMOHHBIX TPOIECCOB MOXKET COCTABISATH mopsiaka 107 ¢! u TouHOCTh M3Mepenuit He Menee 10 GUT MOJIE3HOTO
CHUTHAJIA.

KioueBble cjioBa: MEXaHHMUYECKHE MCHBITAHUS, TEH30AAaTUYUK, MHKPOKOHTPOJUIEpP, aHaJIoro-mudpoBoil mpeoOpazoBaTeb,
MeXaHW4YeCKHe CBOIICTBa, TBEPLOE TEIO.

Po3po0iiennii i cTBOpeHuit OpUriHaIbHUI TPOrpaMHO-alapaTHUH KOMILIEKC Ol (pyBaHHS aHAIOTOBOTO CUTHAIY, 110 3a0e3euye
OaraToKaHaJBHICTH 300py JAQHMX 3 TEH30METPHYHHUX JATUMKIB Ha 0a3i 32-Xx po3psaHOTro MikpokoHTponepa. Ll cucrema mossoisie
TIPOBOJUTH MEXaHIYHI BUIPOOYBAHHS TBEPAUX TLT HA PO3TATYBAHHS (CTHCKYBAHHS), a TAKOXK KOHTPOJIIOBATH YMOBH CKCHEPHMEHTY
(Temmeparypa, MarHiTHe moje i Tomy noxione). CTBOpEHHH KOMIUIEKC TaKOXK JO3BOJISIE BU3HAYATH 1 BUBYATH aKTUBALIHHI MapaMeTpu
racTUuHo1 AeopMmariii B MeTasiax i crutaBax mpu BUMPOOYBaHHIX Ha pO3TATryBaHHs. [IpH 1IbOMY HIBHKICTH peecTpailii e opMariiHmx
poreciB Moxe ckiaaatu 6iau3pko 107 ¢! i TounicTs BuMipiB He MeHIe 10 GiT KOPUCHOTO CUrHAIY.

KorouoBi cioBa: mexaHiuHi BHIIPOOYBaHHS, TEH30[aT4MK, MIKPOKOHTPOJEP, aHAJIOro-UU(pOBHH IEepeTBOpIOBadY, MeXaHIdHI
BJIACTUBOCTI, TBEPJIE TLJIO.

Preliminaries recorder. Such systems bear certain limitations: record lag,

When studying mechanical properties and activating
parameters of solids, modern science predominantly
employs strain gauge systems. The analog signal coming
from strain gauges wants amplification, its further
recording and processing of the data obtained. Precision
of measuring mechanical properties of solids for various
types of testing is estimated by means of: the strain
coefficient, temperature stability of strain gauges and the
signal amplifier, the degree of amplification of the signal
being tested, and the choice of analog signal registration
system. Existing strain gauge systems of computer
diagram registering when testing samples employ signal
amplification, for example, with the help of a strain test
station with further sending the data to a two-dimensional
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lack of possibility to monitor an experiment and to process
diagrams for calculating deformation parameters. This
paper is aimed at design and development of an original
soft- and hardware system digitizing the analog system and
providing multichannel data collection, a desired speed
and accuracy of measurements, resistance to temperature
drift, displaying diagrams, and possibility to estimate
deformation parameters in devices for mechanical testing.

Measuring system
The designed system can be used for measuring
load and deformation when testing samples on tension
(compression). For registration of load and deformation
values we use resilient members shaped as a hollow cylinder
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or a planar wafer to which strain gauge sensors are glued in
a bridge pattern [1]. Data from the sensors are collected by
means of a multichannel system which converts the output
analog signal from the strain gauge bridge into a digital
code. As a result, we get data packets which are transmitted
to a PC for further procession. In this process we use
original software designed for translation of an obtained
digital code into values of load-tension (compression)
with further drawing a tension (compression) curve and
recording the data in a file to be analyzed in the Origin
software.

Figure 1 represents a structural diagram of a two-
channel system of digitizing and processing test data.

Display presentation

Deformation sensor JE l>_, _.
L
MC
Load gauge — D—b = |—{[ apc2 |[ uart

I0A  LPE
PC UART <= USB |[(——|  Galvanic
<

Fig.1. In the structural diagram of the soft- and hardware
system LPF stands for low-pass filter, IOA — instrumental
operational amplifier, MC — 32-bit microcontroller, ADC
— analog-digital converter, GPIO — general purpose
input/output, UART — universal asynchronous receiver/
transmitter.

)

Expansion por\

ADC 1 GPIO

Strain gauge sensors are practically always activated
in a bridge pattern and glued to the load gauge for
temperature compensation on the arms of the strain
gauge bridge and for elimination of temperature drift. For
accurate measurements metal film strain gauge sensors
are most frequently used. Their strain gauge coefficient
is considerably lower than that of semiconductors. A
distinctive feature of metal strain gauge sensors is a more
rigorous linear dependence of variation of resistance on
extension and lower temperature drift, which provides
better precision in estimating parameters under testing.
Since metal strain gauge sensors possess a low strain gauge
coefficient, their output signal wants more amplification —
about 1,000 times or over. The task set can be effectively
solved with the help of instrumental operational amplifiers
(I0A), for example, the ones manufactured by Analog
Devices [2] and Burr-Brown (TI) companies [3].

Owing to the low value of the tested signal of the
strain gauge sensor and the high coefficient of gain in the
instrumental operational amplifier, it is rational to employ
low-pass filters adjusted to 50 Hz in order to weaken outward
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interference induction. Further on the amplified and filtered
signal goes to the input of an analog-digital converter (with
12-bit capacity and digitization frequency of 1 Msps)
built in a 32-bit microcontroller (MC) manufactured, for
example, by STMicroelectronics company [4]. After that
the outcome gets averaged according to 200 measurements
for further formation of data packets and sending them
to the Universal Asynchronous Receiver/Transmitter
(UART), which virtually reaches a theoretical limit of 2,5
Ksps (corresponds to one measurement in 0.0004 second).

Importantly, the main source of interference induction
in a measurement system can be PC power circuits a
frequency of 30-200 kHz. To weaken high-frequency
interference induction and to protect a PC, the designed
system contains an optic isolation implemented in two
optically-coupled isolators (for data input into/output from
an MC). The isolation physically separates the measuring
block of the system from channels of communication
with the PC by means of a USB port. To make the process
of setting the balance of strain gauge bridges easier, the
measurement block contains a graphic display representing
tension (compression) curves and current values of the
signal entering the ADC.

For a more accurate estimation of mechanical
properties of solids in various physical fields and control
over the parameters (thermal, magnetic, radiation, etc.)
of these fields it seems sensible to upgrade the soft- and
hardware system. With this end in view, we have designed
an expansion port (GPIO) to which both outer ADC and
other devices can be connected. Their modes of functioning
are to be set by an algorithm (for instance, switching on/off
of a heater at given temperatures, thermal mode, intensity
of the magnetic field, radiation intensity, etc.).

Software

To process test curves we use a packet of developed
software designed in an object-oriented programming
language Delphi and the Origin program. The developed
program performs primary data processing: it receives data
sent from an MC to a PC, translates them from a digital code
into measurands (load-extension) calibrated by standards.

Figure 2 contains the program interface. Most of
the interface is taken by the space displaying the curve
of samples deformation which is drawn in the course of
receiving test data (Point 1). Along the x-axis and the
y-axis we get image of values of extension in millimeters
and of load in kilograms respectively. Calibrating is carried
out with the help of a pop-up menu (Point 2) providing
conversion of voltage values in volts into measurands.
The program also provides adjustment of digitization
speed (Point 3), the desired value of which is translated
into a digital code and transmitted to the inner MC register.
Further data from the ADC are recorded in a packet to be
sent to a PC in a set mode of register interrupt.
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Fig. 2. Interface of the program of data collection and
representation on a PC: 1 — space displaying the curve in
the course of testing, 2 — the pop-up menu for calibrating,
3 — the interval between two measurements, in seconds.

The array of experimental data is imported to the Origin
program for further procession and numerical calculus.
Figure 3 contains the interface of the Origin program and
deformation curves of steel X18H10T in various structural
conditions. Visualized deformation curves can be converted
into a format convenient for printing. Basic deformation
parameters such as, for example, yield point G ,, rupture
point G, total extension & , proportional extension g, can
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Fig. 3. Experimental deformation curves of steel
X18H10T processed in the Origin program environment:
1 — austenitic condition, 2 — after rolling deformation.
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The developed system of registration of deformation
parameters and the software employed also permit
measuring and analyzing activation parameters of plastic
strain in metals and alloys when tested for tension.

Conclusions
The research resulted in design and development of
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an original soft- and hardware system digitizing the analog
signal which provides multichannel data collection from
strain gauge sensors during mechanical tests of solids.
Outputting experimental data to a PC enables calculations
of deformation and activation parameters of solids.

The given soft- and hardware system provides
measurement accuracy of no less than 10 bits of useful
signal. The measurement interval can be set within the
range of 0,001 = 5 sec with a tuning step of 0,001 sec.
The speed of data exchange between the MC and a PC
can reach 921600 bps, which provides sufficient speed for
registration of deformation processes of about 10~ ¢

The author would like to express gratitude to
Sokolenko V.I. and Volchek O.I. for their interest in the
research and valuable advice.
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Relaxation resonance in magnetic uniaxial crystal during transition

from magnetically ordered to paramagnetic state
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Svobody Sq. 4, 61022, Kharkiv, Ukraine
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Requirements are formulated that allow experimentally observation of the relaxation resonance in the thermal region of second
order phase transition in ferromagnets. We show that these requirements can be fulfilled for highly anisotropic hexaferrites of structure
type M in alternating magnetic field with frequency in the range 10-120 MHz.

Keywords: the relaxation resonance, a Curie point, phase transition, hexagonal ferrite.

Cdopmyn0BaHO yMOBH, ITPH BUKOHAHHI SKHX y (epOMAarHETHKaX MOKHA EKCTIEPUMEHTAIBHO BHSABUTH PEaKCcaliiHIi pe30HaHC
y TemIiieparypHiii obnacti pazoBoro nepexoy apyroro poay. [Tokasano, 1o 11i yMOBH MOXKYTh OyTH BUKOHAHI [l BACOKOAHI30TPOITHIX
rekcad)epuTiB CTpyKTypHOro Tuy M y 3MiHHOMY MarHiTHoMy o B iHTepBaii yactor 10-120 MI'm.

KurwuoBi ciioBa: penakcariiitauil pe3onanc, touka Kropi, Gpasosuii nepexii, rekcadepur.

CchopMympoBaHEl yCIOBHS, NPH BBIIONHEHHH KOTOPHIX B (heppoMarHeTHKaX MOXKHO SKCHEPHMEHTAIBHO OOHAPYKHUTH
penaKkcannoOHHBINH PE30HAHC B TEMIEepaTypHOH obmacTi ¢a3oBoro mepexopa BToporo poga. [lokasano, 9To 3Tu ycnoBus MOTYT OBITh
BBITIOJIHEHBI 7151 BEICOKOAHU30TPOMHBIX rekcadeppuToB CTPYKTYpHOTO THHa M B IEpeMEHHOM MarHUTHOM II0JI€ B HHTEpBaje 4acTOT

10-120 MTI'.

KioueBble c10Ba: peakcallmoHHBIN pe3oHaHc, Touka Kropu, Gpa3oBsiil mepexos, rexcadeppur.

Introduction

The concept of spontaneous symmetry breaking is
the basis for the theory of phase transition of the second
kind [1]. Quantity theory was based on the self-consistent
field approximation. While it was thought that the order
parameter fluctuations are negligible. In [2, 3] it is shown
that the fluctuations of the order, even if they are small far
away from the transition point, become large near the phase
transition. It was found that with the fluctuations increase,
when approaching the phase transition point, there must be
critical slowing-down of the relaxation parameter order.
Theory of critical slowing-down was established in [4]. It
was based on the phenomenological assumption that with
the fluctuation nature of the phase transition, the critical
dynamics of the order parameter is relaxing in nature. It
has been shown that with such approval the relaxation time
of order parameter t, when approaching the temperature
of transition T . from lower temperatures, will increase as

T~ , (1)
where T . — temperature of transition.

For ferro- and ferrimagnets, if the frequency of the
external alternating magnetic field ® is less than the
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relaxation frequency @ = 1/t at temperatures T lower Curie
temperature 7, then at the Curie point approaching, in
consequence of the critical slowing-down of the relaxation
and growth velocity t , the conditions wt= 1, that
correspond to the relax resonance, can be realized [5]. The
fact of relaxation response existence can be considered as
experimental proof of critical slowing-down of the speed of
relaxation order parameter at the fluctuation nature of the
phase transition.

This paper outlines the conditions under which you
can experimentally detect the critical slowing-down and
relaxing resonance in the temperature range of the phase
transition of the second kind in ferromagnets.

Magnetic susceptibility in magnetouniaxial crystal

In a multiple-domain magnetouniaxial crystal there
are regions of the uniform magnetization — domains and
transitional areas —domain boundaries. In highly anizotropic
magnetouniaxial crystals domain boundaries volume is 10°
times less than a volume of domains [6]. This fact suggests
that if the orientation of the alternating magnetic field is
the direction of easy magnetization the effect of domain
boundaries on the processes of magnetization is oblique
and their contribution to the magnetic susceptibility value
can be neglected.
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paramagnetic state

The equation of motion for the areas of a homogeneous
magnetization I is [7]
ol

“=—y[IxH]+R

ot @

where H — is the effective magnetic field; y — is the

gyromagnetic ratio; R — relaxation term.
For the magnetouniaxial crystal with the orientation of

the magnetic field h (#) and magnetization along the field
of the anisotropy the first term on the right side of the
expression (1) disappears and the order parameter —
magnetization — becomes single. So, the expression (2)
takes the form:

3)

where 1 is the relaxation time; , — equilibrium value of

the magnetization, corresponding to the magnetic field at
time ¢; 1(t) — value of the magnetization, corresponding to
the magnetic field at the time t.

The expression (1) is recorded in the model when the
magnetization relaxes to the value 7/, determined by the
instantaneous field value 4(¢) . In this model 4(¢) changes
with frequency o by the harmonic law

h(t) = hoei[(m > (4)

where 4, is the amplitude value of the magnetic field.

In consequence of ultimate speed of magnetization
processes, I(¢) is angle d behind a phase of a magnetic
field

1(H)=1e""" )
where [, is the amplitude value.
Magnitude 7,(¢) can be represented as
1, = 2oh(t) = xohye™ (6)
where x, is the static magnetic susceptibility
when @ > 0.
From relationships (2) — (5) it should be
) 1
—id 10 P
e’ = ; =+ 7
Ao l-ior ok @
The expression (7) can be represented as
r .o ;(0 . ZO ‘oT
+iy"= i 8
T ®
where y'= y cosd; y" =y, sind.
r_ Xo . "_ Ko T 9
v o 1+’ ©

Dependences y 7/, and y'/x, from the ot under

condition when the Y, is the constant value, are shown in
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Fig. 1. The dependence of the variable part of the real
and imaginary component of magnetic susceptibility on
OT.
the figure. 1. As follows from the figure, the magnitude ",
and consequently relaxation losses are maximal at @ t =1.
Increase of wt at fixed frequency and t© growth leads to a
monotonous decrease of x’ and at 7 —>o the value
7 —0.

From the expression (1) it follows that the condition
®t=1 of the relax resonance, you can reach within a narrow
temperature range near the Curie temperature. However,
for the sample of arbitrary shape and an arbitrary orientation
relative to the external magnetic field, will depend on the
temperature and intensity of a magnetic field. The condition
Xo=const can be achieved in a determined form
magnetouniaxial crystal when demagnetizing field is
uniform and oriented along the direction of easy
magnetization [8]. In work [9] it is shown that for spherical
single crystal gexaferrites with the orientation of the
magnetic field along the direction of easy magnetization,
the value ¥, will be determined by the ratio

Xo =1/N =const , (10)

where N = 47/3 is the demagnetizing factor of the sample.
The condition (10) occurs in magnetic fields # < NI
(1, —magnetization of saturation).
In the Curie temperature 7. range the quantity /g is

small and therefore experiments must be realized for small
values of a(r) .
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Considered characteristics point to the principle
possibility to detect the relaxation resonance and,
respectively, critical slowing-down of relaxation parameter
order in magnetouniaxial crystals under alternating
magnetic field orientation along the direction of easy
magnetization in crystals of a determined form at very
small values of alternating magnetic fields. In addition to
that for the temperature 7 << 7. relaxation frequency 1/z
must be greater than the magnetic field change frequency
w.

For hexaferrites of structural type M the width of the
FMR curve is 16-80 Oe at room temperature [10, 11, 12].
To this interval the interval of relaxation frequency 50-230
MHz corresponds. Therefore, the condition @ << @, when
T << T, can be realized in the radio-frequency range of
external magnetic fields 10-120 MHz, when it is possible
to use passive LC circuits for small magnetic fields making.

The considered features suggest the possibility to
detect relaxation resonance and, accordingly, the critical
slowing-down of relaxation of magnetization at highly
anizotropic M type ferrites in the temperature range near
the Curie temperature.

L.D. Landau. ZhJeTF, 7, 627 (1937) (in russian).

A. P. Levanjuk. ZhJeTF, 36, 810 (1959), (in russian).

V.A. Ginzburg. FT'T, 2, 2031 (1960) (in russian).

L. D. Landau, N.M. Khalatnikov. DAN SSSR, 96, 469 (1954)

(in russian).

5.  Fizicheskij jenciklopedicheskij slovar. Gl red. AM.
Prohorov, redkol. D.M. Alekseev, A.M. Bonch-Bruevich,
A.S. Borovik-Romanov i dr. M.: Sov. jenciklopedija (1984),
s. 633(in russian).

6.  S.V. Vonsovskij. Magnetizm. Izd-vo Nauka, 1971, 1032 s. (in
russian).

7. LD. Landau, EM. Lifshic. «Jelektrodinamika sploshnyh

sred», Moscow: Nauka (1982) (in russian).

=N

8.  G.S. Krin¢ik. Fizika magnitnyh javlenij. Izd-vo Mosk. un-ta,
1976, 367 p. (in russian).

9. A.A. Bezlepkin, S.P. Kuntsevich, S. P. Palekhin. ,Izvestia
Vuzov.Physika, N 7, 111 (1987) (in russian).

10. S. Dixon. J. Appl. Phys. 41, 1357 (1970).

11. J.A. Sweschnikow. Nachrichtentechn. Electronik, 26, 262
(1976).

12.  A.A. Bezlepkin, S.P. Kuntsevich, V.I. Kostyukov. FTT, 30, N 1,
115 (1997) (in russian)

BicHuk XHY, Ne 1135, cepis «®isuka», sun. 21, 2014

73



IHOOPMALIISA JUUISI ABTOPIB CTATEN
wypaaiy «Bicauk XHY». Cepist «Dizuka»

VY xyprani «Bicauk XHVY». Cepisg «®Pizuka» APYKyIOTbCA CTAaTTI Ta CTHUCII 3a 3MICTOM IOBiJOMJICHHS, B SKUX
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JTepaTypHUX JHKEPEIT 3 PI3HOMaHITHUX aKTyalbHUX Mpo0iieM (i3UKH 3a TEMAaTHKOIO BHIAHHS.

Moga crareli — ykpaiHCbKa, pociiicbka Ta aHIIIIHChKa.
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4. ®i3yuKka MardiTHAX SIBUIIL.

5. OnTHKa Ta CIIeKTPOCKOITis.

6. 3arayipHi nUTaHHA (GI3UKK 1 cepel HUX: METOJOJNIOTISl Ta icTopis (i3WKM, MareMaTHyHi MeToau (i3uYHMX
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