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The authors substantiate the need to create a special theory of measurement and analysis of measurement results for nonlinear
dynamical systems. The theory should be based on the principles of the open systems theory, dynamic chaos theory and synergetics
theory. The authors analyzed the main topological methods and tools for studying of nonlinear dynamic systems. The main characteristics
of nonlinear dynamical systems (interval values of dynamic variables, strong dependence on initial conditions and noise, complex,
often chaotic dynamics, evolution) were systematized. It was proposed the next topological tools for analysis of measurement results
in nonlinear dynamical systems: measurement portrait, Shennon entropy, fractal dimension, forecasting time.
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KO.C. Kypcbkun, KO.IM. MauexiH, O.C. [HaTeHKo

ABTOpaMH OOTIPYHTOBAHO HEOOXiJHICTH CTBOPEHHS CIeENialbHOI Teopii BUMIPIOBAaHHS Ta aHAJi3y Pe3yJbTaTiB BUMIPIOBAHHS B
HeNHIHHUX IMHAMIYHUX cUcTeMaX. Teopis MOBHHHA I'PYHTYBATHCS Ha MPUHLHUIIAX TEOPil BIAKPUTUX CHCTEM, AMHAMIYHOIO Xaocy,
CHHEPTeTUKUA. ABTOpAMH BUKOHAHO aHaJi3 TOIMOJOTIYHUX METOIB Ta IHCTPYMCHTIB JOCIIKCHHS HENMIHIHUX AUHAMIYHUX CHCTEM.
CucrteMaTu30BaHi OCHOBHI XapaKTEPUCTHKH HENIHIMHUX JUHAMIYHUX CHUCTEM, Cepell SKUX: IHTEPBaJbHICTh 3HAYCHb JIMHAMIYHHX
3MIHHHX, CHJIbHA 3aJIeKHICTh BiJ] MOYATKOBHX YMOB 1 NIIyMiB, CKJaJHA, 4acTO XaOTHYHA IUHAMiKa, CBOIIOIis, 3alpornoHOBAHO
IHCTPYMEHTH aHaJi3y pe3yJbTaTiB BHMIpIOBaHHS: TOPTPET BUMIipioBaHHs, eHTpomis llleHHOHa, ¢pakTaipHa pPO3MIPHICTH, HYac
nepea0adyBaHOCTI.

KurouoBi ciioBa: HeniHiiiHa qMHAMIYHA CHCTEMa; TOMOJIOTIs; xaoc; entporis [llenHona; GppakranbHa pO3MipHICTS.

HO.C. Kypckon, KO.IN. MayexuH, O.C. [HaTeHKo

ABTOpaMi 000CHOBaHa HEOOXOAMMOCTH CO3/IaHUS CIICHUATIBbHOH TEOPUH H3MEPEHHs M aHalIu3a PEe3yIbTaToOB H3MEPCHHS B
HEJMHEIHBIX IMHAMHUYECKUX cucTeMax. Teopusi J0KHA OCHOBBIBATHCS Ha MPHHIUIAX TEOPHH OTKPBITHIX CHCTEM, IMHAMUYECKOTO
Xaoca, CHHEPreTHMKH. ABTOPAMH BBIIIOJIHEH aHAIU3 TONOJIOIMYECKMX METONOB M HHCTPYMEHTOB MCCIIEIOBAHMS HEIMHEHHBIX
JIMHaMHYecKuX cucteM. CHCTeMaTH3UPOBAHBI OCHOBHBIC XapaKTCPUCTHKH HEIHHEHHBIX IMHAMUYECKUX CHCTEM, CPEIH KOTOPBIX:
HMHTEPBAIBHOCTh 3HAYCHUH JHMHAMHYECKHUX MEPEMEHHBIX, CHIIbHASI 3aBUCHMOCTD OT HAaYaJIbHBIX YCIIOBHH U IIYMOB, CIIOJKHAs, 4aCTO
Xa0THUYeCKasl JTMHAMKKA, YBOJOLHs, [IPE/UIOKEHBI TOMOIOTHYECKIHE HHCTPYMEHTBI aHaIN3a PE3yJIbTaTOB N3MEPEHUS JMHAMUYCCKUX
MIEPEMEHHBIX HEIMHCHHBIX JTHHAMHYECKHX CHCTEM: MOPTPeT M3MepeHwus, sHTporus IlleHHOHa, (pakraibHas pasMEpPHOCTb, BPEMs
PEICKa3yeMOCTH.

KiroueBsble cjioBa: HelMHEIHAs IMHAMUYECKask CHCTEMA; TOIOJIOTHs; Xaoc; suTponus [llenHona; GpakraibHas pa3MEpHOCTS.

Introduction.

One of the most important scientific tasks today is
a study of the self-organization processes and complex
hierarchical systems. They talk about research, forecast
and management of characteristics: climate, ecosystems,
biopopulations, physical devices (such as a laser) and living
organisms (such as a human). All of these objects are classified
as open nonlinear dynamic systems (NDS). Their general
characteristics include: the nonlinearity of dynamics, strong
dependence on the initial conditions and external influences,
possibility of chaotic behavior and self-organization. Studies
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of nonlinear processes and systems are devoted to the works
of AN. Kolmogorov, E. Lorentz, S. Smale, I. Prigogine, H.
Haken, V.L. Ginzburg et al. [1-6].

For research, forecast and management of NDS we
must create the new methods for experimental research and
measurement. Despite the urgency of the issue, the problem
of measuring the NDS characteristics until recently was not
considered. The authors pointed out the discrepancy between
the physical and mathematical foundations of the deterministic
classical measurement theory and the processes in NDS [10-
12]. For research and measurement in NDS we develop the
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special measurement theory (Nonlinear Metrology) [10]. It is
based on the principles of the next interdisciplinary theories:
the information theory, open systems theory, dynamic chaos
theory, synergetic theory, and a number of others.

The task of this paper is to make a classification of the
dynamical systems, to study their common characteristics,
that are important for measurement, and to choose the
mathematical methods and tools for analysis of measurement
results and forecast the dynamics of complex systems.

1. Classification of the dynamical systems.

A dynamical system is any object (a set of objects) or
process (a set of processes). For them the concept of a state
is unambiguously defined as a set of the quantities values
[X,(®),..., X, ()] at any time ¢ and the law of evolution
F(X;, t) of the initial state [X,(t,),..., X, (t,)] is given:

FLX(ty ) X, )] = [X, (1), X, (D). (1

A dynamical system can be described by a differential
equation of the next form:

dX; (1)

L= FLX (1), X, (0] )

The space of all possible states of the system described
by expression (1) forms a phase space. The dimension
of phase space, as well as of the system dimension, is
determined by number of the dynamic variables X () (DV).

The dynamic systems include the systems of any
nature: physical, chemical and biological objects, societies
and populations, ecosystems and financial markets,
computing processes and information transformation
processes [13]. Classification of dynamic systems can be
made based on the nature of origin and the basic properties
of the systems.

By the nature of origin, the dynamical systems can be
classified as: physical, chemical, biological, information and
other systems. By the basic properties, their classification
can be performed on the following grounds:

- by nature of dynamics - deterministic, stochastic and
chaotic, linear and nonlinear systems;

- by interaction with an external environment - open
and closed systems:

- by possibility to converse an energy into a heat -
dissipative and conservative systems;

- by the nature of a state change - continuous and
discrete systems;

- by possibility of self-organization - evolving and
not-evolving systems;

- by structure - single-level and multi-level, complex
hierarchical systems.
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Let’s consider the main features of these systems.
Deterministic systems are the systems whose DPs change
over time according to a strictly defined law F(X,, t).
Stochastic systems are characterized by the random DVs
behavior, the values of which can be described by the
mathematical apparatus of probability theory. Chaotic
systems are the systems with a chaotic dynamics. Linear
systems are the systems with a linear or linearized law
of evolution F(X;, t). Nonlinear dynamical systems are
the systems whose evolutionary law can’t be described
by a linear or linearized equation. The values of NDS
DVs change in a nonlinear way. Moreover, the evolution
law F(X;, t) of real NDS can be described analytically
extremely rarely. Therefore, as a rule, we can’t to make
a long-term predication of the NDS state. We should to
note that a linear system is also deterministic system, but
a nonlinear system, because of complex dynamic, can’t be
referred to either deterministic or stochastic systems. It can
be classified as a partially deterministic system.

Open systems, according to I. Prigogine, are the
systems through which the flows of energy and entropy
can flow [4]. In case of the large flows, the nonlinear
self-organization (evolution) processes can take place in
such systems. They are characterized by the spontaneous
appearance of a complex, often chaotic, structure. Closed
systems, respectively, have properties that are opposite to
open ones.

Dissipative systems are the open systems that
operate far from the thermodynamic equilibrium and are
characterized by the possibility of dissipation (dissipation)
of energy coming from outside. Conservative systems are
the systems with conservation of energy.

Continuous and discrete systems are characterized by
a continuous or discrete, respectively, character of the DVs
values change. But in the case of discrete measurement
even the continuous systems are considered as the discrete
ones.

Evolutionary systems are the systems with the
evolution and self-organization functions, which are
expressed in decreasing of entropy and increasing of order.
A distinctive feature of a hierarchical, complex system is
a multilevel structure, each level of which includes the
interconnected subsystems.

This classification is incomplete. In a number
of publications we can find such types of systems as
concentrated and distributed,
autonomous; self-oscillatory and other systems.

If the object of research can be classified as a linear,
closed, conservative and deterministic system that for
measurement and evaluate their results we can use the
methods and tools of the classical measurement theory.
The cornerstones of it are: the principle of the existence of
the single value of the measured quantity, the satisfaction of
the measurement results with the central limit theorem and

autonomous and non-
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correctness of the ergodic hypothesis [14]. The nonlinear,
dissipative, chaotic, evolutionary systems require a
fundamentally different approach to the measurement [15].

The most difficult objects for the research, correct
measurement and mathematical description are the open,
dissipative, hierarchical NDS with the chaotic dynamic and
self-organization possess. Such systems include the laser,
human, ocean and other complex systems. At the same time,
the study of chaotic processes in dissipative NDS is one
of the fundamental tasks of modern natural science. DVs
of such systems are characterized by interval values, the
central limit theorem is not satisfied, the ergodic hypothesis
is not always confirmed. Dynamic variables must be
correctly measured using the measurement models and
approaches that are maximum appropriate to the properties
and processes in NDS. A correct measurement of the NDS
DVs is an obligatory condition for the estimation of current
status but allow us to forecast and manage the real systems.

2. Methods and tools for NDS research.

For NDS research it was created a number of
interdisciplinary theories. The brightest of they are: the
theory of dynamic chaos [13], synergetics [5], theory of
dynamical systems [12]. They solve problems of research,
modeling and forecasting of the NDS dynamics. Their
methods are widely used in applied problems of the broadest
direction - from laser engineering to arrhythmology and
neurodynamics [ 16, 17]. The analysis of the main provisions
and tools of these theories will allow us to construct a new
theory for measurement of the NDS DVs.

The researchers apply two methods for NDS study,
that are differed in the type of mathematical model [12].
The first method is based on the mathematical modeling of
a system and searching of the evolution function F(X;, t)
(2). The state of the system at the time is a point in the
phase space, given by the DVs values [X(1),..., X, (1)]
and evolution function F(X;, t). The system state change
corresponds with the movement of the "depicting" point,
which describes the phase trajectory. A set of phase
trajectories forms a phase portrait of a system. The phase
portrait and evolution function make up the mathematical
model of a system. The phase portrait serves as an object
for studying the dynamics. The evolution function allows
us to predict the DVs values. The problem of the described
method is a complex mathematical problem of searching of
the evolution function F(X;, t).

The second method focuses on the functional side of
a system. It does not allow us to study all features of the
internal structure of a system. The system is interpreted
as a "black box" with input [X,(t,),... X,(t,)] and output
[X,(),... X, ()] the DVs values. In this case, the "black
box" plays the role of the evolution function, transforming
the inputs into the outputs, and the mathematical model is
determined by the spaces of the inputs and outputs.
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The first method has comprehensive information
about a system, but in a practice it can be implemented
only in rare cases. The second method does not allow us
to investigate all the features of a system, but it allow us
to determine the DVs values at the time intervals and to
construct an incomplete, discrete phase portrait. We think
that the second method is most suitable for constructing the
models for measurement in the real NDSs.

2.1. Phase portrait.

A phase portrait is the most popular tool of the
qualitative theory of dynamical systems [18]. The
researching of it allows us to know: the type of system
dynamics (deterministic, stochastic or chaotic), Lyapunov
exponents, forecast time et al [13]. The values of the system
states can be represented by a matrix of dimension nxm
(here n is the number of DVs and m is the number of DVs
measurements) in the next form:

X,(t)... X, ()
©)

X,(,)... X, (,)

A phase portrait can be limited and unlimited in
space, can increase or decrease. The phase volume of the
conservative systems is conserved but the phase volume of
the dissipative systems is not.

A special kind of a phase portrait is an attractor. It
is the state of the dynamical system to which a system
aspires in the time during their development. The presence
of an attractor indicates a "special" dynamics of a system.
There is a strange attractor witch often is a testament of
the chaotic dynamics of NDS. Its distinguishing feature
is the exponential instability, which is expressed in the
exponential discrepancy of the phase portrait trajectories
and the fractal dimension [13].

The analysis of a phase portrait is often used in
the applied researches of NDS [17]. In the framework
of the nonlinear metrology the authors propose to use
the "measurement portrait" instead of the classical
measurement equation (model equation). It is a graphical
and numerical display of the DVs measurement results
DV. The measurement portrait is a phase portrait of the
NDS trajectory, constructed with the uncertainties or
measurement errors [20]. This approach allows us don’t
find the evolution function.

2.2. Topology and other characteristics of NDS.

S. Smale linked the topology of a phase space and
the dynamics of a system [3]. He abandoned the idea of
observation an individual trajectory that requires the
solution of the equation (2), and proposed to investigate
the integral phase space and its geometric structure. Studies
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have shown that topological transformations of a phase
space are a reflection of the physical processes. Thus, the
scattering and loss of energy by a system are expressed in
the compression of the phase portrait. Approximately the
same phase portraits indicate a similar dynamics of the
systems. If the shape of the phase portrait is accessible to
the visual representation, the system can be solved.

The geometric study of the phase portraits allows
obtaining such data about NDS as: the nature of the
dynamics, time horizon for the DVs values prediction,
intervals of the DVs values. We can determine: the
attractor volume, Lyapunov exponents, Shannon entropy
and Kolmogorov entropy, attractor dimension, and other
quantities. We suggest use some of these characteristics for
analysis of the measurement results in the case of NDS.

2.2.1. Lyapunov exponents are used for study
the dynamics of a system in the vicinity of an arbitrary
trajectory. They characterize the degree of stretching and
contraction of the phase portrait along the selected phase
trajectories. If the two close trajectories x(t) and x,,(t)
are chosen so that x;,(t)=x(t)+&(t), £(0)=¢,£ —> 0 that
the next function:

2[(0)]= lim 2 In [@} 4)

==t §(0)

takes a finite series of the Lyapunov exponents
{A},i=1,2,...,n, the totality of which forms the Lyapunov
spectrum [13]. The number of Lyapunov exponents
corresponds with the attractor dimension D, which can be
fractional:

. J A‘i 5
DA :‘]+le|7\‘—’ ( )
= i+1

here j is the Lyapunov dimension, it is determined from the
expressions:
Mk, ++h; >0, A+, +..+A, <0,

The total Lyapunov exponent A can be considered
as an indicator of a stability of a system dynamics. When
A =0 it is Hamiltonian system. It has a stable dynamics,
the processes occurring in it can be regarded as deterministic
processes, the volume of the phase portrait is unchanged
AV, =const. When A >0 the phase portrait volume is
growing AV, T, the NDS dynamics is chaotic. If A <0
the phase portrait volume decreases , that typical for the
dissipative systems.

2.2.2. Entropy. For topological analysis of the
NDS phase portrait the Shannon (H-entropy( and the
Kolmogorov-Sinay (K-entropy) are used. H-entropy
(or information entropy) is one of the key concepts of
the information theory [21]. For a system that can be in
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the states X, with probability distribution density p(X;),
Shannon entropy is given by the next formula:
N
H ==Y p(X,)Inp(X,). (6)
i=1

Entropy is a measure of the order or disorder of the
system. According to (6), The Shannon entropy assumes
large values when the distribution density p= p(X,) has
the values small. If a number of values N is bounded, then
the entropy is maximal for the uniform distribution law
H —>InN for p(X;)—>1/N. The entropy is minimal
H — 0 for the normal distribution law when P(X;)—>1.
The entropy of a strange attractor is higher than the entropy
of a regular attractor. The entropy of chaotic and random
dynamics is higher than the entropy of an ordered motion.
The change of the H-entropy values indicates a change in
the NDS dynamics.

The using the Kolmogorov entropy allowed us to
introduce a rigorous criterion of chaotic, as an unstable by
Lyapunov motion with positive metric entropy K >0 [13].
Analyzing the phase portrait of a system, the K-entropy is
defined as:

K = lim 4@0)/dO)]

d(0)—>0 ¢
>

(7

here d(0), d(t) are the distances between two nearby
trajectories at the initial and current time, respectively:
d(®) =[x, -x (1)

According (7) the K-entropy characterizes the degree
of'the trajectories divergence, and the degree of randomness
of the system dynamics. It is related to the Lyapunov
exponents (4) by the expression:

K:J-Zki(x)du.

2,20

®)

So when the system has chaotic dinamyecs its entropy
K>0.

The Shannon entropy, S-theorem by Yu. Klimontovich
[21], entropy scales, we consider as a tool for estimating
of the deviation of a system from an equilibrium state.
The entropy analysis was used before in the human health
measurement model [23] and for estimating the temperature
during the laser cooling of particles [24].

2.2.3. Fractal dimension. Many of the NDS processes
have the property of self-similarity or scaling - invariance
under multiplicative scale changes. Self-similarity can
be strict or approximate. A self-similar object or process
looks unchanged when you zoom in or out the scale.
Such objects and processes include the Brownian particle
motion, turbulent flows, strange attractors, time series of
the measurement results [25].
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The most striking feature of the objects self-similarity
is their unusually fine structure. Such objects B. Mandelbrot
called the fractals [26]. The importance of fractals lies
in the fact that they are able to model a huge number of
objects, phenomena and real-world processes, real NDSs.

The fractals are characterized by Hausdorff (or fractal)
dimension D,, It takes fractional values in the interval
0<D, <3. For a fractal curve 1 <D, <2, for a surface
2 < D, <3, apoint has dimension D, = 0, for a continuous
line D, = 1.

Fractal dimension is used in various practical
applications to identify the objects and processes. The
special interest is its use for analysis of NDS phase
portraits and the measurement results time series
X(t,),-..,X(t,) [27]. For determination of the time series
fractal dimension D, we use the statistical method of the
normalized range (R/o - analysis), derived empirically by
P. Hurst [25]. The indicator H, is associated with D, by
next expression:

)

The Hurst index H,, is determined using the value R/o,
here R is the range between the maximum and minimum
values of the increment function X(i,n), the value o is the
standard deviation:

R(t) =max x(i,n) - mm x(z n),

1<i<m

x(i,n) = Z(xi -X) : (10)

here X, is the arithmetic mean of the values x(t,),...,x(t,).
The correlation R/o is related with parameter /7, by
formula:

R/c=(n/2)" (11)

In [27] the fractal analysis (9)-(11) was used for
analyze the dynamics of the laser radiation frequency. The
author proposed a fractal scale for evaluating the results
of measurements with reference points D, = 1, D, = 1,5,
D, = 2, separating different dynamics characters. If
D,, = 1 it means that the dynamics of the system is strictly
deterministic. If D, = 2 the system behaves in a regular
way, but the spread of the measured results is very large,
that doesn’t allow us to use the methods for processing of
the measurement results. If D, = 1,5 the process is random.
The dynamics corresponds with Brownian motion with
independent (Markov) increments. For analyze of such
systems characteristics we can use the statistical methods.
In the case when 1 <D, < 1,5 or 1,5 <D, <2 the process
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is non-Markov, chaotic, persistent and antipersistent,
respectively.

The fractal dimension allows us to estimate the trend
of the DV dynamics of NDS and can be used to predict its
values.

2.2.4. Forecasting time. One of the main and
oldest tasks of analyzing systems and time series of DV
measurement results has been the task of forecasting their
dynamics. In some cases, the purpose of the forecasting
is not the value of an individual DV, but forecasting of
dynamics and its trend. For this, the fractal analysis (9)-
(11) and the fractal scales [27] are applied.

The time interval when we can do the correct forecasting
of the system dynamics is called the forecasting time or the
forecasting horizon. The forecasting time depends on the
degree of determinism of the NDS dynamics (the maximal
for a deterministic system and minimal for random and
chaotic systems) and metrological possibilities [29].

In the case of chaotic NDS, a weak impact of the initial
conditions or a small change in the system parameters cause
to unpredictability of the resulting motion in finite time,
which J. Lighthill [30] called the "forecasting horizon" (or
forecasting time). The forecasting time T, is related to the
Lyapunov exponent A (7) as:

for

1
T, (h)= —log—»

max

(12)

here 7, is the maximum Lyapunov exponent.
In practice, the forecasting time (12) is often calculated
using the next simplified formulas:

1

(K)= T, )= (1)

for

max

The term "forecasting time" is important for the
formulation of the measurement equation (model equation)
of DVs. We suggest use this value as the correctness time
of the measurement equation for NDS case.

3. Measurement principles for NDS case.

The measurement of the NDS DVs is a multi-factor
experiment. The processing of the measurement results
in a multifactorial experiment is aimed at obtaining the
basic scientific data in the new form of mathematical
models and their interpretation. We shouldn’t only to
calculate the average value of the measured quantity or its
dispersion [14]. The theory of nonlinear measurements,
measurement and analysis models should correspond
with the properties of such systems. Let’s consider
the important for measurement procedures real NDS
properties.

BicHuk XHY, cepis «®isukay, sun. 29, 2018



Yu.S. Kurskoy, Yu.P. Machekhin, A.S. Gnatenko

The dynamics of NDS has a complex, non-linear,
including chaotic, character. NDS exchanges energy and
information with the environment and other systems, it is
influenced by external factors. The influence of some factors
(and noises) is critical for the system, it is can changes the
dynamics from random to regular, chaotic, and vice versa.

Thestateofthe NDS atatime moment¢is characterized
by the n-dimensional state vector X[X,(t),..,X,(t)]. The
DV X;(t) value changes in time, but stays in the interval
X< X, < X™ . This interval is due to the functionality
of the system. If the DV value outputs of the interval it
means that the system destroys.

The phase portrait of NDS in a chaos state is a
strange attractor. The exponential dispersal of the phase
trajectories leads to the fact that the measured quantities
can take any values in the frame of the attractor. If at the
moment of measurement 7, the DV value X is in the interval
[Yi(t) —ui(t), Yi(t) +U;(t,)]  (here y;(t),u;(t,) are the
estimation and uncertainty of the X, measurement result at
the time ¢)) that in tine the DV value will located in attractor
frame [Voin = Upins Yonax + U] (D€T€ Y s Vi Ungin> U ATE
the estimates and uncertainties of the measurement of the
X minimum and maximum values):

[yi(to)_ui(to)a yi(to) +I/li(f0)] €

(14)
€ [ymin _umin 2 ymax + umax]'

The next, after 7, time DV values become predictable
within the attractor frame (14).

Systems can evolve, some of them have the self-
organization function.

Based on the described properties, the authors offer
the next topological tools for analyzing the measurement
results for NDS case:

1. the time series of the DVs measurement results
A3

2. a measurement portrait (a phase portrait with
the measurement uncertainties), constructed on the
measurement results (3);

3. the Lyapunov exponents (4);

4. the Shannon (6) and Kolmogorov entropies (8);

5. a fractal dimension (9)-(11) of the measurement
time series (3);

6. a forecasting time (13).

In this case, the all quantities values must contain an
error (or uncertainty of the measurement results).

The application the physical approaches, topological
mathematical methods and tools of nonlinear metrology
makes it possible to provide studies of systems with
complex, nonlinear dynamics. The topological methods
and tools for measurement result analysis help to evaluate
the reliability of the measurement data and give a
possibility to predict the NDS dynamics.
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Conclusions

1. The classification of dynamic systems by origin and
properties is performed. It is shown that the dissipative,
nonlinear dynamical systems are the most difficult for
research, measurement and forecast.

2. The necessity of creating a special theory of
measurement and measurement results analysis for
nonlinear dynamical systems is substantiated.

3. The analysis of the main topological methods and
tools (including topological methods and tools) for the
study of nonlinear dynamical systems is performed:

4. The main characteristics of non-linear dynamical
systems are systematized, among them: interval values
of the dynamical variables, strong dependence on initial
conditions and noises, complex, often chaotic dynamics,
evolution,

5. In accordance with the main characteristics of
nonlinear dynamical systems, the next topological tools
for analyzing the measurement results are proposed:
measurement portrait, entropy, fractal dimension,
forecasting time.
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