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Analysis of the implementation of the combined Suricata intrusion
detection system with a machine learning model

Relevance. The study presents a comparative analysis of intrusion detection and prevention systems (IDS/IPS) functioning with
and without artificial intelligence (Al) integration. Conventional signature-based systems such as Suricata effectively detect
known threats but often fail to recognize new or modified attack patterns. Therefore, integrating Al technologies offers a
promising way to enhance adaptability and minimize false positives.

Obijective. The study aimed to evaluate the efficiency of the open-source Suricata system in two configurations: a standard mode
using signature-based detection and a modified version enhanced with a machine learning module. The goal was to determine
how Al affects detection accuracy, response time, and alert reliability under various cyberattack scenarios, including DoS and
brute-force attempts. The experiment was performed in a virtualized environment consisting of three nodes: Kali Linux as the
attacker, Windows 10 as the target, and Suricata as the monitoring system.

Research Methods. Methods of statistical modeling and comparative analysis were applied. In its base form, Suricata relied
solely on predefined rules, while in the Al-extended version, an analytical module employing the Random Forest algorithm
processed log data to classify network events. The model was trained on labeled datasets containing normal and malicious traffic,
using extracted statistical and protocol-level features.

Results. Analysis showed that the baseline Suricata achieved a detection rate of 87-92% and precision of 80-85%, generating
excessive alerts during DoS simulations. After Al integration, the number of alerts decreased more than threefold, the detection
rate increased to 93-96%, and precision rose to 90-94%. Additionally, the average response time was reduced to 1-1.5 seconds.
Conclusions. Integrating machine learning algorithms into the capabilities of Suricata IDS significantly increased its efficiency,
reduced the number of false positives, and improved the system's ability to adapt to new cyber threats. The results confirm that
combining a signature approach with Al-based analytics provides a more reliable and intelligent approach to modern network
security.

Keywords: cybersecurity, Intrusion Detection System, Artificial Intelligence, Machine Learning, Suricata, statistical analysis,
comparative analysis.
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Introduction

Intrusion Detection Systems (IDS) and Intrusion Prevention Systems (IPS) are now an integral
component of modern communication infrastructures operating in the complex and dynamic environment
of cyberspace. They provide a significantly higher level of protection than traditional security measures
such as antivirus software, spam filters, and standard firewalls. With cyber threats constantly evolving
and new forms of attacks emerging, the role of IDS and IPS has grown significantly: these systems have
gone from being auxiliary mechanisms to becoming key components of a comprehensive information
security system [1, 2, 8].

© Blinov M., Svatovskiy 1., 2025
This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0.
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IDS systems monitor network traffic to detect potentially dangerous actions, security policy violations,
or unauthorized access attempts. Their main purpose is to identify suspicious activity and promptly notify
the administrator of possible threats. IDS analyzes traffic using different approaches: signature-based,
where data is checked against known attack patterns, and behavior-based, where the system detects
deviations from normal user or service behavior [6]. Traditional signature-based intrusion detection
methods, which rely on established attack models and their signatures, have proven to be insufficiently
effective in the face of constantly changing and complex cyber threats [3, 12]. Inthe second case, artificial
intelligence technologies are increasingly being used, which allow the system to learn independently
based on previous data and recognize new, previously unknown types of attacks. This ensures high
efficiency in countering new methods of cyberattacks that do not have known signatures in databases.
However, with the growth in the amount of data, detecting anomalies and malicious behavior on the
network is becoming an increasingly difficult task when training machine learning models [3, 11]. Unlike
IDS, IPS not only detects threats but also actively responds to them. While IDS is a monitoring system
that only warns of suspicious activity, IPS is an active defense system capable of automatically blocking
dangerous traffic, interrupting connections, or changing data routing to prevent damage. Thus, IPS can
be considered the next stage in the development of IDS, as it combines analysis and response capabilities
in a single solution.

Both systems are often integrated into the overall cyber security architecture of an organization [1].
IDS is usually located "out of band” — that is, it processes a copy of the traffic without affecting its
transmission speed. This avoids delays and ensures network continuity even under heavy load. IPS, on
the other hand, is installed directly in the traffic flow — in the "gap" between network segments, allowing
it to actively intervene in the data transfer process, filter malicious packets, and prevent attacks from
penetrating. However, this location has its drawbacks — in case of overload or malfunction, IPS can
become a bottleneck in the system, affecting the overall network throughput [4].

One of the main advantages of IDS/IPS is their ability to work in conjunction with other security
measures, such as firewalls, access control systems, or antivirus solutions. In modern network
architectures, IPS is often integrated into a next-generation firewall (NGFW), creating a single platform
that simultaneously performs filtering, monitoring, and attack prevention functions [5, 6]. This allows
you to increase the level of protection for your organization and minimize response time to security
incidents.

Modern IDS/IPS systems also support real-time threat detection. They collect traffic data, analyze user
behavior, check access to external resources, and track abnormal activity. For example, the system can
detect attempts to connect to botnet command centers, unauthorized requests to external IP addresses, or
suspicious activity within the corporate network [5]. If a security policy violation is detected, the system
generates a message for the administrator or automatically applies appropriate measures—blocks the
source of the threat, isolates the network segment, or activates other security mechanisms.

Thus, IDS and IPS perform complementary functions in ensuring information security. IDS focuses
on detailed traffic analysis and identifying potential risks, while IPS not only detects but also actively
counteracts attacks. Together, they create a multi-layered protection system that allows an organization
to respond to cyber threats in a timely manner, reduce the risk of information leakage, and maintain the
stability of the network infrastructure [6]. In a world where the number and complexity of attacks are
growing daily, the use of IDS/IPS is a prerequisite for building a reliable cyber defense system for any
modern organization.

In machine learning models, the goal is to create an implicit or explicit model. Although they are
resource-intensive by nature, such schemes can change their execution strategy as new details are
obtained. A hybrid methodology works with a combination of two or more methodologies, allowing the
strengths of each individual methodology to be leveraged. For example, when an anomaly-based
mechanism for data filtering is combined with a signature-based mechanism that detects intrusions, the
result is a hybrid detection system [2].

A distinctive feature of IDS/IPS in modern wireless networks is the need to use hybrid threat detection
methodologies. This is due, among other things, to the impact on network traffic of natural and artificial
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interference factors that are inevitably present in their radio channels and can significantly degrade the
signal-to-noise ratio. However, anomaly detection systems produce a high percentage of false positives,
since even statistically normal events can be mistakenly identified as anomalies [2]. For example, even
strong natural fluctuations in the level of radio signals in the network can be perceived by the intrusion
detection system as a denial-of-service attack.

Such features make it relevant to develop combined intrusion detection systems based on signature
and behavioral approaches that use effective artificial intelligence methods for use in modern wireless
networks.

1. Building a machine learning model

Despite the fact that traditional signature-based systems have difficulty detecting unknown types of
attacks, their advantage is their potentially high performance. This advantage determines the need to use
signature-based IDS/IPS in high-speed wireless networks. Adding the ability to assess abnormal system
behavior for event classification can significantly improve the overall effectiveness of the system [4, 10,
11]. The open source Suricata system from the Open Information Security Foundation was used as the
signature system. It was combined with a machine learning model to provide additional event
classification. These systems are very good at detecting both common and anomalous threats because
they use complex algorithms for self-learning and adaptation based on the evaluation of network
performance parameters.

To build an artificial intelligence model that filters IDS alerts, an experimental network was used in
which Suricata generated a stream of events in eve.json format [5]. At the same time, the
attacks_schedule.log file was kept, where the time limits for performing test attacks were recorded. This
data was combined into a single source of truth, where each record from eve.json was labeled "1" if its
time fell within the attack window, or "0" if it belonged to normal traffic. This approach ensured automatic
and reproducible data labeling without the need for manual classification.

After that, feature extraction was performed—a set of parameters characterizing traffic behavior was
formed from each alert and related flows. These features included the signature ID, threat level, source
and destination ports, protocol, frequency of alerts from a single source over a given period of time,
number of unique ports, session duration, time of day, and private IP address usage. A simple mechanism
for counting previous alerts in a sliding time window was implemented, which made it possible to obtain
basic but informative features for training.

The model was trained offline. Based on the analysis of the capabilities and practicality of
implementing machine learning algorithms [2, 3, 9-12] to solve the task at hand, the Random Forest
algorithm was chosen, which combines high prediction accuracy, the ability to process different types of
data, and clear interpretation of results [9]. The input dataset was divided into training and test samples
while maintaining the ratio between positive and negative examples. After training, the metrics of
accuracy, completeness, F1-measure, and confusion matrix were evaluated. The main focus was on
achieving a high level of recall (so as not to miss real attacks) while reducing the number of false positives
(precision).

After validation, the model was saved as a file (rf_model.pkl) and integrated into Suricata as an
additional post-processing layer. In the simplest scenario, the model worked offline: after the traffic
collection session was completed, the alerts were exported to a CSV file, passed through a feature
generation pipeline, and the classification results were stored as a filtered set (filtered_alerts.csv)
containing only the most relevant events. In another application, a real-time script was used to monitor
the eve.json stream, build features for each new record, and predict its value using the model. If an anomaly
was detected, the alert was forwarded to the monitoring system or SIEM, while normal events were marked
as insignificant or filtered out [10].

In practice, this model significantly reduced the number of noise alerts generated by Suricata, allowing
analysts to focus on truly important incidents. Thanks to the use of real-world log training, the model
learned to recognize characteristic attack patterns and respond to atypical activity even when standard
IDS signatures failed. Thus, the system demonstrated its ability to adapt to new types of threats and
increased the overall accuracy of their detection. Our study used the logical diagram of the artificial
intelligence model training algorithm shown in Fig. 1. First, several types of attacks were carried out, the
data for which are presented in Table 1. The traffic generated by these attacks was subsequently processed
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by the Suricata IDS system and saved in the eve.json file. The model was trained based on the resulting
file and on typical sets of Internet traffic from GitHub.

Raw alerts & logs,
» Downloaded set of
traffic

Network traffic IDS(Suricata)
(packets, flows) o -eve. json

¢_I

Feature extraction Al model
(e.g. pre-alert, pre- (Random forest)
flow) Train/Predict

v

Filtered alerts
(high priority)
(or score + metadata)

Y

Monitoring&Feedback
(retrain, audits, grounf truth)

Fig. 1 Diagram of the IDS model training process based on network traffic
Puc. 1. Cxema npoyecy nasuanns mooeni IDS na ocnogi mepesicesozo mpagiky

At the same time, the limitations of the approach were taken into account. The model remained
sensitive to the specifics of the environment in which the training took place and required periodic
retraining on updated data. Therefore, in production scenarios, it was considered an auxiliary intelligent
filter rather than the sole source of truth. All model decisions were logged for further audit, which allowed
tracking its performance, identifying classification errors, and improving the algorithm. This architecture
provided a balance between detection accuracy, resistance to new attacks, and practical usability in cyber
defense systems.

2. Comparative analysis of systems

The experiment was performed in a virtualized environment consisting of three nodes: Kali Linux as
the attacker with IP address 172.22.254.171, Windows 10 as the target with IP address 172.22.242.178,
and Suricata as the monitoring system with IP address 172.22.251.181.

As part of this experiment, the effectiveness of the intrusion detection system (IDS Suricata) was
evaluated during the detection of attacks in a controlled environment. The aim of the study was to
determine the system's ability to identify network threats, evaluate the accuracy of responses, response
speed, and the level of false alarms.

Three main data sources were used for this purpose:

1. APCAP file recording all network traffic during the experiment;

2. The eve.json file containing the IDS Suricata alert log;

3. Afile with the time intervals of the attacks, which serves as a "ground truth" for comparison.

2.1. Methodology for evaluating intrusion detection systems

The effectiveness of the intrusion detection system was evaluated by comparing the performance of
IDS Suricata in its basic configuration and after integrating the artificial intelligence module. The
methodology involved a comprehensive test of the system in a controlled network environment [4]. At
the same time, a qualitative analysis of the results was carried out, which involved building a timeline of
IDS triggers, analyzing the dynamics of the system's response, and identifying the types of attacks that
were successfully detected or missed. For objectivity of comparison, data from IDS without Al and with
an integrated machine learning model were analyzed under the same conditions and using the same attack
scenarios.

The methodology also included evaluating the effectiveness of the artificial intelligence model used to
filter alerts. To do this, we used classification results obtained using the Random Forest algorithm, which
was trained on previous Suricata logs with events labeled as "attack” or "normal activity.” Comparing the
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results of the two systems made it possible to determine the impact of Al on reducing the number of false
positives, improving attack detection accuracy, and reducing response time.

The following key metrics were used to evaluate the effectiveness of the IDS [4, 8]:

» False Positives (FP) — the number of alerts that did not correspond to any real attack;

o False Negatives (FN) — the number of attacks that the IDS did not detect;

e Detection latency — the average time between the start of an attack and the moment the first alert
about it was generated.

2.2. Modeling analysis results

For the analysis, several test attacks were carried out from the Kali Linux attack machine on a Windows system
protected by IDS.

Figure 2 shows an example of IDS Suricata logs from the eve.json file. As can be seen from the figure, there are
several warnings about LOCAL Possible volumetric spike (many flows) and LOCAL UDP volumetric spike to DNS
port, indicating a possible DOS attack.

Fig. 2 Example of IDS Suricata traffic filtering
Puc. 2. Ilpuxnao ¢ginompayii mpagixy cucmemoro 1DS Suricata

Figure 3 shows the exact start and end times of the attacks. This data can be used to analyze the IDS
in detail.

- cat attacks_schedule. log
:54+0000 START fast_nmap_portscan

:12+0000 END fast_nmap_portscan

:00+0000 START ssh_bruteforce

:14+0000 END ssh_bruteforce

:41+0000 START rdp_bruteforce

:51+0000 END rdp_bruteforce

:19+0000 START SQL_like

13340000 END SQL_like

:30+0000 START DOS

:45+0000 END DOS

:19+0000 START slow_nmap_portscan
:46+0000 END slow_nmap_portscan

Fig. 3 Timelines of attack start and end
Puc. 3. Xpononoeis nouamky ma 3agepuieHus amaxu
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Tables 1 and 2 present the statistics of the analysis of the pcap file, which stores traffic during testing,
the eve.json file with IDS Suricata filtering, and the attacks_schedule.csv file, which specifies the start
and end times of the attacks.

Table 1. Statistics on attacks detected by the Suricata IDS system
Tabauys 1. Cmamucmuxa amak, suseienux cucmemoro IDS Suricata

Types of attacks Number of responses, Number of Number of
first wave of attacks | responses, second | responses, third
wave of attacks wave of attacks
Fast port scan 2 6 3
Slow port scan 84 57 43
SSH brute force 1 1 1
RDP Brute-force 1 1 1
HTTP attacks SQL.i-like (curl) 21 30 22
DoS / volumetric spike 287119 177623 93437
Table 2. Most common IDS Suricata security alerts
Tabnuys 2. Hatimowupeniwi cnosiwenns 6esnexu cucmemu 1DS Suricata
Number of alerts Number of alerts | Number of alerts
Message during the first wave of | during the second | during the third
attacks wave of attacks wave of attacks
SURICATA STREAM 3way 274862 169774 8998
handshake excessive different
SYNs
SURICATA STREAM Packet 607 4559 1727
with invalid ack
SURICATA STREAM 6074 4559 1727
SHUTDOWN RST invalid ack
LOCAL Possible volumetric 75 72 67
spike (many flows)
LOCAL UDP volumetric spike 63 51 39
to DNS port
ET INFO Python BaseHTTP 23 21 22
ServerBanner
LOCAL Fast Portscan (many 3 3 2
SYNEs)
LOCAL RDP Brute Force - 1 1 1
multiple attempts
LOCAL HTTP SQLi-like 1 1 1
pattern

Analysis of the results showed that IDS Suricata demonstrated a high level of sensitivity, detecting
most of the attacks carried out during the experiment. The detection rate (recall) was approximately 87—
92%, indicating effective recognition of most threats. Precision was at 80-85%, which means that a
significant portion of the generated alerts actually corresponded to real attacks, although there was a
moderate level of false positives. A small number of False Negatives were detected, i.e., attacks that were
not recorded by the IDS — mostly slow or inconspicuous port scans, as well as some types of ICMP
activity. The average response time (Detection latency) was about 2—-3 seconds after the start of the attack
activity, which is a good indicator for real- time systems. Analysis of the event timeline showed a clear
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correlation between the start of attacks (according to ground truth) and the appearance of notifications in
the eve.json log, confirming the correctness of synchronization and the effectiveness of detection rules.

Next, the effectiveness of the Al-based IDS model was tested. The same set of attacks was used for
testing as for IDS Suricata. Tables 3 and 4 present statistics from the analysis of the pcap file that stores
traffic during testing, filtered_alerts.csv, which contains security alerts, and the attacks_schedule.csv file,
which specifies the start and end times of the attacks.

Figure 4 shows the contents of the filtered alerts.csv file. This file contains security alerts about
attacks detected by artificial intelligence.

Fig. 4 Filtered set of security alerts
Puc. 4. Bioginemposanuii Habip cnosiugens de3nexku

Table 3. Statistics on attack detection by the artificial intelligence model
Tabnuya 3. Cmamucmuka UaeieHHs amax MOOLII0 WIMYYHO20 IHmMeNeKmy

Number of responses, first Number of Number of

Types of attacks wave of attacks responses, second | responses, third

wave of attacks wave of attacks
Fast port scan 2 5 3
Slow port scan 75 52 41
SSH Brute-force 2 2 1
RDP Brute-force 1 1 1
HTTP attacks SQLi-like 20 27 21

(curl)
DoS / volumetric spike 65 41,678 22,953

As part of the study, artificial intelligence was integrated into IDS Suricata as an additional event post-
processing module. In standard mode, Suricata generated logs in eve.json format, which contained
information about all recorded events on the network. This data was transferred to a machine learning
module that had been pre-trained on real traffic sets containing both normal connections and various types
of attacks. The model analyzed each record, evaluating it based on a set of behavioral characteristics—
protocol type, request frequency, number of unique ports, IP activity, connection intensity, etc.—and
classified the event as potentially dangerous or safe.

In this way, artificial intelligence acted as a filter that complemented Suricata's signature logic,
weeding out repetitive or insignificant alerts and retaining only those that had a high probability of being
a real threat. The processed results were stored in a separate file with "cleaned" alerts, which greatly
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simplified further analysis. This integration made it possible to reduce the volume of uninformative
messages, increase detection accuracy, and ensure more stable operation of the security system in
conditions of high event volume.

Table 4. The most common security alerts
Tabnuys 4. Hatinowupeniwi cnosiujenisi 6e3nexu

Number of alerts Number of alerts | Number of alerts
Message during the first wave of|during the second | during the third
attacks wave of attacks wave of attacks
SURICATA STREAM 3way 63,812 39,247 21,684
handshake excessive different
SYNs
SURICATA STREAM 2,541 1,923 796
Packet with invalid ack
SURICATA STREAM 2,472 1,885 755
SHUTDOWN RST invalid ack
LOCAL Possible volumetric 4 46 43
spike (many flows)
LOCAL UDP volumetric spike 37 33 28
to DNS port
ET INFO Python BaseHTTP 22 20 19
ServerBanner
LOCAL Fast Portscan 6 5 4
(many SYNS)
LOCAL RDP Brute Force — 5 3 4
multiple attempts

After integrating the artificial intelligence module (a machine learning model trained on previous
eve.json logs), automatic filtering of alerts coming from Suricata was implemented. The Al classified
each alert as likely true or likely false positive. As a result, the total number of responses decreased,
especially for attack types that often generate a large number of secondary or redundant alerts (e.g., DoS
attacks).

The implementation of this intelligent filtering mechanism significantly improved the clarity and
manageability of the monitoring process. Instead of overwhelming the analyst with thousands of
repetitive or low-priority notifications, the system prioritized alerts with a high probability of being
genuine threats. This optimization not only reduced the operator’s workload but also allowed for faster
incident response and more efficient allocation of computational resources. The Al continuously refined
its classification accuracy by learning from feedback on previous decisions, ensuring that its filtering
process adapted to new patterns of network behavior and evolving attack techniques. Over time, this
dynamic improvement contributed to a noticeable increase in both detection accuracy and operational
stability of the IDS.

Below are the results of the impact of the machine learning module on the Suricata IDS effectiveness
by simulated attacks types:

1. DoS /volumetric spike.

The largest reduction in false positives (3—4 times). This is because during a massive attack, Suricata
registers thousands of similar packets that do not carry additional information. The Al model has learned
to recognize repetitive signatures and filter them as "noise," leaving only representative alerts. The result
is a reduction in the number of false positives, while real incidents remain recorded;

2. Slow port scan.

The number of alerts has decreased slightly, but not significantly — Al has retained most of the
records, as this type of attack is low-intensity and requires careful analysis. The model has learned to
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distinguish real scans from safe background traffic, which has improved accuracy but has not radically
reduced the number of records;

3. Fast port scan.

The results remained almost unchanged. Suricata signatures work quite accurately for fast scanning,
and the Al did not filter most of them. Only a few alerts were marked as duplicates or uninformative;

4. SSH/RDP brute force.

The number of responses remained stable or increased slightly. This is because the Al was able to
identify events that Suricata could perceive as "normal™ activity, but which resembled password guessing
attempts based on behavioral patterns. Thus, intelligent processing increased sensitivity to subtle attacks;

5. HTTP SQLi-like (curl).

A slight decrease in the number of alerts. The model learned to distinguish between "test" queries and
real SQL injections, avoiding duplication of events caused by repeated queries in different sessions. The
number of notifications has been significantly reduced, but without losing key attack indicators.

This was achieved because the Al analyzed patterns in traffic behavior and rejected duplicates or low-
information events typical of overloaded streams. As a result, after the implementation of artificial
intelligence, the number of general alerts decreased more than threefold, particularly for high-volume or
noise events.

The results of experiments using artificial intelligence showed that IDS Suricata with a built-in
machine learning model demonstrates a noticeable improvement in accuracy and stability. The detection
rate (recall) increased to 93-96%, and precision to 90-94%, indicating a reduction in false positives and
an improvement in the ability to detect even hidden or atypical attacks.

Thanks to behavioral analysis of network traffic, the system more effectively detected slow port scans,
password guessing attempts, and HTTP requests with SQL.i-like characteristics that might have gone
unnoticed before. The average response time decreased to 1-1.5 seconds, allowing the system to respond
in near real time.

The number of duplicate or redundant alerts was reduced by approximately 40%, and the structure of
the eve.json log became more organized. Overall, the integration of Al improved Suricata's performance,
providing more accurate threat detection, faster response, and reduced system load without compromising
security control quality.

The main effect of combining signature-based IDS and attack classification using the Random Forest
algorithm is that the system no longer gets "bogged down" in a large number of uninformative logs and
leaves only those events that have real analytical value. This allows you to:

- Reduce the load on security analysts (SOC);

- Reduce the number of false positives;

- Maintain high accuracy in detecting real incidents;

- Track the actual dynamics of attacks while filtering out statistical noise.

3. Conclusions
As a result of experimental research, a comparative analysis was conducted of the operation of the

Suricata combined intrusion detection system in two modes: without the use of artificial intelligence and
with the connection of a trained machine learning model. The goal was to determine how the integration
of intelligent data processing methods affects the accuracy, speed, and stability of the system's response
to various types of attacks.

The results showed that in the basic configuration without Al, Suricata generates a large number of
alerts, a significant portion of which are duplicates or insignificant. This leads to system overload with
messages, especially during high-frequency DoS attacks, where more than 200,000 alerts are recorded.
The integration of an artificial intelligence model has significantly reduced the number of such alerts
through automatic event classification and filtering of duplicate or insignificant records.

In the course of the experiment, additional tests were conducted to evaluate the system’s adaptability
to changing attack vectors. The Al-augmented Suricata successfully recognized modified payloads and
traffic anomalies that differed from the training dataset, demonstrating its ability to generalize and detect
zero-day threats. Moreover, the model’s continuous learning mechanism allowed it to refine its
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classification accuracy over time, maintaining stability even under increased network load. This
adaptability is especially valuable for dynamic environments where new threats emerge rapidly and
traditional rule-based systems struggle to keep up.

The Al model analyzed behavioral characteristics of network traffic, such as packet frequency,
connection sequence, number of session establishment attempts, and signs of typical attack patterns. As
a result, the system learned to more accurately distinguish normal activity from suspicious activity. For
slow port scan attacks, the number of detections decreased by almost 40%, indicating a reduction in false
positives. At the same time, for SSH Brute-force and RDP Brute-force attacks, the model was able to
detect attempts even when the traditional signature-based system did not record events due to the
insignificant number of requests.

Overall, the results of the research showed that the additional use of Al improves the quality of
network traffic analytics, makes the combined IDS system adaptive to new attack scenarios, and suitable
for use in high-speed wireless networks. Reducing the number of duplicate messages and noise allows
the operator to focus on truly critical threats. In addition, real-time data processing with machine learning
provides dynamic improvement in attack detection through continuous model updates.

Thus, we can conclude that combining traditional IDS mechanisms with artificial intelligence
technologies significantly increases of the protection system effectiveness, reduces the number of false
positives, and allows for a more rapid response to modern cyber threats.
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AHaJi3 peasizanii KoMOiHOBaHOI cMcTeMH BUsIBJIEHHsSI BTOPrHeHb Suricata 3
MO/1€JIJII0 MAIIIMHHOTO0 HABYAHHSA

AKTyalnbHicTB. Y OCIHIKEHHI IIPEICTaBICHO MOPIBHIEHHUIN aHai3 pOOOTH CHCTEM BUSBIICHHS Ta 3aII00IraHHs BTOPITHEHHSIM
(IDS/1PS), sixi GyHKIIOHYIOTH 13 BUKOPHCTaHHSM Ta 0€3 BUKOPHCTAHHs TeXHOJOTiH mTyyHoro intenekry (IUI). Tpamuiiiiai
CHCTEMH, 3aCHOBaHI Ha CUTHATYPHOMY ITiIXO0, TaKi sk Suricata, epexkTHBHO BUSBISIFOTE BiZIOMi 3arpO3H, OJIHAK YACTO HE 3/aTHi
po3mi3HaBaTu HOBiI a0 MoxaudikoBaHi TWnHM arak. Tomy iHTerpamis texHojorid LI € mepcrekTHBHUM HampsMOM IS
MiIBUIIEHHS aJalTUBHOCTI CUCTEMH Ta 3MEHIIECHHS KUIbKOCTI XHOHOMO3UTUBHUX CIIPAIIIOBAHb.

Mera gociimkenHsi. MeTow po6Gotu Oyna oriHka epeKTHBHICTh Bimkpuroi cucremu IDS Suricata y mBox koHpiryparisx:
CTaHIAPTHOMY PEXHMi 3 BUKOPHUCTAHHSM CHTHATYpPHOTO BHSBICHHS Ta y Moau(ikoBaHIH Bepcii, JOMOBHEHIH MOIyJeM
MalIMHHOTO HaBUaHHS. 3aBIaHHSAM OyJa0 BH3HA4YMTH, SK caMe 3actocyBanHs Il BruiMBae Ha TOYHICTH BUSBICHHS, dac
pearyBaHHs Ta JOCTOBIPHICTh CHOBIIICHb 3a pI3HHMX CLeHapiiB kibeparak, 3okpema D0S Ta brute-force. Excrmepument
MPOBOJMBCS Y BipTyasli30BaHOMY CEpEIOBHILI, IO CKIIaaaioch 3 Tppox By3iis: Kali Linux (3momucHuk), Windows 10 (uinboBa
MmanmHa) Ta Suricata (cucrema MOHITOPUHTY).

Metonu aocaigmeHHs. 3aCTOCOBAaHO METOAM CTATUCTUYHOTO MOJECTIOBAHHS Ta MOPIBHAIBHOTO aHami3y. Y 0a30Biil Bepcii
Suricata BHKOpHCTOBYBasa JIMIE 3a3[ajerifb BU3HAYCHI MpaBuia, Toai sk y Bapianti 3 Il aHamiTHYHUEA MOIYIH i3
3acTOCyBaHHsAM anropurmy Random Forest oGpo6usie skypHauu MOl Uit Kiacu@ikaiii MepeskeBoi akTHBHOCTI. Mojenb
HaBYAJIaCh HA PO3MIYCHUX HaOOpax AaHMX, 10 MICTHIIM HOPMaJIBHHUN Ta MIKiAIUBUHN Tpadik, i3 BUKOPUCTAHHAM CTaTHCTUYHUX
1 IPOTOKOJIBHUX O3HaK.

PesyabTaT. AHa3 nokasas, mo Ga3oBa Bepcis Suricata 3abe3meuna piBeHb BusBIeHHS 87—-92% i TounicTh 80-85%, npu
IFOMY TeHEepyBaJla HAJJIMIIKOBY KUTBKICTh croOBilieHb mix yac DoS-arak. [licnsa imterpamii Il kinbKicTh CHOBilICHB
3MEHIIMIACS OLTBII HiX YTPHUUi, piBEHb BUABJICHHS 3pic 10 93-96%, a TouHicTh — 10 90—94%. Cepenniit yac pearyBaHHs
ckopotuBcs 10 1-1,5 cexynau.

BucHoBku. [HTErparist afropuTMiB MAaIIMHHOTO HABYAHHS 10 MoxkiuBocteit IDS Suricata cyrreBo miaBuiiia eGeKTUBHICTD ii
pOOOTH, 3MEHIIMIIA KiTBKICTh XHOHHUX CIIPAllbOBYBAHb i IMOKpAIIWIa 3aTHICTh CHCTEMH aIaliTyBaTUCh A0 HOBUX KiOep3arpos.
OTpumMaHi pe3yIbTaTH MiATBEPIKYIOTh, IO MOEAHAHHS CUTHATYPHOTO MiAXOY 3 aHAITHKOIO Ha ocHOBI [11] 3a0e3meuye Oibn
HaJIiHHAH] 1 pO3YMHUI MiAXiA A0 cydacHOI MepekeBoi Oe3meKH.

Knrouosi cnosa: xibepbesnexa, cucmema GUSGLEHHS 6MOPSHEHb, WIMYHHULL IHmMeniekm, mawunHe Hasyanns, Suricata,
CMAMUCMuYHULl ananis, NOPIGHAIbHUL AHAI3.

Hagiiwna y nepui pegakuii 11.08.2025, B octanHii - 15.09.2025.
The first version has been received on 11.08.2025, the final version — on 15.09.2025.
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UML-opienToBana indopmaniiiHa TeXHOJIOTIA ISl HeePEePBHUX 3a/1a4
MaKCHUMAJIbHOI0 MOKPUTTS 3 00’ €KTaMU J0BIJIbHOI hopMu

AKTyaJabHicTh. HenepepBHi 3a1a4i MaKCHMAaJIBHOTO MOKPUTTS 3 00’ €KTaMH JTOBUTHBHOT ()OPMH BiJirparOTh BaKIUBY POJb Y
reoiHpOpMAIIfHUX CHCTeMaX, MOHITOPHHTOBHUX IIaT(OPMaXx, JIOTICTUYHUX CepBicax, CHCTeMaxX Oe3MeKH, aHali31 MPOCTOPOBUX
JAaHMX Ta PIIEHHAX MIATPHUMKU NPUHHATTS PillleHb. 3pOCTaHHA OOCSTIB IaHHUX, JMHAMIYHICTh CEPEJOBHUII i BUCOKA CKIIATHICTh
Mojeneld moTpeOyroTh CTBOpPEHHS (OpMali3oBaHHWX, MOAYJIBHHX 1 MacmTaboBaHUX iH(popMmamiiHuX TexHosoriii. UML, ax
CTaHAAPT MOJCTIOBAaHHS, I03BOJISIE (HOPMAJIBHO OIMCATH APXITEKTYpYy HpPOTpaMHHX pillleHb, 3a0e3Neuyrour HaIiiHICTb,
MOBTOPIOBAHICTH Ta MIPO30PICTh MPOTPAaMHOI peaizarii.

Merta. Po3pobutn UML-opieHToBany iH)OopMaILiiHy TEXHOJIOTIIO PO3B’I3aHHs HElIEPEepBHUX 3384 MAKCUMAJILHOTO TIOKPUTTS,
IO BKJIIOYAE apXiTEeKTypHY MOJeib, CTPYKTYpy HaHUX, iH(popMamiiiHi moToku, (yHKIioHaTbHI KommnoHeHTH Ta UML-
crenudikaiii MOIYIB A peasizallii CHCTEM MOKPHUTTS.

Metonu nociigKeHHs. 3aCTOCOBAHO METOAM 00’ €KTHO-OPIEHTOBAHOTO Ta CTPYKTYpHOTO MozaemoBaHHst, UML-niarpamyBanss
(Use Case, Class, Activity, Sequence, Component, Composite Structure, State Machine, Deployment), MeTou apXiTeKTypHOTO
MPOEKTYBAaHHS, MPUHIMIN MOIYJIBHOCTI, iHBEpCii 3aleXHOCTEH, KOMIIOHEHTHOI NEKOMIIO3UIi Ta MigXOOu OO MOOYZOBH
MacmTaboBaHUX iIHPOPMAIIIIHUX CHCTEM.

PesyasTatn. [To6ynoBano nmosny UML-cnenudikanito apxiTekTypy iHpopMamiifHoi TeXHOJIOTIi 11 3a1a4 MaKCHMaJIbHOTO
MOKPUTTS: BU3HAYCHO 30BHIIIHI CIIeHapii B3a€MOIii, Ki1acH, KOMIIOHSHTH, TIOCJIIZIOBHOCTI OTEpalliii, JOTiKy MOBEIIHKH 1 CTaHiB
CHCTeMH, 1HQPACTPYKTYpHI 3B’SI3KU Ta CTPYKTYpy po3ropraHHs. CHopMOBaHO iHTEIpOBaHY TPHUPIBHEBY apXiTeKTypy (piBeHb
Hpe/ICTaBICHHS, TIPUKJIAHOI JIOTIKHU, faHuX). OmicaHo NpuHIHUIY (GOPMYBaHHS MOYJIB IPOCTOPOBOT aHAIITHKY, ONTUMI3aIli,
00YHCIIEHHS KPHUTEPil0 MOKPHUTTS, YINPABIIHHSA CIEHApisiMH MOKPHUTTS, Bisyamizamii Ta iHTepdeiiciB manux. UML-monemni
3a0e31euyioTh opMalnizoBaHy CTPYKTYpPY, IO J03BOJISIE pO3poOIATH MacmTaboBaHi i BinTBOproBaHi IT-pimmeHHs s 3amaq
MOKPHUTTS.

BucnoBku. CtBopena iHdopMmamiiiHa TEXHOJOTIS 3a0e3ledye CTPYKTYpHY, HMOBEHIHKOBY Ta apXiTeKTypHY (opmarizariro
CHCTEMH MaKCUMaJbHOrO MOKpHUTTA. UML-opieHTOBaHE MOJETIOBAHHS JO3BOJISIE MIiJBHIIMTH MPO30PICTh apXiTEKTypH,
3MEHIINTH PU3UKH IHTErpaliiHUX IOMWJIOK, 3a0e3MeunTH MacITaOoBaHICTh | ITOBTOPHE BHUKOPHCTAHHS KOMIIOHEHTIB.
Otpumani UML-Moneni MOXyTh CIyryBaTH METOJIOJIOTIYHOIO OCHOBOIO Uil MOOynoBM iHTenekTyaidpHUX GIS-miatdopwm,
ONTHMI3aLifHUX CEpPBICiB, CHCTEM MOHITOPHHTY Ta aHAJITUYHHX PillleHb y peaJbHOMY MacuITaoi.

Kniouogi cnosa: UML, inghopmayitina mexnonozis, Maxcumanibue nOKpUmMms, apximexkmypa npoepamuux cucmem, npoCmoposi
oani, moodentoganns, onmumizayis, GIS.

SAx uuryBatm: [aBpumok €. A., KopoOumncekuit K. II. UML-opienToBana indopmariiina
TEXHOJIOTIS JIJIsl HETIEPEPBHUX 33/1a4 MAKCHMAJILHOTO MOKPUTTS 3 00’ €KTaMu JI0BUIbHOI popmu. Bichux
Xapkiscvkoeo Hayionanvroeo yHigepcumemy imeni B. H. Kapasina, cepia Mamemamuune mMoOento8anHs.
Ingpopmayiiini  mexuonoeii. Asmomamuzosani cucmemu ynpaeninus. 2025, pum. 67. C.18-34.
https://doi.org/10.26565/2304-6201-2025-67-02

How to quote: Y. Havryliuk, K. Korobchynskyi, “UML-oriented information technology for
continuous maximum coverage problems with arbitrary-shaped objects”, Bulletin of V. N. Karazin
Kharkiv National University, series Mathematical modelling. Information technology. Automated control
systems, vol. 67, pp. 18-34, 2025. https://doi.org/10.26565/2304-6201-2025-67-02 [in Ukrainian]

Beryn

3agadi MaKCUMAaJbHOTO TOKPHUTTS BiJirpaioTh KIIOYOBY POJIb Y LIMPOKOMY CHEKTpi Cy4acHHX
iHpopMaLiHHIX TeXHONIOTIH. [0 THITOBUX 3aCTOCYBaHb HAJICKATh ONTUMI3allisl PO3MIIIICHHSI CEHCOPIB Y
MOHITOPHHIOBUX CHCTeMaX, M00yaoBa iHQPACTPYKTYpHUX 00 €KTiB (MEOUYHHUX, TPAaHCIIOPTHHX,
CEepBICHUX), ONTHMi3alis poOoTH OE3MUIOTHUX amapariB, MPOEKTYBAaHHsS CHUCTEM BiE€OCIOCTEPEIKEHHS,
IJTaHyBaHHS PECYPCIB Ta aHalli3 MpocTopoBuX naHux y GIS-cuctemax. He3paxkarouu Ha BEIMKY KUIBKICTh
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poOiIT, IPUCBIYCHUX MATEMATHYHUM METOJIaM PO3B’s3aHHS MOMIOHUX 3a1ad, MTUTAHHS MMPOCKTYyBaHHS
iHhOpMaLIHHIX TEXHOJIOTiH, apXiTeKTypHHX MOZENeld i MpOrpaMHHUX CHCTEM, 3AaTHUX HPaKTHYHO
MaciTadyBaTH TakKi pillleHHs, 3aIMIIAI0THCSl HEJJOCTATHLO BUCBITICHUMH.

CrtBopeHHs iH(MOPMAIIHHOI TEXHONOTiI OXOIUTIOE aNTOPUTMIYHI, apXiTeKTypHi, IHKEHEpHi Ta
IHTETpariifHi acmeKTH, 10 BUMarae 3aCTOCYBaHHS CTaHAAPTHU30BAHHMX METOJIB MozemoBaHHA. Cepen
HUX ocobmnuBe Micue 3aiimae UML-MonentoBanHs Sk yHiBepcaIbHUHN 3aci0 MPOEKTYBaHHS MIPOTPaMHUX
cucteM. Ha Binminy Bix matematnuanx dopmanizamiii, UML no3Bosse popmanbHO OMcaTH CTPYKTYPY,
MOBEIHKY, KOMIIOHEHTH Ta CIIeHapii B3aeMomii y BUTIJISAI CTAaHOAPTHU30BAaHUX Jiarpam, IO 3HAYHO
MiBUIIYE HAAIMHICTD 1 Iepe10auyBaHiCTh MPOIIECy PO3POOKH.

Y poOoTi 3amponmoHOBaHO KOMIUIEKCHY iH(OpMaliiiHy TEXHOJOTII0 PO3B’sI3aHHSA  3a/4ad
MaKCHMAaJBHOTO TTOKPHTTS, IKa 0a3y€ThCS HA apXiTEKTypi MOIYIHHOTO THITY, (POPMATBHO 3MOEIIFOBaHA
3a gonomoroto UML, miaTpumye iHTerpauito MpoCTOPOBUX JaHHUX, MICTHTH CIIELialli30BaHUNA MOAYJb
ONTUMI3allii, BKIIOYAE IHTENEKTYaIbHI MEXaHi3MU KEpyBaHHS Ta aHaji3y. 3alpONoHOBaHa TEXHOJIOTiS
Moske OyTH BUKOPHCTaHA SIK OCHOBA JUISI CTBOPEHHSI MpakTHYHUX [ T-pitnens y chepax TereKoMyHiKallii,
JIOTICTHKH, MICHKOTO TUIAHYBaHHS, BIHCPKOBOI aHANITHKH, KiOEepOe3IeKy Ta iH.

Orasa ny6aikauniii 3 TeMATUKK T0CTiIKEHHS.

Po3poOnenns iHpopMamiiHUX TEXHOJOTIN M 3aJad MaKCHMAalbHOTO TIOKPHUTTS TepeOyBae Ha
MEPEeTHHI TPOTPaMHOI iHXKeHepii, reoiHpopMaifHUX CHCTEM Ta ONTHUMI3ANIMHOTO MOAETIOBAaHHS. Y
MporpaMHiil iHXeHepii OCHOBY AJisi TOOYJOBU apXiTEeKTYpHUX MOJIENICH CTaHOBIATH (yHAaMEHTaIbHI
poOOTH 3 TMPOCKTYBaHHS MPOTPAMHUX CHUCTEM. Y KIACHYHUX JpKepenax [1-3] ommcaHO NpPUHIUIM
MOJYIIBHOCTI, 1HBEpCii 3aJle)KHOCTeH, abcTpakiii Ta GaraToeTamHol apXiTeKTYpHOI JEKOMITO3HIIii, 10
dbopMyrOTh 0a3y I CTBOpeHHS MaciitaboBaHux IT-pimeHb. MeToau apXiTEKTypHOTO OU3aiiHy Ta
MPOEKTYBAHHSI BHCOKOPIBHEBMX KOMIIOHEHTIB, IO BHUKOPUCTOBYIOTHCS y PO3MOAUICHUX CHCTEMaXx,
BUKIIAZICHO B CYYaCHUX TpaIfiX 3 apXiTeKTypu IMporpaMmHoro 3abe3meueHHS [4—6], sKi BU3HAYAIOTH
pEeKOMEHAIl 00 CTPYKTypH3allili KOMIOHEHTIB, CIIEHApiiB B3aeMOIii Ta yHpaBIiHHS CKJIATHICTIO
CHUCTEM.

UML sik Mi>KHApOHUN CTaHIaPT MOJCIIOBaHHs, peryiameHToBaHui OMG, Bizirpae 1ieHTpaJIbHY POJIb
y ¢dopMaizarii mporpaMHUX CHUCTeM. Y 0a30BHX Ta MpUKIaAHUX poboTtax [7—10] merampHO omwicaHO
HoTamii cTpykrypHux (Class, Component, Deployment), moBeainkoBux (Activity, State Machine,
Sequence) Ta inTerpaniinux (Composite Structure, Use Case) niarpam, mo 3a0e31meuytoTh MOXKIUBICTh
yHidikoBaHoro omwmcy apxitekrypu IT-pimens. Lli mxepena GopMyrOTh METOMOIOTIYHY OCHOBY IS
MOJIETFOBaHHS 1HPOPMAIIHHUX TEXHOJIOTIH, TOAIOHUX JI0 Ti€l, 0 PO3TIIAIAETHCA Yy Il CTATTI.

CyuacHi migxoau N0 poOOTH 3 TPOCTOPOBUMH JaHUMH Ta TeoiHPOPMALiiHUMH CUCTEMaMH
MIpeJICTaBlIeHI y PyHIaMeHTaIbHUX Kepenax [11, 12], ne HaBeeHO MPUHITUIN aHAJi3y T€OMETPUIHUX
00’exTiB, iHAEKcallii, orepamii HaJ TeOMETPUYHUMHU (OpMaMH Ta METOIIB OOYHCICHHS METPHYHUX
XapaKTePUCTUK MPOCTOpoBUX objactei. Lli pobotu € 0a30BUMHU Ul MIJCUCTEMH IMPOCTOPOBOL
aHAJIITHUKH, 1110 € YaCTUHOIO 3aMPOIOHOBAaHOT iHPOPMAIIIHHOT TEXHOJIOTI.

AnTOpUTMIYHI Ta MPUKIIAHI ACTIEKTH 33]1a4 OKPUTTS MIPEICTaBICHI B iIHTEHCUBHO PO3BUHEHIH TpyIi
poOiIT 3 onTUMI3allii, MyJbTUMOJAIILHUX MOJEJCH Ta eBpUCTUYHUX MeTOoiB. PoGotu [13—15] MicTaTh
3arajibHi MiIXOJH J0 ONTHUMI3allil MOKPUTTS Ta HU3KY KOHKPETHHUX AITOPUTMIYHHMX TEXHIK, 30Kpema
rpafi€eHTHI Ta KOMOIHATOpHI MeTOIH. Y cHCTEMax Po3MoAiIeH0i 0OPOOKH MPOCTOPOBUX AAHUX HIMPOKO
3aCTOCOBYIOTBCSl ~ apXiTEKTypH BHCOKOIPOAYKTHBHHX oOumcineHb [16, 17], mo H0O3BOJNAIOTH
MacmTadyBaTH OOYMCIICHHsI JJsl BEIMKHX TEOMETPUYHMX oOJlacTeld Ta CKIaJHUX KOHQIryparii
MOKPUTTSL.

bnok mocnimkeHb, OB’ A3aHUI 3 MATEMaTUYHUM MOJEIIIOBaHHIM 33724 MaKCUMAaIbHOTO HOKPHTTS,
chopMyBaB OKpeMy HayKoBy JiHil0. Y poOorax [18—20] mnpejacraBieHO MaTeMaTH4yHI MOJENI
HEIEPEPBHOIO0 MAaKCHMAaJIbHOIO IMOKPHUTITSA 3 JIOBLIBHOK (POPMOIO 00JIacTei, METOIM ONTHMI3alii Ta
JOCIIDKEHHSI BIACTUBOCTEH OTpUMaHUX ONTUMANbHUX KoH(irypauiil. Lli mpaui popMytoTs TeOpeTHUHY
OCHOBY, Ha sKiii 0a3yeTbCsi (DYHKIIOHAJBHICTH ONTHUMI3ALIMHOTO MOMYJSA 3almpOIOHOBAHOI
iH(pOpMaIliHOT TEXHOIIOTII.

OxkpeMy MArpyny CTaHOBISATH JOCIIIKEHHS, MPHUCBSYEHI 3aCTOCYBAHHIO MporpaMHuX 0i0miorek
00YMCITIOBATIBHOT TeOMeTpil Al MpakTH4YHO! peanizamii 3agad MOKpuUTTsS. Y myOmikamiax [21, 22]
JIeTajJbHO OIMCAHO BUKOpHCTaHHs Oi0miorexu Shapely mist MopenroBaHHs, 00’ €JHAHHS, IIEPETUHY Ta
METPUYHHX OI[IHOK TeOMeTpUIHUX obnacreit. [1i poOoTH MaroTh pUKIaHe 3HAYCHHS JUTst GOpMYBaHHSI
MiICHCTEMH TeOMETPUYHHUX Onepalii Hamoi iHpopMaiitHOT TeXHOJIOT1].
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VY npakTHYHO OPiIEHTOBAHMX 3aa4aX HOKPUTTS MIMPOKO BUKOPHCTOBYIOTHCS METOIH IIPOTHO3YBAHHS,
AHAJIITHKH Ta 3aCTOCYBaHHs MOKPUTTS B pealibHUX cepBicax. Taki aciekTH BUCBITIIEHO y poboTi [23], ne
ONTUMI3allisi PO3MillIeHHs MOOITBHUX CEpBICIB IHTETPYETHCS 3 MPOTHO3HUMU MOJCTSIMH y KPH30BUX
cueHapisx. Lle akTyanizye BUKOpUCTaHHS MMOKPHUTTS B 337a4aX TUIAHYBaHHS, JIOTICTUKH Ta MOHITOPHUHTY.

OctanHs Tpyla JpKepenl IIOB’si3aHa 3 HAIIMHICTIO CEHCOPHHUX Mepex 1 TIOpUAHUX CcHCcTeM
MOHITOPHHTY, fKi TaKoK 0a3yloThCs Ha MpUHOMNAX MOKpUTT. HocmimkenHs [24, 25] po3risgaroTh
apxiTeKTypy Ta HaIIWHICTH KOH(Irypariii CEHCOPHHMX MEpeX I EKOJOTIYHOTO Ta KPHU30BOTO
MOHITOPHHTY. BOHH JeMOHCTPYIOTb, IO 3a7adi MOKPUTTS € KJIIOYOBUMH He JIUIIE B ONTUMI3aIlii, ajie i B
3a0e3MeYeHH] CTIHKOCTI CHCTEM.

TakuM 4YUMHOM, OTJISIA JITEpaTypH MOKa3ye, M0 X0Ya MaTeMaTH4Hi, alTOPUTMIi4HI Ta TE€OMETPUYHI
aCIeKTH 3a/la4 MaKCHMAIBHOTO TOKPHUTTSA JOCHIDKEeHI JOCHUTHh IIMPOKO, ApXITeKTYpHI pillleHHS,
noOyznoBani Ha UML-MozentoBanHi, IpakTHYHO HE MpezcTaBieHi. Lle Bu3Hauae HayKOBYy HOBH3HY Ta
NPaKTUYHY 3HAYYIIICTh 3allPONOHOBaHOI iH(pOpPMaIifHOT TEXHOMOT].

PopMaIbHA MOCTAHOBKA HelepepBHOI 3a1a4i MAKCHMAJILHOTO MOKPUTTS.

V 3aragpHOMY BUIIISAZI HETIEpepBHA 3a7a4a MAKCUMAIBHOTO IMTOKPHUTTS MOJIATAE Y 3HAXODKEHHI
Takoi KOH(]Iryparii reoMeTpUIHUX 00’ €KTIB (areHTIB), sika 3a0e3euye MaKCUMalIbHE MMOKPUTTS 3aaHO01
o0macTi Mpu BUKOHAHHI MIEBHOT CHCTEMHU OOMEKEHB Ha PO3TAIlyBaHHS MOKPHUBaOYUX 00’ EKTIB.

Hexait:

2 . . .
QQ c R”— xommakTHa 06;1aCTH MOKPUTTS (IOBLIBHA BUMiIpHA MHOKHHA);
N — KiABKICTh TOKPUBAIOYNX 00’ €KTIB;

{S,....,S,} - Habip KOMIAKTHHUX MOKPUBAIOYNX 00’ €KTIB (areHTiB) NJOBLILHOT GOPMH;
P, = (X, Y,) — KoopauHaTH TpaHcALii 06’ ekTa S, ;
6, — xyt noBopoty 06’exta S;;

A(6,) — marpuwst moBopory;

S/ (p,,0)=A(8)S, + p, — TpanchopmoBanmii 06’ eKT;
K — kimbkicTh 3a60poHEHHX 30H Z, j=1..,K ans xoopaunar p, =(X,y,),i=1..,n.

[otpi6Ho 3naiitu Taki (P, 6, ..., P,,6,), 106 MaKCHMI3yBaTH IUIOLLY MOKPUTTs obacti € :
n
F (P, 6. 0, 6) =area @NUS/ (p, 4) | > max (1)
3a YyMOBHU
k
peUZ,,i=1..,n.
)

OOuncnennss 3HaueHHS ¢yHKUOIl (1) € HETpUBIaJBHOIO T'€OMETPUYHOIO ormepalieo. Y poloTi
nepea0avaeTbCs BAKOPUCTAHHS 11’ ITH MIJAXO/IB, KOXKEH 13 SIKUX MA€ BJIACHUN KOMITPOMIC MIX TOYHICTIO
Ta MBUJKICTIO:

e Cimxosuti memoo (Monme—Kapno) - Oniinka MOKPUTTS 32 YaCTKOIO TOUOK, 1110 MTOTPAITMIIN Y 00JacTh
HNOKPUTTA. ['apaHTye yHIBepCalIbHICTH Ta BUCOKY MIBHAKOIIO, alleé MA€ CTOXAaCTHYHY MOXHOKY
O@/N).

o  Memoo noositinux nepemunie (obmedxcenuii Inclusion—EXclusion) - YpaxoBye miorii mOOJHMHOKUX
00’€KTiB Ta MOMapHi MepeTHHU. J[J1st KpyTiB Ta eNiIciB A0CcTymHi TO4YHI (hopMynH. IFHOpYye nepeTHHn
TPETHOTO NOPSAKY 1 BUILE.

o Touni ceomempuuni obuucnenns (Shapely/sympy.geometry) - Jlac aHaXITUYHO TOYHHU Pe3yJbTaT i
JI03BOJISIE TIPAITIOBATH 3 06’ €KTaMu 10BinbHOT (popmur. Hemomnik — kBaapatuasa ckmaguicts) O(N?)
HENPHUIATHICTh HAa PaHHIX eTanax OnTHMizalii.

o Memoo mpuanzynayii obnacmi nokpumms - Po3éurts obmacti Q C R® Ha TPUKYTHHKH 3 TOYHHM
00YHCIIEHHSIM MTEpETHHIB. BUCOKa TOYHICTh, HU3bKA MIBHJIKICTb.

o  Memoo obmedsicysanvhux pamok (bounding boxes) - JIyxe MBUIKHAN TPYOU METO ISt TIOTIEPETHIX
OIIIHOK Ha CTaPTOBHUX ITEPALisIX ONTHUMI3aIlil.
3 mpakTHYHOI TOYKH 30pYy TEXHOJIOTiS IMOBHHHA [O3BOJSTH JUHAMIYHO IIEPEMUKATH METOIH

00YHCITeHHS TIIOIII 3aJIe)KHO BiJl €Tary ONTHMI3allii, CKIIaHOCTI KOHQITyparlii Ta moTpiOHOi TOYHOCTI.
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3a3HaunMo, 110 ONTHMI3aliiHa 3a1a4a (1) € HemiHiitHO0, 6araTOBUMIPHOIO, 0araToeKCTPEMalIbHOO,
3 TEOMETPUYHUMH oO4HciIeHHsAIMH BcepenuHi QyHkmii. Tomy ans i po3BS3yBaHHS 3aCTOCOBYIOTHCS
CTIMKI miaxoau rinobanpHOI onTHMI3aLii: MeTo mTpadHuX QyHKIiH A7 BpaxyBaHHSI OOMEXEHb; pOHOBI
anroputmu (PSO, ACO, FA Tomo); rerernuni anroputmu (GA); memernaHi anroputmu (hybrid GA +
JIOKaJIbHUH mmonnyK); tokasabHi Metoau (Nelder—Mead, Powell, Quasi-Newton) y KoMOiHOBaHHX CXeMax.

VY NOpakTUYHUX 3aCTOCYBaHHSX OCOOJNMBO BAaXKIMBO 3a0€3MEUMTH: Mepexi] BiJ MIBUAKHX TIPyOHX
METOMIB IUIONII JO TOYHWUX IIOBUTLHUX METOAIB Ha (IHAIBHHMX €Tamax; auallTallifo IapamMeTpiB
ANTOPUTMIB 3aJI€KHO BiX MOTOYHOI KOH(pIryparii; CTIHKICTh JO CKIagHOI TeoMmeTpii (HempaBWIIbHI
MOJIITOHU, 0araToYMcellbHI IEPETUHH, BY3bKi 3a00pOHEHI 30HH ).

[onpu HasiBHICTh 3HAYHOI KUTBKOCTI MyOIIKAIliil 1010 METOMIB ONTHUMI3allii, OUIBIIICTh i3 HUX HE
omHCyIOTh apxiTekTypy 113 must peamizamii Takux Mozenei, He MPOMOHYIOTH IMUTICHUX TEXHOJOTTYHUX
KOHBEEPiB, HE BPAaXOBYIOTH pi3HI MeTOAW OOYMCIEHHs IUIOUIl Ta IMEPEeMUKaHHS MDK HHMH, He
(dbopMani3yloTh CTPYKTYpU JaHMX 1 MOAyNi cucrteMH, He omnucyrorb UML-moneni, HeoOXimHi s
MIPaKTUIHOI peami3artii.

VY 3B’s3Ky 3 UM y JaHiil cTaTTi OCHOBHA yBara mpuAiIsLeTscs: po3podnenato UML-opieHToBaHOi
iH(popMaLifHOT TeXHOJOTIi, sfika (opMmalizye MPeACTaBICHHS T€OMETPUYHUX 00’ €KTIB Pi3HUX THIIB,
IHTETpaIifo MEeTOMiB OOYHMCIEHHS TIOKPHUTOI IUION[, KEPyBaHHS pOWOBHUMH, TE€HETHUYHHMH Ta
MEMETHYHUMH OINTUMI3aTOpaMu, WIATPUMKY MacimTaboBaHOI Ta PO3MIMPIOBAHOI apXiTEKTYpH,
MOJKJIUBICTB 3acTOCyBaHb Y GIS, MOHITOPHHTY, JIOTICTUL Ta CHCTEMAax OE3MEKH.

ApxiTekTypa indopmaniliHoi TeXHOI0Tii pO3B’A3aHHS 3a1a4 MAKCHMAJIBHOT0 MOKPUTTS.

[HpopMariitHa TeXHOIOTIS PO3B’ A3aHHS HEMEPEPBHUX 337129 MAKCUMAIBHOTO TIOKPUTTA 3 00’ €KTaMu
JIOBibHOT (opMu Mae OyTH Opi€eHTOBaHAa Ha MIATPUMKY TIOBHOTO ILHKIY: Bif (QOpMYITIOBaHHS
MaTeMaTH4YHOI MMOCTAaHOBKU JI0 OTPUMAaHHS BEepHU(IKOBAHOTO DIllICHHS, NPUAATHOTO IJisi MIPAKTUIHOTO
BukopuctanHus y I'IC-cucremax, cucteMax MOHITOPHHTY Ta IMiITPUMKH IPUHHATTS PIillICHb.

Ha ocHOBiI mocTaHOBKHM 3a/avi, HaBeAEHOI y TOMEpPEeIHROMY pO3AuT, iH(opMaIlifHa TEXHOJIOTiA
MMOBUHHA 320€3MeUyBaTH:

e 3aBaHTaKEGHHS, 30epiraHHsd Ta TOMEpeaHI0 O0pOoOKY MPOCTOPOBHX JIaHHUX (OONACTh MOKPHUTTS,
3a00pOHEHI 30HH, MOYATKOBI pO3TAlTyBaHHS MOKPUBAIOYHX 00’ €KTIB);

e TIATPUMKY PI3HHX THUIIB I'€OMETPUYHHX OO0 €KTIB Ui OOJIACTi, TIOKPHBAIOYUX OO0’ €KTIB Ta 30H
3a00poHH (0araToOKyTHHUKH, KOJIa, eJTICH i 1HII KOMIO3UTHI (irypn);

e KOH(}ITypoBaHI OOMEKEHHS Ha PO3TAIIyBaHHS MOKPHUBAIOUUX 00’€KTIB (T€OMETPUYHI OOMEKEHHS,
3a00pOHEHI 30HN);

® HAABHICTH MOAYJISI OOYHMCIEHHS KPHUTEPII0 TOKPUTTS, SKUH MiITPUMYE IIOHAHMEHIIe METOAH
OIIIHFOBaHHS TUIONII MOKpUTOi YacTuHH oOnacti (MonTe-Kapno-ciTkoBuii, oOMeXeHe BKIFOUEHHSI—
BUKITIOUEHHsI,  OiONIOTeKH  OOYMCIIOBANBHOI ~ TEOMETpii,  TPHUAHTYJNAIIS,  almpoOKCHMAITis
00MeXyBaJIbHUMH PaMKaMH);

e QJANTHUBHUI BHOIp METOAY OOYMCICHHS MOKPHUTTS 3aJIe)KHO BiJi €Tamy ONTUMI3alii, po3MipHOCTI
3a/1a4i Ta JOCTYITHUX 00YHNCIIOBATHLHIUX PECypCiB;

e YHIBEpCAIbHUH ONTHUMIi3aliiHANA MOAYIb, SIKHH MIATPUMYE SIK TII00albHI METAeBPUCTUKU (POHOBI
ANTOPUTMH, TEHETUYHI, MEMETHYHI aNrOpuTMH), TaK 1 JIOKaJdbHI METOAM IOKpAIICHHS
(rpamienTonoaiOHi, TokaapHUiA Tommyk, hill-climbing);

e MEXaHi3MH 3B’SI3Ky MK BHOOPOM ONTHMI3al[iifHOTO allTfOPUTMY Ta METOJIOM OOYHCIICHHS TUIOII, 10
JIO3BOJISAIOTH 3aCTOCOBYBATH IIBUKI HAOJWKEHI OI[IHKM Ha paHHIX eTanax i TOYHI OOYMCIICHHS Ha
(iHANTBHUX;

e Bi3yaiizauilo NpOMDKHHUX 1 (iHaNbHUX pillleHb, (OPMyBaHHA 3BiTiB, eKcopT pe3yibratiB y ['1C-
¢dopmaru;

e MOJYJIbHY, PO3IIUPIOBaHY Ta MacIITA0OBaHy apXiTEKTYpy 3 YiTKO BU3HAYEHUMH iHTEepdelicamH.
ApXITEeKTypa peallizyeThCsl y BUTTISAL KIACUYHOT mpupienesoi mooeri:

1. Pigenv npeocmaenenns (Presentation Layer) — tpadiunmii abo BeO-iHTepdeiic aHaliTHKa,
MOJTYJTl Bi3yaulizallil TOKPHUTTSI, 3aCO0H HAJIAIITYBaHHS 3a][adi.

2. Pigenv npuxnaonoi aoeixu (Application / Logic Layer) — mNiACHCTEMH TE€OMETPUYHOTO
MOJICIIIOBAHHSI, OLIHIOBAHHS IOKPHTTS, ONTHUMi3alii, KepyBaHHS CLEHApisiMH, aJalTUBHOIO BHOOpY
CTpaTerii.

3. Pisens danux (Data Layer) — cXOBHILE TE€OJaHUX, TIAPAMETPIB CIICHAPIiB, icTopii KOHDITrypaIlil,
JIOT'iB.
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UML-giarpamu, M0 OMUCYIOTHCS Jajli, TOCIIJOBHO PO3KPUBAIOTH IIi PiBHI 3 PI3HUX TOYOK 30DPY:
¢dynkionansHoi (Use Case), ctpykrypHoi (Class, Component, Composite Structure), moBeaiHKOBOI
(Activity, Sequence, State Machine) ta ¢isuunoi (Deployment).

Uiazpama sapianmie euxopucmanns (Use Case Diagram)

UML-niarpama BapiantiB Bukopuctanas (Puc.1) ¢opmamizye 30BHIIIHIO (YHKIIOHAIBHY
cnenudikamnito iHpopMamiiHoi TEXHOJOrii 3 TOYKM 30py KOPHCTYBayiB Ta 30BHILIHIX cucTeM. BoHa
BM3HA4ae, K 3a7adi MOKe BUKOHYBAaTH AHANITHK, AKi CEpBICH HaJa€ CHUCTeMa Ta K BiAOyBaeTbCs
iarerpamis 3 ['IC 1 o6uucmoBansHO0 iHPPACTPYKTYPOIO.

Information Technology for Maximum Coverage

UC1: Import Spatial Data
{IMnopT JaHux)

UC2: Configure Geometric Model
(HanawTysaHsa Moaeni)

T~

UC3: Select Coverage Method
(BMGip MeToy NOKPUTTA)

Extemal GIS/DB

Tl UC4: Select Optimization Algo Service
‘ . (BWBip anropuTMy OMTHM.)
<>
¥\“-‘\ "'..‘. F},
Analyst \ UC5: Run Adaptive Optimization
[AHaNITHE) (3anyck onTUMizadii)
A
UCT: Visualize Configuration ==
(Biayanizavja)
UCE: Monitor Progress
(MOHITOPHH)
. Computing
(] Cluster

Administratgr\

(AamiHicTpaTop)

UC&: Export Results
(ExcnopT)

UCS: Manage Scenarios
(KepyBaHHA cUueHapiamMu)

Puc. 1 — [iacpama sapianmis euxopucmanus UML-opicnmosanoi ingpopmayitinoi mexnonozii ons
HenepepeHux 3a0ai MAKCUMANIbHO20 ROKPUMMSL 3 00 eKmamu 008LIbHOI popmu
Use Case Diagram of the UML-oriented information technology for continuous maximum coverage problems
with arbitrary-shaped objects.

OcHOBHI aKkTOpH:

e AHaniTuK — GOPMYIIIOE 3a]1auy, OOMPAE TUITH TEOMETPUIHUX 00’ €KTIB, METOH OOUYMCIICHHS TOKPUTTS
Ta ONTUMI3allii, 3aI1ycKae 00YHMCICHHSI, aHAIII3YE PE3yJIbTaTH.

e AnmiHicTparop cHcTeMH — Kepye KOH(}irypamisMu, NpaBaMu JAOCTYIly, OOYHCIIOBAILHUMHU
pecypcamu.

o 3osuimHuii GIS/DB-cepBic — mocradae Ta TpuiiMae MpPOCTOPOBI AaHi (reoMmerpis obnacTi, 30H
3a00poHH, JOBiAKOBa iH(pacTpyKTypa).

o OOuMcIIOBaNBLHUN KJIACTEP NOKPHUTTS — BUKOHYE PECYPCOMICTKI Omeparlii 3 OIliHIOBaHHS MOKPUTTS Ta
orrruMizarii (Moxke OyTH abcTparoBaHui sIK 30BHIIIHIN cepBic).
KitrowoBi BapiaHTH BUKOPUCTaHHS:

¢ UC1 - IMnopT npocTopoBHX JaHUX (001acTb, 3a00pOHEH] 30HH, IHPPACTPYKTYpa).
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e UC2 — HamamryBaHHs reOMETPUYHOI Mozeli (BUOIp THITIB 00’ €KTiB: 0araTOKyTHHK, KOJIO, CIIIIC;
napameTpis Gopmu).

e UC3 - Bubip Metoay 004YHCIICHHS TIOKPUTTS (JOCTYIHHUX CTpaTeriii Ta ix KoMOiHaIi1).

e UC4 — Bubip anropuTmiB onTiMizaiii (poHoBi, TeHETHYHI, MEMETHYHI, JTOKATBHUI MOMIYK).

e UCS5 — 3amyck afanTHBHOT ONTHMI3aIli] (3 aBTOMATHYHHM NIEPEMHUKAHHSIM MiX TpyOUMH Ta TOUHHUMU
METOJIaMH OI[iHIOBAHHS ).

e UC6 — MoHITOpHHT Iporpecy Ta AKOCTi MOKPHUTTS (rpadiku 301KHOCTI, TOKA3HUKH SIKOCTI).

e UC7 — Bisyanizamiss koH}pirypamii MOKpUTTS (KapTa MOKPUTTS, 30HH MPOTAIWH, MOPYIICHHS
00MEKEHb).

¢ UCS8 — Excriopr pimreHs Ta 3BiTiB (KapTH, TabJHIIi, )KypHaJIH POOOTH).

e UC9 — KepyBanHus mabioHamu cIieHapiiB (30epexeHHs i MOBTOpPHE BUKOPUCTAHHS ITOCTAHOBOK
3ajaui).

Mix UC3, UC4 ta UCS5 3amarotbes 3anexnocti Tumy include/extend: BuGip MeTOMiB MOKPUTTS Ta
onTrMizaiii € 000B’I3KOBUMH €TaIlaMy Iepet 3aIyCKOM aJalTHBHOT OITHMI3allii; IeTaTi30BaHl PeXIMH
MOHITOPHHTY Ta €KCIIOPTY PEai3yIOThCS K POIIUPEHHS.

Ha pmiarpami HaBeZieHO OCHOBHHX aKTOPiB (aHAJITHK, aAMIHICTPaTOp, 30BHILIHI CEPBiCH) Ta KIIOUOBI
BapiaHTH BUKOPWCTAHHS, BKIIOYAIOYN BHOIp TEOMETPUYHOI MOJIEINi, METOMIB OOUYHCIICHHS MTOKPUTTS Ta
ANTOPUTMIB ONITUMI3aIlii.

Miazpama knacie (Class Diagram)

UML-giarpama knaciB (Puc.2) 3amae craTuuHy CTpyKTYypy iH(POpMALiiHOT TEXHOJOTii: CYTHOCTI
mpenaMeTHoi oOmacti, ix atpuOyTw, Meroam Ta 3B’s3kd. Jnsg Hamol 3amadi BUAUIEHO YOTHPH
B3a€MOIIOB’S3aH1 MiJICHCTEMH: T€OMETPHYHY, IMiJICHCTEMY OI[IHIOBaHHS MOKPHUTTS, ONTHMIi3alliliHy Ta
1HPPaCTPYKTYpHY.

T'eomempuuna niocucmema BiIOBiNa€ 3a MpeACTaBICHHS 001aCTi MOKPUTTS, IIOKPUBAIOYHUX 00’ EKTIB
Ta 30H 3a00pOHY 3 BUKOPHCTAHHIM PI3HHUX THITIB TeoMeTpii. OCHOBHI KJIacH:

o AbstractGeometry — abctpakTHuE 6a30BHit KiIac T TEOMETPUUHUX 00’ €KTIB.

Atpubytu: id, geometryType.

Metomu: area(), contains(point), intersect(another), transform(transformParams).

e Region (maciigye AbstractGeometry) — o6macts mokpurts Q < R?.

Atpubytu: boundary : GeometryShape, holes : List<GeometryShape>.

Mertonu: clip(geom), toPolygonal Approx().
¢ ForbiddenRegion (macnigye AbstractGeometry) — 3a00poHeHi 30HH.

ATtpubyTtu: severityLevel, penaltyWeight.

Metoau: violatedBy(configuration).

e CoverageObject (Hacmigye AbstractGeometry) — MOKpUBarO4Mii 00’ €KT.

Atpubytu: shapeType (polygon/circle/ellipse), baseShape : GeometryShape, orientation, params.

Metoau: placeAt(position, orientation), getFootprint().

e PolygonShape, CircleShape, EllipseShape — xoukpeTHi knacu hopm, 110 iHKANCYTI0I0Th TapaMeTPH
(BepmuHM, pajiyc, MBOCI TOIMIO) Ta Peali3yIOTh CIeiaTi30BaHi MeTOIN 00UYHCISHHS IO,
MIEPETHHIB TOMIO (Y4aCTO Yepe3 TeOMETPUYIHY 0i0IIi0TeKYy).

ITiocucmema oyiniosanus noOKpumms peaizye MeToiu OOUNCICHHS TUIONII MOKPUTOT YaCTHHU
obnacri, opraHizoBaHuX 3a mabiaonom Strategy.

o CoverageEstimator — inrepdeiic (abo abcTpakTHHIA KI1ac).

Meronu:

estimateCoverage(region : Region, objects : List<CoverageObject>) : CoverageResult.

o MonteCarloEstimator — ciTkoBHiT/MOHTE-KapJIO METO/I.

AtpubyTr: numSamples, samplingScheme.

Oco0IMBOCTI: 3aCTOCOBYETHCS HAa PaHHIX eTanax ONTHMI3allli K IBUAKHA HAOJMKEHUH METO/.

o PairwiselnclusionExclusionEstimator — meTox 3 ypaxyBaHHSIM MOJBIHHUX ITEPETHHIB.

ATtpubyTn: maxPairs, useCircleIntersectionFormula.

[ligxoauTh JAJis 33124 3 IEPEBAXKHO KPYTOBUMU/CTIITUIHUMU 00’ EKTAMH.

o GeometryLibraryEstimator — Toune o04HcieHHs yepe3 6i0Ii0TeKy 00UNCITIOBAIBHOT TeOMETPil
(nampuknan, Shapely).

ATtpubyTH: tolerance, backendType.

BukopurcToByeThcst Ha (piHANBHUX €Tarax, KOJH KPUTHYHA BUCOKA TOYHICTB.
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e TriangulationEstimator — meTox Ha OCHOBI TpHAHTYIIALT 0OJIACTI.
Atpubytu: numTriangles, refinementLevel.

3aCTOCOBYETHCS IS CKITaAHUX opM obacti Q C R?, Ko/ moTpibHa eTanbHa JTOKaIbHA OLIHKA.
o BoundingBoxEstimator — mBuKka rpy6a oliHka 4epe3 00OMeXyBalbHI paMKH.

BuxopucToByeThCs SK JOMOMIKHAN METOJ TS IEPBUHHOTO BiOOPY KOHMITYpamii.
o CoverageResult — pe3ynbrar OIiHIOBaHHSI.

Atpubytu: coveredArea, coverageRatio, uncoveredRatio, penaltyValue.

Mertonu: isFeasible(), toReportMetrics().

Onmumizayitina niocucmema Kepye mpoIecoM MoIyKy KoH(Iiryparii, 1o MaKCuMi3ye OKPUTTS, 3
ypaxyBaHHSIM oOMexeHb. OCHOBHI KJ1acu:
o Configuration — koHirypaliis HOKpUBarOUMX 00’ €KTIB.
Atpubytu: objects : List<CoverageObject>, decisionVector, coverageResult, metalnfo.
Mertoau: evaluate(estimator), isFeasible().
o ProblemDefinition — mocranoBka 3anaui.
ATpubytu: region : Region, forbiddenRegions : List<ForbiddenRegion>,
numObijects, allowedShapeTypes, constraints.
Metomu: generatelnitialConfiguration(), repairConfiguration().
o OptimizationAlgorithm — aGctpaktauii 6a30Buit Kiac.
Meronu: initialize(problem), iterate(), getBestSolution().
o PSOAlIlgorithm, GAAIlgorithm, MemeticAlgorithm, LocalSearchAlgorithm, HybridAlgorithm —
KOHKPETHI peajtizaliii.
KoskeH kimac BUKOPHCTOBYE Pi3HI CXeMU reHepariii, BiI00py Ta JIOKAITBHOTO MOKPAIeHHS
KOH(ITypaIii.
o CoverageStrategyManager — kepyBaHHs BUOOPOM METO/Y OLIIHIOBaHHS ITOKPUTTSL.
Atpubytu: currentEstimator, coarseEstimatorList, preciseEstimatorList, switchCriteria.
Mertomu: selectEstimator(iteration, stagnationLevel, problemSize).
e OptimizationEngine — daca mist 3amycKy OnTHMI3AIII.
ATtpubytu: algorithm : OptimizationAlgorithm,
strategyManager : CoverageStrategyManager,
penaltyManager : PenaltyManager,
history : OptimizationHistory.
Mertomu: run(problemDefinition), step(), refineBestSolution().
e PenaltyManager — peanisye mtpadHi GpyHKIii 11t oOMexeHb (3a00pOHeH] 30HH, JIIMITH KUTBKOCTI
00’€KTiB, MiHIMAJIbHI BiJICTaH1).
Metoau: computePenalty(configuration), updatePenaltyCoefficients().

YV Tabx.1 HaBeeHO MPHUKIIA] OCHOBHHX KJIACIB Ta METO/IIB.

Tabnuys 1 — [puxnao ocnosnux xaacie ma memodis | Example of main classes and methods

Knac OcHoesui ampubymu OcHosHi Memoou
Region id, boundary, holes area(), clip(),
toPolygonal Approx()

CoverageObiject id, shapeType, baseShape, placeAt(), getFootprint()
orientation, params

CoverageEstimator estimatorType estimateCoverage()

MonteCarloEstimator numSamples, samplingScheme estimateCoverage()

GeometryLibraryEstimator | backendType, tolerance estimateCoverage()

Configuration objects, decisionVector, evaluate(), isFeasible()
coverageResult

OptimizationEngine algorithm, strategyManager, run(), step(),
penaltyManager refineBestSolution()

CoverageStrategyManager | currentEstimator, switchCriteria selectEstimator()

Ingppacmpyxmypua niocucmema
o Datalmporter / GISAdapter — imnopt nanux o6aacti, 30H 3a00pOHH Ta TOBIJJKOBUX IIAPIB.
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e ScenarioManager — kepyBaHHS CIIEHAPIAMH €KCIIEPUMEHTIB.

o ResultExporter — excriopT kapT, 3BiTiB, KOH(DITryparii.

o VisualizationService — Bizyani3auis KoH}irypaiiii Ta TMHaMIiK1 301)KHOCTI.
o SystemLogger / MonitoringService — jioryBaHHs Ta MOHITOPHUHT.

3B’SI3KM MK KJIACAMU BKJTFOYAIOTh!
e y3aranpHeHHA (generalization) mixk AbstractGeometry Ta HOro HalaIKaMu;
e Kkommo3wuiiro (composition) mixk Configuration Ta CoverageObject;
e arperamito (aggregation) mix Region i ForbiddenRegion;
¢ acomianiro Mix OptimizationEngine, CoverageStrategyManager Ta peainizanisimu CoverageEstimator;

e BHKOpHCTaHHs IabmoHiB Strategy, Factory, Facade.

-
AbstractGeometry
+d: UUID
+geometryType: String

ProblemDefinition

OptimizationEngine

~+algorithm: OptimizationAlgorithm

. - +strate:
m‘;:_'e*;”: g“!";')em | +region: Region penaly Penalty
. *contains(p: Foint): bool +forbidden: List +history: OptimizationHisto
sinersectlg: Geometry): Geometry +constiaints: Map ——dp ory. I!“l_ ry Penalthanager
+transform({t: Transform): void _ +run(det: ProblemDefinilion) .
‘ +generatelnitial(): Config +step(} — -
+refineBestSolution() +computePenalty(c: Config): double
i CoverageObject Configuration ==
Region = = OptimizationAlgorithm
+boundary: GeometryShaj +shapeType: Enum iR U5 -
Pl’mley Lie;!" 22 +baseShape: GeometryShape +decisionVector: doublef] +params: Map
= +orientation: double - +coverageResult: CoverageResuit i ©
+clip{g: Geometry): Geometry +params: Map P *inializ
+toPolygonalApprox(): Polygon - +evqluate(est E.shmator} +|lerahe()r
+placeAt(p: Point, angle: double) +isFeasible(): bool +getBestSolution()
~+getFootprint(): Geometry
ForbiddenRegion T D\
+severityLevel: int y ;
L +penaity\Weight double CoverageStiategyManager PSOAlgarithm GAAlgorithm
+violatedBy(c: Configuration): double *+currentEstimator: Estimator
+switchCriteria: Map
+selectEstimator(iter: inf): Estimator
<
CoverageEstimator
+estimateCoverage(r: Region, objs: List): Result
o 4 <=
MunteCalI(‘:iE'.r,-timaim GeometryLibraryEstimator TriangulationEstimator
+numSa;1ples int +backend: String (Shapely) +meshSize: double
Puc. 2 — Jliaepama wnacie UML-opieumosanoi ingpopmayitinoi mexnonozii 0ns HenepepeHux 3aoay

MAKCUMATLHO20 ROKpUMms 3 00 ekmamu 008LIbHOIL popmu.
Class Diagram of the UML-oriented information technology for continuous maximum coverage problems with
arbitrary-shaped objects.

Ha nmiarpami BifloOpa)K€HO OCHOBHI KJIACH T'€OMETPHYHOI MIJCHCTEMH, MIiJICHCTEMH OI[IHIOBAHHS
HOKPHTTS, ONTUMI3aLiHOTO si1pa Ta iHQPaCTPYKTYpPH, @ TAKOXK iXHi 3B’ SI3KH Ta y3arajlbHEHHS.

Miazpama komnonenmie (Component Diagram)

JiarpamMa KOMIIOHEHTIB, MpejacraBieHa y pociimkenHi (Puc. 3), BimoOpakae BHCOKOPIBHEBY
MOJYJIbHY apXiTekTypy iH(popMauiiHOi TexHoNorii Ta Bu3HAdae iHTepdeiicn B3aemomii Mik il
CKJIaJOBUMH dYacTHMHaMH. JlaHa MoJenb Y3ro[DKye JIOTiUHY CTPYKTYpY CHCTEMH 3 KJIACHYHOIO
TPHUPIBHEBOIO apXiTEKTyporo, 3a0e3Meuyoun 4iTKy JACKOMIIO3UIIII0 Ha PiBEHb MpPECTABICHHS, PiBEHb
MIPUKJIAJIHOT JIOTIKK Ta PiBEHb JIAaHUX.

1. Pisenv npeocmaenenns (Presentation Layer)

Ieti piBeHb BIAMOBIZAE 3a B3aEMOJIII0 3 KIHIICBUM KOPUCTYBadeM (aHAIITUKOM) Ta Bi3yasi3alliio
pesynbTrartis. Jlo ioro ckiaay Bxoauth Visualization & Reporting Component, o peanisye intepdeiicu
IVisualization Ta IReporting. Lleit kommoneHT BifmoBinae 3a rpadiyHe MpeacTaBlIeHHs KOHQIrypamiit
MOKPUTTS, OOYIOBY KapT Ta GOPMYyBaHHS aHANITUYHUX 3BITiB .
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2. Pisenv npuxaaonoi nozixu (Application Logic Layer)

e simpo cuctemu, e 30cepe/pkeHa OCHOBHA 00UYHCITIOBaIbHA JIoTiKa. PiBeHb BKitoyae Optimization
Engine Component - yenTpanbHuil Kepyroumii MOAYJb, 110 peanizye intepdeiic 10ptimizationService.
Bin BigmoBigae 3a 3amyck riio0alsHUX Ta JOKATBFHUX aITOPUTMIB ONITUMI3aIlii Ta B3aEMOII€ 3 MOIYJIEM
OITIHIOBAHHS Yepe3 aJanTUBHUN MEHEKEp CTpATeTii .

3. Pisenw oanux (Data Layer)

PiBenp 3abe3rnedye NMEpCHUCTEHTHICTh NAHMX Ta IHTErpaliio i3 30BHINIHIM cepeloBHINEM. PiBeHb
Brouae Data Access / GIS Integration Component: Peanisye intepdeiicu IDatalmport, IDataExport ta
IGISAdapter. 3abe3neuye 0OMiH TaHUMHU i3 30BHIIIHIME TeoiH(opMmaniiinumu cuctemamu (GIS), 6azamu
JaHWuX Ta (aiIOBUMH CXOBHILAMH .

Mixckomnonenmua 63aemo0isn

B3aemoqist Mk piBHSMU Ta KOMIIOHEHTaMH Peali3yeTbcsl Yepe3 4iTKO BU3HaueHi iHTepdeiicu, mo
3abesneuye cnadky 3B's3HicTh (low coupling) cucremu. Hanpuknan, Optimization Engine BukopuctoBye
Coverage Evaluation mmst omiHKu pillieHb, SIKHiH, Y CBOIO Yepry, IeNIerye TeOMETPUYHI OOYHCICHHS
komroHeHTy Geometry Core. Taka apXxiTekTypa I03BOJsiE MaciiTaOyBaTH CUCTEMY Ta 3aMiHIOBATH
oKpeMi Moayni 0e3 BIUIMBY Ha 3arajbHy QYHKIiIOHAJIBHICTS.

Ils cTpykTypHa opraisaiis, mpeacTaBieHa Ha jgiarpami kommoHeHTiB (Puc. 3), € ocHOBOwO s
nmoOyoBU MacmTaboBaHuX Ta BinTBopoBaHuX [T-pimens y cdepi onTumiszariii moKpuTTS .

g
ﬂ L=y
<= |ScenarioManagement
c Scenario &
o scualizati i -
E Wisualization ~ (O——— Visualization & Configuration
8 Reporting
@
(]
2 h
n_ ! ..
; reads config
uses ]

= IGeometryOperations
=
o |OptimizationService N <_> . =
d Optimization i ; Geometry
.g, selects algo, Engine ! loads/saves Core
= == calculates area
] Strategy —(ﬁ g ' §
b Management [EstmatorSelector evaluates :
i . . <.>
% } Coveérage

logs Evalpatlon

ICoverageEstimate +
o 1GISAdapter
5 R / .
S <=
= 'h-AOQQt‘"Q & Data Access /
S onitoring GIS Integration

Puc. 3 — Hiacpama komnonenmie UML-opienmosanoi ingpopmayitinoi mexnonozii 01 HenepepsHux 3a0ay
MAKCUMATLHO20 NOKPUMMIAL.
Component Diagram of the UML-oriented information technology for continuous maximum coverage
problems.

Hiazpama oisnnvnocmi (Activity Diagram)
Hiarpama mismpHOCT (Puc.4) ommcye poGouwmii mporec iHGOpMAIiHOT TEXHOIOTIi BiJi MOMEHTY
MOCTaHOBKH 3a/1a4i 10 OTPUMAHHS OCTaTOYHOT'O PillIEHHS.
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User Actions Optimization Engine & Strategy Manager
Define Scenario _| Import & Preprocess Data
(BM3HaYeHHA cUeHapike) '| (IMNOPT reogaHmx)
Configure Model
(HanawryeaxHA)
Select Coarse Method N Init Population
& Optimization Algo “ (MeHepaLjia nonynauii)
Evaluate Candidates
(Coarse [ I'pyTe OUHIBAHHA)
i [Me]
= Apply Penalties & Update
= (LUTpadik Ta OHOENEHHA)
E
=
=
n
[
=
[ves]
¥
SwitchToAccurate Estimation
(Coverage StrategyManager)
Refine / Local Search
(MokansHe NoKpaLeHHA)
i [He]
Export Results
(Excriop) Accurate Evaluate
(Shapely / Triangulation)
Validate & Visualize
(Baninaujia)

Puc. 4 — Jliacpama Oisnvrocmi npoyecy adanmusHoi onmumizayii MaKCUMAIbHO20 NOKPUMMSL 3
BUKOPUCMAHHAM KLTbKOX Memooi8 00UUCTIeHHA NIOWI MA PI3HUX AIeOPUMMIe Onmumizayii.
Activity Diagram of the adaptive maximum coverage optimization process using multiple area-calculation
methods and different optimization algorithms.

OcCHOBHI eTanu nporecy:
o Busnauenns cyeuapiro - AHANITHK 3a7a€ O0JACTh MOKPUTTS, TUITU 00’ €KTIB, OOMEXEHHS, IIJIHOBI
(GyHKLIT Ta BUMOTH 10 TOYHOCTI.
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o [unopm ma nonepeousi obpooxa ceodanux - Buxnuk niii LoadRegion, LoadForbiddenRegions,
PreprocessGeometry.

o Hanawmyesanns ceomempuuroi moodeni - Bubip turis popm (0araTokyTHHUK, KOJIO, IIIIC), TapaMeTpiB
00’€eKTiB Ta coco0iB 3a1aHHA 3200POHEHUX 30H.

e Bubip memody obuucnenus noxpumms - IloyaTKOBO OOHMpAIOThCSA MIBUAKI HAOIMKECHI METOIH
(BoundingBoxEstimator, MonteCarloEstimator) amnst rpy0oi OiHK{ pillIeHb.

o Bubip arecopummie onmumizayii - 3amanus riaobansHuUX MetomiB (PSO, GA, memerwyHi) Ta, 3a
MOTPeOH, JIOKATHHOTO TIOMIYKY.

o [enepayis nouamkoeoi nonynayii / xowugicypayii - JismeHicTs  InitPopulation abo
GeneratelnitialConfigurations.

o OcHosHutl yuxn enobanvroi onmumizayii — EvaluateCandidates (ominka mOKpUTTS 1S BCi€l MOyl
3a JIONOMOrol0 oOpaHoro rpyboro merony); ApplyPenalties (BpaxyBanHsi mopyiieHb 0OMEXEHB),
SelectAndUpdate (BimOip  kpammx  pimeHb 1 1mo0ymoBa  HOBHX  KOH(irypartiii),
CheckCoarseStoppingCriteria (mepeBipka KpuTepiiB 3ynuHKH A7 rpy0oi dasu).

o [lepemuranusn Ha MOYHI MEMOOU OYiHI08AHHS - SIKIIO NOCATHYTO cTaliii3alii MOKPUTTS, AKTUBYETHCS
JUSTBHICTh SwitchToAccurateEstimation, e CoverageStrategyManager obupae
GeometryLibraryEstimator abo TriangulationEstimator.

o  @aza ymounenns piwenns RefineBestConfigurations (3acTocyBaHHS JIOKaJTbHOTO TOIIYKY 1 OiIbII
TOYHHX METOMIB OIliHOBaHHs), AccurateEvaluate (mepeoriHka KaHIMIATIB TOYHUM METOJIOM),
CheckFinalCriteria (koHTpob (iHATEHUX KPUTEPIIB: TOYHICTH, OOMEKCHHS).

e Banioayis ma Gopmysanns ocmamounoeo piwenus - JlisueHicTh  ValidateFinalSolution
BUKOPUCTOBYE HAUTOUHIIINN TOCTYITHUI METOA, IEPEBIPsIIOYH BCi OOMEKCHHSI.

e Bizyanizayis ma excnopm - JlisnpHoCTi VisualizeCoverage, GenerateReport, ExportToGIS.

o [lapanenvHicmb - OOYWCIEHHS TOKPHUTTA [UISI PI3HUX KOHQITYpamiii MOXYTh BHUKOHYBaTHCS
napasnebHo;

Hiarpama BimoOpaxka€ MOCHTIIOBHICTh KPOKIB BiJ| 3aBJaHHS CICHApIIO 10 Balijalii Ta EKCIOpPTY
pillIeHHs, BKIIFOYHO 3 TIEPEMUKaHHIM MK TPyOMMH Ta TOYHUMH METOJaMU OL[iHIOBaHHSI.

Hiacpama nocniooenocmi (Sequence Diagram)

Hiarpama mocmigoBHocTi (Puc. 5) dopmanizye wacoBy auHaMmiKy B3a€MOMil MiXK KIIFOUYOBHMHU
apXiTEKTypHUMHM KOMITOHCHTAMHU 1H(OPMAIIHOT TEXHOJOrIl i 4Yac BHKOHAHHS aJanTHBHOI
onrTuMizamii 3a1a4i MakCUMalbHOTO TOKpHUTTS. Jliarpama jeramizye MOTIK KepyBaHHS Ta OOMIH
TIOB1IOMJICHHSIMU, HEOOXiTHI [T peamizarii riOpumHoi cTpaterii o04nCIeHHA, AKa TOEAHy€e TpyOi Ta
TOYHI METOIM OL[IHIOBAHHS.

VYuacuuku B3aemoii (Lifelines) Y nporeci 6epyTh y4acTh Taki akTHBHI 00'€KTH CHCTEMH :
ScenarioController: [Himitoe mpoiec BUKOHAHHS CIIEHAPIO Ta KEPYE MOCTAHOBKOKO 3a/1a4i.
OptimizationEngine: Bucrtymnae neHTpaJbHUM KOOPAXHATOPOM, L0 OPTaHI30BYE iTepaLliiHUN UK

oInTuMizarii.

StrategyManager: Biamosinae 3a aganTuBHMN BHOIp MeToqy OOYHMCIEHHS MOKPUTTS (Strategy
Pattern) 3asexHO BiJI eTaIry onTHMi3aIlii.

CoverageEstimator: AGcTpaxiiisi o0urcIOBaya, sKa JIeIerye BUKOHAHHSI KOHKPETHUM pealtizalisam
(nampuknan, BoundingBoxEstimator abo GeometryLibraryEstimator).

GeometryCore: BukoHye HU3bKOPIBHEBI T€OMETPHUUHI orepauii (IepeTHH, OOUUCICHHS IO ).

Honomixui cepsicu: PenaltyManager (po3paxyHok mrpadiB), ResultRepository (36epexeHHs
pitiens) Ta VisualizationService (BinoOpaXkeHHsI pe3yJIbTaTiB).

AnroputMiyHa JIOTiKa TIporiecy B3aemojiss KOMITOHEHTIB peami3yeThCsl y TakKid XPOHOJOTiUHiM
MOCITiIOBHOCTI:

Iniyianizayis ma eubip nouamxoeoi cmpameeii: Ilporec po3MOYMHAETHCS 13 3aMHUTY aHATITHKA
(startOptimization), micnst yoro ScenarioController kondirypye ontumizauiitne saapo (configure) . Ha
noyatkoBiil itepauii (iter=0) OptimizationEngine 3BepraeTscst n1o StrategyManager, sSIKuii TOBepTae
MeToj rpy0oi ominku — BoundingBoxEstimator, 1110 103Bosisi€ MBHIKO 00POOJISTH BEIUKY KIIBKICTH
KOH]Iiryparii .

Imepayitinuti yuxn oyintoganns (Coarse Evaluation): Ilicns reHepanii mo4aTKOBOT HOMYJISii
(generatelnitialConfigurations) cucrteMa BXOAUTh y ILMKJI OLiHIOBaHHA. [t KOXXHOI KOH(iryparii
BUKIIMKaeThcst MeTo estimateCoverage. [Ipu nbomy CoverageEstimator 3Bepraethes 10 GeometryCore
JUIsl BUKOHaHHS onepaiii intersect() Ta area(), moBepratoun o0'ekt CoverageResult .
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Obpodra obmedcenv ma 36epedicents: OTpUMaHi Pe3yIbTaTH epeaaroThes 10 PenaltyManager mist
obOuncnenns mrpaduux ¢yHkuid (computePenalty), micist doro Haiikpamii pimenHHsi 30epiraloTbes y
peno3uropii (saveBest).

Aoanmuene ymounenus (Refinement Phase): KiIr04oBOIO OCOONHBICTIO aNTOPHUTMY € JUHAMIYHA
3miHa crparerii. Ilpm mocsrHeHHI KpuTepiiB crTarHamii abo TIeBHOI KIUTBKOCTI iTeparlii,
OptimizationEngine noBTopHO 3amutye crparerito y StrategyManager. Ha npoMy erami akTUBYETbCS
TOYHUI MeTox omiHoBanHs — GeometryLibraryEstimator (#a 6a3i 6i6mioreku Shapely). Ile iHimitoe
IIUKJT JIOKATBHOTO TTOKPAIEHHsI Ta TOYHOTO TiepepaxyHKy MeTpuk (Refinement Loop).

3asepuwennss ma eizyanizayis: Ilicna otpumanHs ¢inanpHOrOo po3B'sa3Ky OptimizationEngine
MOBEpTaE pe3ybTaT KOHTPOJIEpyY, KM 1HiNiI0€e Horo Bizyamizamnito yepe3 BukIMK showFinalCoverage y
KOMITOHEHT] VisualizationService.

—I'— ScenarioControlle) :OptimizationEngine :StrategyManager CoverageEstimator PenaltyManager :ResultRepository :

’, startOptimization()

Us ;
(Analyst) configure(problemDef)

selectEstimator(iter=0)
return BoundingBoxEstimator

L 2T

generatelnitialConfigurations()

loop [For
each estimateCoverage(region, objects) |
configuration] intersect() / area(

return CoverageResult

computePenalty(config)

saveBest(config)

selectEstimator(iter, stagnation)

return Ge yEstimator

_..Refinement
Loop. ..

showFinalCoverage()

Puc. 5 — Jliaepama nocrnioosnocmi 63aemodii KOMROHEHMI6 Ni0 Yac adanmuenoi onmumizayii nenepeperoi
3a0a4i MAKCUMATIbHO20 noxkpummis.
Sequence Diagram of the interaction between components during the adaptive optimization of the continuous
maximum coverage problem.

Hdiarpama neMOHCTpye IWHAMIYHAKA OOMIH TIOBIIOMIIEHHSMH MDK KOPHCTYBadeM, KepyHOUHM
CIICHapieM, ONTHMI3alliiHUM SPOM, MEHEIDKEPOM CTpaTerii MOKPUTTS, T€OMETPHYHHM SIPOM Ta
cepBicoM Bizyairizariii.

Hiazpama cmanie (State Machine Diagram)

Ha Puc.6 npencrasiena 3arajibHa XapaKTepUCTHKA JliarpaMy CTaHiB sika (opMaltizye sKUTTEBUH UK
okpeMoi KoH(iryparii MOKpuUBarYMX O0'€KTIB y Mpoieci poOOTH aJanTHBHOI'O OINTHUMI3aIliHOTO
anroput™My. BoHa BH3HaYae JIOTIKy MEpexoJliB MK eTaraMy TeHepallii, OIliHIOBaHHS, (imbTpamii Ta
TIOKpAIleHHS PO3B'SI3KiB.

MokHa BUAUTUTH HACTYITHI €Taly KUTTEBOTO UKITY:

Iniyianizayia ma epyde oyiniosanns. JKuTTeBHid 1UKI po3mourHaeThcsl 3i craHy Generated
(3renepoBaHo), B SKHH OO'€KT MEPEXOAWTH Micis BHKIMKY mozii init() (BumaakoBa reHepauis abo
CTBOPEHHS Ha OCHOBI €BpHUCTHK). Jlai IHIIIOETHCS MPOIIEC MIBUIAKOTO MONEPEIHBOI0 aHami3y (Ioais
coarseEvaluate()), mo nepeBoauts cuctemy y ctan CoarseEvaluating (I'py0Oe oniHroBanH:). 3aBepIIeHHs
uporo mnpouecy ¢ikcyerscs y crani CoarseEvaluated, ne xondirypamisi oTpuMye HaOIMKEHY OLHKY
SKOCTI Ta mTpadis.

Cenexyis ma ¢hinompayis. KimodoBUM eTanoM € TepeBipka MepcreKTUBHOCTI pimeHHs (guard
condition isPromising?).
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Heeamuenuii cyenapiui: SIxuo xoHdiryparis Mae HH3BbKI ITOKa3HUKHA SKOCTI ab0 KpUTHYHI
NopyLIeHHs] 0OMeXeHb, BOHa nepexoanTs y cTal RejectedByCoarse (Binxuneno). Taki 06'exTu 3romqom
nepeMimyoTecs 10 apxiBy (Archived) amns 30epexenHs icTopii momyKy.

Tosumuenuii cyenapiu: IlepcnexTuBHI KoHbiryparii nmepexomars y ctan SelectedForRefinement
(BigibpaHo), 110 € BXiTHOIO TOYKOIO JJIS PECYPCOMICTKHX OOYHCIICHb.

Toune oyinroeannsa ma 1oKkanvhe nokpawenns. J1s BinioOpaHux KaHAWAATIB 3aITyCKA€THCS IPOLIEAYpPa
TOYHOTO PO3paxyHKy KpuTepiiB (Hampukiam, Ha 6a3i reoMeTpudHUX 0i0M0TEK a00 TPHAHTYIIAMIT), IO
Bigmosimae crany AccurateEvaluating (Toune ominroBanss). Ilicms oTpuMaHHS TOYHHUX METPHUK
(AccurateEvaluated) 10  koHdirypamii  3aCTOCOBYHOTBCSI ~ METOAM  JIOKAJBHOTO  IOIIYKY
(applyLocalSearch()), nepeBoasun ii y ctan Locallmprovement (JIokanpHe moKpaiieHHs).

|
m{l&(}

Generated
(3reHepoeaHo)

coarseEvaluate()
¥

CoarseEvaluating
(MpyGe OUHKEBAHHA)

coarseDone()

CoarseEvaluated
(MpyGo oUiHeHO)

isPromising?

o} RejectedByCoarse
(BigxuneHo)

[es]
k4
SelectedForRefinement

(BigibpaHo) archive()

accurateEvaluate()
A 4
AccurateEvaluating Archived
(ToMHE OUHIBAHHA) (ApXiE0BaHOD)
| A
accurateDone()
¥

AccurateEvaluated
(To4HO OUiHeHD)

applyLocalSearchi)
¥

Locallmprovement
(NokankHe NOKPAWeHHA)

markAsBest() archive()

BestCandidate
(Haikpalwi kaHguaar)

selectAsFinal()

FinalSolution
(diHanbHe pilleHHA)

Puc. 6 — [liaepama cmanie kougicypayii nokpusarouux ob’exmig y npoyeci adanmueHoi onmumizayii 3a0ayi
MAKCUMATbHO2O0 NOKPUMMAL.
State Machine Diagram of the configuration of coverage objects during the adaptive optimization of the
maximum coverage problem.
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Dinanizayis piwennss, ONTEMI30BaHi KOHQIrypamii, o NpoAeMOHCTPYBall HAaWBHUILI MOKAa3HUKU
eextuBHOCTI, HaOyBarOTh cTaTycy BestCandidate (Hatikpammii kanauaat). 3 mi€i MHOXHWHH, 3T1IHO 3
KPHUTEPIsIMUA 3yIUHKHA QJITOPUTMY, OOHMPAETHCSA €IMHE ONTHMAIbHE DILICHHS, SKE IePEeXOIUTh Yy
¢inameauit ctan FinalSolution (Dinamere pimeHHs). [HII kKaHIUAATH 3 MHOKHHA HAWKPANTAX TaKOX
i JJIATar0Th apXiBailii.

TakuM 9HOM 3aIIPOTIOHOBaHA MOJIENb CTaHIB 3a0e31neduye eeKTUBHE KepyBaHHS 00UHNCIIOBATBHIMUA
pecypcamu, TO3BOJSIOYM BIJICIIOBATH HETEPCHEeKTHBHI pilleHHS Ha eTam TpyOoi OLIHKH Ta
KOHIIGHTPYBaTH OOYMCITIOBAIbHY MOTYKHICTh HA YTOYHEHH] HalO1nbII sikicHUX KOH]irypauniid. Hiarpama
BijoOpakae Tepexoaud MK cTaHaMH TeHepalii, I'py0oro Ta TOYHOTO OLHIOBaHHS, JOKaIbHOTO
MOKPAIIeHHS, BIT0OPY HAWKpaIIHX pilieHb Ta GopMyBaHHS (DIHATBHOTO PE3yIIbTaTy.

Hiazpama komnozumnoi cmpykmypu (Composite Structure Diagram)

Ha Puc. 7 npeacrasnena aiarpama KOMIIO3UTHOI CTPYKTYPH sIKa I€Talli3y€ BHYTPIIIHIO apXiTEKTYPHY
opranizaiito komrnonenta OptimizationEngine. Bona po3kpuBae iHKancCyjibOBaHy JIOTiKYy pPoOOTH
ONTHMI3AIIMHOTO SApa, AEMOHCTPYIOUM B3a€MO3B'A3KM MDK MIAMOAYJISIMH, IO BiAMOBITAIOTH 32
reHepalilo pilieHb, KepyBaHHsI MOMYJISLI€l0, BAKOHAHHS TTI00aJIbHOTO Ta JIOKAJIBHOTO MOIIYKY, a TAKOX
aJlaniTHBHE TIEpEMUKAHHS CTpaTeTii OLiHIOBaHHS .

CTpyKTypHa JAEKOMITO3HUILisI KOMITIOHEeHTa BHyTpitiHs apxitektypa OptimizationEngine ckinagaersbes
3 HACTYMHUX (YHKIIOHAIBHUX YacTHH (Parts):

Mooyni nowyxy ma cenepayii:

GlobalSearchModule: Peanizye meraeBpuctuuHi anroputmu rinodansHoi ontuMizamii (PSO, GA,
MEMETHYHI QJITOPUTMHU) IS TOCITI/PKEHHS TIPOCTOPY PilllCHb.

CandidateGenerator: BiamoBinae 3a mpoHeqypHy TIeHepalil0 IOYaTKOBUX Ta TMPOMDKHUX
TEOMETPUYHUX KOH}ITypaIriii.

LocalSearchModule: 3a6e3neuye nokanbHe mokpamieHHs (fine-tuning) BiniOpaHUX MEPCIEKTUBHIX
pillieHb.

Mooyni kepysanns oanumu:

PopulationManager: Bukonye ¢yHKIIiF0 CXOBHIIA IS TOTOYHOT MOMYJISAMI{ KAHAUIATIB Ta peaizye
JoriKy ix Bifgbopy (selection).

HistoryManager: Hakomuuye ictopito o0unciieHb (3Ha4eHHs (DyHKIIii MPHUCTOCOBAHOCTI, METPUKH
MTOKPUTTS) Ta BUKOPUCTOBYETHCA JUISA AETEKIIi1 CTarHallii onTuMi3aliiHoro MpoIecy.

Mooyni koopounayii ma cmpameeii:

EvaluationCoordinator: BucTymae meHTpaJlbHHM BY3JIOM JUIS  3alWTiB  Ha OI[IHIOBAHHS
KOH(ITYpaIliii, B3a€EMOIiF0YH 13 30BHINIHIMHU CEpBiCaMU uepe3 MOPTH.

StrategySelector: Peanizye aaroputMmidHy JOTiKy AMHAMIYHOTO MEPEeMUKaHHS Mixk "rpyOumu" ta
"TOYHUMH" METOJAMH OILIHFOBaHHSI Ha OCHORBI IaHWX ITPO X1JT ONITUMI3allii.

Jlozixa e3aemodii ma ingopmayiiini nomoxu. 3B'13KH MK BHYTPIIIHIMI KOMITOHEHTaAMH BU3HAYAIOTh
KJTFOYOBI IPOIIECH CHCTEMHU:

Ilenepaniss  Ta oHoBieHHs: GlobalSearchModule B3aemonie 3 CandidateGenerator Ta
PopulationManager asi cTBOpeHHsI HOBUX 0COOWH Ta OHOBJICHHS OIS

VYtounenus (Refinement): PopulationManager mnepenae mepcrneKTHBHI — PILIEHHS 10
LocalSearchModule yepes konekTop refinement miist iX JOKaIBbHOI ONTUMI3aIIii.

OuintoBanHs Ta joryBants: EvaluationCoordinator mpuiimae 3anuti Ha omiHKy (requests eval),
cripsmMoBye ix uepe3 CoverageStrategyPort 10 BinnmoBigHOTrO OLiHIOBaYa, a pe3ynbTat nepenae (logs
result) mo HistoryManager.

ApnantuBHe KepyBaHHs: HistoryManager aHamizye nAWHaMiKy 301KHOCTI Ta mepejae CHrHajl Ipo
crarHarito (stagnation info) no StrategySelector, sikuii, y cBOIO 4epry, KOPUTYE TapaMETPH OIIHIOBAHHSI
yepes3 Kepyrouuil BIuMB (controls) Ha KOOpAHMHATOPA.

Inrepdeiicu Bzaemoist 13 30BHILIHIM CEPEIOBHUIIIEM 3IHCHIOETHCS Yepe3 CIICIiali3oBaHi IOPTH:

CoverageStrategyPort: 3a0e3nedye I0CTyn 10 MOTOYHOI'O peajizaTopa CTparerii OLiHIOBaHHS
nokputts (Strategy Pattern).

LogPort: BukopucTtoByeTbes A71s1 €KCIIOPTY JTAaHHUX JIOTYBaHHS.
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<5
OptimizationEngine

:GlobalSearchModule

:CandidateGenerator (PSO, GA, Memetic)

o
refinement

CoverageSirategyPort — ~ :LocalSearchModule
requesis eval

:PopulationManager

:EvaluationCoordinator

/\ togs result ‘HistoryManager

controls

stagnation info

‘StrategySelactor /

LogPort

Puc. 7 — [iaepama kxomnozummnoi cmpykmypu komnonenma OptimizationEngine 6 UML-opicumoganiii
iHGhOpMayiinill MeXHON0T] MAKCUMATLHO20 NOKPUMMIAL.
Composite Structure Diagram of the OptimizationEngine component in the UML-oriented information
technology for maximum coverage.

Ha pmiarpami moka3zaHO BHYTpIIIHI YaCTHHU PYIIisi ONTHUMI3alii, MOPTH Ta 3’ €THAHHS MK MOIYJISIMH
rI00abHOTO ¥ JIOKaJIbHOTO TOIIYKY, KOOpPAHMHALII OI[iHIOBaHHs, BHOOpY CTpaTeriii Ta KepyBaHHS
icTopiero.

BucHoBkn

VY crarri npeacraBieHo 1inicHy UML-opieHToBaHy iH(pOpMAIifHY TEXHOJIOTIIO PpO3B’SA3aHHS
HEeNepepBHUX 3a7a4 MAaKCUMAIILHOTO MTOKPHUTTS 3 00’ €KTaMu JAoBibHOI (hopmu. TexHomorist popmarizye
apxiTeKTypy, CTPYKTypH NaHuX, iH(QOpMAIiiiHi TMOTOKH Ta aJITOPUTMIYHI KOMIIOHEHTH CHCTEMH,
3a0e3MeUy0UH BiITBOPIOBAHICTh, MACIITA00BAHICTh 1 MPO30PICTh MPOIIECY MPOEKTYBAHHS MPOTPAMHUX
piteHs s 3a7a4 nokpuTTs. Po3pobnenuit kommieke UML-giarpaM oXoriroe CTpyKTYpHi, TOBEIIHKOBI
Ta 1HTerpauiiiHi acHeKTH CHCTEMH, IO Ja€ 3MOTY OJHO3HAYHO OMHUCATH ii JOTiKy Ta MiATpUMYBaTH
PO3IINPIOBAHICTD.

HaykoBa HOBHM3HA BUKOHAHOTO JIOCIIIDKEHHS MOJIsTae y cTBOpeHHi yHidikoBaHoi UML-opienTOBaHOT
iHpopMaLifHOT TeXHONOTil, NMPHU3HAYEHOi A PO3B’SA3aHHS HENEPepBHUX 3a1ad MaKCHMAaJIbHOTO
MOKPHUTTS 3 TEOMETPUYHUMH 00’ €KTaMH JOBIIBHOI (hopmu.

Y po0oTi 3amporOHOBAaHO MOBHY apXITEKTYpHY (QopMallizaililo 3aj1ad MaKCHUMAaJbHOTO TOKPUTTS
3acobamu UML. ITobynosano xomiuteke miarpam (Use Case, Class, Component, Activity, Sequence,
State Machine, Composite Structure), sskuii GopMye CTaHAAPTU30BAHUH apXITEKTypHHUI KapKac CUCTEMH.
Ha BiaMiHy Bij ICHYHOUYHX JOCHIIKCHb, L0 KOHIIEHTPYIOTHCS JIMIIE HAa ajJropuTMax, TEXHOJIOTis
BpPaxOBy€ IOBHUN JKUTTEBHW IUKJI TMPOTPAMHOI cucTeMH. BBeNeHO yHIBepCalbHUII MeTaMOyJb
OLIIHIOBAaHHSI IUIOIII IOKPHUTTS, U0 00’ €AHY€E I’ ATh HE3aJIEKHHUX CTPATETi OOUUCICHHS Ta MIATPUMYE iX
ajanTuBHe nepemuKkaHHs. Taka iHTerpamis Bmepue QopmamizoBaHa UML-MonensiMu Ta J03BOJISE
e(eKTHBHO TPAIFOBATH 31 CKIIaJHUMHU T€OMETPIsSIMU Ta BEIMKUMHU KOoH(Irypaiismu. Po3pobieno HoBuid
MiXiq 10 aJalTUBHOI ONTUMI3allii, SKU MoeAHye TpyOi i TOYHI METOIU OI[IHIOBAaHHS, INIO0ANbHI i
JIOKaJbHI aJITOPUTMH, a TaKOXX MeEXaHi3M JAWHaMiyHoro BuOOpy crparterii. Lle crBopioe riOpuany
onruMmizaiiiiHy muargopMy, sKka € HayKOBO YHIKalbHOI. 3alpOIOHOBAHO OPUTIHAILHY MOJIENb
KUTTEBOTO MUKy KOH(DIrypallii y BUDJISIII JiarpaMH CTaHiB, sika (opMaltizye mepexo/id Mik CTaHAMU
OLIIHIOBaHHSI, MOKpPAIIEHHS Ta apXiBalil KaHAMJATHUX pimeHb. CHOPMOBAHO KOMIIO3UTHY CTPYKTYPY
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ONTHUMI3AMIMHOTO SAApa, IO BHU3HAYAE BHYTPIINTHIO OPTaHi3allif0 IIOOAIBHOTO TOIIYKY, JOKAIBHOTO
MOKpallleHHS, MOHITOPMHTY Ta cTpaTerivHoro kepyBaHHsa. Lle 3a0esmedye wmacmraboBaHIicTh 1
BiZITBOPIOBAHICTh APXITEKTYPHUX PillICHb.

Takxum anHOM, pobOTa popmye Ki1ac iHGopMaIiiHIX TexHOMOTiH, ¥ skux UML Buctymnae He mpocTo
3ac000M [TOKyMEHTYBaHHSA, a (YHIAMEHTOM apXiTEKTypHOTO TMPOEKTYBAaHHS CHCTEM ONTHMIi3amii
MOKPUTTSL.

ITomampmni gociKEHHST MOXYTh OYTH CIIPSMOBAHI Ha IHTETPAII0 METOAIB MAITMHHOTO HABYAHHSA
JUTST aBTOMAaTHYHOT'O BHOOPY CTpaTeriii omTuMizalii, po3poOieHHs pO3MOAiUIeHOI Ta mMapaielbHOl
peamizamii onTHMi3aumiiHOTO sApa, MIATPUMKY AWHAMIYHUX 3a4ad TMOKPUTTS 31 3MIHHUMH Y 4aci
TeOMETPUYHIMU 00’ €KTaMH, IHTETpalilo 3 HOTOKOBUMH CEHCOPHUMHU MEPEKaMH PEATbHOTO Yacy.
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UML-Oriented Information Technology for Continuous Maximum
Coverage Problems with Arbitrary-Shaped Objects

Relevance. Continuous maximum coverage problems with arbitrary-shaped objects play a crucial role in geographic information
systems, monitoring platforms, logistics services, security systems, spatial data analysis, and decision-support solutions. The
growing volume of data, dynamic environments, and high model complexity require formalized, modular, and scalable
information technologies. UML, as a modeling standard, enables formal architectural descriptions of software solutions, ensuring
reliability, reproducibility, and transparency of implementation.

Purpose. To develop a UML-oriented information technology for solving continuous maximum coverage problems that
incorporates an architectural model, data structures, information flows, functional components, and UML specifications of
modules supporting coverage-based systems.

Methods. The study employs object-oriented and structural modeling techniques, UML diagramming (Use Case, Class, Activity,
Sequence, Component, Composite Structure, State Machine, Deployment), architectural design methods, principles of
modularity, dependency inversion, component decomposition, and approaches used in building scalable information systems.
Results. A complete UML specification of the architecture of an information technology for maximum coverage problems has
been constructed: external interaction scenarios, classes, components, operation sequences, system behavior and state logic,
infrastructural links, and deployment structure have been defined. An integrated three-tier architecture (presentation, application
logic, and data layers) has been formed. Principles for constructing modules for spatial analytics, optimization, coverage criterion
computation, scenario management, visualization, and data interfaces have been described. The UML models provide a
formalized structure that enables the development of scalable and reproducible IT solutions for coverage problems.
Conclusions. The developed information technology provides structural, behavioral, and architectural formalization of a
maximum coverage system. UML-oriented modeling improves architectural transparency, reduces risks of integration errors,
and ensures scalability and reusability of components. The obtained UML models may serve as a methodological foundation for
building intelligent GIS platforms, optimization services, monitoring systems, and real-time analytical solutions.

Keywords: UML, information technology, maximum coverage, software architecture, spatial data, modeling, optimization, GIS.
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Komm’roTepHe Moe/IlOBaHHA IJIECKaHb PIAMHYA B pe3epByapax 3
neperopoaKaMu

MeTa 1ocaigkeHHsI — pO3pOOJICHHS YHCIOBIX METO/IIB TOCHIKEHHSI CTIHKOCTI pyXy B pe3epByapax 3a HasBHOCTI IIEPETOPOIOK
pi3HOTO THITY.

AKTyaJbHicTb. JloCTiKEHHS CTIMKOCTI pyXy piJIHU B pe3epByapax i3 TOpH30HTAIBHUMH Ta BEPTHKAIHHUMH EPErOpOIKaMH
Ma€ BaKJIMBE TEOPETUYHE Ta MPHUKIIAJHE 3HAYCHH I 0araThoX Taiy3ei - BiJ KOCMIUHOI Ta aBialiifHOI TEXHIKH JO MOPCHKOTO
Ta Ha3eMHOTO 30epiraHHs piauH (TaJMBO, TEXHOJOTIUHI PiMHH, XIMi4HI peakTuBH). HasBHICTh EPEropooK iCTOTHO 3MiHIOE
XapakTep IJIeCKaHb: BOHHM BIUIMBAIOTH HA YaCTOTHHUH CIEKTP BUIBHOI MOBEPXHi, CTPYKTYPY BHUXOPIB, JIOKANi3alil0 eHeprii Ta
BUHUKHEHHS PE30HAHCHHMX pexuMiB. HenpaBuibHe BpaxyBaHHS LUX €(EKTiB MOXKE IPH3BECTH IO 3HWDKCHHS O€3IeKH,
3pOCTaHHs IMHAMIUYHMX HaBaHTa)XEHb Ha KOHCTPYKLIIO Ta TMOTIPIICHHS eKCIUIyaTalifHUX XapaKTepUCTUK CHCTEMH.
ExcniepuMeHTasIbHI TOCHIKEHHS TAKUX TPOLIECIB YaCTO € TEXHIYHO CKJIaIHUMH, KOIITOBHUMH Ta MOTEHIIHO HeOe3MeUHIMI.
BunpoOyBaHHs Ha peaqbHUX 00°€Max piMH NOTPeOYIOTH BEIMKUX CTEH/IB, BUCOKMX BHTpaT Ha MaTepianu i oOnaxHaHHA, a
TaKOXX OOTPYHTOBAHMX 3aXOJiB Oe3MeKH MpH poOOTi 3 MaJMBHO-arpeCHBHIMHU a00 BHOYXOHEOE3NEYHUMH CepeIOBHIIaMU. Y
3B’A3KYy 3 UM pO3poOKa TOYHMX MATEMATUYHUX MOJEJNeH, YHCENFHUX alTOPUTMIB i METOIB MOJEIIOBAHHSA PYXY PIIWHHU B
pe3epByapax i3 meperopoakamMu HabyBae 0co0IHBOI akTyanbHOCTI. KoMIT FoTepHe MOJIeTIIOBaHHS JO3BOJIsiE O€3MEYHO 1 BITHOCHO
HEIOPOTO JOCTITUTH IMUPOKHI CTIEKTP pPEXKUMiB, BHKOHATH.

Metoau aocaigxeHHs. B poOoTi BUKOpPHCTaHI METOIM TeOpii MOTEHIIANy Ta CHHTYJSPHUX iHTErpalbHUX PiBHSIHb, METOAU
TPaHUYHHX eJIEMEHTIB, METO] Mi-00J1acTeii Ta METO 3aJaHNX HOPMAJIBEHHUX GOpM.

PesynabTratn. OTprMmaHi cHCTEMH OIHOBHUMIPHHUX CHHTYISIDHHUX IHTETPAIBHUX PIBHSHb JUIA BU3HAUEHHS ITOTEHIAITy
mBuAKocTeld. 3HalaeHi 6a3ucHi QyHKil, a came GopmMK KONMBaHb BUTFHOT MOBEPXHI, SIKi Hafali BUKOPHCTAHO IIPU PO3B’A3aHHI
3a7a4ui JOCIIIKEHHS BHUMYIICHHH KOJMBaHb. IIpoaHani3oBaHO BIUIMB KOMOIHOBaHHX TOPH3OHTAIBHUX 1 BEPTHKAJIbHHX
HAaBaHTAXEHb Ha pe3epByapH Di3HOI KOHCTPYKIIl - sk 0e3 MeperopoloK, Tak i 3 BEPTUKAJbHUMH Ta TOPH30HTAIBHUMHU
neperopoaxkamu. BusiBiaeHo obnacri criiikoro i HecTiiikoro pyxy pianHu. BcraHOBIEHO, 1110 HAsIBHICTH MEPETOPOIOK CYTTEBO
3MEHIIY€E aMIUTITyly KOJMBaHb BiJIbHOT MOBEPXHI PiIUHI

BucHoBkn. OtpumaHi pe3yibTaTH MOKa3aiM, LIO 3aCTOCYBaHHS TOPU30HTAIBHUX 1 BEPTHKAIBHUX IMEPEropojoK iCTOTHO
BIUIMBA€E Ha CTIHKICTh PyXy PiJHU B pe3epByapax, a caMe MPUBOAUTD A0 CYTTEBOTO 3MEHIICHHS aMILTITYI! KOJUBAaHb BITbHOT
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noBepxHi. OTpuMaHi JaHi MOXYTb OyTH BUKOPHCTaHI JUIS ITiABUIICHHS HATIHHOCTI Ta O€3MeKH pe3epByapHUX CUCTEM Y Pi3HHX
ray3sx TeXHIKH, 30KpeMa B aBialliifHill, KOCMi4HIl, MOPCHKil Ta €HepreTHIHIHN.
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1 Beryn

JluHamika piiMHU B pe3epByapax Pi3HOro MpH3HAUCHHS — BiJ] MAJIMBHUX OaKiB PaKeT-HOCIIB 1
JMiTaTbHUX arapaTiB A0 €MHOCTEH I TPAaHCIIOPTYBaHHS Ta 30€piraHHs pioTuH y MPOMHCIOBOCTI —
3QJIMIIAETHCSA AKTYalbHOIO HAYKOBOIO 1 TMPHKIAAHOIO IpoOiemMoro. OmHUM i3 HAHOUIBII CYTTEBUX
(hakTopiB, 10 BIUIMBAIOTh HA HAMIMHICTH 1 OE€3MEUHY CKCIUIyaTallil0 TaKUX CHUCTEM, € CTIMKICTh pyXy
PIOVMHU MM Ji€0 30BHIMHIX 30ypeHb. KoMWBaHHSA BITBbHOI MOBEPXHi (CIIOCIHT) 37aTHI CIPHIHHAITH
JTOJTATKOBI AMHAMIYHI HaBaHTa)KCHHS Ha KOHCTPYKIIIIO, 3HIDKYBATH KEPOBaHICTh TPAHCIIOPTHUX 3aCO0IB
Ta MiJIBUIIYBaTH PU3UKHU aBapiiHUX cutyanid. OcoONIuMBY CKIaaHICTh CTAHOBUTDH aHAII3 pe3epByapiB i3
MIEPEropoJIKaMH, aJDKE IXHE PO3TAIyBaHHS Ta TEOMETPIsl ICTOTHO 3MIHIOKOTh KapTUHY pyxy piauuu. [Ipu
IIbOMY €KCIIEPHUMEHTAIbHI JOCIIKCHHS € BApTICHUMH H HEPiIKO HEOS3MEYHUMH, 0COOIMBO TIPH POOOTI
3 BEJIMKHMH 00’€MaMHM, MaJMBHUMHU YU arpecMBHUMH cepeloBHIIaMu. ToMmy po3poOka epeKTHBHUX
MaTeMaTHYHUX 1 YHCENIbHUX MOJENeH IIeCKaHb € aKTyaIbHUM HayKOBO-TEXHIYHHM 3aBJaHHSIM.
BaximBuM acriekToM 3a0e3eueHHs CTIHKOCTI € BpaXyBaHHs BILTUBY AeMIipyBaHHs. [IpaBribamiA BHOIp
Koe(iImieHTIiB 3aTyXaHHs Ja€ 3MOTY iICTOTHO 3HHU3UTH aMIDIITYI{ KOJIHBAHb 1 3MICTHTH MEXI CTIHKOCTI
cuctemu. [IpakTHYHUM IHCTPYMEHTOM Y IIbOMY HampsiMi € BpaxyBaHHsI MaTpulli Penes, mo mo3Bossie
aJeKBaTHO OIMHMCATH JMCHIIATHBHI BIACTUBOCTI cucTeMH. KpiM TOTo, OJHUM 13 TIEPCIIEKTUBHUX ITUISIXIB
MiABHIICHHS HAIIHHOCTI € BCTAHOBJICHHS CTICHIATbHUX JeMIT()YIOUUX MIPUCTPOTB, TAKUX SIK IEPETOPOJIKH,
TUTaBy4l KPUIIKH, Ta iHII €JIeMEHTH KOHCTPYKIii, 3JaTHUX 3MEHINYBAaTH IHTEHCHBHICTh KOJIMBAHb i
3a0e3revyyBaTH JIOJJATKOBUH piBeHb Oe3meku. TakuM YMHOM, MpoOiieMa JOCTiKEHHS CTIMKOCTI pyXy
PiIMHU B pe3epByapax i3 ropu30HTAIHLHUMH Ta BEPTUKATBHUMHE MEPErOPOIKAMHE 3 YPAXYBAHHSIM BILTUBY
nemnyBaHHS, BUPIIICHHIO SIKO1 ITPHUCBsiUEHA JlaHa poO0Ta Mae sIKk HAyKOBY, TakK i MPaKTUYHY IiHHICTb.

2 llocTaHoBKAa MPOOJIEMH Ta OTJISA CYy4ACHOTO CTAHY MUTAHHSA

CyuacHi yMOBH €KCIUTyaTalii TEXHIKM Ta IOsiIBA HOBUX KOHCTPYKUIHHUX MarepialliB CyTTEBO
BIUIMBAIOTh HA HAIIPYKEHO-/1e(hOpPMOBaHUIA CTaH 1 BiOpaIliiiHi XapaKTepUCTHUKH €JIeMEHTIB KOHCTPYKITiii.
Ile 3ymoBm0e notrpedy B MOMIMOJIGHUX AOCHTIKCHHSX MIIIHOCHMX Ta JUHAMIYHUX XapaKTEPUCTUK
oOJlaJiHaHHS, SIKEe TPALIOE IIiJ JAI€I0 IHTEHCHBHHMX CHJIOBHX 1 TeMIepaTypHUX HaBaHTaKeHb, NPHU
B3a€MOJIIT 3 Pi3HUMHU 3 piguHOI0 a00 ra3zoM. [IpolGiieMa raciHHsS KOJUBaHb PIIMHU B pe3epByapax craja
0CO0JIMBO BaXJIMBOIO Mie Y 1960-x pokax y 3B’S3Ky 3 NOYATKOM KOCMIYHMX TIOJIBOTIB, KOJIU HESKICHE
NPOEKTYBAHHS CUCTEM MAIMBHHUX OaKiB MPH3BOIUIIO JI0 BTPATH CTIHKOCTI Ta pyHHYBaHHS paKeT-HOCIIB.
CpOroiHi CTBOPEHHS OTYKHHX CYYaCHUX PAKeT BUMarae HOBUX ITiIXO/1iB /IO KOHCTPYIOBAHHS TaJTMBHUX
0akiB, sIKi JeJalli yacTille MarmTh CKIIHY abo Herpaauiiiiny ¢opmy [1-2]. OTxke, AOCHiKEHHS
CTIMKOCTI pyXy pPiIWHHM, TaciHHS KOJHMBaHb BiNBbHOI MOBEPXHI B pe3epByapax 1 MaIMBHUX CHCTEMax
3IMIIAIOTECSA aKTyalbHUMH BIIPOJIOBXK OCTaHHIX agecsatwiith [3-5]. Jlng anamizy MinHOCTI Ta
BiOpaIiifHUX XapaKTepUCTUK KOHCTPYKIIiH 3aCTOCOBYIOTh CYy4YacHi YMCENbHI METOJIH, 30KpeMa MeTo]] R-
¢GyHKIiA [6], METOAM CHHTYJISPHHUX Ta TINCPCHHTY/SIPHUX IHTErpalbHUX piBHsAHBb [7-8], mertox
rpaanynux eneMeHTiB (MI'E) [9] ckinuennux enementiB (MCE) [10], meTox ckiHueHHUX pizHHIB [11],
Mero] cKiHueHHUX 00’emiB [12] i meron mornmunanus [13]. Tlix yac mMpoeKTyBaHHS MAJMBHUX OakiB
IH)KEHEpHU BHUKOPHCTOBYIOTh PIi3HI CHOCOOM 3MEHIICHHS KOJHMBaHb: BHYTpIlIHI meperopoaku [14],
BCTaBKH 3 iHOMatepiamniB [15], moBHe [16] abo yacTkoBe [ 1 7] MOKPHUTTS BUTLHOI OBEPXHi, 3aCTOCYBaHHS
HOBiTHIX MarepianiB [18-19] i cucrem aktuBHOro KepyBanHs [20]. Yci mi pimeHHS crpsMOBaHiI Ha
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3a0€e3MeUYeHHs] OCTaTHLOrO PiBHSA AeMII(yBaHHs, IO JO3BOJISE 3MCHIIUTH aMIUITYIW KOJHBaHb 1
3ano0irTu mepexoay CUCTEMH B HECTilKi pekuMu. [Ipu 1boMy BpaxoBYIOTHCSI OOMEXEHHS IOA0 MacH
KOHCTPYKIIii, JOCTYITHOTO MPOCTOPY Ta TEXHOJIOTIYHUX OCOOTUBOCTEH BUTOTOBJICHHS, @ TAKOX BUMOTH
JI0 HAJIIHOCTI, JOBTOBIYHOCTI i Oe31meyHOi eKcInTyaTalii 00 JHaHHS B PI3HUX peXUMax poOOTH.

TakuM 9rHOM, TOCTIHKEHHS CTIHKOCTI PyXy PIAWHU 3 ypaxyBaHHIM JeMI(YBaHHS B )KOPCTKHX
000JIOHKaX 00epTaHHs 3 MEePeropoJKaMH € aKTyaJbHUM 3aBAAHHSIM, PE3yJbTaTH SIKOTO MOXYTh OyTH
BUKOPHWCTaHI JJIS MMiIBHUINEHHS HAAIHHOCTI Ta eheKTHBHOCTI pOOOTH TEXHITHUX CHCTEM.

3 Meta gocaigzkeHHs Ta popMyJIIOBaHHS 3a1a4i

MerToro nociikeHHs € moOyaoBa KOMIT FOTEPHOT METOAOJIOTIT JUIS BpaxyBaHHSA AEMIPYIOUHX
e(eKTiB y 3aavyax aHaNi3y CTIHKOCTI pyXy pIIMHH B OOMEXEHHX 00NacTsAX (pe3epByapax, HaTWBHUX
0akax) miz Ai€r0 MepioANYHUX 30BHILIHIX HaBAaHTAXKCHb, 30KPEMa 3 YpaxyBaHHSAM BIUIMBY BHYTPIIIHIX
MIEPEropoJIOK K JOAATKOBHUX €JIEMEHTIB FaciHHS KOJIMBaHb.

PosrnsayTO KOpCTKI  0OONOHKM OOEpTaHHS, O[O0 MAalOTh TOPWU3OHTANBHI a00 BEpPTHKAIbHI
MIePETOPOIKH, T YACTKOBO 3aIIOBHEHI PiaUHOIO, puC. 1.
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Puc. 3.1. Obononxu obepmanus 3 nepe2opooxkamu
Fig. 3.1. Shells of revolution with partitions

OopmynmoBaHHs 3a7avi 0a3yeTbCsl HAa TPATUIIMHUX MPUMYHICHHSX. PO3rismaeTbesi KOPCTKUH
pe3epByap, 3allOBHEHUH piauHO0 (TycTrHA 997 Kr/M?), BepXHS He3allOBHEHA YaCTUHA 3aiHsITA TIOBITPSIM
npu cragoMy arMmocepHoMmy THCKy. IloBepxHEBUI HATAT He BPaXxOBYETHbCSA, OCKUIBKM [UIS BOAM IIPH
KiMHaTHiH Temnepatypi (ryctuna p,= 1000 kr/m®, npuckopeHHs BinbHOrO maminusa g = 9.81 m/c?,
noBepxHeBuid HATAT 6 =~ 0.072 H/M, xapakrepna noexuna L ~ 0.5 M) unucno bonna Bo = pglL?/c = 3.5 x
10%. ToOTo cuiuM TSOKIHHA 3HAYHO TEPEBUINYIOTH CHIIM IMOBEPXHEBOIO HATSTy. BilbHa TOBEpXHS
imeanizyerbes 0e3 ypaxyBaHHs (pa30BHX NepeXoOjliB; BUTIApOBYBAaHHA Ta KoHeHcalli. [luHamiuHi ra3oBi
e(heKTH, BKIIFOYAIOYN CTUCIIMBICTh, BHYTPIIIHI MOTOKH Ta 3MIHHHWHA THCK, HE PO3TISAAIOThCA. PigmHa
BBa)KA€THCS 130TEPMIYHOIO, TPU IIbOMY TEIUIOBI e()eKTH iITHOPYIOTHCS, IO € MPUHHATHAM HAOIMKEHHIM
3a BiZICYTHOCTI /pKepen Teruia. B s13ki eekTH 00MeXyIOThCS TOHKMMH ITPUKOPAOHHIMH IIAPAMH i MAIOTh
HE3HAYHWH BIUIMB Ha BJACHI YacTOTH YW (JOPMHU KOJIMBaHb, L0 OOTPYHTOBYE BHUKOPHCTaHHS MOJENI
MOTEHIIIHHOT Tedii, CTaHIAPTHOT JIsl aHAI31B TEPIIOro HOPSAKY.

Sk Mozeni pe3epByapiB po3TISIAIOTHCS IIIHIPUYIHI 000JIOHKH 3 TIeperopoKamu Ta 6e3 Hux, puc.l.
Piguna npuilMaeTbcs HECTHCIMBOIO 1 HEB’SI3KOIO, a 1l pyX, 3yMOBJICHMH KOJHMBAHHSIMH CTiHOK Oaka,
BBAXKAETHCS OC3BUXPOBHM.

Hexaii Q - oOMexeHa 001acTh BCEpeIMHI pe3epByapa, 3all0BHEHA PiAMHOI0, So — BUIbHA TTOBEPXHS
pigwHH, S1- 3MOYEHA TIOBEPXHS OOO0IOHKH, Shaf — IOBEPXHS IEPEropoioK. Pyx pignan — 0e3BUXPOBUH,
ToMy icHye moteHmian mBuakocti O(X,t), X=(X,y,z), Takuii, mo B obnacti  3aJ0BOJILHSE PIBHIHHIO
Jlanmaca V2d(x,t) = 0.

Ha >xopcTKMX HEpyXOMHX CTIHKaxX i Meperopojkax pe3epByapy 3aJaHO YMOBU HENPOHUKHOCTI Y
BUTJISAIL

00 00

= =0, 2| =q
on S1 on Sbas

Jie N — OJIMHUYHA 30BHILIHSI HOPMaJb JI0 MOBEPXHI.
Ha BinbHil moBepxHi 3a/1aHO KiHEMAaTHYHY 1 IMHAMIYHY YMOBH B JIIHIHHOMY HaOJM>KEHHI
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90| _ 9% p—po

D
F™ M —r (g + av(t))C + ah(t)x|so =0.

Tyt py — arMocdepHuit THCK, P — TUCK pimunH, a,(t), a;(t) — NPUCKOPEHHS CHIH, IO 3MYIIYE, B
BEPTHKAJIBHOMY Ta FOPU30HTATbHOMY Hanpsmkax, § = {(x, y, t) — HeBimoMa GYHKILisI, 10 OMUCYE 3MiHY
PiBHS BUIbHOT MOBEPXHI 3 HACOM.

Jnst 3HaxomkeHHs HeBigoMux QyHkIid ® ta £ chopMyTr0BaHO TaKy KpaloBy 3a1ady

a0 a0 ac
2 — il — el = = — =
\Y CI)—O,an s, ' ml, 5P Pols, =0 (3.1)
300pa3umo moTeHmian @ y BUTISAL psAy MO BIacHUM (opMaM KOJUBAaHb PIIMHH B KOPCTKOMY
pe3epByapi
=3 (O, (3.2)

ne dj (t) — neBimomi KoediltieHTH, sKi 3aI€XkKaTh JIMIIE Bi Yacy; @k — 6asucHi GyHKIIT; M — KiTbKiCTh
¢dopMm, IO YTPUMYIOTHCS TIPH PO3PaxXyHKaXx.
Hns pyHKIin ok GopMyroeMo KpaioBi 3a1a4i TAKIM YHHOM:

5} a a
V2p, =0, = =9, T =%, %

anlg, — 6n|50 =% o 19650 (3.4)

IIpu 1bOMy Ha BiJIbHIN TTOBEPXHI MAEMO CITiBBigHOIICHHS [21]

0, )(_13,
on g Qs (35)

3ayBaxnmo, mo cmiBBigHOmEHHS (3.4)-(3.5) 300paxyroTh crnekTpanbHy mpobnemy [21], ams
PO3B’s13aHHSI IKOT BAKOPUCTAHO METOJ] CHHTYJISIPHUX 1HTErpalibHUX PiBHSHG [5].

4 Metona 3ananux (popM. 3BeIeHHA 10 CHCTEM iHTerpajbLHUX PiBHIHD

Jns moJanbIioro aHaji3y CKOPUCTAEMOCS TPEICTABICHHSAM LIYKaHWX BEMYMH Yy 3py4YHIA CHCTEMi
KoOpauHaT. 30KpeMa, pO3TIITHEMO HMWIIHAPUYHI KOOPAMHATH, SIKi MPUPOJHO BiAMOBIAAIOTH TEOMETpIii
3agaui. 300pazumo HeBigoMi pyHKuil @ Ta { B MIIHAPUYHUX KoopauHaTtax (7,0, z) y BUTIISAL pAIiB:

C(r,6,t) = XiZo cos(10) Xi=1 dia (£)C,. (1), (4.1)
®(r,6,2,t) = X%y cos(10) X2, diy (Do, (. 2). (4.2)
Tyt ¢, (1, 2), C, (1)- 6asucHi QyHKIIiT, Mi SKAMHU Ha BibHIN TIOBEPXHi iCHYe Takuii 38’130k [21]:
_ 09 (r2)) gy
C}k](r) _a—ZSO _?](PRJ(TIH) (43)

Haui, 3rigHo 3 [5], oTpuMyeMO po3B’s3yBalbHy CUCTEMY CHUHTYJSIPHUX THTETPAILHUX PiBHSHB JUIS
3HAXOKEHHS (pkl(r, z). Tyt nns crporeHss ingekcu Kl omymewi.

2
219(20, R) + [ 0(z, R)O (2,297 (2)dl’ — X;IOR o(p, H)E(P,Po)pdp =0,Py €S;, (4.4

2 R _
219(py, H) + [ 9(2, R)O (2,20)r(2)dl — X; Jo @(p, H) E(P, Py)pdp = 0, Py € S,

Je sinpa iHTerpabHUX OTepaTopiB BU3HAUCHI (hopMyIaMu

0z 2,) = 4/Na+ b {2 [FED g (1) — B ()| my + 22 E (), ), (4.5)

a
Z(P,Py) =4/Na+bF(k),a=12+1¢+ (z—2y)% b = 2rm.

Y3aranbHeHi eninTu4dHi iHTerpany B (4.5) 00YNCIIIOIOTECS TAKUM YHHOM

(k) = (~D'(L — 412) [T cos(2Up )1 — kZsin?ydy, Fy (k) = (=D [}/ “’ffil% (4.6)
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Sk mokasano B [5], B criBBigHOmMEHHX (4.6) 06upaemo B = 1 mpu BUBUEHHI pyXy PiIHHE B 000JIOHKAX
0e3 meperopook Ta 3 = 2 a1t 000JIOHOK 3 BEpTHKAILHUMU MEPEeropoaKaMu, puc. 3.1.0).

[Ticns 3HaxoKEeHHS PO3B’s3Ky crekTpainbHoi 3amadi (4.4)-(4.6) orpumyemo OGasucHi (yHKii
@, (r,2) Ta (1) Ta BNACHI 4ACTOTH ;.

Jam mepelimeMo IO 3amadi BU3HAYEHHS YacToT 1 (popM KonmwmBaHb OOOJIOHKH OOEpTaHHA 3
TOPU30HTAJIBHUMHU Tieperopoikamu, puc. 3.1B). Posmimnmo po3paxyHkoBy o6nacTe, IO 3aifHsATa
piauHOIO, Ha NBI mig-o0nacti. BBenemo neski mo3HadeHHs. BilbHY MOBEpXHIO 1MO3HAYUMO sk So. ITif-
obnacti mo3nauaemo sik Q(k = 1,2). BBoAUMO MITy4HY MOBEPXHIO Sjn¢, AKY HA3MBAIOTh TAKOX
noBepxHero iHTepdeiicy. [ToBepxHi CTIHOK 000J0HKOBOT KOHCTPYKIIii B K-Tiit mig-06macTi mo3HayeHi sk
Sk (k = 1,2), Spot € HOBEPXHEIO THHIIIA, TA Spaf € TOBEPXHEIO MIEPETOPOAKH. 3ayBaKUMO, 1110 PO3POOIICHHIA
TiIX1]] T03BOJIAE PO3TIISAATH AOBUTFHY KUTBKICTh TIEPETOPOIOK.

CyTb MeTOAy MiA-00IacTei MosArae B TOMY, 10 BILTUB KOXKHOI MiJ-001aCTi HA CYCiTHIO OIHCY€EThCS
3a TOTIOMOTOF0 MATPHIIi BIDIMBY. BOHA BCTaHOBITIOE 3B’ 30K MiXK 3HAUEHHSIMH ITOTEHITIaJiB ITBUAKOCTEH
Ha TIOBEpXHAX iHTepdeicy Ta BIANOBIIHUMH MOTOKAMH. 3aBISKH I[OMY pO3B’S3yBallbHAa CHCTEMa
IHTETpaNbHUX PIBHSIHD (DOPMYETHhCS JHIIE BiAHOCHO HEBIJOMHUX BEIMYMH Ha BiNBbHIA MOBEPXHI.
[Nonmanpime po30UTTS MeXxi piAMHHOTI 00J1aCTI HA TPAHUYHI €JIEMEHTH MPUBOJIUTH IO CUCTEMH JIIHIHHUX
anredpaiyHuX PiBHSAHB JJIS1 HEBIIOMUX 3HAYeHb MOTEHIiaTy PU YMOBI, IO TTIOTOKH 3a/IaHi.

BBeneMo Takox Taki Mo3HAYEHHS IS )KOPCTKUAX MTOBEPXOHB, 10 OOMEXYIOTh IMiJ-00IacTi:
01 = 51 U Spot U Sinf U Spaf, 02 = So U € U Spar U Sy. Mexi obmacteit Q11 Qo € Takumu: Y = Spar U
S1USpot USintTa Yo = SparU Sy U Spot USy, pue.3.1r). Tlo3HauMMo 3HAUEHHS IMOTEHIHATY
HMIBUAKOCTEH y By3nax Si1, S21 So sik S1, Sz, So, BiAMOBIIHO, Ta SIK W1, W2 3HaueHHs QyHKIii w = (U, n) Ha
TPaHUIBIX .1, Do, TOTOKH (1, (2 BiZIOMi 3 I'pPaHHYHOI YMOBH HEMpOTIKAHHS, a Ha BiIbHIA MOBEPXHi
HEBIJIOMHI TOTIK MO3HAYAEThCA SK (o. 3HAYCHHS MOTCHLIANy MIBUAKOCTEH Ta MOTOKY HA TMOBEPXHI
inTepdeticy Sint OyayTh HeBiTOMUMH HYHKITISIMHU

(0] 20
== ,q;=—| ,0i€Z;.
ql on Sint q2 on Sint q' L
Maemo Taki yMOBH CyMiCHOCTI
Oy = 0qp 41 = —q2- (47)

PosrisiHeMo 3aavy BU3HaYCHHS MOTEHIIAY IIBUIKOCTeH. BBeeMo mo3HayeHHs 1S TOBEPXOHb
S1 =01, 85 = Sint, S3 = 0,5, S4 = S, Ta MaTpUUHI OTIEpaTOPH

modo, B(S,0)vE[; vitsdo, (48)

A(S'G)W:ffs Y

on |P—Py|
3 BukopucTaHHsM (4.8) moOymyemMo MaTpHiti
Ai; = AS.,S), Bij = B(S.,5),i,j = 1,4.

BukoprcToByeEMO METOJ TMia-001acTeil (CynepeaeMeHTiB) AJIsl BU3HAYCHHS MOTeHItiany ¢ [22].

A11901 + A12010 = B1aws + B12q1, Py € 03, (4.9)
Az191 + Azz91; = Bp1wy + B32q1, Po € Sine,
Az21i + A3z, = B3zW; — B3zq1 + B34qo, Py € 03,
Az21i + A23p2 = BaaWy — Bypqy + Baaqo, Po € Sint,
Ag2P1i + Ag3 P2 = ByaWy — By Gy + Baaqo, Py € So.

3ayBasKUMO, IO YMOBH CyMiCHOCTI (4.7) BpaxoBaHi Ipu oTpuMaHHi cuctemu (4.9). YV pesynbraTi
po3B’s3anHs cuctemu (4.9) 3100yaeMo

0 =Qw, ¢ = (9=, W= W)iz1, Q= (Qi)F=1,

nie BUpasu s Q;; otpumMai B [22].
5 BinbHi KOJUBaHHS PiTMHU B HUJTIHIPAIHUX 000JTOHKAX.

JocniguMo BijbHI KOJMBAaHHS PiAMHY B JKOPCTKIH MWIIHIAPUYHUX 000JIOHKaX 0e3 Meperopojiok, 3
TOPH30HTAIBLHUMU Ta BEPTUKATBHUMH Tieperopojikamu. CIiodaTKy pO3TISIHEMO JKOPCTKY HITIHIPUIHY
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000JI0HKY 3 TJIOCKUM JTHOM, III0 Ma€ Taki mapamerpu: pamiyc R = 1 m, gopxwuna L = 2 M. Hexait H —
piBeHb 3allOBHEHHs PiAWHOI0. ['OpH30HTaNbHA MEPErOpoJKa € KPYIJIOK IUIACTHHOIO 3 LEHTPAIbHUM
0oTBOpOM (KinblieBa meperoponaka) (ams. puc. 3.1). BepTukaibHy KOOpAMHATY HEPETOPOAKH (BUCOTY
PO3MIIIICHHS TTeperopoku) mo3uauumo sk Hy (Hy; < H). Pamiyc moBepxHi iHTepdeicy MO3HAYNMO 5K
Rin¢. Bynemo matu H = Hy + Hy, Rpgr = R — Ry

UrcnoBi pe3ynpTaTl OTPUMAHO 32 JIOTIOMOTOI) METOy TPaHWYHHX eJeMeHTiB. Bukopucrano 100
TPaHWYHHX EJIEMEHTIB B3IOBX pajiyca aauiia (Np), 120 enemMeHTiB y3A0BK 3MOUYCHHUX MAIIHAPHIHUX
yactud (N,,) 1 100 enemMeHTiB B310BX paaiycy BiibHOI moBepxHi (Ny). [Toganeiie 30iabIIeHHS KITBKOCTI
€JIEMEHTIB He MPU3BOAWIIO O CYTTEBOI 3MiHHM pe3yibTaTiB. Ha moBepxHi iHTepdeiicy Ta meperopoaxu
BUKOPHCTAHO PI3HY KUTBKICTH €JIEMEHTIB B 3aJIEXHOCTI BiJ pajiyca meperoponku. lIpu umcioBomy
MOJIEJTFOBaHHI PO3TJISTHYTO Pi3Hi 3HAYCHHS TS R ¢ T2 Hy. 3aCTOCOBaHO aHATITHYHUI pO3B’s130K [21] must
MOPIBHSHHS Ta BaJIAAIII] YHCIOBOTO PO3PaXyHKY.

Jia TecTyBaHHSI CYIEpEeNEeMEHTHOTO MiIXOAy PO3paxoBaHi BIACHI YaCTOTH KOJHWBaHb PiAWHU B
pe3epByapl NpH BCTAHOBIEHHI Tieperopojaku Ha piBHsAX H; = 0.5m, H; =09wM npu Ry = 0.7m
Ta H = 1.0 M. [lopiBHSIHHS pe3ynbTaTiB 3 OOUYUCICHHS YacTOT, OTPUMAHUX 3alPOIIOHOBAHUM METOIOM
TPaHUYHUX CYIEPEIEMEHTIB, Ta aHAIITHYHHUX JTaHuX 3 pobotu [23] mogaHo B Tabmmi 5.1.

Tabnuya 5.1. Iopisuanus ywacmom koaugansv npu l = 0.
Table 5.1. Comparison of vibration frequencies at | = 0.

ITo3uwis neperopoaKku
H,pM P MCTOH Wp1 (O W3 Wo4
05 mig-oonacte 6.070120 8.293836 9.991324 11.43449
' [23] 6.072544 8.292653 9.989851 11.43277
0.9 mig-oonacren 4727280 7.798846 9.708979 11.21009
' [23] 4735574 7.796959 9.708475 11.20921

[Jani, HaBeneni B TabmuIi 5.1, CBi9aTh PO TOCTOBIPHICTH 3aIIPOIIOHOBAHOTO METOMY.

Sk Bimomo [22], HaitHWKYi YaCTOTH TUICCKaHb BIAMOBIIAIOTH XBHIbOBOMY unchy | = 1. B tabGnumi
5.2 HaBe/IeHI YaCTOTH KOJIMBaHb PiquHu py | = 1 B IUTIHAPUYHIN 000JIOHII 0€3 MeperopoIokK, a TaKOXK
3 BEPTHKAJIBHUMH TIEPErOpoKaMu Ta TOPU30HTAIIBHUMH Tieperopoakamu npu Hi= 0.9m.

Tabnuys 5.2. Yacmomu konusans npu l = 1 ons yunindpuunux 06010HOK.
Table 5.2. Vibration frequencies at | = 1 for cylindrical shells.

Tun pesepyapy W11 Wiz Wq3 W14 Wi1sg
bes neperoponok, MI'CE 4.1424 7.2286 9.1472 10.7123 11.9624
[21] 4.1424 7.2284 9.1472 10.7112 11.9616
3 BepTHKAIBHIMU 5.4582 8.1067 9.8791 11.2574 12.657
neperopoL[KaMH
3 ropu3OHTAILHUMHU 2.6350 6.6446 8.9661 10.6468 11.9876
neperopoakamu, MI'CE
[21] 2.6350 6.6444 8.9661 10.6467 11.9874

[NopiBHSHHS pe3ynbTaTiB CBIIYUTH PO 301KHICTH Ta €()EeKTUBHICTH 3aIPOIIOHOBAHOTO METO/Y.
6 BuMylieHi KoJMBaHHA PiIMHU B HIWJIIHAPUYHUX 000T0HKAX

Hexaii G6asucui Qpynkuii ¢, (7, z) Bxe Busnaveni. [lincrasnmo ix y popmynu (4.1) uis notenuiany
mBuakocti ® Tta (4.2) aus nigiiomy BiibHOT oBepxHi {. OTpruMaHi BUpa3u BUKOPUCTAEMO B IWHAMIYHIH
yMOBi Ha Sg. Y pe3ynbTaTi Ha BUIBHIN MOBEPXHI 0JIEP)KYEMO TaKe CITiBBITHOIICHHS

T2 c05(10) iy [dia () + 0 (1+222) dia(©)] @y (r,2) + an()rcosd = 0,2 = ¢ (6.1)

Bukonasum ckansipae MHOxeHHs piBHAHHA (6.1) Ha Gyukuii y,, (k = 1,n;1 = 0,mi 3acrocyBasuu
YMOBY OPTOTOHAIBHOCTI BIacHUX (opM [21], oTpuMyeMo Taky cucTeMy 3BHUYANHUX JuDEpeHIiaTbHIX
PIBHSIHB JAPYTOTO MOPSAKY
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do(®) + 0 (1 +%52) dieo (1) = 0, 6.2)

()
(Ok10x1)’

di1 (8) + ofy (1 + av(t)) A1 () + ap(t)Fy =0, Fyq =

C‘ikl(t) + (’Oil (1 + avg(t)) dkl(t) = 0, k= ﬁ,l = Z,_m

st oqHO3HAYHOTO PO3B’si3aHHs cucTeMH (6.2) HeoOXiAHO 3aJaTH IOYaTKOBI YMOBH, TOOTO

— 40 ] — 41 — T ] =
dkl(t) = dkl' dkl(t) = dkl' k = 1,n, l= O,m. (63)
OO0upanuch 30BHIIIHI HABAHTAXKCHHS 3 TAKUMH ITPUCKOPCHHSIMH
a,(t) = a, cos(opt), a,(t) = a, cos(w,t) (6.4)
NIPH PI3HUX 3HAYCHHAX ApPaMeTPIB Ay, ® , Ay, Op .
[TpoBeneHO po3paxyHKH PyXy BUIBHOI MOBEPXHi 3a Pi3HI 3HAYECHHS MapaMmeTpiB dy, d, Ta ©Op, O.
CriouatKy po3IIITHEMO BEpTHUKAIbHI HaBaHTakeHHs. Da3oBi MOPTPETH pPyXiB B KOOpAWHATAX (C, (;)
300paskeHi Ha puc.6.1.

Puc.6.1. Dazosi nopmpemu pyxy piounu 6 pesepgyapi 6e3 nepecopoook npu ePMUKAIbHUX HABAHMANCEHHSX
Fig. 6.1. Phase portraits of fluid motion in a tank without partitions under vertical loads

Tyr puc. A) simnosimae a, =0.1,a, =1, o, = o, = 2.3I'y, g1 pucynkis B) ta C)
BUKOpHcTaHo mapametpu ap = 0.1,a, =1, oy, = 0, = 4.1424T'y, 12 a,=0,a, =1, ©, =
8.2848 I't, BiamoBijHO. 3 HaBEIEHUX pE3YJIbTATIB 0auMMO, 110 B MEPIIMX JBOX BHUIIAJAKAX PyXH €
cTalinbHUMH, ajie pu ©,, = 8.2848 I'ly BinOyBaeThcss HEOOMEXKEHE 3pOCTaHHS aMILTITY U, IO CBITUYUTh
PO MapaMeTpUYHUil pe3oHaHC (JacTOTa 30BHIIIHBOTO 30ypeHHs 30iraeThCsi 3 MOJBOEHOIO BIACHOIO

YacTOTOIO).

0.015

- *’ ,l\h\m’ 1\ A ‘!n "h ‘x :' ,N‘ ih1 ”hu n hlr’l l
= 'Wl i 'l\”“"'{

-0.015

(=]

time, sec

Puc.6.2. 3aneacnicmo piens nioiiomy piounu é pezepgyapax npu o, = op = 2.3T'y
Fig. 6.2. Dependence of fluid level rise in tanks at , = o, = 2.3 Hz
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free surface level, m

time, sec

Puc.6.3. 3anescnicms pisua nioiomy piounu 6 pesepgyapax npu o, = op = 4.1424T'y
Fig. 6.3. Dependence of fluid level rise in tanks at o, = o, = 4.1424Hz

0.06
free surface level, m

0.04 1
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-0.02
-0.04 U M

time, sec
Puc.6.4. 3anexcnicms piens niouomy piounu 6 pezepgyapax npu o, = o, = 8.2848 'y
Fig. 6.4. Dependence of fluid level rise in tanks at , = w, = 8.2848 Hz

Ha puc. 6.2-6.4 300paskeHo0 3MiHy piBHS BiibHOI OBepXHi y Toutti (0 = 0, = R). Jlinii, no3naueHi
(1), BiAMOBIAAIOTH KOJIMBAHHAM BiJILHOT IIOBEPXHi B pe3epByapi 0e3 meperopoiok, JiHii, mo3naueHi (2),
ONHCYIOTh 3MiHY PiBHS BUIRHOI MOBEPXHI B pe3epByapi 3 BEPTHKAILHUMH IEPETOPOJKAMHE, KPHBI,
no3HaueHi (3), BiIOBI1al0Th 3MiHI PiBHS BiJIbHOI ITOBEPXHI 32 4aCOM IS pe3epBYyapy 3 TOPU30HTAIBLHOIO
HEepPEropoIKOI0. 3a3HaYMMO, IO Y BCIiX BHIA/IKAX BiAMIYa€ThCs 3MEHILIICHHS aMILTITYIM KOJIMBaHb BUTBHOT
NOBEpXHI DIAMHU TIPH BCTAHOBJICHHI IEPEropojoK. BUHATKOM € BHIAIOK, KOJU PO3IIISAAETHCS
pe3epByap 3 TOPU30HTAIBHOK TIEPETOPOAKOIO MIPH YacTOTi KOJMBAaHb CHIIH, IO 3MYIIYE, sIKa JIOPiBHIOE
2.3T1, mo € 1ocuTh OIM3BKOI0 70 TepInoi GpyHIaMeHTaILHOI YacTOTH, siKa opiBHIOE 2.635T 1, ane pyx
PLOVHY TIPH [[HOMY 3ATHINAETHCS CTA0LITHHIM.

BucHoBku

[IpoBeneHe JOCTKEHHS MIATBEPAWIO, 10 HAsSBHICTb TOPU30OHTAJIBHUX Ta BEPTUKAIBHHX
HEepPEeroposIoK y pe3epByapax iCTOTHO BIUIMBA€E HA JWHAMIKY PiJJMHH, 30KpeMa Ha CTIHKICTh 11 pyXy Ta
XapakTep BLUIBHOI MOBepxHi. Po3po0ienHi uncenpbHI METOAM, 30KpeMa Ha OCHOBI Teopii MOTeHIiamy,
CHUHTYJSIPHUX IHTErpajJbHUX PIBHSIHBb Ta METOAY TPaHUYHHUX CJIEMEHTIB, JO3BOJNMIM OTPUMATH TOYHI
pe3ynbTaTi 0e3 HeOOXiTHOCTI MPOBEACHHS CKIIAJHHUX Ta JOPOTMX EKCIEePHMEHTIB. BcraHoBIeHO, 1m0
3aCTOCYBaHHS HEPETOPOJIOK /A€ 3MOTY 3HAYHO 3MEHIIMTH aMIUTITYAy KOJMBAaHb BIJIBHOI IIOBEPXHI, IO
CHpUsi€ 3HMKCHHIO JMHAMIYHUX HAaBaHTA)KEHb HAa CTIHKW pe3epByapy Ta ITiBUINECHHIO CTIHKOCTI BCi€i
cuctemu. Bu3HaueHO 00jacTi CTIHKOT Ta HECTIMKOI MOBEMIHKH PIAVMHM 3ajekHO Bia. OTpuMaHi
pe3yibTaTH MaloTh BHCOKY MpPUKIAAHY LIHHICTE 1 MOXYThb OyTH BHKOPHCTaHI NIpPH NPOEKTYBaHHI
pe3epByapiB y TaKMX KPUTHYHUX Taly3siX, SIK aBiallis, KOCMOHABTHKA, CHEPreTHKa Ta MOPCHKHIMA
TPaHCHOPT, JIe¢ BaXKJIMBA HAAIMHICTD Ta O€3MeUHICTh pOOOTH 3 piMHAMH.
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Computer modeling of liquid sloshing in tanks with baffles.

.Research Obijective. The objective of this study is to develop numerical methods for analyzing the stability of fluid motion in
tanks equipped with various types of internal baffles.Relevance. The investigation of fluid motion stability in tanks with
horizontal and vertical baffles is of significant theoretical and practical importance for many fields — from aerospace and
aviation to marine and ground-based liquid storage (e.g., fuels, process fluids, chemical reagents). The presence of baffles
substantially alters the sloshing behavior: they affect the frequency spectrum of the free surface, vortex structures, energy
localization, and the emergence of resonant modes. Improper consideration of these effects may lead to reduced safety, increased
dynamic loads on the structure, and degraded performance of the overall system. Experimental studies of such processes are
often technically complex, costly, and potentially hazardous. Testing real liquid volumes requires large-scale facilities, high
material and equipment expenses, as well as rigorous safety measures when dealing with flammable, aggressive, or explosive
substances. Therefore, the development of accurate mathematical models, numerical algorithms, and simulation methods for
fluid motion in baffled tanks is of particular relevance. Computer-based modeling provides a safe and relatively low-cost means
to explore a wide range of fluid behavior regimes.

Research Methods. The study employs methods from potential theory and singular integral equations, the boundary element
method (BEM), the subdomain method, and the method of prescribed normal forms.

Results. Systems of one-dimensional singular integral equations were derived to determine the velocity potential. Basis
functions were obtained, specifically the free surface oscillation modes, which were then used to solve the problem of forced
oscillations. The influence of combined horizontal and vertical excitations was analyzed for tanks of various designs — both
without baffles and with vertical or horizontal baffles. Regions of stable and unstable fluid motion were identified. It was
found that the presence of baffles significantly reduces the amplitude of free surface oscillations.Conclusions. The obtained
results demonstrated that the use of horizontal and vertical baffles has a significant impact on the stability of fluid motion in
tanks, specifically by considerably reducing the amplitude of free surface oscillations. The data obtained may be applied to
improve the reliability and safety of tank systems across various engineering domains, particularly in aviation, space, marine,
and energy industries.

Keywords: liquid sloshing, baffled tanks, subdomain method, systems of singular integral equations, boundary element method,
damping, Ains—Strett diagram.
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Controlling LEDC timers of the ESP32 microcontroller using registers

Relevance. This paper examines precise generation and control of pulse-width modulation (PWM) signals using the LEDC
(LED PWM Controller) subsystem of the ESP32 microcontroller via direct register access. As embedded real-time systems
increasingly require fine timing control in LED drivers, motor control and power electronics, standard high-level driver APIs
can be insufficient. Direct register manipulation of LEDC enables more precise tuning of frequency, resolution and pulse timing,
which is critical for synchronization-sensitive applications.

Objective. To analyze the capabilities of ESP32 LEDC timers when configured through direct register writes, to experimentally
evaluate the accuracy and stability of generated PWM signals across representative configurations, and to provide practical
recommendations for optimizing LEDC parameters in applied embedded projects.

Methods. The investigation employed low-level register programming under Espressif’s ESP-IDF on an ESP32-DevKitC V4
(WROOM-32D). Time-domain characteristics of the PWM outputs were measured with a Logic Analyzer (24 MHz sampling, 8
channels). The study combined theoretical derivations of PWM frequency and period based on clock source, divider (DIV) and
counter resolution (RES) with implementation of direct register sequences to configure HSTIMERO and HS channel 0, and
comparative measurements for eighteen distinct configurations covering multiple RES, DIV and DUTY values.

Results. The register-based control method enabled generation of high-frequency PWM in the MHz range with close agreement
between calculated and measured values. Across tested configurations the maximum relative deviation did not exceed +0.03%
for frequency and period, and +0.6% for pulse high-time (duty width). Increasing counter resolution improved duty-cycle
granularity, while the prescaler DIV produced a linear change in PWM frequency. The experimental limitations observed at the
highest frequencies are attributable to the finite sampling capability of the measurement equipment.

Conclusions. Direct register access to the LEDC allows for obtaining deterministic, high-precision PWM signals with minimal
parameter update latency, making them suitable for applications in robotics, power electronics, and other systems with high
synchronization requirements. Further research is recommended on the influence of alternative clock sources, low-speed LEDC
modes, integration with ISR/FreeRTOS, and extending the approach to other timers and channels.

Keywords: ATmega, ESP32, LEDC, PWM, register access, logic analyzer
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Introduction

In modern technological systems, embedded computing modules are becoming increasingly
important, providing intelligent process control, data acquisition, and communication between devices.
They are the basis of robotic systems, automated production lines, sensor networks, and consumer loT
solutions. A high level of integration, compactness, and energy efficiency makes such systems a key
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element of modern electronics [1], [2]. One of the fundamental tasks for embedded controllers remains
the precise generation and control of signals, particularly pulse-width modulated signals, which control
LEDs, motors, power switches, and other peripheral devices.

Traditionally, for educational and prototyping purposes, microcontrollers of the ATmega series,
particularly the ATmega328P and ATmega2560, which are the foundation of the Arduino Uno and
Arduino Mega platforms, are widely used. They are distinguished by their simple architecture, extensive
library support, and a user-friendly programming environment. However, the use of the high-level Wiring
language and the abstraction layers of the Arduino IDE significantly limits the possibilities for precise
configuration of timers and pulse-width modulation [3], [4]. In specialized developments, to achieve
maximum configuration flexibility, direct access to the microcontroller's registers is used, which allows
changing PWM parameters with minimal delay [5].

In recent years, ESP32 microcontrollers from Espressif Systems have become widespread, combining
high computational power, built-in Wi-Fi and Bluetooth interfaces, hardware timer modules, and
advanced PWM signal control capabilities.

In the microcontroller platform market, the most common boards are the Arduino UNO
(ATmega328P) and Arduino MEGA (ATmega2560), with official prices as of October 2025 of 29.30
EUR and 52.80 EUR, respectively, according to the Arduino Store [6], [7].

In contrast, the ESP32-DevKitC module, which is an official product of Espressif Systems, is available
in the manufacturer's official store on the AliExpress platform [8] for a price of 8-15 USD, which is
several times cheaper while offering significantly higher computing power and integrated wireless
interfaces (Wi-Fi, Bluetooth).

Thus, for a comparable price, the user gets a dual-core 32-bit processor with a clock speed of up to
240 MHz, 16 PWM channels, and an advanced clocking system. This makes the ESP32 a cost-effective
choice for developers of real-time systems and researchers in the field of precision electronics.

Software development for the ESP32 is possible both in the Arduino IDE environment and using ESP-
IDF — the official SDK from Espressif Systems. However, working through the Arduino layer, which is
built on the Wiring language, creates additional delays in function calls and conceals the low-level
mechanisms for accessing hardware [9]. That is why for tasks related to high-frequency processes, motor
control, or the study of timing characteristics, programming in C with direct writes to peripheral registers
is advisable, as it allows for achieving maximum performance and precision in signal control.

Among the peripheral subsystems of the ESP32, a special place is held by the LEDC (LED PWM
Controller) — a module for generating pulse-width modulated signals, capable of forming up to 16
independent PWM channels with support for high-speed (up to 40 MHz) and low-speed modes. PWM
modulation is a basic tool for controlling LEDs, electric motors, audio modules, and other loads, where
the stability and precision of the signal parameters determine the operational quality of the entire system:

— in LED drivers — regulating brightness without flickering;
— motor control systems — smoothness of rotation and torque precision;
— indigital audio interfaces — affecting the level of noise and harmonics;
in synchronization generators — minimization of time fluctuations of the signal.

The use of standard APIs, particularly the ESP-IDF LEDC driver, significantly simplifies
programming but does not allow for full control over the timer registers. This limits the precision of
configuring the frequency, duty cycle, and the timing of the signal update. In specialized systems, such
as robotic controllers or precision power control circuits, such capabilities are insufficient. In these cases,
an effective solution is direct access to the LEDC registers, which allows for flexible modification of all
necessary parameters, eliminating the overhead of the driver layer.

The purpose of this study is to analyze the capabilities of controlling the LEDC timers of the ESP32
microcontroller through direct access to its registers, and to experimentally evaluate the accuracy and
stability of the generated PWM signals.

2 Architecture and Operating Principle of the ESP32 LEDC

In classic microcontrollers of the ATmega family (specifically, ATmega328P, ATmega2560), the
implementation of pulse-width modulation (PWM) is based on linking each timer to strictly defined
output channels and pins of the chip [10]. For example, Timer0 in the ATmega328P serves only the
OCOA and OCOB outputs, and these pins are hardware-fixed. This approach simplifies the hardware logic
but significantly limits the flexibility of channel allocation when designing complex control systems [11].
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In contrast, the ESP32 microcontroller implements the principle of hardware decoupling between the
timer, the channel, and the GPIO output. Each of the 16 channels of the LEDC subsystem can be
independently assigned to any of the four available timers and, in turn, routed to any available pin of the
microcontroller. This architecture provides exceptional flexibility when implementing complex control
systems, such as multi-channel motor drivers, RGB matrices, or power management systems, where not
only timing precision but also the efficient use of GPIOs is critical.

Thus, the ESP32 allows for the programmatic reconfiguration of the logical mapping between
channels and timers without hardware changes, which significantly expands design possibilities.
Furthermore, unlike in AVR, the LEDC features a separation between the logical control level (channel)
and the periodicity generator (timer).

— The timer determines the frequency and resolution of the PWM signal.

— The channel is responsible for the duty cycle and the connection to a specific GPIO.

This allows a single timer to be used for multiple channels that will have the same frequency but
different duty cycles. Unlike classic AVRs, where the pulse typically begins upon a counter reset, the
LEDC architecture allows setting an arbitrary pulse start time using the special HPOINT register,
providing flexible control over the phase shift between channels.

2.1 Brief Hardware Context of the ESP32

The ESP32 [12] microcontroller, developed by Espressif Systems, is a high-performance integrated
platform for building embedded systems with support for wireless technologies. Its core is a dual-core
Tensilica Xtensa LX6 processor, which operates at a clock frequency of up to 240 MHz. The processing
cores feature an advanced power-saving system, allowing for dynamic performance adjustments based
on the application's needs.
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Fig. 1 ESP32 model Wroom-32D
Puc. 1 ESP32 mooeni Wroom-32D

The ESP32 is distinguished by a rich set of peripheral modules, including:

— Communication interfaces (UART, SPI, I?C, IS, CAN),

— Analog-to-digital (ADC) and digital-to-analog (DAC) conversion blocks,

— General-purpose hardware timers,

— Cryptographic accelerators,

— Specialized modules for signal control.

2.2 Structure of the LEDC Subsystem

LEDC is a hardware PWM controller with 16 independent channels that can generate PWM signals
of various frequencies and duty cycles. Key features of the LEDC include:
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—  Support for high-speed and low-speed modes

— High precision (fractional frequency division)

— Fading (automatic duty cycle change)

LEDC has two logical classes of channels:

High-Speed (HS) — 8 channels designed for high-speed PWM generation (using timers
HSTIMERO..3);

Low-Speed (LS) — 8 channels oriented towards low-frequency or power-saving modes (using timers
LSTIMERQO..3).

LED_PWM

High_Speed_Channel Low_Speed_Channel
R ) N I I
h_timer0 > | timer0 >
h_timer1 > |_timer1 >

Mux Mux

h_timer2 > - |_timer2 ——®
h_timer3[—— |_timer3 —— ™ —
— S |

Fig. 2 LED_PWM architecture
Puc. 2 LED PWM apximexmypa

As you can see, each output channel (signal), for example h_chn, can operate from any HSTIMERX
timer.

2.3 LEDC Registers

The LEDC subsystem of the ESP32 microcontroller manages the pulse-width modulation channels
through a set of specialized registers. It is the manipulation at this register level that provides maximum
flexibility in configuring signal parameters and minimizing delays.

Let's examine the structure of the high-speed timer and channel.

h C hn LEDC_IDLE_LV_HSCHn
LEDG_HPOINT_HSCH: _sig_out _
I
h_timerx LEDC_CLK_DIV_NUM_HSTIMERx high_level
LEDC_HSTIMER:_PAUSE comparator LEDC_SIG_OUT_EN_HSCHn
LEDC_DUTY_START_HSCHn
FT LEDC_DUTY_ING_HSCHn
w“o : : LEDG_DUTY_NUM_HSCHn
ractiona " LEDG_DUTY_HSCHn  LEDC_DUTY_CYCLE_HSCHn
I, ., [—=(Counter (20 bit) LEDC, HPOINT_HSCHn L EDC_DUTY_SCALE_HSCH
APB CL divider (18 bit) ref pulse - - e . n
 CLK, [, T _p ¢
LEDC_TICK_SEL_HSTIMERx ~ LEDC_HSTIMERx_RST low_level
LEDG_HSTIMERX_DUTY_RES — comparator

Fig. 3 LED_PWM High-Speed Channel Diagram
Puc. 3 LED PWM Jliazpama 6ucokowmeuoKicHo2o Kanay
From this structure, it is clear that the following need to be configured:
1. The h_timerx timer,
2. The h_chn channel,



ISSN 2304 -6201 BicHuk Xapkiscbkoro HauioHanbHoro yHiBepcuteTy imeHi B. H. Kapasina
cepist MatemaTtnyHe MogentoBaHHs. IHopmaLliiHi TexHonorii. ABTOMATU30BaHi cMCTEMM yNpaBniHHs, Bunyck 67, 2025 49

3. The link between the channel and the timer.
The LEDC_HSTIMERx_CONF_REG register is responsible for configuring the parameters of the
high-speed timer and has the following structure:

é %
5}
17} s
= =] E =
. E §| 3 B'
| =
i | [m)]
& & g v g
L =] = 3! =
d E > I =
— 2] &) 2
E: S0 g =, = ol
: -APRE: - -
B i a 75} . . . . i
= = 55| | 10 bits of the integer part 8 bits of fractional part =
31 26 25 24 23 22 2120 19 18 17 16 1514 13 121110987 6 5 43210
0 0 0 1 0

Fig. 4 Structure of the LEDC_HSTIMERx_CONF_REG register
Puc. 4 Cmpyxmypa pecicmpy LEDC HSTIMERx CONF REG

LEDC_TICK_SEL_HSTIMERX (bit 25) This bit is used to select the clock source for high-speed
timer x, either APB_CLK or REF_TICK.

1: APB_CLK (80 MHz) This is the main peripheral bus of the ESP32. Selecting APB_CLK is typical

for tasks requiring the generation of high-frequency PWM signals.

0: REF_TICK (1 MHz) This is a stable but slower reference clock source. REF_TICK is ideal for low-

frequency applications.

LEDC_HSTIMERX_RST (bit 24) This bit is used to reset high-speed timer x. The counter value will
be “zero" after the reset.

LEDC_HSTIMERXx_PAUSE (bit 23) This bit is used to pause the counter in high-speed timer x.

LEDC_CLK_DIV_NUM_HSTIMERX (bits 22-5) This field is used to configure the division factor
for the clock divider in high-speed timer x.

The upper 10 bits (22-13): Define the integer part of the divider.

The lower 8 bits (12-5): Define the fractional part of the divider (with a precision of 1/256).

LEDC_HSTIMERx_DUTY_RES (bits 4-0) This field is used to define the bit-width of the counter
(from 1 to 20 bits), which is the number of steps in the PWM period for high-speed timer x.

The choice of bit resolution is a trade-off: higher resolution provides smoother control (e.g., of an
LED's brightness) but lowers the maximum possible PWM frequency, and vice versa. This relationship
is clearly demonstrated by formula (2.1), which integrates all the parameters discussed.

The PWM frequency is calculated by the formula:

frwm = D Iffsgss (2.1)

where fcrk — is the clock source (APB_CLK a6o REF TICK),
DIV —is the divider,
RES — is the counter resolution.

After configuring the HSTIMERQO timer, the output channel must be configured. The parameters for
an individual channel of a high-speed timer x are defined by the LEDC_HSCHn_CONF0_REG register.



ISSN 2304 -6201 Bulletin of V.N. Karazin Kharkiv National University

50 series Mathematical modeling. Information technology. Automated control systems issue 67, 2025

= =

U ==

£ |8 |2

3|z | =

T ml I;I_jl d

- > B | @

2 = |8 | A

e 53] | E

= S o =

= E| =

@] & @]

= = =

[E8] S8 [E8]

= - -
31 413 2 1 0
0 0 0 0 0

Fig. 5 Structure of the LEDC_HSCHn_CONFO_REG register
Puc. 5 Cmpyxmypa pezicmpy LEDC HSCHn_CONFO_REG

The register has the following fields:

LEDC_IDLE LV _HSCHn (bit 3) — determines the signal level on the output when the channel is
inactive.

0 — The output is LOW (0 V).

1 — The output is HIGH (3.3 V).

LEDC_SIG_OUT_EN_HSCHN (bit 2) — enables the signal output to the GPIO.

0 — Disables the PWM output (regardless of the timer's operation).

1 — Enables the PWM output (if the timer is running).

LEDC_TIMER_SEL_HSCHn (bits 0-1) — determines which timer controls the PWM channel. The
ESP32 has 4 high-speed timers (HSTIMERO — HSTIMERS3).

To describe the relationship between the channel and the timer, it is first necessary to understand how
PWM works. The signal is generated as follows:

T g = = = = g g e g e

T T T S T e L ELCORRA

S0 _out

Fig. 6 Diagram of the output PWM signal
Puc. 6 [liaepama suxionoeo LLIIM cuenany

Each PWM channel receives a 20-bit value from the counter associated with the selected high-speed
timer. This value is compared with two registers to generate the signal:
1. LEDC_HPOINT_HSCHn — when the counter reaches this value, the PWM output signal goes
HIGH.
2. LEDC_HPOINT_HSCHn + LEDC_DUTY_HSCHN[24:4] — when the counter reaches this sum,
the PWM signal returns to LOW.
Thus, HPOINT defines the start time of the pulse, and DUTY sets the duration of the HIGH level,
forming the desired duty cycle.

To set the HPOINT value, the LEDC_HSCHn_HPOINT_REG register is used.
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(reserved)
LEDC_HPOINT _HSCHn

31 20 119 0

Fig. 7 Structure of the LEDC_HSCHn_HPOINT_REG register
Puc. 7 Cmpyxmypa pecicmpy LEDC_HSCHn_HPOINT_REG

The LEDC_HPOINT_HSCHn field (bits 19 - 0) defines the condition under which the output signal
will switch to 1 (HIGH).

This happens when the value of the timer counter, LEDC_HSTIMERX_CNT in the
LEDC_HSTIMERXx_VALUE_REG register, matches the value of LEDC_HPOINT_HSCHn in the
LEDC_HSCHn_HPOINT _REG register. At this moment, a logical one (HIGH) is set on the
corresponding PWM output.

To set the DUTY value, the LEDC_HSCHn_DUTY_REG register is used.

LEDC_DUTY_HSCHn

(reserved)

24 0

Fig. 8 Structure of the LEDC_HSCHn_DUTY_REG register
Puc. 8 Cmpyxmypa pecicmpy LEDC_HSCHn_DUTY_REG
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[
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h

LEDC_DUTY_HSCHn (bits 24 - 0) defines how long the signal remains high (HIGH) during one
PWM period.
When the counter of the hstimerx timer, which is linked to channel n, reaches the value
LEDC_LPOINT_HSCHn, the PWM output signal is set to LOW (0).
The duration of the signal's high state is measured in timer ticks. The value of
LEDC_LPOINT_HSCHn is calculated by the formula:
LEDC_LPOINT_HSCHn = LEDC_HPOINT_HSCHnl1 + LEDC_DUTY_HSCHn?2 (2.2)
or
LEDC_LPOINT_HSCHn = LEDC_HPOINT_HSCHnl1 + LEDC_DUTY_HSCHn2 + 1 (2.3)
depending on the settings. The key point is that the lower 4 bits of the DUTY field are not used
The program implements the enabling of the LEDC clock, the configuration of the HSTIMERO timer
and the HSCHO channel, as well as outputting the signal to GP102:
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3 Testing Methodology

3.1 General Methodology

For this research, the ESP32-DevKitC V4 hardware platform, based on the ESP32-WROOM-32D
module, was utilized. A Logic Analyzer 24 MHz 8CH served as the measurement tool, allowing for the
examination of the timing parameters of pulse signals. Additionally, software control of the ESP32
peripheral clock signal was implemented through the DPORT module, which handles clock
enabling/disabling for the LEDC [13].

Timer management was performed via direct access to the microcontroller's registers, using the ESP-
IDF libraries:

Fig. 9 ESP-IDF libraries
Puc. 9 Buxopucmani 6ioniomexu ESP-IDF

The program implements the enabling of the LEDC clock, the configuration of the HSTIMERO timer
and the HSCHO channel, as well as outputting the signal to GP102:

WRTTE(DPORT_PERIP_CLK_EN_REG, G_READ(DPORT_PERIP_CLK_EN_REG) | DPORT_LEDC_CLK_EN);
JRITE(DPORT_PERIP_RST_EN_REG, AD(DPORT_PERIP_RST_EN_REG) & ~DPORT_LEDC_RST);

E(GPIO_FUNC2_OUT_SEL_CFG_REG, LEDC_HS_SIG_OUT@_IDX);
:ITE(GPTIO_ENABLE_WITC_REG, (1 << 2));

WRITE (LEDC_HSTIMER® CONF_REG, ((1<<25)|(2<<13)](5)));

WRITE (LEDC_HSCH@ CONF@ _REG, (1<<2));

WRITE (LEDC_HSCH@_HPOINT_REG,
ITE (LEDC_HSCH@_DUTY_REG, (18<<4));

RITE(LEDC_HSTIMER®_CONF_REG,REG_READ(LEDC_HSTIMER®_CONF_REG)&~(1<<23));
RITE (LEDC_HSCH@ CONF1_REG, (1 << 31});

Fig. 10 Main program
Puc. 10 Ocnosna npoepama

To adjust the configurations, line #19, LEDC_HSTIMERO_CONF_REG, was modified to set the
clock source, divider (DIV), and counter resolution (RES). The DUTY value was set in the
LEDC_HSCHO DUTY_REG register on line 25.

During the experiments, the following PWM signal parameters were determined:

— The signal frequency, calculated by formula (2.1), with f;;x = 80 MHz.

— The signal period was calculated by the formula:
1

Tpwy = Frwm (3.1)
— The duration of the high level:
DUTY
tn = Sres * Tpwm (3.2)

where DUTY is the duty cycle value,
RES is the counter resolution.
3.2 Example of Configuration Analysis
To illustrate the methodology in more detail, let's consider configuration 9 with the following
parameters:
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RES =5 bits, DIV =2, DUTY =10
In this configuration, the clock frequency of the LEDC subsystem is f-;x = 80 MHz.. The theoretical
frequency is calculated using formula (2.1) and is:
feik 80 * 10°T
Towm =y oREs =~ 558
The signal period is calculated by formula (3.1), and is:

= 1.25 MHz.

Tows = frwm T 125%106 0.8 ps.
The duration of the high level is calculated by formula (3.2), and is:

DUTY 6
ty :W*TPWM =?*0.8* 107° = 0.25ps

Practical results were obtained using a logic analyzer. [14].

Fig. 11 Logic analyzer readings
Puc. 11 Iloka3zu noziunoco ananizamopa

The average values of the indicators were calculated over a signal duration of 0.5 seconds and entered
into the table.

Table. 1 Configuration 9 Calculations
Tabn. 1 Pospaxyuku kougicypayii 9

Configuration 9
Frequency, Hz Period, s ty, S
Theoretical 1250000 0.0000008 0.00000025
Practical 1249593.227 | 0.00000080026 | 0.0000002495
Error relative to theory -0.03% 0.03% -0.18%

The practical results, obtained from the logic analyzer, showed a frequency of 1.2496 MHz, a period
0f 0.80026 ps, and a high-level duration of 0.2495 us.

The relative error does not exceed -0.03% for the frequency, 0.03% for the period, and +0.18% for
ty, which indicates the high accuracy of the implemented register-level control.

4 Results and Analysis

During the experiments, 18 configurations of the LEDC timers were tested with various parameters
of resolution (RES = 4, 5, 6 bits), divider (DIV =1, 2, 4), and duty cycle (DUTY = 10, 33%, 50%). For
each configuration, theoretical values of frequency, period, and high-level signal duration were
determined, and practical measurements were performed using a logic analyzer. The obtained data
demonstrated a high correspondence between the calculations and the experiment, with the maximum
error not exceeding +0.03% for the frequency and period, and +0.6% for the high-level signal duration.

Analysis of the results showed that as the resolution (RES) increases, the precision of the duty cycle
adjustment improves, whereas the PWM frequency is predominantly determined by the value of the
divider (DIV).

An increase in DIV inversely proportionally reduces the signal frequency and linearly increases its
period. The DUTY parameter directly affects the duration of the high level, t;, and it was for this
indicator that the largest relative deviations were recorded. However, these deviations remain within an
acceptable margin of error for practical applications.

5 Conclusions

This work demonstrates the capabilities of direct software control over the registers of the ESP32's
LEDC subsystem to generate ultra-high-speed PWM signals. The research confirmed that the signal
frequency is inversely proportional to the prescaler value. At the same time, the ratio of the pulse duration
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to the period (the duty cycle) remains constant if the DUTY value and the resolution are not changed.
Direct register access significantly reduces delays in updating the duty cycle, ensuring more deterministic
and stable signal generation, which is crucial for tasks with high requirements for synchronization and
error minimization.

The results of this work are of practical significance for embedded systems that require high-speed
and precisely regulated PWM signals, particularly in robotics and power electronics, and they also deepen
the understanding of the hardware limits of PWM in the ESP32. Further research could be directed
towards the application of direct register writes for other LEDC timers and channels, analyzing the impact
of different clock sources and low-speed modes on signal quality and power consumption, as well as on
the interaction with FreeRTOS cores and ISRs for the synchronous control of multiple channels.

In summary, this work investigated the LEDC architecture, developed an algorithm for the direct
configuration of the prescaler, counter resolution, and duty cycle via registers, and conducted a
comparative analysis of theoretical and practical calculations which showed a high degree of
correspondence. Thus, the scientific problem of controlling LEDC timers has been solved through the
development and experimental confirmation of a new approach, which opens up prospects for further
optimization and expansion of the ESP32's capabilities in high-speed PWM control.
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KepyBannsa LEDC Taiimepamu mikpokonTpoJiepa ESP32 3a nonmomororo
pericTpiB

AKTyanbHicTh. Y CTaTTi pO3riOaloThCsl MUTAHHS TOYHOTO ()OPMYBaHHS Ta KepyBaHHsS IIUPOTHO-iMIyiabcHEMH (ILIIM)
curHanamu Ha 6a3i mincucremu LEDC mikpokonTposnepa ESP32 nusixom mpsimoro noctymy 1o perictpis. Uepes 3poctarodi
BUMOTH JO TOYHOCTI TaifiMiHTy y CBITJIONIOZHUX JpaiiBepax, KepyBaHHI JBHI'YHaMHM Ta CHJIOBI ENEKTPOHili, a TaKoX
00Me)XeHHS BUCOKOPIBHEBUX JpaiiBepHUX IHTep(eCiB, TOCITIKEHHS € aKTYaJIbHUM JUI1 pO3pOOHHKIB BOY/IOBaHUX peabHOTO-
4acy CHCTEM.

Merta pociimxennsi. [IpoananizyBatn MoximBocti kepyBanHs LEDC-raiimepamu ESP32 wepe3 npsimuii 3amuc y perictpy,
EKCIIEPUMEHTAIBHO OI[IHUTH TOYHICTH Ta CTaOUIbHICTH chopmoBaHuXx PWM-currHamiB i psgy xKoHQIrypamii i po3pooutu
MPaKTHYHI peKOMEH I 010 ONITHUMI3aLlii ITapaMeTpiB.

MeToau mocaixKeHHs1. 3aCTOCOBaHO perictpoBe mporpamyBanHs B cepemoBuini ESP-IDF wa mmari ESP32-DevKitC V4
(WROOM-32D), ekcriepUMeHTaIbHI BUMIpIOBAHHS YaCOBHX XapaKTEPHUCTHK BHXiJHHX CHIHAJIB JIOTIYHHM aHAIN3aTOPOM
(Logic Analyzer, 24 MHz, 8ch), nopiBHJIbHHH aHai3 TEOPETHYHHX pPO3paxyHKIiB ((PopMysIH YacToTH, Hpeckeiepa,
PO3PSAIHOCTI TIYMIFHHUKA) Ta IPAaKTHYHUX BUMIpIOBaHb 1uist Habopa 3 18 koudirypauiit (RES, DIV, DUTY).

PesyasTaTi. Posrisinyro apxitektypy LEDC Ta cTpykTypy BiINOBiIHHX pericTpiB TaiiMepiB i KaHaIIB; peai30BaHO aJrOPUTM
HanmamtyBanHs HSTIMERO Tta HS-kanamy depe3 mpsiMe 3amuCyBaHHS B pericTpu 1 BuBeaeHHs curHary Ha GPIO.
ExcriepuMeHTaNbHO MiATBEPPKEHO BHCOKY BiITIOBIIHICTH PO3PAaXyHKIB 1 BHMIPIOBaHb: MaKCHMalbHa BiTHOCHAa IMOXHOKa
4acToTH 1 mepioxy He nepesumrysaia +0,03%, a TpuBanocTi BUCOKOTO piBHI — +0,6%.

BucnoBku. Ipsvuit pericrpoBuit moctyn mo LEDC nmo3Bomse oTpumati aerepMmiHOBaHi, BucokoTo4Hi HIIM-curramm 3
MiHIMaJIBHOO 3aTPUMKOIO OHOBJIICHHS ITapaMeTPiB, M0 € MPUAATHUMH JUIS 3aCTOCYBaHb Y pOOOTOTEXHIIIl, CHIIOBIH €eKTPOHII
Ta IHIIMX CHCTEMaxX 3 BHCOKMMH BHMOTaMH JI0 CHHXpOHi3alii. PEeKOMEH/IOBaHO MOJANbII JOCITI/KEHHS Ha TEMy BILIUBY
IBTEPHATUBHUX JUKEPEIN TaKTy, pexxuMiB Hu3bKo1 mBuakocti LEDC, interpauii 3 ISR/FreeRTOS Ta po3imupenHs miaxony Ha
iHIII TaliMepH # KaHaITH.

Knrouogi cnosa: ATmega, ESP32, LEDC, LIIIM, pecicmpoge kepysanus, no2iuHuii ananizamop
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ApXiTeKkTypa, NporpaMHa peaJji3ailisi Ta aHAJi3 pe3yJbTATIiB 32aCTOCYBAHHS
IHTEJIeKTYaJILHOI0 iIHCTPYMEHTAJBHOI0 32c00y /151 KOH(PIrypyBaHHSA
MiKpPOCEpPBICHUX 32CTOCYHKIB

AkTyanbHicTh. Po3po0Ka 3acTOCYHKIB 3 MiKpPOCEPBICHOIO apXiTEKTYpOIO ITOTpedye e(heKTUBHOTO YIIPaBIiHH KOH}IrypamisMu
B YMOBax 3MiHHOT'O HaBaHTAXXCHHS, BUMOT JI0 HaJiWHOCTIi, BIAMOBOCTIHKOCTI I MacmiTaboBaHoCTi. e 3ymMoBIIO€E OTPeOy B
IHTEJIEKTyaIbHHUX 3ac00aX aJanTHBHOTO KOHQIrypyBaHHS, 31aTHUX MPALIOBATH B PEXKUMI, OJIM36KOMY 10 PEIBHOTO Yacy.
Merta. CTBOpUTH iHTENEKTYaIbHUH IHCTPYMEHTAIBHHAN 3aci0 I aIalTUBHOTO yHpaBmiHHs KoH}irypanismu MCA 3 Mmogymnem
NpUAHATTS pitreHs Ha ocHOBI Case-Based Reasoning (CBR), cipoexTyBatu ioro apxiTekTypy, 3p0OUTH IPOrpaMHy peatizaiio,
a TaKOK EKCIIEPUMEHTAILHO OL[IHUTH POOOTY HA TECTOBOMY HOJMIrOHi i mopiBHATH Kilbka CBR-MeTomiB.

Metonu aociaigxeHHs. YTouHEHO 0a30Bi MOHATTS mporeciB KoHQirypyBaHHI MCA; cOpoeKTOBaHO MOJITOH i3 TphoMa
cepBicamu (auth, product, order) i BuMoramu no npoaykruBHoOCTi (<1000 oxHOYACHUX 3amHUTIB, cepenHs 3arpumka <200 mc).
AnanTuBHe yIpaBiiHHS KOH(IrypamisiMu MikpocepsiciB peamizoBaHo sik MikpocepBic i3 REST API (FastAPI) ta cxoBumem
npeneneHtiB (PostgreSQL); BUKOpHCTOBYIOThCS MeTpuku QOS, pecypcHi, «BapTiCHI» Ta aAanTHBHOCTI. JlOCHiIKEHO T’ATh
CBR-meronis: K-Nearest Neighbors, Weighted KNN, Feature-Based Retrieval, Cluster-Based Retrieval, Indexing & Hashing.
TIpoBeneHo cepito BUMIpIOBaHb Yacy miabopy KoHdiryparii ais 6a3u npeuenentiB y 50—1000 3anucis i3 ycepenuenusm mo 100
HPOTOHaX.

PesyabTaTn. [lizcucrema KOpekTHO imeHTH(IKye CTaHH Ta 3aCTOCOBYE PEJIEBAaHTHI KOHQirypamii s pi3HHX CLEHapiiB
(low/medium/high/peak), Bignosigaroun Bumo3i gacy migdopy <0,5 c. HaiiBuiry mBuAKOAiO MpoAeMOHCTpyBaB MeTo 1 Indexing
& Hashing (=27,6-50,3 mc mnst 50—1000 keticie); KNN mae niniitae 3pocranns vacy, a Weighted KNN nae kepoBaHicTs 3a
paxyHOK Bar MeTpuk. PeanizoBanuii BeO-iHTepdelic 3abe3neuye MOHITOPUHT 1 PyYHHUIl/aBTOMaTHYHUH PEXKUM 3aCTOCYBaHHS
3MiH Y pealbHOMY Yaci.

BucHoBKH. 3anponoHOBaHa apXiTeKTypa Ta NpOrpaMHa peatiallis iHCTpyMeHTalbHOro 3acody 3 CBR miaTBepmkyroTh
MPaKTHYHY JOIIBHICT alanTHBHOTO KOH(pirypyBanHs MCA i CTBOPIOIOTE MIATPYHTS M1 MacIITaOOBaHUX JAHUMH KEPOBAHHUX
pimeHb. OKpeciIeHO MOJanbllli HAMpsIMU: €BOJIOUIA Kelic-0a3u 3 OHJAaliH HaBYaHHAM, OaraTOKpUTepiaibHa ONTHUMIi3amis
(IpOoYKTHBHICTH/HaAIHHICTE/BapTiCTh/€HEPrOePEKTUBHICTE), INMOIA iHTErpamis 3 OpKecTparopamMu Ta service mesh,
ITiIBUTIEHHS MTOSICHIOBAHOCTI PillleHb.

Knwwuoei cnosa: npoecpamuuil mikpocepsic, apximexkmypa, YNpAaeniHHA Kougicypayiamu, iHmenekmyanivHuti nioxio, memoo
ananizy npeyedenmie, CBR, inmenexmyanvHuil incmpymMeHmaibHuil 3acio, mecmysants, AKicmv, MEMpPUKd, MoOeib.

Ax wmuryBatu: 3iHoB’eB J.B., Tkauyk M.B. Apxitekrypa, mporpaMHa peamisamis Ta aHaji3
pe3yibTaTiB 3aCTOCYBaHHS IHTENEKTYAIBHOI'O I1HCTPYMEHTAIBHOTO 3aco0y Jjisl KOHQIrypyBaHHS
MIKpOCEPBICHUX 3aCTOCYHKIB. Bicuux Xapkiscvkoeo Hayionanvrozo yHieepcumemy imeni B.H.Kapa3zina,
cepis  Mamemamuune modemosanns. Ingopmayiiini mexuonozii. Aemomamuzoeani cucmemu
ynpaeninns. 2025. sum. 67. C.56-65. https://doi.org/10.26565/2304-6201-2025-67-05

How to quote: D.V. Zinov’ev, M.V. Tkachuk, “Architecture, software implementation and results
analyzing of the usage an intelligent tool for configuring microservice applications”. Bulletin of V.N.
Karazin Kharkiv National University, series Mathematical modelling. Information technology.
Automated control systems, 2025. vol. 67, pp.56-65. https://doi.org/10.26565/2304-6201-2025-67-05
[in Ukrainian]

BeTyn. AKTyalbHICTB i MeTa J0CTiAKeHHS.
B cyyacHux yMoBax CTPIMKOI'O PO3BUTKY iH(POPMAaLifHUX TEXHOJOI1H MiKpOCepBiCHa apXiTeKTypa
(MCA) crana npoBiJHOIO TapaIuTrMOI0 MPOEKTYBaHHS PO3MOAUIEHUX MPOrpaMHUX cucteM. Llei miaxin
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nepeadayae po30OUTTS BEJIUKOT Ta CKIIaIHOT CUCTEMHU Ha HaOlp HEBEIIMKKMX, aBTOHOMHHUX CEPBICIB, KOXKEH
13 SIKUX BHKOHYE CBOIO YITKO BWU3HAueHY (YHKLIIO Ta B3a€MOJI€ 3 iHIIMMH 4epe3 CTaHAapTHU30BaHi
inTepgeiicu, taki sk REST abo gRPC. Lle no3Bonsie cTBOproBaTH MacmTabOBaHi, THYYKiI Ta JIETKO
MiATPUMYBaHI 3aCTOCYHKH, IO CKJIANAIOTHCS 3 HE3AJICKHHUX CEPBICIB, KOXKEH 13 SIKHX BUKOHYE OKpEMY
¢yskmiro. Crnabka 3B’s3HICTP MK KommoHeHTaMH B MCA 3alesredye He3ane)kHE pPO3TOPTAaHHSA,
MaciTadyBaHHsI Ta OHOBJICHHsI KOKHOTO MIKpOCEpBicy, 10 HAaJa€ CyTTEBI MEpeBar 1o BiTHOLIEHHIO 10
MOHOMITHUX apXiTektyp [1]. KoHdirypyBaHHsS MiKpOCEpBICiB sBJIsi€ COOOI0 CKJIAJHHUI MPOIEC, IO
OXOTLTIOE HAJAITYBAaHHS YUCIIEHHUX TapaMeTpiB (MEpexeBi ajpecH, JTIMITH pecypciB, KIOUi JOCTYITY,
HaJIAIITYBaHHS OE3IEKH, TOIIO) ISl KOKHOTO CepBicy. Y peaJbHUX CHCTEMAX Il MapaMeTpu MOKYTh
YaCcTO 3MIHIOBATHCSA B 3aJIKHOCTI BiJl HABAHTAKEHHS, THITY 3aITUTiB, BiIMOB KOMITOHEHTIB a00 30BHIIIHIX
ymoB. HekopekTHe KOH(DIrypyBaHHS OKPEMEX CEPBICIB MOXKE MIPHU3BECTH JI0 KPUTUIHHUX 3001B y poOOTi
BCi€l CUCTEMH - BiJ] 3aTPUMOK Y BIJIIMOBIJI Ha JIEsAKi 3aIUTH JI0 MOBHOI HEJIOCTYITHOCTI ii (hyHKIlIOHAITY.
IIpoGnemu mie Oinblie YCKIATHIOIOTHCSA, KOJIHM CHCTEMa TMPAIfoE B XMapHOMY CEpEeAOBHUII 3
AaBTOMAaTHYHAM MAacIITaOyBaHHSAM, 1€ YMOBH 3MIHIOIOTBCS B PEKHMI PEATBHOTO Hacy. Y TaKkoMy
KOHTEKCTI KOH]irypauii He MOXyTh OYTH CTaTHUYHHUMHM, & MAaIOTh MOCTIMHO ajanTyBaTHCS OO 3MiH
00YHUCITIOBAJIPHOTO HABAaHTAKEHHS, IOCTYITHOCTI CEPBICIB 1 30BHILIHIX 3aexHOCTEH [2].

binpmricts cydacHux pimreHs y 1iit cdepi, Taki sk Kubernetes ConfigMaps, HashiCorp Consul a6o
Spring Cloud Config [3], mpononytoTs cTatuuHi abo mabI0HI30BaHI MiAXOAM, SAKI HE BPaXOBYIOTh
MOTOYHHK CTaH CHUCTEMH Ta BHMAralOTh pPYYHOTO BTPYYaHHS agMmiHicTpaTtopa. TakuM UYHHOM,
aKTyaJlbHUM € HayKOBO-TE€XHIYHE 3aBJaHHS pPO3POOKH I1HTENEKTyalbHUX 3acO0iB aJalTHBHOTO
YOpaBIiHHS KOHQITypalisMi MIKpPOCEPBICHUX 3acTOCYHKiB. Ll 3amaga CTHKaeTbcs 3 BHCOKOIO
CKJIaHICTIO TEXHOJIOTTYHUX IMPOIIECIB, BEIUKOIO KiJIbKICTIO MapaMeTpiB Ta ciadKoto popManizaliero ix
B3a€MO3B’s13KiB. [ly1s BUpimIeHHS OUX MPOOJIeM MPOTMOHYETHCS BHUKOPUCTOBYBATH MiAXOAH IITYYIHOTO
iHTENeKTy, 30KpemMa Meron aHamisy mnpenencutiB (Case-Based Reasoning - CBR), i pospobiena
QJITOPUTMIYHA MO/ICJIb QIAIITUBHOTO YIpaBiHHs KoHQirypamuismu MCA 3 iioro BUKOpUcTaHHsM [4].

MeTta poGoTn

Meroro mi€i pobOTH € po3poOKa apXiTEeKTypH, MpOrpaMHa peati3aris Ta JOCHTIHKeHHS pPe3yJIbTaTiB
3aCTOCYBaHHS 1HTEJIEKTYalbHOTO IHCTPYMEHTAIIEHOTO 3ac00y JUI aBTOMAaTH30BAaHOTO KOH(ITypyBaHHS
3acTocyHkiB 3 MCA Ha OCHOBI METOJAY aHali3y MpPELEJCHTIB, 10 3a0e3Meuye MOIIYK Ta aJanTalliio
KOH(ITYpaIiif OKpeMHUX MiKpOCEPBICIB 3 ypaXyBaHHSIM 3MiH Y CEpeOBHIII iX (yHKI[IOHYBaHHS.

2. ApxiTekTypa Ta 0co0JHMBOCTI TporpamMHoi peaftizamii  iHCTpyMeHTAJIBLHOrO 3acody

aJanTHMBHOIO YNPaBJiHHA KoH}irypauiamu Mikpocepsicis (AYKM)

Jst opranizanii npouecy AYKM B [3] Oyna 3anpornoHOBaHa CTPYKTYypHO-(DYHKI[IOHANIBHA cXema

IHCTPYMEHTAIBHOTO 3aC00Y, sIKa MICTHTh HACTYITHI IIapH KOMIIOHEHTIB:

— OCHOBHHH (YHKIIIOHAJI CUCTEMH, IO Iepeadadae po3ropTaHHs KOKHOI'O OKPEMOTO MiKpOCepBicy
y BigmoBimHoMy DocKer-koHTeiiHepi, MHOXHHA SIKHX OPKECTPYEThCS 3aC00aMH TEXHOJIOTIT
Kubernetes;

— MOJIyJb MPUHHATTA PillieHb, J€ CHelialbHUI Kepyrounii MikpocepBic, 1o peanizye metoau CBR,
npuiiMae MeTpukH depe3 API, oOupae ananTuBHy KoH]Iryparito Ta ¢opMye BiAOBib;

— KOMIIOHEHTH Juid MoHiTOopuHry crany MCA, ski 3a0e3neuyroTh 30ip JaHUX Ta PO3pPaxyHOK
KIIIOYOBMX ITOKa3HHWKIB (MeTpuk): 3aBaHTaxkeHHs CPU, po3mip omeparwBHOi mam’sTi, 4ac
3aTPUMKH BIJINOBiJICH Ta 1H.) MICJIs 3aCTOCYBaHHS 3MiH, M0 3a0e3redye 3aMKHEHHH LUK
ajarnrarii;

— 0Oa3y nmanmx (BJl) mpeueseHTiB, KOXKHHN 3 KAX BKJIIOYAE 3HAUCHHS MapaMeTpiB KoHQirypamii ta
MeTpHuKH npoaykTuBHOocTi MCA mipu 3acTocyBaHHi nieBHOTO ainroputmy CBR.

2.1. dyukuioHaJbHi Ta He(pyHKLIIOHAIBHI BUMOTH 10 po3podku 3aco0y AYKM

Jns BusHaueHHs BuUMOTr 10 3aco0y AYKM OyB po3pobiieHnit mporpaMHHiA TECTOBUN MOJITOH, IO
CKJIaJaBcsl 3 TPbOX MIKPOCEpBICIB, SIKi € THUIIOBUMHM AJisl 3acTocyHKy 3 MCA y mpeaMeTHii oOisacti
«Obpobka 3amosneHb Kopucmyeauie npu pobomi 3 Kamanozom npodykmis», a came: auth_service s
aBTeHTHIKAaIi KopucTyBayiB; product_Service s kepyBaHHs KaTaJoroM HpPOIYKTiB Ta Order_service
U151 06POOKH 3aMOBJIEHb. MOro (pyHKITOHAT BKITIOUAB:
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— TEHepallil0 HaBaHTAXCHHS PI3HOTO PiBHA (HU3BKE, CEpEIHE, BUCOKE) 3 MOMKJIHUBICTIO PYYHOTO
HaJlAIITyBaHHs IapaMeTpiB, TAKUX K PO3MIp ImyTy migkmoueHb 10 b/] Ta oOMexxeHHs Ha KUTBKICTb

3aIUTIB;

— API-B3aemopiro 3 mikpocepBicamu i1t orpuManHts MeTpuk (CPU, mam’sTh, 3aTpuMKa BiIIOBI],
JIOCTYTIHICTB) Ta 3aCTOCYBaHH: 3MiH KOH(pirypariii y peaapHOMY Haci.

[Tincucrema AYKM marna BUKOHYBaTH HACTYIHI 3a1a4i (TOOTO, QyHKI[IOHAIEHI BUMOTH):

— apromMaTWuHUH miAbip moTpiOHMX KoH(irypamiii MCA Ha OCHOBI OTpUMaHHX METPHK 3a
mormomororo Metoais CBR (K-Nearest Neighbors, Cluster-Based Retrieval Tomro);

— MOBHHUH IMKJI 00poOkH 3anuTiB 10 B/l mpeneneHTiB: MOmIyK peleBaHTHUX pillleHb, aJanTarmis 10
MOTOYHOTO CTaHy CHCTEMH, 30epeeHHsI HOBUX BUIIA/IKiB JJIs1 HABYAHHS;

— 1HTerparito 3 TeCTOBUM HoxiroHoM uepe3 API s BHeceHHs 3MiH 0€3 3yITMHKH CEPBICiB;

— iHTepdeiic agmiHicTpaTopa AJs HalAIUTyBaHHsS MapaMmeTpiB ajJTOPUTMIB IJISi OKPEMHX METOIB

CBR Ta nmepermnsiay pe3y/ibTaTiB 3HAWACHUX PIllICHb.

Takok NMUITXOM BHBYCHHS JESIKHX ICHYIOUYHMX pimieHb [5-8], a Takok eKCIepTHUM NUISIXOM OyJiiu
BM3HA4YeHI HACTYIMHI HE(YHKI[IOHATBHI BHMOTH 10 TECTOBOTO IMoiiroHy Ta cuctemu AYKM, ski

npezacrasieHi y Tabmumi 1.

Tabnuysa 1. Yzaeanvheni QpyHkyionanoni ma He@)yHKYIOHANbHI 8UMOU

Table 1 Generalized functional and non-functional requirements

Bumora TecToBHUii MOJIIroH

IncrpymenTapiii AYKM

CI/IMyJ'IHL[iﬂ HaBaHTaXCHH:,

ABToMaTuuHUI mindip KoHOIrypariit

OyHKITIOHANBHI 30ip meTpuk, API ms gepes CBR, inTerparis 3 API,
KOH(]IrypyBaHHs; 30epeKCHHS MPEIICICHTIB
. <200 mc 3aTpumku, 1000 . .
<
IIponyKTUBHICTE N <0,5 ¢ Ha miabip KoHpITyparii
MacmtaboBaHicTh Jo 10 mikpocepBiciB Jo 2000 mpeueneHTiB
Hanitinicts >95% noctymHOCTI CrifikicTh 10 3001B OHOTO MiKpOCEpBicy
Besmneka OAuth 2.0, AES-256 OAuth 2.0, AES-256
. . RESTful API, monynpHa RESTful API, minTpumMka HOBUX METO/IIB
Inrerpanis/PosmmproBanicts .
apxiTeKTypa CBR

2.2. OcobauBocTi peajizanii TecTOBOro MoJiroHy AJst 10caigkeHHs 3aco0y AYKM
Jst 130ui411ii JaHUX 1pH poOOTI MIKPOCEPBICIB TECTOBOIO TOJITOHY mepeadadyeHi okpeMi Ta0uIll B
0a3i nanux PostgreSQL, B3aemozist Mixk cepBicaMy 3A1HCHIOETHCS 32 IOTIOMOTOF0 apXiTEKTYPHOTO CTHIIIO
RESTful API, i na pucynky 1 naBenena ER-miarpama 6a3u aHuX TECTOBOTO MOJITOHY.

KopucTysadi
*id « PK>
username
email

password
role

1

e

IamMosneHHA

Tosap

*id « PK>»

*id «PK

user_id «FK=»
created_at
status
total_price

name
description

stock

l

price
/I\

PAOKA ZaMoBReHHA

*id «PK>

order_id «FK=»
product_id «FEK»
quantity

Puc. 1. ER-diaepama b6azu oanux mecmosoco nonieony
Fig. 1 ER diagram of the testing ground database
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Koxnmnii mikpocepsic y cKia/ii moMirony Mae Hadip cBOiX KOHGITYpamiiHUX TapaMeTpiB, sIKi CHCTeEMa
AYKM noBuHHA aJanTUBHO 3MiHIOBATH Ha OCHOBI METPHK CUCTEMH, TAKUX SIK 3aBaHTaXCHHS MTpoliecopa
YM 3aTpUMKa BiINoBiAi Mikpocepsica. Lli mapameTpu MO3BOJSIIOTH aJanTyBaTH CEPBICH 10 Pi3HUX
ClieHapiiB HaBaHTaXeHHs: HU3bKe (n0 100 3amuris/c), cepeane (100-500 3amuTis/c), Bucoke (500-1000
3anuTiB/c) i mikoBe (monax 1000 3amuTie/c). 3MiHa mapamMeTpiB BiOyBa€eThCA Yepe3 3aXUILeH] eHATOIHTH
POST /config/update i3 momanpimum nepe3anyckoM 0azu gaHux y pasi 3minu db_connection_type abo
db_pool_size.

2.3. Po3po0ka migcucreMu afanTHBHOrO YNpaBJliHHA KOHpirypauisimu Mikpocepsicis
Ha pucynky 2 HaBeneHa fqiarpama KOMIOHEHTIB cuctemu AYKM.

MoHiTOpWHIoBa CUCTEMA
3bupac METPWKKW 3 NoniroHy

CBR-Mogynb NpUAMAE pillEHHA ©M0ﬂ,ynh MOHiTOpMHry_z__J MoHITOpUHT NEpefac METPUKK
Ha OCHOBi NonepeaHix NpeueneHTIE "] y CBR-Mogyne ansa aHanizy

©KOHcpir YpaUiiHKUA 3aCTOCY HOK ——— . BubpaHa koHdirypauis
] 3acTOoCOBYETLCA OO I'IOJ'IiI'OH)I'

©Tecmawﬁ noniroH

Puc. 2. liazpama xomnonenmie cucmemu AYKM
Fig. 2 Diagram of the components of the AMCM system

Cucrema AYKM BuzHadae mnotpiOHI koH]irypanii MCA TecTOBOr0 TOJIrOHY 3a MOTOYHHUMH
METpPHKaMH, BAKOPUCTOBYIOUM BianosigHi metogu CBR, 1 Mae HacTynmHI KOMIOHEHTH:

- MOOYIb MOHImMopuHey 30Wpae HACTYIHI METPHKH 3 TECTOBOTO IIOJIITOHY: CEpelHs 3aTpUMKa
(performance metric); yac BiAmoBiai (response_time); BUKOPUCTAaHHs MaM’sTi (memory_usage);
BUKOPHCTaHHS AuckoBoro mpoctopy (disk usage); 3aBaHTakeHHs mporecopa (cpu load),
MepexxeBuil Tpadik (network usage), omepariiiai BuTpatu (operational costs) i JOCTYIHICTB
(availability). uepes enamointu /health mikpocepsicis mo HTTP.

- CBR-mo0yns 3icTaBisie MOTOYHUH cTaH i3 623010 MPELeACHTIB 1 00Mpae KOH(DIryparliro Ha OCHOBI
omuoro 3 HasBHUX CBR meronis: KNN (3Buuaiinmii Ta 3 Baramu), Feature-Based, Cluster-Based
a6o Indexing & Hashing.

- Mooynv rxougicypysanns 3aMiHioe KOH(]Irypariii mikpocepsiciB auth service, product service,
order_service Ha HaHOBO oOpaHi yepe3 enanointu POST /config/update; Takox, ned mMomynnb
nependayae 30epekeHHs] HOBHX MPELIEACHTIB y 0a3i JaHUX.

3. MeToguka Ta aHadi3 pe3y/jbTaTiB 3aCTOCYBAHHS 3alPONOHOBAHOIO iHCTPYMEHTAJIBLHOIO
3aco0y AJ1s KOH(pIirypyBanHs MikpocepBiciB

3.1. MeTonuka npoBeJieHHsI eKCIIEPUMEHTIB HA TECTOBOMY MporpaMHomy nojaironi AYKM

CraH KOXKHOT'O 3 MIKPOCEPBICIB TECTOBOT'O MOJITOHY ONKCYBABCS BEKTOPOM METPHUK: 3aBAHTAKEHHS
nporiecopa (CPU), BukopuctanHs oneparuBHoi mam’ati (RAM) i auckoroi mam’sari (DISK), mepexeBa
aKTHUBHICTh, CEPE/IHS 3aTPUMKa/4ac BIANOBIAI S TOCTYIHICTh BIAIOBIIHOrO cepBicy. [l BiATBOPEHHS
crenapiiB low/medium/high/peak/suboptimal BUKOpHCTOBYBaBCSI CKPHUIIT reHepailii 3Ha4YeHb MapaMeTpiB
koH}irypauii MCA y 3agaHux aianazoHax. ¥ mpouenypi nopiBHsHHA 11 koxxHoro CBR-meTony wac
oOuncnenHs BumiproBascs 100 pasiB i moTiM ocepegHioBaBcs. ExCriepuMEeHTH NPOBOAMINCS 3 PI3HUMH
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po3Mmipamu 06a3zm mperenentis - 50, 100, 200, 500 i 1000 3amwmciB. B aKocTi TECTOBOTO cepemoBHUINA
BukopuctoByBascsi Windows 10 22H2; RAM 16 GB DDR4 3200 MHz; CPU Ryzen 5 4600H (6C/12T).
JonatkoBo mepeBipsaiacs pe3ylbTaTd KOpUTYBaHHSA KOH(pirypauiii uepes iHTepdeiic cuctemu 1 ix
(haKTUIHE 3aCTOCYBAaHHS 10 CEPBICIB (IIMB. HIDKYE).

3.2. Intepdeiic kopucryBaua migcucremu AYKM

IMincucrema AYKM peanizoBana sik OJHOCTOPiHKOBHUiT BeO-3acTocyHOK (Single-page application) i3
meoMa Bkmaakamu. Ilepma Bkmagka “Monitoring & Manual Configuration” BimoGpaskae moTouHi
MOKa3HUKH NapameTpiB KoHpirypauiit MCA 3a pi3sHUMH METpUKaMH, SIKi 3rpYyIOBaHi y Taki KaTeropii:

— QoS Metrics - cepenHs 3aTpUMKa, Yac BiAMOBIIi, TOCTYIHICTh CEPBICIB;

— System Resources - 3aBantaxennss CPU/RAM/nucky Ta Mepexi;

— Cost Efficiency Metrics - ymoBHi omnepariliHi BUTpaTH, 110 OOYHCITIOIOTHCS K 3BaXKCHA (YHKIIis
PECYPCHHX TIOKAa3HHKIB 3 OOpaHMMH BaroBUMH Koe(illieHTaMH, SKi BU3HAYAIMCS CKCIICPTHHM
nusixom: (OC = 0.4-CPU + 0.3-RAM + 0.2-DISK + 0.1-NETWORK);

— Adaptability Metrics - yac amanrarii Ta KUIbKICTh BAKOHAHHX PEKOHDIrypartii.

Ha pucynky 3 HaBeeHH# PUKIIaa METPUK Kateropii «System Resources», a Ha pucyHKyY 4 moka3aHi

notouHi koHdirypauii “Current Configurations” asst Bcix 3-X MiKpOCEpBICiB TECTOBOTO MOITOHY.

System Resources

CPU Load (%) Memory Usage (%)

Disk Usage (%) Network Usage (MB)
] ik Usage . [ network Usage

23.68:36 235546 2358656 235906  23:59:1

Puc. 3. Kamezopis «System Resourcesy
Fig. 3 “System Resources” category

Current Configurations
Service Config

{
“access_tokan_expire_minutes”: 38,
"algorithm™: "HS52586",
“db_connection_type": "sync”,
auth_service “db_pool_size": 5,
"rate_limit_requests™: 128,
“response_delay”: @

"db_connection_type”: "sync™,
"db_pool_size": 5,
"rate_limit_requests”: 1ea,

product_service
“response_delay”: @,

"max_products_per_page”: 28

H

{
"db_connection_type": “sync”,
"db_pool_size™: 5,
“rate_limit_requests™: 1e8,

order_service "response_delay": @,

"max_orders_per_page": 2@,
“default_order_status™: “pending”

Puc. 4. Ilomouni kongicypayii Mikpocepagicié mecmosoco noaicoHy
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Fig. 4 Current configurations of testing ground microservices
Hpyra Briaaka “Automatic Configuration” (muB. pucyHkm 5 Ta 6) Hagae MOMKIJIMBICT OOpaTH
BignoBigauit CBR-meTon, yBIMKHYTH HOT0O aBTO-KOH(QITypalliio mapaMeTpiB Ta HaJalITyBaTH Mepioxn ixX
onosienHs. Hanpuknan, y meroai Weighted KNN 3anatotbest Baru MeTpuk; y meroni Feature-Based -
Habip 03HAK JUIs MOTOYHOTO TpereaeHTy; y meroi Cluster-Based - kinbkicTh K1acTepiB) i T.II.

Monitoring Auto Configuration

Automatic Configuration
Select CBR Method

Cluster-Based Retrieval

Automatic Configuration

Select CBR Method Number of Clusters for Cluster-Based Retrieval

K-Nearest Neighbors Number of Clusters

3
Enable Auto-Configuration

Apply Configuration

Enable Auto-Configuration

Apply Configuration

Update Frequency

Update Interval (seconds, min 5)

Puc. 6. Ilapamempu ons memody Cluster-Based
Retrieval

10

Apply Interval

Puc.5. Bxnaoka «Automatic Configurationy
Fig. 5 Automatic Configuration tab

3.3. Pe3yabTaTé NpoBeeHHsI MPOrPaMHMX eKCIIEPUMMEHTIB Ta iX aHAJi3

Jls1st mpoBeieHHsI IOCIi[KeHb OyB po3po0ieHnit ckpunt Ha MoBi Python, sikuii reHepyBaB 3HaYCHHS
JUTs TapaMeTpiB KoHPiryparii MCA y nmiana3oHax, siKi BiJIOBiJIaid Pi3HUM THUIIAM OOYHCITIOBAILHOTO
HaBaHTAXXEHHs NOJIIrOHY (BOHM nipesicTaBieHi y Tabmuii 2).

Tabnuysa 2. Inmepeanu 3nauens KOHQI2YPAYIIHUX nApamempie 0 Pi3HUX 0Iana30Hi8 HABAHMANCEHHS
Table 2 Configuration parameter value ranges for different load ranges

IMapamerp HapaHTa:keHHS
KOHGIrypauii
miKkpocepBica Low Load Medium Load High Load Peak Load Suboptimal
cpu_load 5.0-20.0 30.0-50.0 60.0-80.0 80.0-95.0 40.0-70.0
memory_usage 15.0-30.0 40.0-60.0 65.0-85.0 85.0-95.0 50.0-80.0
disk_usage 10.0-25.0 25.0-40.0 40.0-60.0 60.0-75.0 30.0-50.0
network_usage 0.5-3.0 MB/s 3.0-8.0 MB/s 8.0-15.0 MB/s | 15.0-25.0 MB/s | 5.0-10.0 MB/s
performance_metric | 10.0-30.0 ms 30.0-80.0 ms 80.0-150.0 ms 150.0-300.0 ms | 200.0-400.0 ms
response_time 5.0-20.0 ms 20.0-50.0 ms 50.0-100.0 ms 100.0-200.0 ms | 150.0-300.0 ms
operational_costs 5.0-15.0 units | 15.0-30.0 units | 30.0-50.0 units | 50.0-80.0 units | 25.0-60.0 units
availability 95.0-100.0% 90.0-100.0% 85.0-95.0% 80.0-90.0% 70.0-85.0%
adaptation_time 0.1-05s 0.5-1.0s 1.0-20s 2.0-5.0s 1.5-30s
reconfigurations 0-2 1-5 3-8 5-10 2-6
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Cnouatky cucteMa AYKM reHepyBasia MOTOYHI 3HAYCHHS IapaMeTpiB MIKPOCEPBICIB TECTOBOTO
MOJIITOHY, a MOTIM 3a gonomoroto onHoro 3 CBR Meronie 3naxomwna B BJl mpeneneHT A MOTOYHUX
napaMmeTpiB cuctemu. Ha pucyHky 7 mokazaHuii pe3yabTat BUOOpy i3 b/ nperieieHTiB HOBOTO CLIEHAPIi0
Ha OCHOBI ITOTOYHUX TIapaMeTPiB CHCTEMH.

2025-06-05 09:21:54,363 - INFO - Best case selected: performance_metric=50.36
2025-06-05 09:21:54,363 - INFO - Retrieved config: {
"auth_service": {

"access_token_expire_minutes"; 60,

"algorithm": "HS256",

"db_connection_type": "sync",

"db_pool_size": 7,

"rate_limit_requests": 150,

"response_delay™: 0.1

¥

roduct_service": {
"db_connection_type": "sync",
"db_pool_size™: 7,
"rate_limit_requests": 150,
"response_delay™: 0.1,
"max_products_per_page™: 30

3

"order_service™: {
"db_connection_type": "sync",
"db_pool_size": 5,
"rate_limit_requests": 100,
"response_delay": 0.0,
"max_orders_per_page": 20,
"default_order_status™: "pending”

1

Puc. 7. Pesynemam subopy nompioHo2o npeyedenmy
Fig. 7 Result of selecting the necessary precedent

Ha pucynky 8 mokazaHuii pe3ynbTar 3acTOCYBaHHSI KOHQITypalliii HOBOTO CIEHApiIo JI0 KOXKHOTO 3
MIKpPOCEPBICIB TECTOBOTO TIOJIITOHY.
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2025-06-05 09:21:54,375 - INFO - Updated configuration for auth_service: {
"access_token_expire_minutes": 60,
"algorithm": "HS256",
"db_connection_type": "sync",
"db_pool_size": 7,
"rate_limit_requests": 150,
"response_delay": 0.1

}
2025-06-05 09:21:54,503 - INFO - Updated configuration for product_service: {
"db_connection_type": "sync",
"db_pool_size": 7,
"rate_limit_requests": 150,
"response_delay": 0.1,
"max_products_per_page™: 30
}
2025-06-05 09:21:54,618 - INFO - Updated configuration for order_service: {
"db_connection_type": "sync",
"db_pool_size™: 5,
"rate_limit_requests™: 100,
"response_delay™: 0.0,
"max_orders_per_page": 20,
"default_order_status": "pending"

}

Puc. 8. Pesynemam 3acmocysants KOH@I2ypayitl HO8020 CUeHAPIto 00 KONHCHO20 3 MIKpOCep8icie
Fig. 8 The result of applying the new scenario configurations to each of the microservices

VY BCiX eKCHepuMEHTax 3 MOTOYHUMH KoH]irypamismu 3acid6 AYKM kopekTHo imeHTH(iKyBaB
MOTOYHUH CTaH MIKPOCEPBICIB Ta 3aCTOCOBYBAB BiIOBIIHI MapaMeTpu KOHDIrypariii, 1o miaTBepIKye
Horo mparne3naTHICTh. BayXTMBUM YHHHUKOM JJIS 3aCTOCYBAaHHS I[HOTO TiIXO0Ty HA MPAKTHUIII € Yac, KU
noTpiOeH Ui MOIIYKY Takoro pimieHHs, i y Tabmumi 3 Ta Ha pucyHky 9 HaBeaeHiaHi pe3yJbTaTH
JOCHI/DKEHB 3 TIOPIBHSHHS 4acy BUKOHaHHsS anroputMiB 1’ situ CBR MeToziB B 3aeXHOCTI Biff 00’ eMy
0a3u mpereIeHTIB.

Tabnuys 3. Iopienanns uacy suxonanns CBR-memodis 6 3anesxcnocmi 8i0 06 emy b6asu npeyeoenmie
Table 3. Comparison of execution time of CBR methods depending on the volume of the precedent

databases
Yac BUKOHAHHS AJTOPUTMIB (MC)
Merton s 50 s 100 st 200 st 500 st 1000
3anmuciB 3anmuciB 3anmuciB 3amuciB 3amuciB
K-Nearest Neighbors 44,8 58,3 68,9 105,2 152,4
Weighted K-Nearest Neighbors 49,6 64,1 75,8 112,7 165,9
Feature-Based Retrieval 47,3 61,9 72,5 109,8 159,2
Cluster-Based Retrieval 53,9 69,2 82,4 126,5 190,8
Indexing and Hashing 27,6 32,1 36,9 43,2 50,3
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Puc. 9. Cmosnuacma diazpama nopiensnns wieuokooii écix CBR-memoois
Fig. 9 Bar chart comparing the speed of all CBR methods

AHami3yroun pe3yabTaTd JOCIiKEHHS MOXKHA 3pOOWTH BHCHOBKH, IO 332 KPUTEPIEM IIBHIKOMIl
OHOBJICHHSI KOH(QiTypatiit Haiikpamum BusiBuBcsi CBR merton Indexing and Hashing 3aBasiku monepeaHii
innekcarii bJ] npenenenris, mo cyrreBo ckopodye yac nomyky. Merogq KNN nemoHcTpye JiHiliHE
3pocTaHHS Yacy 3 o0csroM 0a3u MpereAeHTiB i 3abe3rneuye CTabiIbHICTh MPH MalUX JAaHUX, a METOJ
Weighted KNN Hasiae rHy4KiCTh 32 paXyHOK BaroBUX KOC(II[iEHTIB, ajie MPAIO€ MOBUILHIIIE 32 1HIIIHX.
Metonu Feature-Based ta Cluster-Based € xommpomicoM MiX TOYHICTIO, MAacCIITa0OBaHICTIO Ta
O0YHCTIOBAIBHUMU BUTPATaMH (IUB. TAOIHIIO 3).

4. BUCHOBKH Ta HAPSIMKH NMOAATbUINX JTOCTiIKEHD

Y npoMy IocTiKEeHH] PO3B’SI3aHO aKTyallbHy HAyKOBO-TEXHIUHY 33/1a4y aBTOMATH3AIli1 a1allTUBHOTO
KOH(IirypyBanHs 3acToCyHKiB 3 MCA HUIIXOM CTBOPEHHS IHTENEKTYyaJlbHOTO IHCTPYMEHTAIBHOTO
3aco0y 3 MOJyJieM MPUHHATTS pilieHb Ha ocHOBI MeToziB CBR. PeanizoBaHo mporpaMHHuii TECTOBHIA
MOJIITOH Ta PO3po0JieHO IHCTpyMeHTanbHUE 3aci0 AYKM i3 4iTKO BH3HAYCHUMH BUMOTaMH [0
MPOAYKTUBHOCTI, MaciTaboBaHOCTi, Oe3neku Ta interpariii. [lodynoano ER-monens B]l npeneneHTis i
peaiizoBaHo BeO-iHTepdeiic Al MOHITOPUHTY/PYYHOTO Ta aBTOMAaTHYHOTO KOHQirypyBanHs MCA.

Takox B poOOTi oliHeHO wacoBi BuTpaTH m’stH pisaux CBR-mertoniB y mianasoni posmipie B/
npereaenTiB y mianasoni [50-1000] 3amucis. HaiiBunry mBumkoiro npogeMoHcTpyBaB Indexing and
Hashing (opiearoBHO 27,6—50,3 Mc), KNN mokasaB miHifiHe 3poCTaHHS 4acy 3 00CSroMm Keiic-0a3u, a
Weighted KNN 3a0e3neunB Oiblly KepoBaHICTh 32 PaXyHOK BaroBHX KOE(]ILi€HTIB S OKpEMHX
napamMeTpiB OMKCY MPELEe/ICHTIB.
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Architecture, software implementation and results analyzing of the usage an
intelligent tool for configuring microservice applications

Actuality. Developing applications with a microservice architecture requires effective configuration management under varying
load conditions, reliability, fault tolerance, and scalability requirements. This creates a need for intelligent adaptive configuration
tools that can operate in near-real time mode.

Goal. To create an intelligent tool for adaptive management of MCA configurations with a decision-making module based on
Case-Based Reasoning (CBR), design its architecture, make a software implementation, as well as experimentally evaluate the
work on a test site and compare several CBR methods.

Research methods. The basic concepts of MSA configuration processes are clarified; a polygon with three services (auth,
product, order) and performance requirements (<1000 simultaneous requests, average latency <200 ms) is designed. Adaptive
microservice configuration management is implemented as a microservice with REST API (FastAPI) and a precedent database
(PostgreSQL); QoS, resource, "cost” and adaptability metrics are used. Five CBR methods are investigated: K-Nearest
Neighbors, Weighted KNN, Feature-Based Retrieval, Cluster-Based Retrieval, Indexing & Hashing. A series of measurements
of configuration selection time for a precedent database of 50-1000 records with averaging over 100 runs is conducted.
Results.  The subsystem correctly identifies states and applies relevant configurations for different scenarios
(low/medium/high/peak), meeting the requirement of a matching time of <0.5 s. The Indexing & Hashing method demonstrated
the highest performance (=27.6-50.3 ms for 50-1000 precedents); KNN has a linear time growth, and Weighted KNN provides
controllability due to metric weights. The implemented web interface provides monitoring and manual/automatic mode of
applying changes in real time.

Conclusions. The proposed architecture and software implementation of the CBR tool confirm the practical feasibility of
adaptive configuration of the MCA and create a basis for managed solutions that are scaled by data. Further directions are
outlined: evolution of the case base with online learning, multi-criteria optimization (performance/reliability/cost/energy
efficiency), deeper integration with orchestrators and service mesh and increased explainability of solutions.

Keywords: microservice, architecture, configuration management, intelligent approach, Case Based Reasoning, CBR, intelligent
tool, testing, quality, metrics, model.

Hagiiwna y nepuin pegakuii 30.08.2025, B octanHiit - 01.10.2025.
The first version has been received on 30.08.2025, the final version — on 01.10.2025.



ISSN 2304 -6201 BicHuk XapkiBcbkoro HawjioHanbHOro yHisepcuteTy imeHi B. H. KapasiHa
66 cepia MatematnyHe MogentoBaHHs. IHpopmaLliiHi TexHonorii. ABTOMaTU30BaHi cuctemu ynpaeniHus, sunyck 67, 2025

DOI: https://doi.org/10.26565/2304-6201-2025-67-06

YK (UDC) 519.6

Kotenko Dmytro PhD student,
Anatolii Pidhornyi Institute of Power Machines and Systems of the NAS of
Ukraine, Ukraine, Kharkiv, 2/10 Kommunalnykiv str., 61023
e-mail: dima.kotenko.96@gmail.com
https://orcid.org/0009-0006-7503-3837

Zipunnikov Mykola Ph.D., senior research associate, department of power machines,

Anatolii Pidhornyi Institute of Power Machines and Systems of the NAS of
Ukraine, Ukraine, Kharkiv, 2/10 Kommunalnykiv str., 61023

e-mail: zipunnikov_n@ukr.net;

https://orcid.org/0000-0002-0579-2962

Application of a genetic algorithm to solve the problem of scaling hydrogen

systems.

The work aims to develop a robust tool for scaling hydrogen systems and their energy consumption using a genetic algorithm.
Relevance. The most common method of hydrogen production is water electrolysis, which requires a sufficient amount of
electricity. If electricity sources are insufficient, this can put additional strain on the power grid, especially during peak
consumption periods. Since 87% of hydrogen plants currently use hydrogen on-site (instead of generating it and then transporting
it for use), there is a need for optimization in this area to improve energy efficiency and sustainability.

Current research analyzes the improvement of hydrogen systems in terms of the cost-effectiveness of systems using renewable
energy sources and the reduction of hydrogen logistics costs by applying linear programming and particle swarm optimization
methods.

However, these works are mainly focused on hydrogen production systems based on a single electrolyzer and do not aim to
assess the feasibility of using multiple units. As a result, the topic of cost optimization and maintenance strategies for multi-
electrolyzer systems remains less explored, as well as the related problem of their dispatching.

Research methods. Stochastic methods were used to solve the problem of finding the best startup queue for electrolysis units,
and the effectiveness of the genetic algorithm for solving this problem was tested.

Results. A model for optimizing the peak power consumption of an electrolysis system was built, and the configuration
evaluation function and objective function for system optimization were determined. The choice of a stochastic optimization
method is justified by checking the objective function for the properties necessary for the effectiveness of traditional optimization
methods, namely, continuity, differentiability, smoothness, and convexity. The effectiveness of the genetic method was tested in
comparison with the gradient descent method on examples with different configurations of electrolyzers (similar and different
types).

Conclusions. These calculations have confirmed that the genetic algorithm has stable results and is effective in finding the global
optimum, while the gradient descent may stop at local minima and require additional adjustments to achieve the optimal solution.
Using the genetic algorithm method, we obtain results that give an approximate optimal result for a fixed number of steps. This
approximate result, as shown in the problem with the placement of 10 electrolyzers, gives significant results — the peak
electricity consumption has decreased by almost 40%.

Further research can be aimed at improving the parameters of the algorithm, in particular, adaptive tuning of the mutation and
crossover operators to increase the convergence rate.

keywords: Optimization, Stochastic (non-deterministic) methods, Genetic Algorithm, power consumption, hydrogen systems,
electrolysis unit.
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1 Introduction

Green hydrogen is one of the most promising sources of clean energy. Growing demand for energy,
the need to reduce greenhouse gas emissions, and the desire for sustainable development are driving the
active implementation of hydrogen technologies. The most common method of hydrogen production is

© Koterko [. A., 3inynHikoB M. M., 2025
This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0.



https://doi.org/10.26565/2304-6201-2025-67-06
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
mailto:dima.kotenko.96@gmail.com
https://orcid.org/0009-0006-7503-3837
mailto:zipunnikov_n@ukr.net
mailto:https://orcid.org/0000-0002-0579-2962
https://doi.org/10.26565/2304-6201-2025-67-06
https://doi.org/10.26565/2304-6201-2025-67-06
https://doi.org/10.26565/2304-6201-2025-67-06

ISSN 2304 -6201 BicHuk Xapkiscbkoro HauioHanbHoro yHiBepcuteTy imeHi B. H. Kapasiva
cepis MatematnyHe mogentoBaHHs. [HgopmalLiiHi TexHonorii. ABTOMaT30BaHi cMCTeMM ynpasniHHs, Bunyck 67, 2025 67

the electrolysis of water, which requires sufficient electricity [1]. If electricity sources are not enough,
this can cause an additional load on the power system, especially during peak consumption periods.

The simultaneous use of several appliances creates a large electrical and mechanical load on the power
system. Unevenly distributed power consumption can lead to an increase in peak power and the
occurrence of shock mechanical loads on the power system (which in turn can cause an impact on the
turbines of the generating unit and cause their failure).

To avoid such scenarios, installations need to have a controlling entity (controller) that will manage
the startup queue in such a way as to minimize the amount of power used simultaneously and avoid shocks
during the completion of the installation's cycles. This controller performs the task of finding the best
possible startup queue.

2 Problem formulation and literature review

Optimization techniques are crucial in engineering, business, and science because they help improve
efficiency, reduce costs, and enhance performance. Optimization techniques ensure better performance,
lower costs, and smarter decision-making across industries.

As 87% of existing hydrogen-generating plants currently use hydrogen on-site (instead of generating
and then transporting and selling it)[1], there is a need for optimization in this area to improve energy
efficiency and sustainability.

The most common method of hydrogen production is the electrolysis of water, which requires
sufficient electricity [2]. If electricity sources are scarce, this can put additional strain on the power grid,
especially during peak consumption periods.

Optimization helps to reduce energy consumption and carbon footprint.

The most promising method for this is the integration of a smart grid-based control system that
optimizes the distribution of electricity. [3, p.1]

Various optimization and computational intelligence techniques has already been incorporated into
large-scale grids; for example using artificial intelligence, heuristic, and evolutional optimization to
analyze optimal power flow, power flow, SE, stability, and unit commitment.

In his guide to smart grids, James Momoh notes that: The classical optimization tools currently used
cannot handle the adaptability and stochasticity of smart grid functions. Thus, the computational tools
and techniques required are defined as a platform for assessment, coordination, control, operation, and
planning of the smart grid under different uncertainties. [3, p.100]

In modern studies, improvements in hydrogen systems are analyzed from the perspective of cost
efficiency in systems utilizing renewable energy sources [4,5] and the reduction of hydrogen logistics
costs [6,7] through the application of linear programming and PSO methods.

However, it is important to note that these works primarily focus on hydrogen production systems
based on a single electrolyzer and do not aim to assess the feasibility of using multiple units. As a result,
the topic of cost optimization and maintenance strategies for multi-electrolyzer systems remains less
explored, along with the associated challenge of their dispatching.

If we abstract from the hydrogen-specific context and focus on dispatching as an optimization
objective, insights can be drawn from dispatching methodologies applied in power systems [8,9,10],
emergency management [11], and construction [12]. These fields offer a well-established foundation for
the practical application of stochastic optimization algorithms such as Lyapunov optimization, PSO, and
GA in solving complex optimization problems.

3 The research aim and problem statement
The purpose of this study is to develop a mathematical and software tool to minimize the amount of
power consumed by a hydrogen-generating system.

An optimization problem is a mathematical task in which it is necessary to find the best (optimal)
solution among all possible options, taking into account certain constraints and the optimality criterion
(objective function).

The optimality criterion in determining the best start-up shift for electrolysis units is the lowest peak
power consumption by the hydrogen generating system.
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Task variables:

e n-number of units.

e t-time

e Af(t) - function that describes the voltage change for the electrolysis unit

e Af -avector of functions that describe the voltage change for each unit in the system

e [-avector describing the number of amperes used by each unit to produce hydrogen

e 7w - start time offset vector of each unit
Equation (3.1) is a function that characterizes the system costs (power) at a point in time, further Sf.
Of (3.2) - an estimation function of a specific system configuration.

Sf (LAf,L@,n) = T [(Af; (t + @) 1) (3.1)

Of (Af,1®,n) = maxepomSf (t, Af,1,@,n) (3.2)
Sf is a function that estimates a specific system configuration at a specific shift. The configuration
consists of three main components. First, a set of functions Af describes the voltage change for each unit.

Second, a vector I represents the number of amperes each unit uses to produce hydrogen. Finally, a vector
@ defines the start time offset for each unit.

The functions describing the voltage change Af and the vector describing the number of amperes 1
are defined as the input conditions of the problem, and the start time offset vector @ is a parameter
generated from the optimal solution space.

e M - a matrix of start time offset vectors of each unit or a function that generates a start time
offset vector
o K -isthe number of shift vectors.

F(Af,I,M,n,k) (3.3) - is the estimation function by which the optimization is performed,
min F(Af,1,M,n, k) - objective function.
F(Af,I,M,n, k) = miniepoq Of (Af,1,M;,n) (3.3)

When minimizing, we are interested in the amount of power consumed, since it is this amount that
determines the restrictions on the grid, so we use the modulo power consumption in the following. Next,
we need to define an estimating function that measures the amount of consumption.

The estimation function for this task is the maximum power value during the operation of the
electrolysis system - the peak amount of power consumed. Accordingly, the objective function of
optimization is the smallest peak power consumption.

4 The research aim and problem statement

The task of choosing an optimization method is to determine the most efficient approach for a
particular class of problems, taking into account their mathematical properties and computing resources.
Since different optimization methods have their limitations and peculiarities, choosing the right method
depends on the characteristics of the objective function and constraints. In general, optimization methods
can be classified into the following two types: Traditional (deterministic) methods and Stochastic (hon-
deterministic) methods.

Traditional (deterministic) methods are not always able to solve optimization problems efficiently.
They are usually based on such properties as continuity, differentiability, smoothness, and convexity of
the objective function and constraints (if any). The absence of at least one of these properties makes it
difficult to apply traditional optimization methods [13]. Therefore, to further search for a solution to this
problem, we checked these properties.

Continuity. The functions that describe the power consumed by the electrolyzer are periodic and
without discontinuities. They are represented as the sum of sinusoidal functions (sines and cosines) with
different frequencies and amplitudes. Since sines and cosines are continuous functions, their sum also
retains this property. In addition, the set of possible values for the maximum of the approximation
functions is compact (closed and bounded), which confirms the continuity of the corresponding function.
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Differentiability. The minimum function of the target function is not differentiable since it may have
a fracture at the minimum point. For example, if a pure sinusoidal signal models the behavior of an
electrolyzer, then when the startup is shifted by 90 degrees, the problem equivalent to max(sin(x), cos(x))
arises. At the points where these functions are equal, a sharp transition occurs, making it undifferentiable.

Because of this, traditional optimization methods cannot be applied to this problem.

Using a direct search of possible shift operations is also inefficient because it generates numerous
variants to be checked. To solve the problem in this way, it is necessary to check all possible combinations
of startup time shifts of n units with k number of shifts. Accordingly, the number of such combinations
is the number of placements with repetitions of n elements by k elements [14 p.14]. Ak = n*.

Therefore, for 3 units and 21 offset options (from 0 to 60 minutes in increments of 3), the number of
combinations will be ., for 4 units 194481, and for 5 units 4084101. When the quality and number of
units change, the complexity of the execution time increases significantly. In this case, the complexity is
0(¢) = n* - t (where t is the number of steps required to calculate the estimation function).

Therefore, one of the stochastic algorithms should be chosen instead. The choice of a stochastic
optimization method depends on the characteristics of the problem, such as the dimensionality of the
solution space, the differentiability of the function, the constraints, and the required accuracy.

It is worth noting that due to the ability to work with complex, multidimensional or discrete
optimization problems with many local optima, evolutionary algorithms are often used to solve
scheduling problems. [15, p.4 Table 1].

That is why it was decided to select a genetic algorithm to solve this problem.

5 Genetic algorithm

A genetic algorithm is an evolutionary search algorithm used to solve optimization and modeling
problems by sequentially selecting, combining, and varying the desired parameters using mechanisms
that resemble biological evolution. The specific feature of the genetic algorithm is the emphasis on the
use of the “crossover” operator, which performs the recombination of candidate solutions, the role of
which is similar to the role of crossing in living nature [16].

population = INIT() //Initialize the population using.
best solution = None
best fitness = negative infinity.
FOR Number of generations:
// the fitness of each individual in the population
fitnesses = [FITNESS (population) ]
if max(fitnesses) > best fitness:
best solution, best fitness = max(fitnesses)
new population = []

FOR population size / 2:
parentl, parent2 = SELECT (population)
childl, child2 = CROSSOVER (parentl, parent2)
childl, child2 =MUTATE (childl, child2)
new population.add[ childl, child2]
// Replace the old population with the new population.
population = new population
// Return the best solution and its fitness.
return best solution, best fitness

Scheme of the genetic algorithm in the form of pseudo-code
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The main stages of the genetic algorithm:

Creation of the initial population. The first step is to create an initial set of solutions (chromosomes)
that can be generated randomly or based on certain assumptions. In our case, it is assumed that the values
are generated randomly in the range from 0 to 60 minutes (from 0 to 2). The number of chromosomes in
each group corresponds to the number of electrolysis units, and the total number of solution groups is set
manually and can be increased to improve search efficiency.

Performing iterations until the stop criterion is reached. The process is repeated until the
algorithm's stopping criterion is met (in this case, reaching a certain number of generations or steps).

Evaluating the suitability of solutions (fitness function). For each element of the population, a
fitness function value is calculated that reflects the quality of the solution in the context of the problem.

In this case, the estimation function Of (Af,1 @, n) is used.

Selecting individuals for the next generation (“selection™)

The chromosomes that will be used to create the next generation are selected. Tournament selection
is used in this process: several chromosomes are selected, and the best one moves on.

Crossover and/or mutation

In this implementation, both mechanisms are used.

e Crossover: new chromosomes are formed by combining pairs of initial solutions. Universal
crossing is used (5.1), in which each gene (the offset of a particular unit i) is inherited from the parents in
proportion to a random value within [0;1]:

Wy = a-wy + (1-a) oy (5.1)

e Mutation: a random introduction of minor changes to the genes of a chromosome. In this case,
a Gaussian mutation is used, which involves changing the value of a gene within the permissible range.

Formation of a new population. A new population is created, consisting of the resulting descendants
(the results of crossing and mutation) that replace the previous population.

6 Numerical results

To validate the proposed method, we will test the proposed solution to the problem of producing
354.538m3 of hydrogen per hour. The function Af(t) describing the voltage change for the electrolysis
unit is given in Table 1, and the approximation based on this table Af (t) (6.1).

Af(t) = —O'Zﬁ — 0.46 cos(t) + 1.63 sin(t) + 0.19 cos(2t) — 0.15sin(2t) + 0.44sin(3t) (6.1)

+4cos(4t) + 0.03six(4t) + 0.06cos(5t) + 0.2 * sin(5t)

Table 1. time series of voltage changes of the full cycle of hydrogen and oxygen production during
electrolysis using the Fe electrode assembly (sponge). Current density: | = 0.015 A/cm?
Tabauys 1. 3mina nanpyeu nO6HO20 YUKTY GUOLIEHHS B0OHIO i KUCHIO NI0 YAC eleKmpoi3y 3

BUKOPUCMAHHAM enekmpoonoi 36ipku Fe (2ybuacme). Iinonicmo cmpymy: I = 0,015 A/cm?

T 0 1,5 3 4,5 6 7,5 9 10.5 12 13,5 13,5 15 16,5
U 0 0.31 0.37 | 041 | 047 [0.51 | 0.61 | 0.68 0.77 0.88 0.88 1.01 1.2
T 18 19,5 21 22,5 | 24 255 | 27 28,5 30 31,5 33 34,5 36
U 1.31 1.42 151 | 157 | 171 | 14 0 -0.43 -0.78 -1.13 -1.43 -1.62 -1.71
T 37,5 39 40,5 | 42 43,5 | 45 46,5 | 48 49,5 51 52,5 54

U -1.76 -1.8 -18 | -18 [-18 [-18 |-18 |-1.8 -1.8 -1.8 -1.8 0

To produce 1m3 of hydrogen, our electrolyzer consumes 4.24 kW of electricity [17]. Therefore, to
produce 354.538m3 of hydrogen, we need to spend 1503.244 kW of electricity.

In order to verify the suitability of the genetic algorithm, the first exercise compares its results with
the results that can be obtained using the gradient descent algorithm. Consider a situation in which 10
identical electrolyzers produce the required amount of hydrogen, each of which has a plate area of
75162.2cm? . The use of the direct search method is not advisable since 601° possible combinations need
to be checked to calculate qualitative results (with a time step of at least 1 minute). The results of the
calculations are shown in Table 2.
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Table 2: Comparison of the peak power obtained by 5 rounds of optimization using the genetic algorithm
and the gradient descent method.

Tabnuysa 2: Iopiguannsa niko8oi nNOmys*CHOCMI, OMPUMAHOi 3a 5 payHOie onmumizayii 3 6UKOPUCTNAHHAM
2EHEMUYUHO20 AJI20PUMMY Md Memody epadi€eHMHO20 CNYCKY.

genetic algorithm gradient descent method

915.43 1011.83

903.64 953.05

918.53 952.18

913.32 1000.05

924.14 984.40

The best result obtained with gradient descent in this configuration has a maximum peak power of 952
KW (startup queue: 46.69 min, 7.09 min, 37.81 min, 32.92 min, 53.29 min, 22.43 min, 20.36 min, -0.26
min, 11.62 min, 39.56 min). The genetic algorithm provided the best result with a peak power of 903 kW
(start-up queue: 15.26 min, 27.31 min, 6.55 min, 18.07 min, 30.72 min, 51.77 min, 2.54 min, 42.52 min,
53.78 min, 38.82 min).

We also investigated the algorithm's effectiveness in two more cases. The first is a configuration of
three identical electrolyzers, each with a plate area of 125270.3cm?, and the first electrolyzer with a plate
area of 375811cm?. The second half of the production is covered by two identical electrolyzers, given by
Table 1 and Equation 1, and two PEM electrolyzers, given in Equation below (6.2).

Af(t) = 813—2 + 1.00 *cos(1 * t) + 0.34 *sin(1 * t) —4.61 *cos(2 * t)

—4.37 xsin(2 * t) —0.94 *cos(3 * t) — 1.70 *sin(3 = t) + 0.27 *cos(4 * t)
+ 2.73 *sin(4 * t) + 0.13 xcos(5 * t) + 0.85 *sin(5 * t) + 0.01 * cos(6 * t)
—0.33 *sin(6 * t) — 1.04 *cos(7 * t) — 0.23 *sin(7 * t) + 0.17 *cos(8 * t)
+ 0.02 *sin(8 * t) + 0.90 *cos(9 * t) + 1.01 *sin(9 * t) + 0.01 * cos(10 = t)
+ 0.34 *sin(10 = t) + 0.21 *cos(11 * t) — 0.64 *sin(11 * t)
+0.35 * cos(12 * t) —0.35 * sin(12 * t) (6.2)
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Figure 1. Optimization of a configuration of 3 identical electrolyzers, each with a plate area of 125270.3cm?
and an electrolyzer with a plate area of 375811cm? using a genetic algorithm.

Pucynox 1. Onmumizayia konghicypayii 3 00HAK0BUX eeKMPONI3epi, KOJICEH 3 AKUX MAE NAOWY NAACTUHU
125270,3 fem) 72, ma enexkmponizepa 3 nioujero naacmunu 375811 fem) 22 3a donomozoro zenemuunozo

anzopummy.
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Figure 2. Optimization of a configuration of 2 identical membrane-less electrolyzers and 2 PEM electrolyzers

using a genetic algorithm.
Pucynok 2. Onmumizayis kongicypayii 2 ioenmuunux 6esmemopantux enekmponizepie ma 2 PEM

e/1eKmpoNizepie 3a 00NOMO2010 2EHEMUUHO20 ANOPUMMY.

Table 3: Numerical results of optimization of the startup queue for configurations of systems with several

electrolyzers using the genetic algorithm and the gradient descent method.
Tabnuys 3: Yucnosi pesynomamu onmumizayii uepeu 3anycky 0ist KOH@ieypayit cucmem 3 0eKiibkoma

e/1eKMpOoNi3epami 3 BUKOPUCMAHHAM 2eHEMUUHO20 AN2OPUMMY Ma Memo0y epadicHMHO20 CHYCKY.

Configuration Genetic algorithm Gradient descent

3 identical electrolyzers, 903.64 926.81
each with a plate area of
125270.3 cm?, and 1
electrolyzer with a plate area of
375811 cm®

2 identical membrane-less 3256.94 3315.41

electrolyzers and 2 PEM
electrolyzers

The analysis of the numerical results (presented in Table 3 and Figures 1 and 2) confirms that the
genetic algorithm demonstrates higher efficiency than the gradient descent method. This is observed
regardless of the number of electrolysis units in the configuration and the type of units used.

In particular, the genetic algorithm consistently provides the best values of optimized parameters,
which indicates its ability to effectively find global optimal solutions, even in cases with high
dimensionality of the search space and complex dependence of input parameters.

7 Conclusion
The study substantiated the feasibility of using a genetic algorithm to solve the optimization problem

of calculating the effective start queue of electrolyzers in a hydrogen production system. The analysis of
its effectiveness in comparison with the gradient descent showed that the genetic algorithm demonstrated
better quality of the obtained solutions, especially in conditions when the function is non-uniform, has

local minima, or is not differentiable.
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These calculations have confirmed that the genetic algorithm has stable results and is effective in
finding the global optimum, while the gradient descent may stop at local minima and require additional
adjustments to achieve the optimal solution. The results confirm the feasibility of using a genetic
algorithm to solve similar optimization problems, where traditional gradient methods may be less
effective due to their sensitivity to local minima.

The results confirm that the genetic algorithm is a promising approach to solving optimization
problems in cases where traditional methods have limitations.

By using the genetic algorithm method, we obtain results that give an approximate optimal result for
a fixed number of steps. This approximate result, as shown in the problem with the placement of 10
electrolyzers, gives significant results — the peak power consumption decreased by almost 40%.

Further research can be aimed at improving the parameters of the algorithm, in particular, adaptive
tuning of the mutation and crossover operators to increase the convergence rate.
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3acToCcyBaHHSI TEHETHYHOI0 AJTOPUTMY JJIsl PO3B'AA3aHHA 3a1a4i
MaclITA0yBAHHS BOJHEBUX CHCTEM

Mertoro poboTH € po3poOIeHHS HATIHOTO 1HCTPYMEHTY Uil MacIuTaOyBaHHS BOJHEBHUX CHCTEM Ta IX €HEPrOCHOXHBAaHHSA 3a
JIOTIOMOT'0}0 TEHETHYHOTO aITOPHTMY.

AKTYyaJbHICTh

Haiinommperimmm MeTo0M BUPOOHUIITBA BOJHIO € €JIEKTPOIIi3 BOAM, KUl BUMAarae JOCTaTHbOI KUJIBKOCTI €JIEeKTpOEHEepTil.
SIkmio pKepena eIeKTpoeHepril € HeJOCTaTHIMH, I1e MO)KE CTBOPHUTH JI0/IaTKOBE HABAaHTAXXEHHS Ha €HEProCUCTEMY, 0COOJIMBO B
MePioU MIKOBOTO crioxkuBaHH. Ockibki 87% BOJHEBUX CTaHIN Hapa3i BUKOPUCTOBYIOTH BOJCHB Ha MicCIli (3aMiCTh TOTO,
o0 reHepyBaTH HOTo, a HOTiM TPaHCIIOPTYBATH JJIsl BAKOPUCTAHHS ), iCHy€e NOTpeba B ONTHMI3aMii B Iii raxy3i UIs i IBUIIEHHS
€HEeproe()eKTUBHOCTI Ta CTAJOTO PO3BUTKY. Y CyYaCHUX OCHIIPKEHHAX BIOCKOHAJICHHS BOJHEBHX CHCTEM aHAJI3yIOTHCS 3
MOTJIAY €KOHOMIYHOI €(peKTUBHOCTI CHCTEM, IO BUKOPHCTOBYIOTH BiIHOBIIOBAHI JKepena €Heprii, Ta 3HIKCHHS BUTPAT Ha
BOJIHEBY JIOTICTHKY IIUIIXOM 3aCTOCYBAaHHS METOIB JIIHIHHOTO MPOrpaMyBaHHs Ta ONTUMI3alii poro 4acTUHOK. OHAK BaXKIHBO
3a3HAYMTH, 110 Il pOOOTH B OCHOBHOMY 30CEpE/IKCHI Ha CHCTEMax BUPOOHHIITBA BOAHIO HA OCHOBI OHOTO €IEKTPOIIi3epa i He
CTaBJISITH 32 METY OLIHUTH JIOIJIbHICTh BAKOPUCTAHHSI IEKIJIBKOX YCTaHOBOK. SIK HACIIiIOK, TeMa ONTHMI3allii BUTpaT i cTpaTerii
TEXHIYHOTO OOCITyrOBYBaHHS 0araToeJICKTPONI3ePHUX CHUCTEM 3aIHIIAETHCA MCHII JOCITIKCHOK, 8 TAaKOX IOB'SI3aHa 3 I[HM
npobisieMa iX aucrieTdyepu3artii.

MeToau AOCTiNKEeHHS

i po3B’sA3aHHA 3aa4i MOLIYKY HAWKPAIIOi YepTH 3aMyCKy ATl €IEKTPOJII3HUX YCTAHOBOK BUKOPUCTaHI CTOXaCTHYHI METO/IH,
Ta MepeBipeHO e(EKTUBHICTh TEHETHYHOTO aJrOPUTMY IS PO3B’S3KY i€l 3amadi.

PesyabTatn

IToOynoBana Moaens onTUMi3alii MIKOBOTO CIIOKUBAHHS CJICKTPOCHEPTii eNEKTPOI3HOI CHCTEMOI, BU3HAYCHO OIIHOYHY
¢yHKuito koHQIrypamii Ta IiIbOBY (YHKLiIO A onTUMizamii cucreMu. Bubip cTOXacTUYHOro MeTOxy oONTHMi3amii
apryMEHTOBAHO 3a JIOTIOMOTOI0 MEePEeBIPKH LiIb0BOT (GyHKIIT Ha BIACTUBOCTI sIKi HEOOXiqHI A e(EeKTHBHOCTI TpaIuLiiHNX
METOJIiB ONTHMI3alii, a caMe — HelepepBHICTb, TU(epeHIIIHOBAHICTh, TTaKICTh Ta OMYKIiCTh. E(EeKTHBHICTD T€HETHYHOTO
METO/Iy MepeBipeHo y MOPIBHIHHI 3 METOOM I'PaJi€HTHOTO CIYCKY Ha NMPHKIaAax 3 pi3HUMH KOHQITyparisiMi eJIeKTpoJIi3epiB
(OIHOTHUITHHX Ta PI3ZHOTHITHUX ).

BucHoBku

1i po3paxyHKH MiATBEpAMIH, IO TEHETUIHUI AITOPUTM Ma€ CTAOUIBHI pe3yibTaTh i € ePEKTUBHIM IS MTOIIYKY TII00aTEHOTO
OIITUMYMY, B TOH Yac, K IPafieHTHHI CITyCK MOJKe 3YITHHATHUCS HA IOKAIbHUX MiHIMyMax i BAMaraTy JI0JJaTKOBHX HaJIAIITyBaHb
JUISL TOCSITHEHHST ONITUMAJIBHOTO PO3B'3Ky. BHKOPHCTOBYIOUM METO/] FTEHETUYHOTO AJITOPUTMY, MH OTPUMYEMO PE3yJIbTaTH, SIKi
JIal0Th HAONVDKEHWH ONTHMANbHUI pe3ynbTaT 3a (iKcoBaHy KUIBKICTh KpOKiB. Lleit HaOmmkeHuit pe3ynbraT, K MOKa3aHO B
3amadi 3 po3minieHHsM 10 eIeKkTposti3epiB, Aa€ 3HAUHI pe3yIbTaTH — MKOBE CIIOXKHUBAHHS CIEKTPOCHEPTil 3MEHIITHIIOCS Maiike
Ha 40%. Ilomanmpon MOCIIDKEHHS MOXKYTh OyTH CIPSMOBaHI Ha HMOKpAILEHHs MapaMeTpiB alrOpUTMY, 30KpeMa, aJalTHBHE
HaJIAIITYBaHHs ONEpaTopiB MyTallil Ta KpocoBepa Julsl 301LIbIIEHHS IBUAKOCTI 301KHOCTI.

Knrouogi cnoea: onmumizayis, cmoxacmuyni (HeOemepMiHO8AHI) MemOOu, 2eHemUYHULl aneOPUMM, eHepeOCHOICUBANHSL,
600He8I cucmemil, eleKmpoizep.

Hagiiwna y nepuin pegakuii 28.08.2025, B octanHii - 30.09.2025.
The first version has been received on 28.08.2025, the final version — on 30.09.2025.
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3acTocyBaHHSI METOAIB MAIIIMHHOTO HABYAHHS JIJIA IeTeKIil 3JI0BMUCHOT0
NMPOrpamMHOro 3a0e3nevyeHHs: B JaMIIax onepaTuBHOI maM’ATi

AKTyaJIbHiCTb. Y CyYaCHHX YMOBax IIOCTIHHOTO 3pOCTaHHA KiOep3arpo3 ocoONMBY akTyaslbHICTH HaOyBae mpobieMa
BUSIBJICHHSI 3JIOBMHCHOTO IIPOTPaMHOTO 3a0e3NedeHHs, sKe MoXke (YHKLIOHYBaTH IIPUXOBAaHO B OIEpAaTHBHIM mam'sti,
BHUKOPUCTOBYIOUH TeXHiKU Oe3daitnoBux arak. TpaauiiiiHi aHTHBIpYCHI pillIeHHS, 10 0a3yIOTHCS ePEeBaKHO Ha CHTHATYPHOMY
HiIXO0/i, BUSBISIFOTECS Hee()eKTUBHUMY IPOTH cydacHuX advanced persistent threats (APT) Ta HOBUX Moxu]iKOBaHHX 3arpo3.
Ile poOuUTH akTyanbHOI PO3POOKY IHHOBAIIHUX MIAXOMIB IO JETEKIIii 3J0BMHCHOIO MPOIPAMHOTO 3a0€3MCUCHHS Ha OCHOBI
aHaJIi3y NOBEIIHKOBHX MATEPHIB B ONEPATHBHII MaM'sTi 3 BAKOPUCTAHHAM METO/IiB MAIIMHHOTO HaBYaHHS.

Mera pobotu: po3podka Ta ampobariisi CHCTEMH aBTOMATH30BAaHOTO BHSBJICHHS 3JOBMHCHOTO NPOTPaMHOTrO 3a0e3neueHHs
NUISIXOM aHaJTi3y JaMITiB OTIEPAaTHBHOI MaM'sITi 3 BUKOPHCTAHHSIM METOiB MAIIMHHOTO HABYAHHS, a TAKO)K MOPIBHAJIbHA OIliHKA
e(eKTUBHOCTI Pi3HUX aJITOPUTMIB KiIacH(iKamii s 6araToKJIacoBOl JETEKIII] TUITIB 3arpo3.

MeTonu oCTiTAKeHHsI: TOPIBHSUIBHUI aHAN3 alrOpUTMIB MAIIMHHOTO HaBYaHHS, CTaTHYHMI aHAI3 JaMIIB IaM'sTi,
OararokiiacoBa Kiacu(ikarlisi, eKClIepuMeHTaNbHa anpoOarlis.

PesyabTatn. CTBOpPEHO TeXHOJOTIYHME KoHBeep (pipeline) st aBroMarm3oBaHoi 0OpoOkM Ta Kiacudikamii aammiB
ornepatuBHOI Tam’siTi. [IpoBeneHo mopiBHUIBHMI aHaNi3 13 aXropuTMiB MalIMHHOTO HABYAHHS, SIKMH ITPOJIEMOHCTPYBAB, IO
HaWKpalli pe3ynbTaTH 1 3a1a4i OararoxiaacoBoi kinacucgikanii 3[13 mokaszye Random Forest 3 TounicTio 85.49% Tta F1-score
85.52%. Po3pobrnena cucrema peamizoBaHa Ha MoBi Python 3 BukopucranusM 6ibmiorek scikit-learn (mms xmacmaamx ML
Mmopeneit), TensorFlow/Keras (s HelipoHHNX Mepex) Ta pandas (711 0OpoOKH JaHUX).

BucnoBku. JlocmikeHHS MATBEPIWIO BHCOKY €(EKTUBHICTh KIACHYHHX METOMIB MAIIMHHOTO HaBYaHHS, 30KpeMa
aHCcaMOJIeBHUX aJlTOPUTMIB, JUISl BUSIBIICHHS 3JIOBMHACHOTO IIPOTPAaMHOT0 3a0€3MeUeHHs B TaMIIaX oniepaTuBHOI mam'sti. CTBOpeHa
Mozens Ha ocHoBi Random Forest 3abesmeuye onrtumansHuil OanaHc MiK TouHicTio kimacudikarii (85.52% F1-score),
mBuAKicTI0O HaBuaHHs (1.3 ¢) Ta OOYMCIIOBANBbHOIO €(QEKTHBHICTIO, JEMOHCTPYIOYM 3HA4HI IepeBard HaJ HEHPOHHUMH
MepexaMH y JaHOMY KOHTeKcTi. Po3poOsieHa cucrema Mae BHCOKY NPAaKTHYHY 3HA4yHIiCTh 1 MOKe OyTH iHTerpoBaHa y
(dbopensiuni IaTGOpMH, CHCTEMH MOHITOPUHTY iHIUACHTIB KiOepOe3Mmekn Ta EKCIEePTHI CHUCTEMH IS aBTOMATH30BaHOTO
BUSIBIICHHSA 3arpo3 i MPUCKOPEHHS MpOIECY aHaNi3y IHIUICHTIB. Pe3ymbTaTd MOCTIMHKEHHS MiATBEPKYIOTH IOULTBHICTH
BUKOPHUCTaHHS METO/IiB MAIIMHHOTO HABYAHHS Ui CTBOPEHHS CUCTEM 3aXUCTY BiJl CydacHUX Kibep3arpos, mo QyHKIIOHYIOTh
BUKITIOYHO B OTIEPATUBHIN TTaM'sITi.

Sx nuryBatu: Jlanin €. C., bakymenko H. C. 3acrocyBaHHs METOJIB MAllIMHHOTO HABYAHHS JIJIS
JIETeKI[ii 3JIOBMHUCHOTO TPOTPAMHOrO 3a0e3leYeHHs B JaMIax OINepaTWBHOI mam’ATi. Bicuux
Xapkiscvroeo HayioHanbroeo yrigepcumemy imeni B. H. Kapasina, cepia Mamemamuune MoOent08anHs.
Ingpopmayiini  mexuonoeii. Asmomamuszosani cucmemu ynpaeninus. 2025. pum. 67. C.76-82.
https://doi.org/10.26565/2304-6201-2025-67-07

How to quote: Y. Lanin, and N. Bakumenko, “Machine Learning Approaches to Malware Detection
in RAM Dumps” Bulletin of V. N. Karazin Kharkiv National University, series “Mathematical modelling.
Information  technology.  Automated  control  systems, wvol. 67, pp.76-82, 2025.
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Beryn

VY cydacHHX yMOBax MOCTIHHOTO 3pOCTaHHS Kibep3arpo3 OCOOIUBY aKTyalbHICTh HaOyBae mpodiiema
BUSIBJIICHHSI 3JI0BMHUCHOTO TporpamHoro 3abesnedeHus (3113), sike Moxke (yHKLIIOHYBaTH MPHXOBAHO,
30KpeMa, TUTBKY B oniepaTHBHIN maM'sati. CydacHi KibepaTaky CTarOTh BCEe YaCTIIINMHU, BATOHYCHIITIMHA
Ta pe3yNbTaTHBHIIINME, CTAaBISTYM TiJ 3arpo3y KoHQiAeHMiiHy iHpopMalifo Ta 00'€KTH KPUTHIHOL
iHppacTpykTypu. JlomaTkoBe 3aHEMOKOEHHS BHKIMKAIOTh HOBI BEKTOPH aTaK, IIO EKCIUTyaTyloTb
BPA3JIMBOCTI Ta PU3HKH, MOB'sI3aHi 3 HOBITHIMH TEXHOJIOTISIMH, 30KpeMa 31 IITyIHUM iHTeneKkToM [1].

3IIOBMUCHHUKH BCE YAaCTIIIE BHKOPUCTOBYIOTh TEXHIKM 0e3(hailloBWX aTak, KOJW IIKIIJIHBUH KOI
3aBaHTAXYETHCs O€3M0CePEIHBO B ONEPATHUBHY NaM'ATh, HE 3aJIMILIAI0YH CTiIiB Y (aiinosiii cuctemi. Lle,
a TakoX TMOLIMpPEHHs TporpaM-BuMaraviB (ransomware) [6], 3HA4YHO YCKJIAIHIOE BHUSBICHHS
TPaIUIiHHUME 3aC00aMH 3aXHCTY.

Tpaguuiiini aHTHBIpYCHI pilleHHA, M0 0a3ylOTbCS NEpEeBAKHO HAa CHUTHATYpPHOMY MiAXOi,
BUSIBIAIIOTHCS HeeEeKTHBHUMH MNpoTH cydyacHuX advanced persistent threats (APT) Ta HOBuX
Mo udikoBaHuX 3arpo3 [6]. Lle poOuTh akTyanbHO po3poOKy iIHHOBAIIHUX MiIX01iB jo Aerekiii 3113.
Oco0nuBy yBary ciif NPUAUTATH METonaM, I0 0a3yroThCsl Ha aHami3l MOBENiHKOBHX MAaTEpHIB B
OmepaTHBHIN mam'sTi, TakuM sK aHaii3 BUKIMKIB API ta Gibmiotek DLL 3a momomoror mojenei
MAaIIMHHOTO HABYaHHS.

1. Orasg niTepaTypu Ta iCHYI0YHX MeTOIB

MeTol JOCHIDKCHHS € pPO3po0Ka KOMITIOTEPHOI MOJCIi, sSKa JO03BOJISE BHUSBIATH O3HAKU
npucyTHOocTi 3113 musaxom aHamizy mammiB omepaTwBHOI mam'siti. OCHOBHI 3aBHAaHHSA BKJIFOYAIOTH
no0yJ0BY CUCTEMH 300pY JaMIIiB, iX MONepeTHIO 00pOOKY, a TAKOK PO3POOKY aTOPUTMIB igeHTH]iKalii
MiJO3PLINX CTPYKTYP.

Y mporeci IocTiKeHHST TMpoaHalli3oBaHO CydacHi iHCTpyMeHTH, 30kpema Volatility Ta Rekall, a
TaKOX MiIXOAX 10 BUKOPUCTAHHS MAIIMHHOTO HaBYaHHS s BusiBieHHS 3paskiB 3113. IopiBHsIbHMIMA
aHaJli3 OCHOBHUX 1HCTPYMEHTIB aHaJi3y am'sTi HaBeAeHUH B Tabmmi 1.

Tabn.1 IopisuanbHuil ananiz iHCmpymeHmis 05k aHanizy 0amnie nam 'sami
Table. 1 Comparative Analysis of Memory Dump Analysis Tools

Inctpyment | IlepeBaru Henmomniku [IpogyKTHBHICTH

Volatility Mupokuit  ¢dyukmionan, akruBHa | [loBimbHa 00pobOka Bemukux | 2-5 ['B/rog
CIJIFHOTA JIaMITiB

Rekall HIBumgima 00poOka, MmozayneHa | Obmexena migrpumka OC 5-8 I'b/rox
apxiTeKTypa

MemProcFS | ABromaru3oBanmii aHawi3, Hu3bke | OOMexeHuil QyHKIIOHAT 10-15 I'b/rox
CII0)KMBAHHSI PECYPCIB

CyuacHi METOAM BUSBICHHS LIKiAJIMBOIO NPOTpaMHOro 3a0e3ledeHHs MOXKHa Kiacu(ikyBaTH Ha
CTaTHYHi, TUHAMIYHI Ta METOIY MAalTMHHOTO HaBuaHH. CTaTH4HI METOIU aHAI3YIOTh KO Iporpam 0e3
iX BUKOHAHHS Ta MalOTh TOYHICTb 85-90% 15t BitomMux 3arpo3, aie juiie 30-40% 11 HOBUX BapiaHTIB.
JluHaMidHI METO/IM CIIOCTEPIraroTh 3a MOBEIIHKOK MPOrpaM IIiJi YaC BUKOHAHHS, JOCATAI0YH TOUYHOCTI
70-80% 3 BHCOKOIO KIUIBKICTIO NOMWJIKOBHX CIpallOBaHb. METOAM MAIIMHHOTO HaBYaHHS
BUKOPHUCTOBYIOTh aITOPUTMHU Kiacu(ikariii Ui BUSBJICHHS HOBHX 3arpo3, JAEMOHCTPYIOUM HaiKpalii
pesynbrath 3 TounicTio 90-95% [7].

AHami3 OCTaHHIX IOCIHi/PKEHb MOKa3ye, II0 HANMEepPCHEeKTHUBHIIIMMH € TiOpUaHI MiAXOomu, SKi
HOETHYIOTh Pi3HI MeToau nerekuii. 3okpema, nociimkenHs Li et al. (2024) [8] mpomemoncTpyBaim
e(eKTHBHICTh BUKOPUCTAHHS rpadoOBUX HEHPOHHHUX MEPEX JUIS aHaJli3y CTPYKTYpPH MPOLIECIB Y MaM'sTi,
JOCSTHYBIIM To4HOCTI 96.2%. Aljabri et al. (2024) [2] 3anponoHyBaiu criemianizoBaHUi MiAXiA IS
JISTEKI[i ransomware Ha OCHOBI aHaji3y memory features 3 TouHicTIO 94.8%.

OCHOBHMMH HEZOJIKaMH ICHYIOUHX PIIICHb € iX BUCOKA 3aJIXKHICTh BiJ CHUTHAaTypHUX 0a3, 110 HE
J03BOJISIE €(PEKTUBHO BUSIBISTH HOBI Ta Momudikosani turmu 3[13. Binbiricts ananizatopiB mam'sri
NPALIOIOTh y MOCT-IHIMACHTHOMY PEXHMi 1 MOTpeOyI0Th PYyYHOTO aHaji3y ekcrepramu. Komepuiitai
pimenns, taki sk FireEye ta CrowdStrike, xoua it 1eMOHCTPYIOTh BUCOKY €()EKTUBHICTh, MAIOTh 3HAYHY
BapTICTh Ta MOTPEOYIOTH CIELIaTi30BaHOI iIHGPACTPYKTYPH.
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2. CTpykrypa pipeline nis nerexuii malware MeTonaMu MAaIIMHHOTO HABYAHHSA

3amponoHOBaHAa MOJAENb IPYHTYETHCS Ha NPUHIMIIAX CTATUYHOTO aHANII3y aMIIB ONepaTHBHOL
nam’sTi i3 3aCTOCYBaHHSIM METOJIB MAalIMHHOTO HaBUaHHS, IO 3a0e3ledye MOMKIHMBICTh BHUSBICHHS
O3HaK 3JIOBMHUCHOI aKTHBHOCTI 0€3 HEOOXITHOCTI BUKOHAHHS KOAY B KOHTPOJIHOBAHOMY CEPEIOBHIII.
ApxiTeKkTypa cucTeMu 1moOymnoBaHa 3a MOTYJIFHUM MPHHIMIIOM 1 BKJIFOYA€ KUTbKA TIOCTIIOBHUX ETalliB
00poOKHM JaHuX, KOKEH 3 SKHX BHKOHYE OKpeMy (QYHKIIIO Yy 3arajJbHOMY IpOLecCi aHamizy Ta
Kiacuikartii.

Ha neprmomMy erami peastizyeTbcs MOy ITONIEPEIHBOI 0OPOOKH JaMIIiB ITaM’sITi, SKHHA BiIOBITAE 32
3aBaHTAKCHHS MIEPBUHHMX JAHMX, X OYMILIECHHS, HOpMali3amlilo Ta craHaapTusamito. Ha npomy erami
TaKOK 3JIIHCHIOETHCSI EKCTPAKIIis KIIFOUOBHX O3HAK, 1110 XapaKTEPU3YIOTh IIOBEAIHKY IPOLIECIB y am sITi,
TaKUX SIK KUIBKICTh TOTOKIB BHKOHAHHS, aKTHUBHI IECKPUIITOPH, BHKOPHCTaHI Oi0MIOTEKHM Ta iHIII
CTPYKTYpHi mapameTpu. MeTol0 IbOro eramy € MigroToBKa OJHOPIAHOIO Ta MPHUAATHOTO IO aHaJi3y
HaOopy AaHuX, KU Moxe OyTH Oe3mocepeTHbO BUKOPUCTAHUH Y IOJATBIINX MOIYJAX CUCTEMHU.

Hpyruii etam mpeacTaBleHH KOMITIOHEHTOM feature engineering, mo 3a0esredye MOTIHOIEHE
OIIPAIIOBAHHS Ta PO3LIMPEHHS MPOCTOPY O3HAK. Y MeXax I[bOTr0 HPOIECy 3IMCHIOEThCS BHIUICHHS
CTaTUCTHUYHHUX XapaKTEPUCTHK TIPOLIECiB, aHali3 TOBEAIHKOBUX MAaTEpPHIB, a TaKOX KOAYBaHHS
KaTEeTOpiaJIbHUX 3MIHHUX [UIS Y3TOJUKEHHA iX 3 BHMOTaMH QITOPUTMIB MAIIMHHOTO HaBYaHHS.
3acTocyBaHHS IFOTO MiIXO/TY JO3BOJISIE 3SMEHIINTH BIUTUB HATHITIKOBUX 200 KOPEITbOBAaHUX ITApaMeTpiB,
MiBUIIYIOYH TOYHICTH 1 CTIKICTh TOOYJIOBAHUX MOJECIICH.

Ha tpeThoMy eTarmi (yHKIIIOHY€E MOY/Ib MAIlIMHHOTO HABYaHHS, Y SIKOMY peaJli30BaHO MOPIBHIbHUN
aHaNmi3 Pi3HUX aNropuTMIB Kiacudikarii. J(oCIimKeHHsS OXOIUTIOE SK KJIAaCHYHI METOAM MAIIWnHHOTO
HaBYAHHS, TaK 1 apXiTEeKTypH IITYYHHUX HEHPOHHUX Mepex. [ KOKHOrO alropuTMy MPOBOAUTHCS
OIIHIOBAHHS TIPOJYKTUBHOCTI, TOYHOCTI, CTAOUILHOCTI Ta 4Yacy HaBYaHHs, IO JIO3BOJIIE BH3HAYUTH
ONTHMAaNBHI TIAXOMW 10 BHPIMICHHA 3a4adi 0araTokiacoBoi Kimacugikamii 3pas3KiB 3JIOBMHUCHOTO
nporpamHoro 3abesnedeHHs. OcoOnmuBa yBara MPHAUIETHCA aHANi3y e(peKTHBHOCTI aHCcaMOIEeBUX
METO/IB, SIKi MPOAEMOHCTPYBaJIH BUCOKY TOYHICTh MPH MOMIPHUX BUTpPATax 00UYHCITIOBAILHUX PECYPCIB.

3aBepIiaibHUM KOMIIOHCHTOM € OIIIHIOBaHHS Ta 3BITHOCTI, fKa BIANOBITAa€E 3a I1HTEPIpETAIliio
pe3ynbTaTiB Knacudikamii. Ha mpoMy ertami 3aificHIO€TECS 6araTokiacoBa Kiacupikarlis TAIIB 3arpo3 i3
BUKOPHCTaHHSIM METPHK SKOCTi, TaKMX SK accuracy, precision, recall ta Fl-score, mo mae 3mory
00’€KTUBHO OLIHUTH e(pEeKTHBHICTh KOXKHOI Mozaeni. Kpim Toro, cucrema reHepye neTaibHi 3BITH 3
Bi3yai3aIli€ro OTpUMaHUX Pe3yiIbTaTiB, IO CIPOIIYE aHalli3 Ta MOAAJbIIE BAOCKOHAIICHHS allTOPUTMIB.

3anporoHOBaHa MOJYJIbHA apXiTEKTypa CHCTeMH 3a0e3redye KOMIUIEKCHUH IiJXiJ 10 BHUSBICHHS
3JIOBMHCHOTO IPOrPaMHOTO 3a0e3ICUCHHsT 4Yepe3 CTATUYHHMIA aHajIi3 JaMIliB OINEPaTHBHOI Mmam'sTi.
[locninoBHa peanizallisi YOTUPHOX OCHOBHHX €TaIliB — MOMEPEIHbOT 00pOOKH JaHWX, iHXKEeHepii O3HAK,
MAaIIMHHOTO HAaBYAHHS Ta OLIHIOBaHHS PE3yJIbTaTiB CTBOPIOE e(DEKTUBHHUI TEXHOJIOTTYHUI KOHBEED UIS
aBTOMAaTH30BaHOI JIETEKIT Ta Kiacudikariii 3arpo3s, 1o 3ade3rneuye MOBHUIA UK 00POOKU JaHUX — Bij
300py Ta MiArOTOBKU JAMIIIB Mam’sTi 10 GOpPMYBaHHS MiJICYMKOBUX aHAIITHYHUX 3BITiB, IO POOUTH
CHCTEMy THYYKHM i MacmTabOBaHMM IHCTPYMEHTOM ISl JOCIHI/DKEHHS Ta BHSBICHHS 3JOBMHCHOTO
MIPOTpPaMHOro 3a0€3MeUCHHS.

3. TecToBuii HAabip TaHUX

VY nocnimpkenHi BukopuctoByethes aatacer Obfuscated-MalMem2022 [3], sikuit micTuth monam 58
000 3anwmciB 3 58 o3HaKamH, IO XapaKTEPU3YIOTh MOBEIIHKY nporeciB Windows B onepaTHBHIN mam'sTi.
KirrouoBrMu mepeBaraMu jgataceTy € 30aJaHCOBaHICTH KJIAciB, HAasIBHICTH PO3LIMPEHOI KaTeropu3arii
TUMIB IIKiamuBoro I13 Ta BiACYTHICTH NMPONMYIIEHMX 3HAYeHb, IO CHPOIIYE MHpolec MOOyIOBH Ta
BaJigaLil MoIeel MallIMHHOTO HaBYaHH.

Habip maHux oXOIUIIOE pi3HOMaHITHI METPUKHU: KIJIbKICTh MOTOKIB BUKOHaHHS (threads), crmmcok
3aBaHTakeHHX O0i0miotek (loaded modules), Bukopucrani neckpuntopu pecypci (handles), o3naku
iH'ekiii koay (code injection indicators), XapakTepucTHKHU CiIyk0 (services) Ta momyiiB siapa (kernel
modules). Habip nanux € 30amaHCOBaHUM BiJHOCHO KJIaCiB 3 MOKIIMBICTIO 6araTokiacoBoi Kiacudikarii
tunis 3113. JlocmimkeHHs peatizoBaHo SK 33134y MYJIBTHKIACOBOI Kiacupikamii 3 40THpMa OCHOBHUMHU
kateropismu[4]:

e Benign (eritumHi mporecy);
e Trojan (TpOSIHCBKI Mporpamu);

e Spyware (mmnuryscbke I13);
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e Ransomware (mporpamMu-BuMaradi).

4. BUKOPHCTAHHS METOAiB MAIIMHHOTO HABYAHHS 11 Kiaacugpikauii 3113
dopmanpHO 3a7auy 6araTokiacoBoi knacudikaiii MOXHO chOpMYITIOBATH TaK:
f:X=Y 1)

ne X € R°® — pexrop osmak mpomecy, Y € {0,1,2,3} - mitka xmacy (0 - Benign, 1 - Ransomware,
2 - Spyware, 3 - Trojan).

Jns GaratoknacoBoi Kiacudikailii BAKOPUCTOBYIOThCS MeTpuku Weighted averaging :

ioi _ X niPrecision;
Precisionyeightea = TR @)
i

ne K — KiIbKiCTh KITaciB, N; — KITBKICTh 3pa3KiB Kiacy i.

_ ZKzl ni* Recall;
Recallweighted_ - K ] (3)
Yi=q M

ne K — KiTbKiCTh KITaciB, N; — KUTBKICTh 3pa3KiB KJacy .

Hns xnacudikamii BUmMaakiB Oyyiu 3acTocoBaHi Mertomd BumaakoBoro Jjicy (Random Forest),
rpagieatnoro Oyctinry (Gradient Boosting), meron meper pimrens (Decision Tree), kK naitdmmkuanx
cycigie (k-Nearest Neighbors) ta netipomepexesi meroau [5]. Jlns HaBUaHHS Ta OIHKH MOEICH
BUKOPHCTOBYBajacs cTpaThdikoBaHa po30MBKa naHuX 3 criBBimHOmeHHsIM 80/20 mis HaBYaIbHOI Ta
TecToBOi BHOIpoK. Jlis 3a0e3MeYeHHsT BiITBOPIOBAHOCTI PE3YNbTATiB Ta 00'€KTUBHOCTI MOPIBHSHHS, Y
BCIX EKCIIEpUMEHTaX BUKOPUCTOBYBAIWCS (piKCOBaHI mapaMeTpu iHimiamizamii —TeHepaTopa
TICEBIOBHIIAKOBIX YMCENI. METpPHKHU OIiHIOBAaHHS BKJIIOYAIM: accuracy, precision, recall, Fl-score 3
weighted averaging 11st KopekTHOT 00pOOKHM OaraTokiacoBoi 3a1ayi. Takox BpaxoByBaBcs Yac HABYaHHS
KOXHOI MOJIeJI JIJIsl OI[IHKK MPAKTUYHOI 3aCTOCOBHOCTI. Pe3ynbTaTu MOpiBHUILHOTO aHali3zy poOoTH
AJITOPUTMIB HaBeJICH] B TaOHII 2.

Tabn. 2 Pesynomamu nopigHANIbHO20 AHANI3Y AN2OPUMMIE MAWUHHO20 HAGYAHHS
Table. 2 Comparative Analysis Results of Machine Learning Algorithms

AJroputm Tun Accuracy | Precision Recall F1-Score | Yac naBuaHHs
(©)

Random Classical ML | 0.8549 0.8558 0.8549 0.8552 1.3

Forest

Gradient Classical ML | 0.8457 0.8463 0.8457 0.8458 220.62

Boosting

Decision Classical ML | 0.8445 0.8458 0.8445 0.8449 1.65

Tree

K-Nearest Classical ML 0.8119 0.8131 0.8119 0.8117 6.7

Neighbors

Extra Trees Classical ML | 0.8044 0.8117 0.8044 0.8046 0.59

Wide & Deep | Neural 0.7707 0.7780 0.7707 0.7688 29.99

Network Network

Deep NN | Neural 0.7654 0.7737 0.7654 | 0.7581 45.86

(with Network

BatchNorm)

Feedforward | Neural 0.7591 0.7778 0.7591 0.7533 27.84

NN Network




ISSN 2304 -6201 Bulletin of V.N. Karazin Kharkiv National University
80 series Mathematical modeling. Information technology. Automated control systems issue 67, 2025

Cepen KIACHYHUX alNTOPUTMIB MAIIMHHOTO HABUYaHHS HaWKpally NpOJAYKTUBHICTh MOKa3alu
Random Forest 3 onrruMansHUM CITIBBIIHOIIEHHAM TOYHOCTI Ta MBHAKOCTI, Decision Tree 3 BUCOKO0I0
IHTEPIPETOBHICTIO MPHU XOpowIii TouHocTi, Ta EXtra Trees 3 maimBuamum yacoMm HaBuaHHs 0.59
CeKyHIW TpH NPHHHATHIH TouHOCTi. HelpoHHI Mepexi mpoiaeMOoHCTpyBain CTaliibHI, aje MEHII
Bpaxaroui pesynbrat, ae Wide & Deep Network mokasana Haiikpaiii pe3yibTaTi cepel HeHpOHHUX
Mmepex 3 F1-score 76.88%, mpote Bci HEHpOHHI Mepexi MoTpeOdyBasid 3HAYHO O1IbIIIe Yacy Ha HaBYaHHS
Bix 27 o 46 ceKkyHI 1 MarOTh MOXMJIMBOCTI JUIsl TIOKPAIISHHS 4Yepe3 ONTHMI3aIlil0 apXiTeKTypu Ta
rimeprapaMmeTpiB. J1oCTiKeHHS MOKa3ajo, o I 3a1adi 0araTokiIacoBoi Kiacudikamii 37 I0BMACHOT O
IporpaMHOro 3a0e3nedeHHs Ha OCHOBI aHaNli3y AaMIliB mam'sTi HaileeKTHBHIIIMMH € KIacH4Hi
QITOPUTMH MAalIMHHOTO HaBYaHH:I, 30kpema Random Forest, 110 y3ro/pkyeThbest 3 pe3yibTaTaMy 1HIIHX
JOCIIDKeHb y Taly3l KibepOesmeku, ge aHcaMmOJeBi METOAM YacTO JeMOHCTPYIOTh Kpamry
MPOAYKTUBHICTb.

5 Anaui3 pe3yabTaTtiB

Haiikpami pe3ynsraTa mpogeMoHCcTpyBaB anroput™ Random Forest 3 Tounictio 85.49% ta F1-score
85.52% npu miniManbHOMY uaci HaBuaHHs 1.3 cekynnu. Lle minTBepaKye eeKTHBHICT aHCAMOJIEBIX
METOJIIB IJIs1 3a7a4 OaraTokiacoBoi kinacudikarrii 3mosmucuoro 113.

Gradient Boosting nokaszas nyxe Omnu3bki pesynbratu (F1-score 84.58%), ane 3 3HauHO OinbLINM
yacoM HaBuaHHS (220.62 cekyHau), 1m0 POOUTH HOTO MEHII MPAKTUYHUM JJs MaclTaOHOTo
BUKOPHUCTaHHS.

Heiiponni mepexi mokasanu nomipHi pesynstatu 3 Fl-score B miamazoni 76-77%, mo moxe OyTH
MOB'SI32HO 3 BIJTHOCHO HEBEIHKUM PO3MipoM fataceTy abo MoTpeOoro B JOAATKOBOMY HalalITyBaHHI
rimeprnapamMeTpis.

6. BUCHOBKH Ta HANPAMKH MOJAJIBIINX J0CTiAXKEHb

Pe3ynbTaTé pOBENCHOTO JOCIIKEHHST 3aCBIAUMIIA BUCOKY ¢(DEKTHBHICTh BHKOPUCTAHHS METOJIB
MAIIMHHOTO HAaBYaHHA JUIsl pO3B’sI3aHHS 3ajadi OaraTokiacoBoi KiIacU]ikamii 3JTOBMHCHOTO
MporpaMHOro 3abe3nedeHHs] Ha OCHOBI aHai3y JaMIIiB OMEPAaTUBHOI MaM’ ATi. 3aIpOIOHOBAHUHN ITiIXi/T
JIOBIB JIOIIBHICTh 3aCTOCYBAHHS IHTEICKTYAIbHUX aJITOPUTMIB JUIS aBTOMAaTU30BAHOTO BUSBICHHS Ta
igeHTudikamii 3arpo3, mo (QyHKIIOHYIOTh Y MaM’sITi CUCTeMH, 0e3 HeoOXiIHOCTI MPSMOro BTpyYaHHS
eKcrepTa.

Y Mexax BUKOHAHOTO JOCIIKEHHS Peali30BaHO KOMIUIEKCHUN TEXHOJOTTuHUHI KoHBeep (pipeline),
AKkuil 3a0e31edye MpoBeIeHHs OPIBHAIBHOTO aHaJi3y TPUHAIUATH AITOPUTMIB MAIIMHHOTO HAaBYAHHS
JUTSE 331241 Kiacudikariii 3pa3kiB 3JI0BMHACHOTO MPOrpaMHOTO 3a6e3nedeHHs. [IpoBenene MoneroBaHHS
Jaso 3Mory Bu3Ha4uTH anroput™ Random Forest sik HaifOuteIn edeKTHBHUI cepel MpOTeCTOBAHUX
MOJIEJICH, 110 MIATBEPIKYEThCS AOCATHYTHMH MOKa3HUKaMu TouHOCTI (85,49%) Ta merpuku F1-score
(85,52%). OtpumaHi pe3y/IbTaT IEMOHCTPYIOTh TIEpEBaru KJIaCUYHUX METOIB MAIIMHHOTO HABYaHHS
HaJl HEWPOHHUMM MeEpEeKaMHM Yy KOHTEKCTI JaHOTO THIY 3a1ad, 30KpeMa 3aBIIKH MEHIIii
00YHCITIOBAJIBHIN CKIIATHOCTI, CTaOIILHOCTI pe3ybTaTIB i BUCOKIHM IIBUAKOCTI HaBYaHHS. KpiMm Toro,
CTBOPEHO MpPaKTUYHY CHUCTEMY, Opi€HTOBaHYy Ha CTaTHYHHMI aHaji3 JaMIiB [aM’ATi, SKa MOXe OyTH
BUKOPHCTaHa SIK 0230BHUI KOMITIOHEHT JUIs TOOYI0BU MOJYJIiB aBTOMAaTHYHOTO MOHITOPHHTY 3arpos3.

[Tomanbmmii pPO3BUTOK JOCTIDKEHHS JOLUUIBHO CHPSMYBaTH Ha BIOCKOHAJCHHS apXiTEKTyp
HEHpPOHHUX MeEpeX 1 ONTHUMI3alilo IX TrineprnapaMerpiB 3 METOK MiIBUIIEHHS TOYHOCTI Ta
y3araJbHIOBAIBHOI 31aTHOCTI Mojeneld. [lepCreKTMBHUM HampsiMOM € PO3IMIMPEHHS HaBYaJIbHOTO
Ha0Opy JMaHHMX 3a PaxyHOK HOBUX THIIIB 3JOBMHCHOTO NPOTPaMHOr0 3a0€3MeYeHHs, 10 JO3BOJHTH
MIiJBUIIUATH CTIAKICTh CUCTEMH J0 HOBUX 1 MOJM(IKOBaHUX BapiaHTIB 3arpo3. 3HAYHHUU MOTEHIlIAT Ma€e
TaKOXK 1HTerpailis po3po0IeHOT MOJeNi 3 IHIIMMHU JpKepejiaMHu iHpopMallii — 30KpeMa, 3 aHaIi30M
MepekeBOro Tpadiky, CUCTEMHHUMHM >XypHanamMu (Jor-gainamu) Ta TENIEMETPUYHMMH JaHUMH, IO
cripusiTiMe OPMYBaHHIO KOMIUIEKCHOI CUCTEMH KiOep3aXuCTy.

Oco01BOi yBaru mnotpedye AOCITIIKEHHS MOXKJIMBOCTEH 3aCTOCYBaHHS METOJIB IMOSICHIOBAHOI'O
mryyHoro intenekty (Explainable Al), siki 3a0e3medytoTh Mpo30picTh MPOLECY MPUAHATTS pillieHb i
JO3BOJIAIOTH I1HTEPIIPETYBAaTH BHYTPIIIHI MexaHi3Mu kKinacudikamii. KpiM Toro, mepcnekTuBHUM €
BUKOPHCTaHHS IMiJX0/1iB TpaHCPEPHOro HABUAHHS /IS aJaNTallii BKe HABYCHUX MO/ICIICH 10 HOBUX THITIB
3arpo3 0e3 noTpedH y MOBHOMY IepEeHaBYAHHI.
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Machine Learning Approaches to Malware Detection in RAM

Relevance. In the current context of constantly growing cyber threats, the problem of detecting malicious software that can
operate covertly in RAM using fileless attack techniques has become particularly relevant. Traditional antivirus solutions based
primarily on signature-based approaches prove ineffective against modern advanced persistent threats (APT) and new modified
threats. This makes it essential to develop innovative approaches to malware detection based on behavioral pattern analysis in
RAM using machine learning methods.

Goal. Development and testing of an automated malware detection system through RAM dump analysis using machine learning
methods, as well as comparative evaluation of the effectiveness of various classification algorithms for multi-class threat type
detection.

Research methods: comparative analysis of machine learning algorithms, static analysis of memory dumps, multi-class
classification, experimental validation on the Obfuscated-MalMem2022 dataset containing over 58,000 records with 58
Windows process features. Models were evaluated using accuracy, precision, recall, and F1-score metrics with weighted
averaging.

Results. A fully functional technological pipeline was created for automated processing and classification of RAM dumps,
including modules for data preprocessing, feature engineering, machine learning, and results evaluation. A comparative analysis
of 13 machine learning algorithms was conducted, including classical methods (Random Forest, Gradient Boosting, Decision
Tree, k-NN, SVM) and neural network architectures (Wide & Deep Network, CNN). It was established that the Random Forest
algorithm demonstrates the best results for the multi-class malware classification task with an accuracy of 85.49% and F1-score
of 85.52% at a training time of 1.3 seconds. The developed system is implemented in Python using scikit-learn libraries (for
classical ML models), TensorFlow/Keras (for neural networks), and pandas (for data processing).

Conclusions. The study confirmed the high effectiveness of classical machine learning methods, particularly ensemble
algorithms, for malware detection in RAM dumps. The developed Random Forest-based model provides an optimal balance
between classification accuracy (85.52% F1-score), training speed (1.3 s), and computational efficiency, demonstrating
significant advantages over neural networks in this context. The developed system has high practical significance and can be
integrated into forensic platforms, cybersecurity incident monitoring systems, and expert systems for automated threat detection
and accelerated incident analysis. The research results confirm the feasibility of using machine learning methods to create defense
systems against modern cyber threats that operate exclusively in RAM.

Keywords: machine learning, memory dump analysis, malware detection, Random Forest, multi-class classification, pipeline,
digital forensics, cybersecurity, Python. Keywords: machine learning, memory dump analysis, malware detection, Random
Forest, classification, pipeline, forensics, Python.
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MaremaTu4Hi Moae/i MOAYJIALIl POCTHX CUTHAJIIB AJIA AJIre0paiaHoro
BiJOKpeMJICHHS NEPEelIKOIN y cucTeMax nepeaayi ingopmauii

CrarTs € momoBKeHHs poOoTH [1] mpo cemapaiito KOPHCHOTO CUTHAJY BiJ MEPEmKoaAn Ta podit [2,3], y SKHX MPOMOHYBaBCs
METO/I BUPIIICHHS CUCTEM JIIHIMHUX anreOpaidHuX piBHAHB 3 BUKopucTaHHSI QR posknananns Ha 6a3i metoxy I'pama Llwmiara.
Pobota € akTyanpHOI0, TOMY IO Ha YaCTOTHIH OCi cHCTeM mepenadi iHpoOpMarii HEMOXKHA 3HAWTH AUIAHKY, BUIBHY BiX
HEpPEIIKOI, 3aBXK 1 Tpeba po3paxoByBaTH Ha BUIAJIOK, L0 IIEPELIKO/a € Y BChOMY JOCTYIHOMY Jialla30Hi 4acTOT, OIHC ACSKHUX
JOKepedI IUX MEPEIIKO/I HaBeICHO Y BCTYIII i€l cTaTTi. Po3pobka cyyacHux iHGopMaIiiHO-KOMYHIKaIiHHIX CHCTEM HEMOXKITHBA
0e3 BUKOPUCTaHHS MaTeMaTHYHUX MOJeJei, TOMYy IO Ii¢ BIUIMBA€ HA BapTICTh JOCIHI/KEHHS Ta € IePeIyMOBOIO CTBOPECHHS
JOCIITHUIBKHX cTeHAiB. OTXe, MeTOoI0 i€l po6oTH € T00y10Ba MOJIeieil ysIBICHHsI KOPUCHUX CUTHAJIIB, BaYKJIIMBHM HAIPSIMKOM
HPH [[LOMY € JOTPUMaHHS KPUTEPIiB MaTeMaTHYHUX MOJIENIeH: aJJleKBaTHOCTI, THYYKOCTi, IPUHHATHOI cKiagHocTi. KopuceTs Bix
MOJICTIFOBaHHS MO>KHA OTPUMATH JIMIIE 32 YMOB, KOJIM 3a0€3MeUyEThCs MPaBWIbHE (aIeKBAaTHE) BiJOOPaKEHHS BIACTHBOCTEH
OpHTiHally, a TaKOX BiAOYBa€TbCS BHIAJCHHS NMPOOJIEMH CKJIAJHOCTI IOCTIKEHb Ha peanbHuUX 00'ekrax. Tomy poGota
HOJIOBXXYEThCS Yy HANPSIMKY MOOYJOBH aHANITUYHUX MaTeMaTHYHUX MOJIENECH MPOCTUX CUTHANIB 3 BUKOPHCTAHHAM MeTOAIiB
MOAYJIAN{i: aMIUTITYAHOI, 9acTOTHOI, (a30Boi. Y poOOTi € rpadiku 3 YaCOBOIO PO3TOPTKOI0 MPOCTHX CHUTHANIB, (HOPMYITH
noOyJOBY Ta MapaMeTpH, A0 SIKMX HaJeXUTh 4acTOTa, IIBHIKICTh Mepeaadi CHMBOJIIB i HepioJ mepenadi 0JJHOTO CUMBOIY, a
TaK0)k HaBEAEHO CJIOBECHHH OIKC MPOLECy AEMOAYJISILIT A OLIHKY MPaBHIBHOCTI rpadikiB Moayswii. OTxe, pe3yJibTaToM
Po00TH € aHANITHYHI MaTeMaTHYHI MOJIEN, SIKI MAIOTh a€KBaTHICTh Ta MPUHHATHY CKJIAIHICT, TAKOX X MOYKHA BUKOPHCTATH
JUIsl TOOYIOBH CKJIQIHIMIMX MOJeNIe, HallpHKiIaz, MoOyI0BY MOJIeNi KBagpaTypHOi MOIYJILIi, 1€ CIIOCTepiracThesi 3MiHa BKe
IIBOX TApaMETpiB: aMIUNTYyId Ta TMoYaTkoBOi (asu. 3a pe3ynpTaroM poOOTH MOKHA 3pOOHTH BHCHOBKH, IIO po0OTa €
aKTyaJIbHOIO, MAa€ METY, PE3yJIbTaT i HANPSIMOK MOAAIBLIOTO JTOCIIPKEHHS, 110 Oy/e BU3HAYATHUCS MaTeMaTHYHHMH MOJIEIISIMH
MoOYZOBH CHUCTEMH Tepemkoa Ha 6a3i psanie Pyp’e Ta sinc GyHKIIH, X aJUTUBHIM JOAAaBaHHSIM O KOPHUCHOTO CHTHAIY, 3
MOJANTBIITNM BUKOPUCTAHHIM MaTPHUIIb CUCTEM JiHIHNX anreOpaivaux piBHAHD (CJIAP) i MOpiBHSAHHAM OTPHMAaHHX Pe3yIbTaTiB
31 3BUYAHUMH METOIaMH TIPOIIECY IEMOAYIIALIT, SIKi TOOYI0BaHI Ha BUKOPUCTAHHI KOPENAIIMHUX IHTErpaIiB.

Kniouosi crnosa: Mooynsayisn, demoodynayis, amniimyona Mooyiayis, (azoea MoOyIsayis, 4acmomua MOOVIsAYis, CUCeMU
nepeoaui ingopmayii, cenapayis, nepewkood.

Ax uutyBaTtH: Menko3popoBa O. M., Hapexwiii O. II. Marematnuni Mogeni MOaysiiii mpocTHX
CUTHAJIB sl anreOpaidHOro BiIOKpPEMIICHHS IMEPENIKOAN y CUCTeMax mepedadi iHdopmarii. Bicuux
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Beryn

Texuiuni npobaeMu peanizamii Qi3UUHUX JiHIN 3B'SI3KY € OCHOBOIO BUHUKHEHHsI yHAaMEHTaIbHUX
MEX MIBHJIKOCTI Ta HamiiHOCTI mepenadi [4, 5, 6]. Ilepemkoau, mrymu i MOTOKA MOMHWIOK, IO
MOPOIKYIOTECS HUMH, y cuctemax mnepenadi indopmarii (CIII) € cBoro pomy OexrpayHaoM, TOOTO
(oHOM, Ha TKOMY OYAYIOTHCS ONITUMANIbHI CUTHAIBHI KOHCTPYKIIil.

o Texniyanx npobaem peanizarii CI1I MokHa BiTHECTH HACTYIHI IEPEUIKO/IH:

1) xepemamu criorBopeHs i nepemkon y CIII € mpupoui nepemkoau. Lle pagioBuripoMiHiOBaHHS,
10 HAAXOATh 13 KOCMOCY, TIPUPOIHI SBHIIA, 3eMJIETPYCH, BUBEP>KEHHS BYJIKaHIB, MarHiTHi Oypi.

2) lllymu eneKTpOHHUX MpUJIaiB — e almapaTHa OCHOBA, BCIX MPUCTPOIB mepeaadi Ta npuidomy, imM
BJIACTHBI BJAacHI TEIUIOBI mrymu. HaBith, sikOM He Oyn0 30BHINIHIX MEPEIIKOMA, BCE OJHO MPHUIOM Ta
nepenava iHpopmarii 3aidCHIOBaIacS 32 HAABHOCTI IIUX IIYMIB, IO OMUCYIOTHCS MOJEIUTI0 ['aycoBoro
KaHay.

3) Bzaemuuii BruuB pi3HuX JdiHii. Jlyske Oarato 3apa3 aOOHEHTIB, sIKi 0a)Xal0Th BUKOPHCTOBYBATH
onvH 1 TOW cammii (Hi3MUHUI pecypc, HEMUHYYE 3'SIBISIETHCA B3a€MHHUM IIKIIJIMBHHA BIUITMB OJWH Ha
OJIHOTO.

4) JlerepmiHoBaHi cIOTBOpeHHA. Ma€eThCsl Ha yBasi HeEiJeaJbHICTh YaCTOTHHX Ta CHEPreTHUYHHX
XapaKTEePHUCTHK Y JIHISAX 3B'SI3KY, HEOJHOPITHOCTI Y MapIIpyTi MOMIMPEHHS CUTHATY Ta 1HIIIE

5) Po3aMHOeHHS CHUTHATY TP iX MOMIMPEHH] KiTbKoMa MapmpyTamu. Lle oco0nmBo akTyansHO pu
r100abHOMY KOPOTKOXBHIIBOBOMY 3B'SI3KY, KOJIM Pajio XBHJII MOXKYTh BiIOMBATHCS BiJl pI3HUX IIapiB
aTMocQepH, TPOXOJUTH Pi3Hy TPUBATICTh MAPIIPYTY BiJ MepeaaBaya 10 NpuiiMaya i HaAX0JUTH Ha BXij
npuiiMada 31 3MiIeHHIM 3a 9acoM. Te caMme crocTepiraeThes MpH MOMUPEHH] YIbTPa KOPOTKHUX XBUJIb B
yMOBax Micta. BUITpoMiHIOBaHHS BiIOMBAETHCA BT OyIiBeIb, ABTOMOOLIIB 1 JOCATAOTH J0 MPHUiiMaya Mo
KUTBKOX MapIupyTax 3i 3CyBOM 3a 4aCOM.

6) 3001, BiIMOBHU €NEKTPOHHUX MPUCTPOIB T4 TUMYACOBI PO3PHBH 3'€JHAHD y CHCTEMax KOMYTAIlii.
VYci TexHiYHI TPUCTPOT XapaKTepU3YIOThCS HeileanbHOI HafiiHicTIo. L{(0 MpHUYMHY BHKITIOUWTH HE
MOJKHA.

7) HaBmucHi nepemkoan. Cranuis pagio nporunii. Lle BilficbkoBoi cepu 3acTocyBanHs, moilii abo
11e MOXe OyTH opraHizallis HeToOpOCOBICHUX, HEUECHHX, HE3aKOHHHX 3aX0/iB KOHKYPEHTHOI OOPOTHOM.

Takox € mpakTHYHi 0OMeKeHHs Ha (i3uuHi pecypcH B JiHii 3B'SI3Ky, BOHH 3aBXKIU MaTepiaibHi, 10
HUX BIIHOCSTHCS OOMEXKEHHS:

1) moTy>XHOCTI IepeiaBaya, e 0COOIMBO JOPEYHO AT MOOILTHPHHUX MPUCTPOIB;

2) oOMeXeHHS Ha JOCTYIIHY LIMPHHY CMYTH YaCTOT, TaK SIK CHTHAJIM TOAAI0THCS y BUIIIAII KOJIHMBAaHb,
BOHH XapaKTEPU3YIOThHCS IIEBHOIO YaCTOTOIO 1 YMM OLIBIIIe MM XOUEeMO TIepelaBaTh CUTHAIIN, TUM OLIBIITY
CMYTy YacTOT MU ITOBUHHI 3aJi5TH, ajie BOHA OJHA Ha BCiX. | HaBiTH pu 00EpPEKHOMY PETYIIIOBaHHI Ta
po3MoiN pagio 4acToT Ham edip Aenani OLTbIIe CTa€ HEMPUIATHUM JJISI €KCTEHCHBHOTO PO3BUTKY
CHCTEM KOMYHIKaIlili.

Bunaxizn y po6ori [1] mponoHye MeToJ, SIKUi TIOB’sI3aHO 3 CHCTEMaMHU JIJIsl IOKpalIeHHs repeaadi Ta
YUCTOTO BiJIIJICHHS IIYMY Ta KOPHCHOTO CHTHaNy. ba3oBa izmes, sika miIKPECIIOEThCS Y poOOoTi yis
HOBOTO IIUIAXY PO3POOKH TEOpil Ta TEXHIKM KOMYHIKaIlii, I1e BiAXUIEHHS METOAY, SIKUH TOOyI0BaHO Ha
IMOBIpHOCTI, IS OLIHKM CHTHAy 3TiJHO 3 MpaBWIOM HaWOimpmioi iiMoBipHOcTi. lle mMaremaTnyna
Tporeaypa I aOCONFOTHO YiTKOTO BiJOKPEMIICHHS CUTHATY Ta IIIyMY Ta JIOKa3 BiJICYTHOCTI OY/Ib-SIKUX
(GyHIAMEHTATbHUX TEOPETUYHHX OOMEXeHh Ha e(EeKTHBHICTh KOMYHIKalii, BKIIOYHO BiJICYTHICTh
OOMEXEeHb €MHOCTI KaHaily. Takuil MiIXil pO3rJsJae HOBY KOHIEHII Ta TEXHIYHI acleKTH
IMIUIeMeHTallil iHQOopMaIifHO-KOMYHIKAIIHHUX CUCTEM Ta BUKOPHCTOBYE CHUCTEMH anreOpaidHux
piBasiab (CJIAP) mnst toro, mo0 BiadineTpyBatn curHan Bin mymy. Marpuus CJIAP — ne ninifina
anreOpaiyHa MaTpwils, IO cenapye Ta BHIUISE TMPaBIWBI 3HAYeHHS 1H(GOpPMATHBHUX NapameTpiB
CHUTHAITY.

VY pobotax [2,3] 3alponoHOBAaHO pillIEHHsS] CUCTEMH JIIHIHHUX PiBHSAHB, AJISI TAKOTO MaTEMAaTUYHOTO
cernaparopa, OCKUIBKH MaTPHIIi, SIKi JIJIs IIbOTO BUKOPHCTOBYIOTHCS MAIOTh IPSMOKYTHY (OpMY, 3BHUAHI
METO/IM BUPIIICHHS CUCTEMU PIBHIHD HEe OyAyTh €(EKTHBHUMHU, y X poOOTaX MPOIOHYBABCS METOJ
OpPTOTOHAJILHOTO PO3KJaaeHHA. [ oTpuMaHHA MaTpUlb 3 OPTOrOHAJLHUM PO3KIAACHHSIM MOXHA
BUKOpUCTOBYBaTH Metox I'pama llmiara mis Matpuis 3 OyIb-sIKUM pO3MIpOM HaBiTh SIKILO € CTOBIILI
ab0 CTPOKH, IO MOBTOPIOIOTHCA y Matpuili. Meton mus upitienHs CJIAP micTuTh MOBHHE omuc
pillleHHsI Ta MPUIATHUH JUISL TOBUTLHOTO PO3MIpy MaTpHIilb. Y poOOTi € IPUKIIa]] 3 BUPIMICHHS 3 MallUM
po3MipoM MaTpuii. TakoX € NpUKiald IMIUIEMEHTAlil 3 MaTpuuero Habarato OiNbLIOro po3Mmipy y
cepenosuii MathCad Prime. ImnnemenTartist MicTuTh QYHKIIIT, IKi MOYKHA BUKOPUCTOBYBATH JIJISI 1HIIINX
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MOB TIporpamyBaHHsA. OTpHMaHe pIICHHS Ma€ MiHIMIbHY HOpPMY Ta MNpuAaTHE Ui JHIAHAX
anreOpaiyHUX MaTPHIIb, 10 CEMAPYIOTh CUTHAN BiJl IIIyMY.

VY it poOOTi MPOMOHYETHCS PO3TIITHYTH HARTPOCTIII MOJIEHI CUTHAIB, X MOJYJIAIT Ta AEMOIYIISIIIT

JUTSL TIepe/iadi ABIMKOBUX YHICEN, a caMe: aMIUTITY/AHY, 9acTOoTHY Ta (a3omy. Lli mapamerpu — cryneHi
cB0oOOAM, SKI MOXKHA 3MIHIOBATH BiJMOBIIHO IO TOBIJOMJICHHS, SIKE€ TMepemaerbes. [lim mMomyssimieto
OyJIeMO Ha3MBA€ETHCSA TPOIEC B Pe3yJbTaTi SKOrO IapaMmeTp OJHOTO CUTHANY, SKHA Ha3UBAEThCS
MIEPEHOCHUKOM, 3MIHIOETHCS 33 3aKOHOM, II[0 33JA€THCS 1HIIMM CUTHAJIOM, KA Ha3WBAIOTh CUTHAJIOM
noBigomieHns [6]. 3BicHO, 110 TyT Tpeba A0aTH IIie i MEPEHECEHHs CIIEKTPY YacTOT, ajie IS IPOCTOTH
MU HE po3riIsgaeMo 1ei npoiec. Came Take MaTeMaTHYHE MOJISIIFOBAHHS MPOIECIB TOOYTIOBH CHTHAIIIB
MOXKHa BHUKOPHCTaTH JJisi MOOYJOBH TPOIECY NPUUHATTS PIllICHh NMPU JEMOAYJIALII Mporecy, Mo
ommcanuit y poborax [1,2,3].
VY SKOCTI MOJANIBIIOTO JOCIIPKCHHS OyIyTh PO3MIISIATHCS MAaTEeMAaTUYHI MOJENi MOOYIOBU CHUCTEMH
MIEPEIKO/ Ta 1X aJUTUBHE JIOJIaBaHHS J0 KOPUCHOTO CUTHANY, 3 MOAAIBIIMM BUKOPUCTAHHSIM MAaTPHIIb
CJIAP Ta ix mopiBHSHHS 31 3BHYaHIMH METOIAMH IPOLIECY MOEMOIYJSIii, sKi MoOyaoBaHi Ha
BHKOPHCTaHHI KOPEIAIMIMHNX iHTETpaIiB.

1. AMnuityana moayasiuis (AM) Ta qeMmoayasinisi cucTeMu nepeaadi ingopmanii

[lepmry Monmenp MO3HAYMMO, K aMIDTTYAHY MOAYJAMito (AM) i3 mBoma rpafarissMi aMIDTTYOH,
CUTHAJ 3 MMaCHBHOIO 1ay300, TOOTO O/HA 3 aMIUTITY[ - e 0, Ipyra aMIutiTyaa npu nepefadi — 1, ska
BU3HAYAETHCS 3 YMOBH 3a0e3MeueHHs cepeJHbO1 MOTYKHOCTI a00 cepeIHbOI aMITIITyIu:

Sam (t.T) =2 er_tJ -sin(ap (T —t)), (1.1)

T
®o - KOJIOBA YacTOTa, IO AOPIBHIOE!
wg=2-7-® (1.2)
® - 9acTOTa, 110 IIEPEHOCHTH;
T — mepion, 3a STKW TEPEHOCUTHCS OAMH OIT ITOBITOMIICHHS;
X — OiTOBHIA TOTIK, KU € MOBIJOMJICHHSIM, TEPEIAEThHC;
t — gac, Ha TKOMY MOJKHA PO3TIISTHYTH IIPOIIEC MOTYIIAIIIT;
|_J - OKpyTJIEHHs y 01K HAWOIMKYIOTO HiJIOro 3HAYCHHSI.
Tm — 1e#t mapameTp BBEACHO IS MiJICH MOAEIIOBAaHHS, I BETMYWHA Ma€ OYTH KpaTHOIO mepioay T.

AMIUITYHHIT MHOXHHK /2 TyT JUisi 3a0€3ICUCHHS CEPEHbOro 3HAYCHHS KBAJAPATa aMIUTITYJIH
piBHOTO 1, 1110 BiATIOBiJIa€ cepeHil MOTYKHOCTI curHaiy 0,5, OCKUTBKM Oy/Ib-sIKa TapMOHIHA QYHKITiS
B KBaJIpari, IPOiHTETpOBaHa Ha IUTiH KUTBKOCTI 1epiofiB gae BenmuuuHy 0,5.

Tako MOXKHa BU3HAYUTH TapaMeTp MBUAKICTh MOIYJISIMIi V — IIe YHCIIO0 eJeMeHTapHUX CUMBOJIIB,
IO TEePeJaroThCsl Y OJMHUIIIO Yacy.

V= 1 . (1.3)
T

Ha pucynky 1.1 300paskeHO MOAYJTbOBaHMI CHIHANI 3 BUKOPHCTAHHSIM aMIUIITYIHOT MOIYJISIIII.
3amaHi mapaMeTpy 1bOro curHaiy: yactora 1600 repir, 10 MEPEHOCHUTD, MBUAKICTh MaHimyssiii 200
CHUMBOJIIB/C, Bi/IMTOBITHO TPUBAJICTh OJHOTO KaHajdbHOTO cuMmBoy — 1e 1/200=0,005 c. Ha rpadiky
PO3ropHYTO B iIHBEpCHOMY 4aci mepemava nepiinx 32 (4 Gaiita) cumBodis. [lepimit cumBoi O TyT e
CIIpaBa, OCKUIBKH BiH OyB C)OpMOBAaHMI paHille, y KaHAI BHUIIOB MEPIIUM, ATl Wae 2 OJWHUII, I1e
MIEPIIUI Ta JPYyTUii CUMBOJI. 3 4aCOBOI pO3rOPTKU BUIHO, 110 OarToBuii kogq ASCII 6yne 116, 115, 111,
104, ue cumBonu, AKi Bignosigaro nosigomuaeHHro ‘host’.

3(t.Tm) 0

5¢107°0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05 0.053 0.06 0.065 0.07 0.073 0.08 0085 0.09 0.095 0.1 0.105 0.11 0.115 0.12 0.125 0.13 0.135 0.14 0.145 0.15 0155 0.16
t
Puc.1.1 Cuenan, wyo mooyavosaro 3 suxopucmanmam AM

Fig. 1.1 Signal with an amplitude modulation
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1100 oTprMaTH 3BOPOTHIM CHTHAJI, IEMOIYJIATOP 00YUCIIIOE CTYIiHB OJIM3bKOCTI B MeTpulli ['i10epTa
MK NPUHHATOIO peai3alielo CHUTHaly Ha OJHOMY IHTEpBali MOAYISLIl 1 MOXIUBUMHU €TaJOHAMH.
Hwxue HaBeaeHO CKpiHIIOT OJ0KY BUKOHAHHS MPOLECy JeMOAYIsLii 3 Bukopuctanusm MathCad (puc.
1.2). V mukiti N — 11e KiTbKICTh OaiTIB Y MOBiIOMIICHHI.

Xp:=|Jfor ie0..n-8-1
(i+1)-T
2
X, = SS(t + zT)-yf2-sin(w0-t) dt
i T

XX, 1 ifxizl

0 otherwise

XX

Puc. 1.2 Cxpinwom suxonanus AM demooynayii
Fig. 1.2 Screenshot of an amplitude demodulation

2. YacrorHa moayJsiniss (UM) ta nemoay isinist cuctemu nepenadi ingopmaii

®dopMyBaHHSI TPOCTOTO CUTHANY 3 YaCTOTHOI MAaHIMYJISMi€l0 BU3HAYAETHCS HACTYIHHM OITUCOM.
MacuB BeKTOp ABIKOBMX CUMBOJIB Mepeaadi Kepye 3MiHOIO YaCTOTH AUCKPETHO HA KOXKHOMY iHTepBai
MOIYJIALIT TIPH 3a1aHiil IIBUAKOCTI V, 3MIHIOIOYH ITF0 YACTOTY IIOA0 CEPENHBOT0 3HAYCHHS Ha BETMINHY
+Aw (mpu nepemadi 1 Ta 0 BiAMOBIAHO), Ky HA3WBAIOTh JEBialli€ro yactoTH [4]:

ay —Aw
wz{a)o Aw” (2.1)

Benmuunaa A@ oOupaeThcs 3 MPUHIUIY MaKCUMaIbHOI BiqMiHHOCTI curHany O ta 1 Ha inTepBami T.
Jis BU3HAYEHHS CTYIEHS CXO0XKOCTI MOXKHA OOYMCIMTH KOPEJSLii JBOX TapMOHIHHHMX KOJUBAaHb i3
YaCTOTaMH, IO BiAPI3HIIOTHCS HA A® :

T
K (Aa)) =é£sin[(wo + Aa))]-sin[(a)o —Aa))] dt, (2.2)
T
E = [sin? (wpt)dt (2.3)
! 225 :
T

0.5

K(Aw)

0] \/ \// N S g _—

—-0.5
0 12¢10° 2.4410° 3.6410°
Aw
Puc.2.1 I'pagix e3acmnoi kopenayii 06ox ¢pynxyii, wo siopiznsiomvcs Ha Aw
Fig. 2.1 The graph of the cross-correlation of two functions that differ by Aw
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Tozi mporec 9acTOTHOI MOAYIIALT 3amaemMo popmyiaoro [4]:

S(t,Tyy) =sin| | @y + 2.xrm_tJ—1 Aw -(Tm —t—T-rmT_tD (2.4)
T

Ha pucynky 2.1 300paxkeHO MOy TbOBaHUI CUTHAT 3 BAKOPUCTAHHIM YacTOTHOT MOAYIAIIL. 3amaHi
napaMeTpH I[LOI0 CUTHAY, K y po3iai 1: yactota 1600 repit, 1110 IEPEHOCUTb, IIBUKICTh MAHIITYJISILIIi
200 cumBoOITiB/C, BIIIOBIIHO TPUBAIIICTH OTHOTO KaHanbHOTO cuMBoay — 1ie 1/200=0,005 cek. Ha rpadiky
PO3TOPHYTO B IHBEPCHOMY 4Yaci mepenada repmmx 2 cuMBouiB. [lepmmii cumBon O TyT #ije crpasa,
OCKINTbKH BiH OyB cpopMoBaHUil paHille, y KaHaJd BUHILIOB MepIInM, Aami ine onuHus. TyT mokasaHo
TIIBKY TIepeiaya ABOX OITiB JUIsl Tiel MeTH, 11100 MOkHA OyIi0 Ha rpadiky modauuTH, o npu nepegadi 0
Ha iHTepBam Bix 0,005 mo 0,01 gacToTa Bimpizka TPUTOHOMETPUYHOI (PYHKIII TPOXH HIDKYA, HIK MPH
nepexnadyi 1 Ha inTepsani Bixg 0 go 0,005.

S A A A NN A
VAR WA AARA AN AN WA RRANOAW
AT RTRIATIIRIRVATERVEIEY iy

VNV VIVY VYT VYN \

"o 0.00083 0.00167 0.0025 0.00333 0.00417 0.005 0.00583 0.00667 0.0075 0.00833 0.00917 0.01
t

VAN

—
[

I
T —
[

Puc.2.2 Cuenan, wo mooynvosano, 3 euxopucmanmam YM
Fig. 2.2 Signal with the frequency modulation

Ha pucynky 2.3 HaBenmeHo OJOK BHWKOHAHHS TNPOIECY IAEMOIYJIAMIl 3 BUKOPHCTAHHSIM MaKeTy
MathLab.

Xp=|forie0.n8-1

A(i+1)-T
-
X0 « % SSI(t + z-T)-si:{(UUO - Aw)-[t - T-ﬂoom‘[%]ﬂ dt
YiT
A(i+1)-T
2 t
xl « T SS1(t + z-T)-si:{(UUO + Aw)-[t - T-ﬂoox‘[¥]ﬂ dt
JiT
XX 1 if x1 =x0
0 otherwise

Puc.2.3 Cxpinwom euxonannsi YM demooyasayii
Fig. 2.3 Screenshot of the frequency demodulation
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3 dazopa moayasuis (PM) Ta nemonay.asuisi cucTeMHu nepeaadi ingopmanii

[Tpu ®M amMmutiTyaa Ta 4acToTa rapMOHIHHOTO KOJTMBaHHS MOCTIHHI, 3MiHIOEThCs (haza. [Ipu nepenaui
JIOT1YHOTO HYJIs MpUIycTUMO BoHa 0, TOOTO mepeaaeThCsi CHHYC HECY4O01 YaCTOTH, IIPH Iepeaadi JOTriYHo1
1, mpurmyctumMo, o BoHa AopiBHIOE i, TOOTO mepegaeTscss MiHYC CHHYC HECydoi 4aCTOTH. Xo04a Ier
po3mnoaia Moxe Oytu npotuiexuum [4]. Ile HecyTTeRo.

Ty -t

S(t,Ty) =sin| ay - Tm—t—T-'\ J +XLTm_tJ.7[ (3.1)
T

Ha pucynky 3.1 300paskeHO MOJYJIbOBaHHI CHTHAN 3 BUKOPUCTAHHSAM (a3zoBol MomyIsii. 3amaHi
MapaMeTpH OTO CUTHANY CITIBIIAJAar0Th 13 mapaMeTrpamu y po3ainax 1 ta 2. Ha rpadixy po3ropayTo B
iHBEepCHOMY Haci mepeaava nepiux 24 6ita. 3 orpuMaHoro rpadika BUIAHO, IO CUTHAT CKIIAAEThCS 3
BiZpi3KiB cuHyca npu nepenadi 0 Ta MiHyc cuHyca npH nepeaadi 1, 6aiitosuii kox ASCII 6yze 111, 114,
116, 11e cMMBOJIH, K1 BIAIMOBIAAI0 ITOB1AOMIIEHHIO ‘Ort’.

Ilpu nemomynsuii curnamy OM npoBOAWTHCS OLiHKA MOIYJSLHIKHOIO MapaMeTpa HUISIXOM
00YHCIIeHHS] KOPEJALIHHOTO iHTerpana, MPUHHATOTO BiApi3Ka CHTHANTY 3 €TaloHOM (OpMH HECydoro
KOJIMBAaHHSA 1 BiIOYBa€ThCA MPUUHATTS PIIICHHS 3 ypaxyBaHHAM 3HaKy (puc.3.2).

NAANARENAANAAEENA A\
M ERVAV.V VARVEARV.V.VAV.V.V.VEVY,

0 33I0EesTA0TT 00 00135 0.0167 002 00233 0.0267 0.03 00333 0.0367 004 00433 0.0467 003 00333 0.0567 0.06 0.0833  0.0867 007 00733 00767 0.08
t

Puc.3.1 Cuenan, wo mooynvogano, 3 sukopucmannim @M
Fig. 3.1 Signal with the phase modulation

Xp=|forie0.n8-1
(i+1)-T

1 .
X0 ¢ —- SS2(t + z-T)-sinf WO-| t — T-floor dt
T

T
i-T
—sign(x0) + 1
i 2

o

Puc.3.2 Ckpinwom suxonanns @M demooynayii
Fig. 3.2 Screenshot of the phase demodulation

BucHoBku

CTatTs € OJIOBKEHHAM po00TH Y HanpssMKy po3pooku CIII 3 MmeTozos0ri€r0, 3anponoHoBano y [ 1],
a camMe MiJBUILEHHA TMPOIYCKHOI 34aTHOCTI 3a paxyHOK BHKopucTaHHs wmarpuub CJIAP, mo
BIZJOKPEMJIIOIOTh KOPHCHHUM CHUTHAN BiJ IEPElIKOA, sSKi NMPHUCYTHI y KaHajii mepenadi iHdopmarii.
JIxepena 1MX MEpeNIKo 1 pi3HOMaHITHI, JIesKi 3 HUX HaBeICHO Y BCTYIII 11i€i poboTu. Po3pobka cyuacHux
iH(pOopMaLifHO-KOMYHIKaLlIHHUX CHUCTEM HEMOXIIMBA 03 BUKOPUCTAHHS MaTeMaTHYHHX MOJENEH, 1e
BIUIMBAE Ha BapTiCTh JOCHTIDKEHHsS Ta € MEPEeAyMOBOIO CTBOPEHHS JIOCITIIHUIBKUX CTEHIIB. ToMy y
po0OTI 3aIPONIOHOBAHO MATEMATUYHI MOJISIII MOAYJISLIT Ta IEMOTYJIALT POCTUX CUTHAJIIB: aMILIITYAHY,
4yacToTHy Ta (pa3oBy. PoO0Ta MiCTHTH JIeTalli30BaHUH OMKC aHAI3y OTPUMAHUX YaCOBUX PO3TOPTOK JUJISI
MiATBEPHKEHHS a/IeKBaTHOCTI MoJieniet, popMyiu HoOyI0BH Ta TapaMeTpH, 0 SKUX HAJIEKUTh 4acToTa,
HIBUJKICTh Iepeaadi CHUMBOJIB Ta IMEpioj mepenadi OAHOrO CHMBOJY. HaBemeHo ciioBecHUit i
MaTeMaTHUYHUM OTKC MPOLECY ASMOMYJIALIT U OLIIHKY MPABHUIIbHOCTI IpadikiB MOYJISIIIT.
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3a pe3yabpTaToM POOOTH MOKHA 3pOOUTH BUCHOBKH, 1110 pOOOTa € aKTyaIbHOI0, Ma€ METY, PE3YJIbTaT
1 HampsIMOK MOAAJBIIOrO AOCITIIKEHHS, M0 OyAe BU3HAYATHCS MaTEMaTHYHUMH MOJENSMHU MOOYI0BH
CHCTEMHU Ieperko/] Ha 6a3i psaaiB @yp’e ta sinc pyHkii [5], IX aAMTHBHUM J0/1aBaHHSIM 10 KOPHCHOTO
CUTHAJY, 3 TIOAAJBIINM BHUKOPUCTAHHSM MAaTpPHIb CUCTEM JiHIHHUX anreOpaiuamx piBHsSHBL (CJIAP) i
MOPIBHAHHSAM OTPUMaHUX PE3yNbTaTIB 31 3BUYAHIMHU METOIaMH IPOIIECy AeMOIYIIIIT, IKi OOy 10BaHi
Ha BUKOPUCTAaHHI KOPEJSAIMHUX 1HTErpaliB.
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Mathematical models of simple signals modulation for algebraic separation
of noise in information communication systems

The article is a continuation of the work [1] about the separation of the useful signal from the noise and the works [2,3], in which
a method for solving systems of linear algebraic equations using QR decomposition based on the Gram-Schmidt method was
proposed. The work is relevant because on the frequency axis of information communication systems it is impossible to find a
section free from interference, it is always necessary to count on the case that the noise is in the entire available frequency range,
a description of some sources of this noise is given in the introduction to this article. The development of modern information
and communication systems is impossible without the use of mathematical models, because this affects the cost of research and
is a prerequisite for the creation of research stands. The goal of this work is to build models for representing useful signals, an
important direction in this is compliance with the criteria of mathematical models: adequacy, flexibility, acceptable complexity.
The benefit from modeling can be obtained only under conditions when the correct (adequate) reflection of the properties of the
original is ensured, and the problem of the complexity of research on real objects is also removed. Therefore, the work is extended
in the direction of constructing analytical mathematical models of simple signals using modulation methods: amplitude,
frequency, phase. The work contains graphs with a time sweep of simple signals, construction formulas and parameters, which
include frequency, symbol rate and transmission period of one symbol, and also provides a verbal description of the demodulation
process to assess the correctness of the modulation graphs. Therefore, the result of the work is analytical mathematical models
that have adequacy and acceptable complexity, they can also be used to construct more complex models, for example,
constructing a quadrature modulation model, where a change in two parameters is observed: amplitude and initial phase. Based
on the results of the work, it can be concluded that the work is relevant, has a goal, result and direction of further research, which
will be determined by mathematical models for constructing an interference system based on Fourier series and sinc functions,
their additive addition to the useful signal, with the subsequent use of matrices of systems of linear algebraic equations (SLAE)
and a comparison of the results obtained with conventional methods of the demodulation process, which are based on the use of
correlation integrals.

Keywords: Modulation, demodulation, amplitude modulation, phase modulation, frequency modulation, information
communication systems, separation, noise.
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Moaeab 4aT-00Ta 1Isi KOH(PIrypyBaHHS EPCOHAJIBHOI0 KOMIT I0TEpa i3
3acTocyBaHHsAM MeToaiB NLP

Mera po0OTH: MiABUIIEHHS 3pPYyYHOCTI Ta €()EKTUBHOCTI BHOOPY KOMIIOHEHTIB IEPCOHAIBFHOTO KOMIT FOTEpa MIIIXOM
Bukopuctanss Telegram yat-60Ta 3 Metonamu NLP 171 BpaxyBaHHS 3alIUTiB KOPUCTYBaya.

Metonu gociixkenns: Meroan o0pooku mpupoanoi Mosu NLP mis iHTepnpeTanii KOpUCTYBaIlbKIX 3alHTIB Ta (OPMYBaHHS
BiIMOBiIcHi 4ar-00Ta; MeToauM MOOYAOBH MiaJlOTOBHX CHCTEM; MIiAXOAM IO OpraHi3aiii KOMIIOHECHTIB MpOrpaMHOTo
3abe3neyenns. Telegram 4aT-00T peani3oBaHO Ha OCHOBI KIII€HT-CEPBEPHOI apXiTEeKTypH, A€ KII€HTChKa YacTHHA 3a0e3nedye
B3a€EMOIiI0 3 KopucTyBaueM y Telegram, a cepBepHa — JIOTiKy 00poOkH AaHuX i migbopy kommnoneHTiB [1K. Jlis peamizarii
BHKOPHCTaHi TEXHOJIOTIi: MOBa IporpamyBaHHs Python, 6i6mioreka python-telegram-bot asst ctBopenHst uar-60ta, iIHCTpYMEHTH
NLP nns anamisy Ta iHTeprperamii 3amuTiB KopucTyBada Ta fuzzy matching as1s moxpameHHs HOLIYKY.

VY pe3syabTati cTBopeHO Mozenb Telegram gar-00Ta, sIKHT aBTOMATHU3y€e TMPOLEC MiA00py KOMIUICKTYIOUUX JJIS IIEPCOHATBHUX
KOMIT TOTEpiB, BPaxOBYIOUHM I1HAMBIAyalbHI MOTpeOU Ta moOakaHHSA KOpUCTyBada. YaT-00T MO3BOJISAE IIBUAKO OTPUMATH
pexoMeHganii mono BuOopy kommnoHeHTiB [IK, Takux sK mporecop, BigeokapTa, OIlepaTWBHA MaM’sTh, HAKONHMYYyBad,
MaTEepPHUHChKA TUIaTa Ta OJIOK JKWUBJICHHS, 3 YpaXyBaHHSIM I[IHOBOi KaTeropii, mpu3HadyeHHs (irpu, po0OOTa, MyIbTHMEIia) Ta
OaxxaHMX XapakTepucTHK. YaT-00T 3abe3neuye 3pyuHy B3aeMoio uepe3 Telegram, a cepBepHa 4acTHHA BiIOBigae 3a 00poOKy
3aIUTIB, aHaJ3 TEKCTy KOpUCTyBada Ta (JOpMyBaHHS ONTHMAaJbHUX KOH(Qirypauiii 3 Bukopucranusam meroniB NLP i fuzzy
matching. /s o6poOKu mpuUpoAHOI MOBH 3acTocOBaHi 0i0mioTeku Ta iHcTpymenTH: Stanza, NLTK (TokeHni3arisi, cTeMiHr,
nemaru3arisi), TextBlob; ast Hewitkoro nomyky — RapidFuzz. Bukopucranus mosu Python ta 6i6miotexkn python-telegram-bot
3abe3neuye HaiHYy poOOTy CHCTEMH, THYYKICTh Y MacIiTaOyBaHHI Ta MOKJIMBICTh MIBUAKOTO OHOBJIEHHS 0a3l KOMITOHEHTIB.
BucnoBku: ctBopenuii Telegram gaT-00T 103BOJISIE aBTOMATH3YBaTH IMPOIEC MiA00OPY KOMILICKTYIOUMX IUIS TEPCOHAIBHIX
KOMIT'IOTEPIB 3 ypaxyBaHHAM iHAWBIAyaTbHHUX MOTpeO 1 mobaxkaHp KopucTyBada. YaT-00T 3abe3redye MOKIUBICTD MigOOpY
KOMIIOHEHTIB MijJ Pi3HOMAaHITHI CleHapii BUKOPHCTaHHSA — irpH, poboTa, MyJbTHMeia, OIKeTHI ab0 BHCOKONPOAYKTHUBHI
KoHOirypamnii Ta inme. [{e 1o3Bosie KOpUCTYBayaM MIBUAKO OTPUMYBATH SIKICHI peKOMEHAALli{, 3MEHIIye HMOBIpHICTh ITOMUJIOK
NpH CKJIaJaHHI KOHQIrypariii i nonermrye npouec BH6opy komiiektyounx. OTke po3podieHa Mol MiABUIIYE 3pYyUYHICTb
KOPHCTYBaHHS, CIIPOIIYE MPOIIeC BUOOPY KOMIIOHEHTIB Ta CIIpusie OibII eheKTHBHIN B3a€MO/IT KOPUCTyBaya 3 CHCTEMOIO.

Knrwouosi cnosa: uam-6om, telegram, asmomamusayis, NLP, NLTK, stanza, fuzzy matching, kongizypamop IIK.

Ax uuryBaTtn: Hosikos O.E., Ctpineus B.€. Moaens yat-60Ta 111 KOHITypyBaHHS IEPCOHAIEHOTO
KOMIIT'FoTepa 3 3acTocyBaHHAM MeToiB NLP. Bicnux Xapxiecbkozo nayionanbHo2o yHisepcumemy imeHi
B. H. Kapasina, cepis Mamemamuune mooenroeannus. Ingopmayiini mexuonoeii. Asmomamuzosani
cucmemu ynpaeninns. 2025. sun. 67. C.91-100. https://doi.org/10.26565/2304-6201-2025-67-09

How to quote: O. Novikov, and V. Strilets, “Chatbot model for personal computer configuration using
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5https://doi.org/10.26565/2304-6201-2025-67-09 [in Ukrainian]

1 Beryn

VY cy4acHMX YMOBax PO3BUTKY iH(POpPMAaLiHMX TEXHOJIOTiIH pOJb MEPCOHAIBHUX KOMII'IOTEPIB Ta
BHUCOKOTIPOJYKTUBHUX CHCTEM 3POCTAE HAJ3BUYANHO IBUAKHUMHU TeMIIaMi. BOHH BUKOPHUCTOBYIOTHCS Y
pizHUX cepax: BiJ HaBUYAHHS Ta HAYKOBHX JOCIHI/DKEHb J0 Oi3Hec-mporieciB i possar. PazoM 3 TuM
nocrae mpoOiieMa TPaBHIBHOTO MMiAOOpY amapaTHOTO 3a0e3ledeHHs, SKe Mae€ BiANOBizaTH
IHMBITyalbHUM TOTpedaM KOPUCTYBadiB. 3 OISy Ha TOCTIMHE OHOBJICHHS PHHKY KOMIT FOTEPHUX
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KOMITIEKTYIOUNX, A€ IMOPIYHO 3’SIBJISIIOTHCS COTHI HOBHUX MOJENEH 13 PI3HHUMH XapaKTECPHCTHKAMH,
3aBJaHHs BUOOPY ONTHUMaIbHOT KOHGITrypalii cTae CKIaAHUM HaBiTh U JOCBIAYEHUX KOPUCTYBaUiB.

Tpaguuiinuii migxig, mo mnependadae caMOCTIHHUE momyK iHdopMmamii, aHami3 TEXHIYHHX
rapaMeTpiB Ta TOPIBHIHHA IiH, TOTPeOye 3HAYHUX YaCOBHUX BUTPAT 1 IMHOOKUX TEXHIYHUX 3HAHb. [Ipn
[IFOMY KOPHICTYBadi MAlOTh Pi3HI 3aMUTH: IJIs OJHUX BaKIMBO 3i0paté Hemoporuit [IK mns odicHux
3aBJaHb, Ul IHIIUX — 3a0€3MEeYNTH MaKCUMaJIbHY TPOJYKTUBHICTD y CYy4acHUX irpax, a IUIsl TPeTiX —
CTBOPHUTH Ha/IIHY pOOOYY CTaHIIIFO 7S TPOEKTYBAHHA Y1 0OpOOKH BENUKHX 00CsTiB naHuX. J[omaTkoBy
CKIIQ/IHICTh CTBOPIOE HEOOXITHICTH MEPEBIPKH CYMICHOCTI KOMIDIEKTYIOUMX, IO YacTO BHUKJIHMKAE
MIOMUJIKH y HEIOCBITYEHUX KOPUCTYBAYiB.

3 wi€i mpUYMHM BUHHMKA€E MOTpeda y CTBOPEHHI aBTOMATH30BAHHX CHCTEM, 3AaTHHUX MOJETIIUTH
npotiec migdopy obnaaHanHs. BUKopucTanHs METO/IIB, TEXHOJIOTIH 00poOKH mpupoaHoi MoBu NLP [1,
3] Tta wHewitkoro momyky fuzzy matching [2] BimzkpuBae HOBI MOMIMBOCTI A MOOYIOBH
IHTENIeKTyaJIbHUX 1HCTPYMEHTIB B3a€MOJii 3 KOpUCTyBayeM. Taki CHCTEMH [O3BOJIAIOTH HE JIMIIE
IHTEpIIpeTyBaTH 3anuTH, CcHOPMYIIbOBaHI y MOBUTBbHIA (opmi, ane ¥ HagaBaTH IEPCOHATI30BaHI
peKOMEeHMaIlii, aIanToBaHi i pi3Hi CIieHapii BUKOPUCTAaHHS KOMIT I0Tepa.

TakyuM YMHOM, CTBOPEHHS MOJIOHMX 1HTENEKTyaJbHUX CUCTEM € aKTyalbHHUM 3aBIaHHAM CY4acHOI
KOMIT'FOTEpHOI HayKH Ta MPAaKTHUKHA PO3POOKH TPOTPAMHOTO 3a0e3nmedeHHs. 3pOCTaHHsS OO0CsTiB
iHdopMarlii Ta MBHIKUA PO3BUTOK PHHKY KOMIT IOTEPHUX TEXHOJOTIH MOTpeOYIOTh IHCTPYMEHTIB,
3JaTHUX 0OPOOJISTH BEJIMKI MACHBH IaHUX Ta HaJaBaTH KOPHCTyBadaM PEJICBAaHTHI pe3yJbTaTH y 3pyUHii
¢dopmi. Bukopucranas mMeToniB 0OpoOKH MPHPOJHOI MOBH y TIOEIHAHHI 3 MEXaHi3MaMH TOIIYKY Ta
afganTuBHOI (PimTbTparii BiIKpHBaE MOXIIUBOCTI TSI CTBOPEHHS CUCTEM, IIO MIOEAHYIOTHh ¥ COO1 TPOCTOTY
Yy BUKOPUCTaHHI Ta TTIMOUHY aHAII THYHUX MOKIMBOCTEH.

2 AnaJji3 npenMeTHOI odjacTi Ta ¢popmyIIOBaHHA 3a1a4i

CydJacHU#l pPUHOK KOMITIOTEPHHX KOMIUIEKTYIOUMX IIPOMIOHYE KOPUCTyBayaM BEIMKHNA BHUOIp
IHCTpYMEHTIB AJIsl MiAOOpy Ta MOPIBHAHHS KOMIOHEHTiB. OJHUM 13 HaHOINbII MOMIUPEHUX MiJXOIiB €
BUKOPUCTAHHS OHJIAfH-MarasuHiB Ta KaTaJOTiB, sIKi TO3BOJSIIOTH (DIBTPYBAaTH TOBapH 3a 0a30BUMH
XapaKTepUCTUKAMH, TAKUMH SIK IiHA, OpeHa abo TexHiuHi mapamerpu. Taki miardopmu, sk Amazon,
Newegg abo Rozetka, HamaroTh 3pydHuil iHTEpQEic A1 MOIIYKYy KOMIIOHEHTIB, POTE BOHU OOMEKEH] y
IUIaHl TepcoHami3alii Ta iHTepakTHBHOCTI. KopucTyBauy IOBOAMTHCS CaMOCTIHHO aHaNi3yBaTu
CYMIiCHICTh KOMIIOHEHTIB 1 BHOMpPATH ONTUMAaIbHI BapiaHTH.

Kpim Toro, icHyrOTH Crieriani3oBaHi CaliTH MOPiBHSIHAS KOMIIOHEHTIB Ta KOH(IrypaTOpH, HAPUKIIAI,
PCPartPicker [9] a6o Logical Increments [10], siki HamaroTh OUIBII CTPYKTypOBaHy iHdopmaliiio Ta
JTO3BOJISIOTH MEPEBIPATH CYMICHICT 00paHUX KOMITOHEHTIB. L{i cepBicH MoNeruryroTh IpoIiec CKIaJaHHs
I1K i maroTh MOKIHBICTh OOMPATH TOTOBI KOH(ITYpaIlii s pi3HUX CIIEHAPiiB BUKOPUCTAHHS — BiJ irOp
1o odicHoi poboTH abo 00podku rpadiku. [Ipore i BOHM He 3aBXKIU MOXKYTh BpaxyBaTH 1HIUBITyaJbHi
notpebu KopucTyBada abo 00poOuTH 3armuTH, cPopMyIbOBaHI Y TOBUTBHIN TEKCTOBIH (opmi.

JloaTkoBO KOpHCTYBadi 3BEPTAlOTHCA 10 (QOpPYMiB Ta CIHIIBHOT, Takux gk Reddit abo Tom’s
Hardware, ne oOMiHIOIOTBCS TOpaJlaMH 00 CYMICHOCTI Ta e()eKTHBHOCTI KOMITOHEHTIB. Taki pecypcu
HAJar0Th BEJIMKHI 00CAT MPaKTHYHOT iH(popMallii Ta BIATYKIB BiJl JOCBITYEHUX KOpUCTYBadiB. OIHAK 1Ieit
X1 ToTpedye 3HAYHOTO Yacy Ha aHaji3 i He 3a0e3euye aBToMaTH3allii mig00py KOMILIEKTYIOUnX.

Hapemti, momymsipHicT, HaOHparOTh 4YaT-00TH Ta aBTOMATH30BaHI KOHCYNbTaHTH y Telegram,
Discord a6o inmux matdopmax, sSiKi IPOMOHYIOTh MIBUJIKI peKoMeHailii abo rotoBi koHdirypanii [TK.
BoHu 103BOIISIIOTE KOPUCTYBayy B3a€MOIISATH Y 3py4Hil GopMi, OTpUMYBATH BiATIOBIJi HA 3alTUTAHHS Ta
YTOYHIOBaTH Mo0OaxkaHHs. Ha yaipb O1IbIIiCTh iCHYI0OUMX OOTIB IPAIIOI0Th 332 IPOCTHMH TPaBUIaMHU 1 HE
MiATPUMYIOTh aHaJli3 JOBUIBHUX TEKCTOBUX 3amuTiB. lle oOMexye iXHIO 31aTHICTh HajJaBaTH
MEePCOHANI30BaHI peKOMEH IaIli1, BpaXOBYBaTH CYMICHICTh KOMIIOHEHTIB Ta aJIaliTyBaTHCS il yHIKaJIbHI
noTpedH KOpUCTyBayiB.

[Monpu HasBHICTH 4MCIeHHUX iHCTpYMEHTIB ais migdopy 1K, icHyrodi pilieHHs He 3a0e3MeUYyoTh
MOBHOI TiepcoHalizamii Ta iHTepakTUBHOCTI. KopucTyBadi yacTo 3MyIeHI CaMOCTIHHO aHami3yBaTH
CYMICHICTb KOMIIOHEHTIB, IOPIBHIOBATH XapaKTEPUCTHKH Ta MPUMMATH PillIEHHS Ha OCHOBI 0OMEXEHOI
a00 YaCTKOBO CTpyKTypoBaHOi iH(popmamii. dopmu B3aemomii 3 0oTaMH Ta aBTOMAaTU30BaHUMH
KOHCYJIbTAHTAMH 3JTUINAIOTHCS JOCUTh CTATHYHUMU 1 HE JIO3BOJISIOTH €(DEKTUBHO 00pOOISITH AOBIIBHI
TEKCTOBI 3aIIUTH KOPHCTYBaYa.

V 3B’A3KY 3 IMM BUHHUKAE 337a4a CTBOPEHHS IHCTPYMEHTY, SIKUH JJO3BOJINTH KOPUCTYBauy MIBUIKO Ta
edexTuBHO migioOpaTu koMiuiekTyroui ITK BiamoBigHO 10 BiacHUX MOoTped Ta modakanb. OCHOBHA 3a/1a4a



ISSN 2304 -6201 BicHuk Xapkiscbkoro HauioHanbHoro yHiBepcuteTy imeHi B. H. Kapasina
cepis MatemaTtnyHe MogentoBaHHs. [HopmaLiiHi TexHonorii. ABTOMaTU30BaHi cCUCTeMU ynpaBniHHa, BUNyck 67,2025 93

MOJISITae y CTBOPEHHI 1HTEIEKTYIbHOI CHCTEMH, 31aTHOI aHaIi3yBaTH TEKCTOBI 3aIIUTH KOPHUCTyBada Ta
(dbopMyBaTH TIepCcOHATI30BaHI pekoMeHaalii moao nindopy kommuiekryrounx I[1K. Cucrema moBuHHA
BpaxOBYBaTW pI3HOMaHITHI MapaMeTpd Ta BUMOIM KOPHCTyBaya, MPONOHYBaTH BapiaHTH
KOMIUIEKTYIOUHMX 1 3a0e3ledyBaTH IHTEPaKTUBHY B3a€EMOJiI0. BaXiIMBOIO BHUMOTOI0O € MOXJIHBICTBH
00pOOKY MOBITPHUX 3aMUTIB, HABITH SKIIO BOHU COPMYIIHOBaHI HEHITKO ab0 HEMOBHO, IO JO3BOJISIE
Ha/IaTH MaKCUMaJbHO aJanToOBaHI peKOMEHAALI] I IIHPOKOTO KOJIa KOPUCTYBAUiB.

st 3a0e3redeHHs 3MaTHOCTI IHTEPIPETYBaTH JOBLIBHI, HEHITKI a00 HEMOBHI 3allUTH KOPUCTyBada
e(eKTHBHUM € BUKOPHCTaHHS CYYaCHHX METOAIB 0O0poOku mpupoaHoi moBu NLP Ta amropurmis
HaOImKeHoro mopiBHAHHS fuzzy matching, mo Q03BONISIOTH pO3Mi3HABATH KJIIOUOBI MapamMeTpH Ta
noOakaHHA KOpUCTyBada i (opMyBaTH IepcoHani3oBaHi pexomenpauii. Takuii migxin 3abesmeuye
MiABUIIEHY TOYHICTH MiA00PY KOMIUIEKTYIOUHX 1 JO3BOJISE aJaNiTyBaTH Pe3ylIbTaTH A0 IHAMBIAyaTbHUX
notped KO)KHOTO0 KOPUCTYBaya.

Kpim Toro, cucrema mae 3abe3neuyBaTy iHTEPaKTHUBHY B3a€MOIIIO 3 KOPUCTYBaueM: 3BEpTaTH yBary
Ha JIeTalli, MPOIIOHYBaTH ONTHUMAaJIbHI BapiaHTH Ta HaJaBaTH iH(QOPMAIII0 PO TEXHIYHI XapaKTePUCTHKH
Ta CITiBBITHOIICHHS IIHA 1 TPOAYKTUBHOCTI. BUKOHAHHSA IMX 3a/1a4 TO3BOJISIE 3HAYHO CIIPOCTUTH MPOIIEC
nigbopy IIK, ekoHOMHTH yac KOpUCTyBadiB Ta 3a0e3ledyBaTH OUIbII MEPCOHANI30BaHUN 1 3pyYHHI
JTOCB1JI TOPIBHSHO 3 ICHYIOUMMH PIlIEHHSAMHE, TAKUMH K CTATHYHI OHJIAWH-KaTaJIOTH 9i 06a30Bi 4aT-00TH
6e3 NLP.

Y po0oTi onucaHy iHTEIEKTyaldbHy CUCTEMY OYyJIO peai3oBaHO SK 4aT-0O0T, IO TMOEIHYE CYYacHi
MeToan 00poOKH TeKcTOBOI iH(opMarii Ta iHTeIeKTyalbHI anropuT™Mu mouryky. OCHOBHUM 3aBIaHHIM
4yaT-00Ta € HAaJaHHS KOPHUCTYBA4YE€BI MOXKIMBOCTI OTPHMATH PEJEBAHTHI PEKOMEHJAIlil 100 BHOOPY
KOMIT'IOTEpHUX KOMIUICKTYIOUHX, C(QOPMOBaHI BIiAMOBIAHO A0 WOTo iHAWMBIAyaJlbHUX MOTpPeO Ta
BII0100aHb. Ha BiMiHY BiJ TpaJMIIIHHUX KATAIOTIB UM CTATUYHHUX CUCTEM IOIIYKY, 4aT-00T 3a0e3mneuye
IHTEpaKTUBHY B3a€MOIIF0, IO JO3BOJISIE BPAXOBYBATH IMUPOKUN CIIEKTP (PaKTOPIB: BiJ 3araIbHUX BAMOT
0 TPOMYKTUBHOCTI A0 Oimbmn crnenudivHUX Mo0akaHb, SKi KOPUCTYBAd MOXe CQOPMYIIOBATH Y
JOBiNBbHIN Popmi. Takuil miAXia CTBOPIOE IEpeIyMOBH /ISl IEPCOHANI3alllT pe3ynbTaTiB i hopmye OibII
3pYYHUI KOPHCTYBAIbKUI OCBI.

BaxnBoro nepeBaroro po3pobieHoi Mozeli yaT-00Ta € ii yHiBepcambHICTh 1 MOXKIIMBICTD afanTaii
JI0 PI3HOMaHITHHX CIIeHapiiB BUKOpUCTaHHS. BoHa MOke OyTH KOPHCHOIO SK JJIs HOBAUKiB, SKi HE MAlOTh
JIOCTATHIX TEXHIYHHUX 3HAHb 1 IPArHyTh MIBUAKO OTPUMATH TOTOBI PEKOMEHAIIIT, TaK 1 U JOCBITUCHUX
KOPHCTYBadiB, M0 XOYyTh MPOAHANI3yBaTH Pi3HI BapiaHTH Ta 3HAWTH HaWKpaIle pillleHHS. 3aBIsSKH
[IbOMY 4aT-00T BUCTYIIA€ HE JIMIIIE IHCTPYMEHTOM IIONIYKY, & i CBOEPITHUM HU(PPOBUM KOHCYIHTAHTOM,
IO JIOTIOMAarae KOpHCTyBadaM OpIEHTYBaTHCS y CKIaJHOMY Ta AMHAMIYHOMY PHHKY KOMII IOTEPHUX
TEXHOJIOTIH.

3 MeToam A0CJTiIsKeHHS Ta TEXHOJ0rii 00po0KH 3aNUTIB KOpUCTyBaya

VY 3agaui nigdopy KOMITIEKTYOUUX JUIS [IEPCOHAIBHOTO KOMII I0TEpa KOPUCTYBaUi (hOPMYITIOIOTh CBOT
notpedu y BiNBbHIA (HopMi — IPUPOAHOIO MOBOK. YacTo Taki 3amuMTH MICTATh HETOYHOCTI, HEMOBHI
XapaKTePUCTUKK a00 OMUCOBI (GOPMYITIOBaHHS Ha KIITAJIT «IIOTPiOHA MOTYXHA BiJleoKapTa JjIs irop» 4u
«JIETIEBUI MPOIECOp 3 HU3BKUM E€HEPrOCIOKUBAHHAMY. TPaaMIliiHI METOIU TOIIYKY 32 KIFOYOBUMH
CJIOBaMHM B TAKOMY BUIIAJIKy BUSBIISIOTHCS] HEIOCTATHIMH, OCKUIBKY HE BPaXOBYIOTh BapiaTUBHICTh MOBH
Ta MOXKJIMBI TOMUJIKH.

CaMe TOMY I KOPEKTHOI IHTEpIIpeTaiii 3amuTiB JOMUIBHO 3aCTOCOBYBATH METOAHM OOPOOKHU
npupogHoi moBu NLP [1, 3] Ta amropurmu HabmmwkeHoro mnopiBHsHHS fuzzy matching [2]. Bornm
JIO3BOJISIOTE!

- BUJUIATH KIFOUOBI XapaKTEPUCTHUKH 3 TEKCTY,
- 3BOJUTH clioBa 70 6a30BOi Gpopmu,
- BpaxXOBYBaTHU KOHTEKCT BUKOPHUCTAHHA,

- 3HAaXOJUTH HaWOUIBII pPEJIEBAaHTHI KOMIIOHEHTH HABiTh 32 YMOBH HETOYHOTO (hOPMYIIIOBAHHS
3aIuTYy.
Taxuii migxig 3abe3nedye rHyYKiCTh Ta aganTHBHICT CUCTEMH, pOOJISTYM Mig0ip KOMIUIEKTYIOUUX
O1JIBII 3pYYHUM 1 TOYHHUM JUISI KOPUCTYBaya.
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3.1 llonepeanst 00po0Ka TEKCTY

[NepmmM KpokoM y poOOTi 3 TEKCTOBUMH JAaHUMH € iXHS MONEpeHs 0OpoOKa, sKa Ma€e MiAroTyBaTH
KOPUCTYBallbKi 3amUTH [0 TMOAANBLIOrO aHamidy. 3amuTd y BiIbHIM ¢GopMi MOXYTh MICTUTH
opdorpadiuai TOMIIKH, Pi3HI BapiaHTH HANFCAHHS CIiB, 3aiiBl CHMBOJIH 9H HEiH(QOPMATHBHI CJIOBA.
Skuio oznpasy mepenaBaTH TaKHH TEKCT Y CHCTEMY OOpOOKH, pe3ysibTaTh OyIyTh HETOYHHMH, TOMY
Ba)KJIMBO MPOBECTH KiJIbKa €TalliB OUMIIEHHS i cTaHAapTH3ali].

OnuuM i3 6a30BUX KPOKiB € TokeHizaris [4] (tokenization) — mporiec po30OUTTS TEKCTy Ha OKpeMi
eleMeHTH (TOKeHH), Haldacrimie cioBa. Lle mo3Boisie cucTeMi mpaIfoBaTé He 3 CyIUTEHUM PSIKOM, a 3
OKpEMHUMH YacTHHAMH, SIKi MOJKHA MOPIBHIOBATH, aHATi3yBaTH i mepeTrBopioBaTH. ¥ Python mis nporo
4aCcTO BUKOPUCTOBYEThCs MeTo nltk.word tokenize [6], sikuii BpaxoBy€e IMyHKTYAITit0 Ta MPaBUIa MOBH.

JpyruM BaxIMBUM KPOKOM € HOpMalizaiis [5] TekcTy. BoHa BKiIfO9a€e 3BEICHHS BCiX CHMBOIIB JI0
HIDKHBOTO perictpy (mo0, Hampukmazn, cioBa «Intel» Ta «intel» posmizHaBamucs sIK OAHAKOBI),
BUJIAJICHHS MYHKTYaIlii, CreI[iaIbHUX CUMBOJIIB, YHCEN, 0 HE HECYTh KOPUCHOI iH(pOpMAIlil, a TaKOXK
YCYHEHHSI CTON-CIIB (HalpUKIAL: «i», «Tay, «aje», «mii»). Taki cioBa HE MOAAIOTH CMHCIOBOTO
HABaHTAKEHHS Y ONTYKOBUX 3aIHTaXx 1 JIMIIE 3aBaKAIOTh TOYHINA 00pOOTIIi.

Takum 4uHOM, TONepeAHss 00poOKa TEKCTY CTBOPIOE OCHOBY Ui MOJANBIIMX €TalliB aHali3y,
poOsian naHi OiBII YUCTHUMH Ta CTPYKTypOoBaHMMH. Lle CyTTEBO MiABHIIye SIKICTh JIHTBICTHYHHX 1
CEMaHTHUYHHUX METO/IIB, SIKi 3aCTOCOBYIOThCS HA HACTYITHUX €Tamax.

3.2 3BeeHHA cJIiB 10 OCHOBHOI (hopMu

[Ticnst momepenHBOT 0OPOOKM BaXKIIMBUM €TAIlOM € 3BEJIEHHS CIIiB 10 0a30BOi (OpPMH, IO TO3BOIISE
VHUKHYTH MpoOjeMHu BapiaTUBHOCTI cioBodopMm. Hampukman, cioBa «mmporecopy», «Ipolecopay,
«TIpOIeCOpr» MAIOTh Pi3HI 3aKiHYCHHS, ajie (PAKTUYHO MO3HAYAIOTH OJMH 1 TOH caMuii 00’ ekT. SKiio ix
HE TMPUBECTH J0 €IUHOI (OPMHU, CUCTEMA MOKE CIIPUIMATH X SIK Pi3HI TEPMiHH, IO TPU3BEIE 10 BTPATH
PENIeBaHTHOCTI i/ Yac MOIIyKY.

1 IbOr0 BUKOPUCTOBYIOTHCS JIBA ITiIXO/IH.

Cmenmine [7] (stemming) — 1e cropolieHe BiACiKaHHs 3aKiHYEHb CIIiB 0€3 ypaxyBaHHS IDaMaTHKH.
Hamnpuknan, «rpae», «rpaBy, «rpati» OyayTh 3BE/IeHI 0 OCHOBH «Tpay. Takuii MeTo] IIBUAKHM, aje He
3aB)K/IM TOYHUH, OCKIJIBKH PE3YJIbTAT HE 3aBXK/IHU 30Ira€Thes 31 CIIOBHUKOBOKO GopMoro. [HCTpyMeHTH:

- SnowballStemmer [7] mi1st yKpaiHCBKOI MOBH;
- PorterStemmer [7] ms aHTIiHCEKOI MOBH.

Jlemamusayis [8] (lemmatization) — 1ie ToOYHINIHIA METO/, 1110 TPYHTYETHCS HAa CIOBHUKOBHX 0a3ax Ta
rpaMaTHYHUX MpaBuiax. BiH 103B0JIsS€ IPUBECTH CIIOBO 10 HOTO KaHOHIUHOT opmu (Jiemu). Hampukan,
«rpaey», «rpaBy», «rpatm» OyayTh 3BeAEHI came 10 «rparm». JlemaTHsamis € KpamuM ITiaxXoJ0M JUIst
po0O0TH 3 YKPaiHCHKOIO MOBOIO, OCKUTBEKH 30€epirae mpaBmibHICTh Popmu. [HCTpyMeHTH:

- WordNetLemmatizer [8] aist aHrmificbKOi MOBH;
- Stanza [3] mist ykpaiHChKOi MOBH (ITIATpUMY€E MOP(OIIOTIYHU Ta IeMaTH3aIllfHAI aHaTi3).

OTXe, CTeMIHT JIOUITFHO 3aCTOCOBYBAaTH Y BHIIQJKaX, KOJM MOTPiOHA MIBUAKICTH i JOMYCKAa€THC
MEBHA BTPaTa TOYHOCTI, TOJI SIK JIEMaTH3allis Kpalle MiAX0IUTh JJIs 3aBJiaHb, 110 NOTPEOYIOTh BUCOKOI
TOYHOCTI I KOPEKTHOCTI MOBHHX QOpM. Y poOOTi AJIsl 3aMUTIB YKPaiHCHKOIO MOBOKO OLTBII JOIUIEHUM €
HOETHAHHS 000X METOJIB: CTEMIHT JUISl MOINIEPEIHHOr0 CKOPOYEHHS CIOBO(OpPM Ta JIeMaTH3aIlisl IS
YTOYHEHHS 0a30BOTO 3HAYCHHS CJIOBA.

3.3 JlinrBicTHuHMii aHaIi3

Ha mpomy erami cucteMa INepexoJuTh BiJ pOOOTH 3 OKPEMHMH CIIOBaMH IO PO3YyMIiHHS IXHIX
rpaMaTHYHUX Ta CHHTAKCHYHUX XapakTePUCTUK y KOHTEKCTi. lle BakIMBO Ui IMPaBUIBHOTO
IHTepIpETYBaHHS KOPUCTYBAI[bKUX 3aMUTIB, OCKIJIBKH OJIHI ¥ Ti caMi clI0Ba MOXKYTh MaTH Pi3Hi 3HAUCHHSI
3aJIeKHO B POJIi y PEUYEHHI.

Mopdodororiuauii aHaii3 [9] monsrae y BU3HAYeHHI YaCTHHU MOBH (IMEHHUK, IPUKMETHHK, JIIECIIOBO
TOII0), & TAKOX TPaMATHYHUX XapaKTePUCTUK — POJy, YMCIIa, BiIMiHKa, yacy. Hanpukmnay, y 3amuTi
«migbepu HOBY BifI€OKapTy AJIS irop» cUcCTeMa Mae€ PO3IMi3HATH, IO CIOBO «HOBY» € NPUKMETHHUKOM,
SKHI OIUCYE XapaKTEPUCTUKY «BiIEOKAPTI», & «JIJIsl irOp» BKa3ye Ha IiJIb BAKOPUCTaHHS.

CrHTaKCHYHHH aHai3 BU3HAYAE 3aJIEKHOCTI MiXK CIIOBaMH B pedeHHi. Lle 103Boiisie BCTAaHOBUTH, SIKi
CJIOBa € TOJIOBHHMH, a sIKi JONOMDKHAMH. Hampuknan, y pedeHHi «X04y HOTYXHHH TPOIECOp JUIs
poOoTH» cHcTeMa NMOBHHHA 3PO3YMITH, LIO CJIOBO «IOTYXKHHI» OIUCYE CaMe€ «IpOLEecop», a He
«poboTY».
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Jns  BukoHaHHS  MOp(]OJOTiYHOrO  Ta  CHHTAKCHYHOTO  aHANI3y  BHKOPHUCTOBYETHCS
stanza.Pipeline [3] — 6araromoBra NLP-6i6mioreka Bix Stanford NLP, sika miarpuMye yKpaiHCBKy MOBY.
Bona no03Bosisie oTpuMartu moBHUK po30ip peueHHs, a came:

- BU3HAYUTH YaCTHHU MOBH JUIS KO)KHOTO CIIOBA;
- BCTaHOBWTH rpaMaTHYHI XapaKTePUCTUKH;
- mo0yayBaTH A€PEBO CHHTAKCHYHHX 3aJISKHOCTEH.

TakuM YWHOM, JIHTBICTUYHMK aHaNi3 Ja€ 3MOTY HE JHIIE PO3YMITH OKpeMi CIloBa, aie H
IHTEpPIPETYBaTH CEHC YChOTO 3aIUTY, MO € KPUTHYHO BAKIIMBHM JJIsl MPaBHIbHOT pekomenaanii [TK-
KOMITIOHCHTIB.

3.4 CemaHTHYHHIi piBeHb

[Ticnst JIHTBICTUYHOTO aHANI3y CHCTEMa TEPEXOIUTh N0 PO3yMiHHS 3HAUEHHS CIiB Ta (pa3 y
KOHTEKCTI 3aMuTy, IO A03BOJIsIE pOOUTH OiNbLI TOYHI Ta MEPCOHANTI30BaHI peKOMEH IAIii.

Ananiz mounanvnocmi [10] (sentiment analysis) 103Bosie BU3HaUaTH eMOIIiiiHE 3a0apBICHHS 3aIHUTY
KOopHcTyBada. Hampukian, KOpHCTyBad BHCJIOBIIOE MO3WTHBHE BPAXKCHHS, HEBIOBOJECHHS a0o
HelTpanbHe 3anuTaHHs. Lle Moxe OyTH KOpWUCHO Ul BU3HAUCHHS HAaralbHOCTI a00 MPiOPHTETHOCTI
pexomernaniii. [acrpymentn: TextBlob [11], skuit mo3BOMNSIE OTPUMATH MONSPHICTH Ta Cy0’ EKTHUBHICTH
TEKCTY.

Buoinenns cymnocmeii [12] (Named Entity Recognition, NER) nae 3mory po3mizHaBaTé KOHKpETHi
00’€KTH Ta KJIFOUOBI €JICMEHTH 3alMTYy, TaKi sSIK Ha3BU TOBapiB, OPEH/IIB, KATETOpii KOMIIOHEHTIB, MOJIEINI,
TEXHIYHI XapaKTEepPUCTUKHA ab0 TEpPMiHM, IO BiTHOCATHCS IO Yacy YM opradizamiii. [HcTpymeHTH:
stanza [3] Ta spacy [13], ski migTpumytoTh O0aratoMoBHMiIi NER Ta 103BOJNSIOTH BUIIATA CYyTHOCTI
HAaBITh y CKJIaJHUX YKPaiHCHKUX TEKCTaX.

BuxopucTaHHS CEMaHTUYHOTO PiBHS 1a€ MOXKITUBICTh CUCTEMI HE MPOCTO 3HAXOUTH KIFOYOBI CIIOBA,
a 1 po3yMiTH, 10 caMe KOPUCTYBad Ma€ Ha yBasi, HaBIiTh SKIIO 3aMUT c(hOpPMyIbOBAaHUI HEUITKO 200
MICTUTh HeTO4Hi (opmymoBanus. lle BakiaMBO a8 Mia0OPYy KOMIIOHCHTIB KOMITFOTEpa, ajpKe
KOpUCTYBad MOXE OIMCYBaTH CBOi MOTpeOM y BiNbHIA Qopmi, 0e3 BUKOPHCTAHHA CTaHIAAPTHUX
XapaKTePUCTUK YU TEPMiHiB.

3.5 Metonu ninBuinenHsi TouHocTi Fuzzy matching

OpHi€ero 3 KIIIOYOBHUX TpodaeM y cdepi miadopy KOMIT IOTEpHUX KOMIIOHEHTIB € HECTPYKTYPOBaHICTh
1 HETOYHICTh KOPUCTYBAIlbKUX 3aMHUTiB. BibIIiCTE KOpUCTYBadiB (GOpMYIIOE CBOI MOTPEeOH y BLIBHIH
(dhopMi, He TOTPUMYIOUYHUCH €MUHUX CTAHAAPTIB HAITMCAHHS HAa3B MOJIe/IeH a00 TEXHIYHUX XapaKTePUCTHUK.,
e mpu3BOAKTE 10 TOTO, IO MPSIME MTOPIBHIHHS PAAKIB HE J]a€ 0aKaHOTO pe3yIbTary.

VY rtakmx Bumaakax fuzzy matching BucTynae eQeKTHBHHUM METOJOM JUIA IiJIBUIICHHS TOYHOCTI
MOIIYKY Ta Bif0Opy pesneBaHTHUX BapiaHTiB. CyTh I[LOTO IMIJXOAY MOJISATae y 3HAXO/PKCHHI HAHOUIBII
CXOXKUX PSJIKIB 32 TICBHOIO METPUKOIO, HaBITh SKIIO BOHHU BiJIPI3HSIOTHCS 32 HamucaHHsIM. J[J1s1 boro
BUKOPHCTOBYIOTHCS aJTOPUTMH OOYHCIICHHS BiJICTaHi peaaryBanHs (Hanpukiaa, Levenshtein distance),
0 BPaxOBYHOTh KIJIBKICTh oOINepalliii (BCTaBka, BUAAJICHHS, 3aMiHa CHUMBOJIB), HEOOXIAHMX IS
MIEPETBOPEHHS OTHOTO PSJIKA B IHIINH.

3aBasku npomy fuzzy matching mozBosnse:

- posmizHaBatu opdorpadiuHi MOMHIKH Y 3alUTaX;

- BUSIBJISITH CKOPOYEHHS Ta Pi3HI BapiaHTH HAMTMCAHHS HA3B MOJIENEH;

- BpaxoBYyBaTH Pi3Hi MOBHI (JOpPMHU BBEJICHHS KOPHCTYBauEM;

- TIJIBUIIYBAaTH PEIEBaHTHICTh PE3yJIbTATIB, HABITH AKIIO 30ir HE € OYKBaJIbHUM.
InctpymenTn fuzzy matching:

- fuzzywuzzy [14] — knacuuna Gibmioreka s Python, sika 3actocoBye Levenshtein distance must
MOPIBHSIHHS PSIKIB;

- rapidfuzz [15] — Oumeml onTHMi30BaHA Ta MIBHIKA ajJbTEpHATHBA, IIO 3a0e3Medye BHUCOKY
NPOAYKTHBHICTH TNpH POOOTI 3 BEIMKMMH Ha0OpaMu [aHMX (HANpHUKIAA, KaTaJoramu
KOMIIOHEHTIB).
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IIpaktrane 3actocyBanns fuzzy matching y 3aBmanti migoopy I[TK-KoMIOHEHTIB 103BOJISIE CTBOPHUTH
CUCTEMY, sKa OyJe TOJEPaHTHOK J0 MOMWJIOK KOPHCTYBaua Ta HaJaBaTHUME HAWOUIBII BiJMOBIIHI
Pe3yJIbTaTH HABITh y BUIAJKy HETOYHOTO (DOPMYITFOBAHHS 3aITUTY.

4 IIpoekTyBaHHA apXiTEeKTYpH MoJesi yaT-60Ta

PeamizoBanuii 4ar-00T MOOYJOBAaHO 3a MPUHIMIIOM KIEHT-CEPBEPHOI apxiTekTypu. KiieHTChka
yacTMHA TpezcTaBieHa iatdhopmoro Telegram — KopucTyBadi B3a€EMOJIIOTH 13 0OTOM uYepes
cranmapTHuil iHTepdeiic Mecenmkepa. CepBepHa YacTHHA BHKOHYE BCIO Oi3HEC-IOTIKy: TpUHAOM
noBigomieHs uepe3 Telegram API [16], 06poOky Tekcty NLP, momyk peneBaHTHUX KOMIIOHEHTIB y 6a3i
JaHux, (OpMyBaHHSA Ta BiANpaBKy BiAmoBimed. Taka apxXiTekTypa I03BOJSIE PO3ALIUTH iHTEp(eic
B3aeMOIii i 0OUHCIIOBANBHI PECYPCH, CIIPOCTUTH MACIITA0yBaHHS Ta OHOBJICHHS JIOTIKM 0€3 BTpYJYaHHS

y KIIIEHTCBKY YacTuHy (puc. 1).
E Server contents

Module
of Text
preprocessin

;}& — Module
- NLP
Telegram -
AP

Search Module

DataBase

Puc. 1. Cxema apximexmypu vam-6oma
Fig. 1. The chatbot architecture diagram

ApxiTeKTypa CKJIaJa€ThCS 3 TAKMX OCHOBHUX YaCTHH.

- Telegram-iatepdeiic — 00poOHUK BEOXYKiB / MOJUIIHTY, HIO OTPUMYE IMOBIIOMIICHHS Bif
KOPHCTYBayiB 1 Ha/ICHJIa€ BiAMOBII. 3a3Buyail peanizoBaHo uepe3 6ibmioreky python-telegram-
bot.

- MOIyJib TONEPeIHbOI 0OpOOKH TEKCTY BIJAIOBIIAE 3a HOpMai3allito, TOKEHI3aIlil0, BUAAICHHS
CTOII-CIIB.

- NLP-ma#innaiiH BUKOHYE CTEMIHT, JieMaTH3allis, MOPQOJOTIYHUIA Ta CUHTAKCHYHUI aHali3,
mictutbNER-momysib [12].

- TOIIYKOBWH MOJyJb, paHXyBaHHA — fuzzy matching i Jiorika Bii0Opy KOMIIOHEHTIB.

- ©0aza gaHux 30epirae KaTtaJor KOMIIOHEHTIB, X XapaKTEPHUCTHK, IIHOBHX TapaMeTpiB Ta TETiB
CYMICHOCTI.

3amuT KOpHCTyBada ONpAlbOBYEThCS Y KiJbKa eramiB. Ha puc. 2 mokazaHWil CIpOILEHHH MOTIiK

00pOoOKH 3amuTIB.
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Puc. 2. Cnpowena ()iaepa/-wa 00poOKU N0GIOOMIEHb
Fig. 2. Simplified message processing diagram

KopucryBau Hajacuinae nosinomieHHs B Telegram yaT-00T, miciis bOTro BiIOyBa€THCS MOCIIIOBHICTh
Ii#A, siki POPMYIOTB BiJIIIOBI/Ib:

- Telegram mepecumnae mMoBiTOMIICHHS Ha CEpBEP;

- momepeaHst 00poOKa: MPUBEICHHS /10 HWKHBOTO PETriCTPy, OYHMILECHHS, TOKEHI3allis;

- NLP-anani3: nemarnzaiis, CTeMiHT, MOPQOCHHTAKCHYHUH 1 TIHTBICTUYHHN aHAII3;

- TIONIYK BiJIMOBIAHOCTEW: MOETHAHHS CTPYKTYPOBAaHWX MapaMeTpiB i3 3ammcaMu B 0asi JaHUWX;
3acrocyBanHs fuzzy matching jyist HaOJIMKEHUX 301riB;

- CKJIaJiaHHS BapiaHTIB: paH)KyBaHHs 3HalJICHUX KOMIIOHEHTIB 32 PEJIEBAHTHICTIO (BPaxOBYIOUH
CYMICHICTb, IPIOPUTETH KOPHUCTYBaua, IHOBUH Jlialla30H TOIIIO);

- JIiajioroBa B3aEMOJIiS: SKIIO MMapaMeTPiB HEJAOCTATHLO, TO OOT CTABUTh YTOUHIOBAIbHI MTMTAHHS,
SIKIIIO BUCTa4Ya€ — GOpPMy€E BIAMIOBIb 3 PEKOMEHIAIISIMH.

- BiampaBka BiAMOBiJi KopucTyBaueBi uepe3 Telegram.

5 Peanizanisa Ta npukjaaan podoTH cUCTEMHU

Pozpob6nennii yat-6ot y Telegram 3a0e3medye 3pydHuil mporec B3a€EMOoii 3 KOPUCTyBa4YeM IIijT 4ac
BUOOPY KOMIT IOTEpPHUX KOMIUIeKTylounx. KopuctyBau dopmye CBilf 3armuT y MOBiNBHINA (hopMi, TIicis
4oro 0OT BUKOHYE 1Oro oOpoOKy, 3acTtocoBytoun anmroputmMu NLP Ta meronn HediTkoro momyky. Y
BIJIMIOBiZIb KOPUCTYBad OTPUMYE CTHCIMH ONKMC PEKOMEHIOBAaHMX KOMIIOHEHTIB, sKi HaiOinbIe
BiJIMIOBIIal0TH KPUTEPIsM 3aIUTY.

st netanpHIIOro o3HaomiieHHS 00T (OpMye 1 A0AATKOBO HaJCHIIa€ (ailyl 13 TOBHUM OIHUCOM
migidpaHuX KOMIUIEKTYIOUUX, 110 MICTHTh XapaKTEPUCTHKH, I[iHy Ta iHOIN napamerpd. Ilicis mporo
KOPUCTYBaueBi MIPONOHYETHCS MOXKIIMBICTh HaliciaTH el (ailyl Ha eleKTpOHHY HOLITY, 1 B pasi 3roau
00T aBTOMaTHYHO BUKOHYE€ BiAIIPaBICHHS.

Ha puc. 3a mnpoaeMoHCTpoBaHO poOOTY 4Yar-00Ta NpPU HAIXOMKEHHI Ha HBOIO 3BUYAWHOIO,
KOPEKTHOI'0 3amuTy KopuctyBadya. Ha puc. 30 mpoaeMOHCTpoBaHO po0OTY 4aT-00Ta MPH HAAXOHKCHHI
Ha HBOTO 3aluTy 3 NOMMWIKaMu. B 000x Bunankax 4ar-00T JeMOHCTpYE MpaBUIbHE CHPUIHATTS 3aIUTy
1 KOPEKTHY BiJIOBI/Ib HA HHOTO.
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<iCHY CyJacHy BifeoKapTy 3 <CHY CYYCHY BiAEOKPTY 3 MaKCMMaNkHOD
MANEHOK NPOgYKTUEHICTHY ANA FeAMIHIY Ha NPOAYKTUEHICTHD ANA MedMIHIY Ha AeckTon
AeckToni 1

n top_gpu_list.txt n top_gpu_list.txt

Ton rpadiuHux KapToK y daiini Ton rpadivHNx KapTok y daini

XoueTe oTpUMaTK dalin Ha e-mail? X0ueTe OTPMMATK G2iAn Ha e-mail?
Tak, HaAicnaTi Ha NowWwTy 4 Tak, HaAicnaTv Ha NowTy 4

BeegiTe Bally e-mail agpecy: BeegiTe Bawy e-mail agpecy:

Ock nonepegHiid ornag Ton GPU 3a salummin Oce nonepe,
dinbTpamu: Joporvid, HactineHniA, HoewiA dinsTpamu: lopor

& UHa

GeForce R
Radeon

Puc. 3. [Ipuxnao pobomu yam-doma: a) 3 KOpeKMHUM 3aNUMOM, 6) i3 3aNUMOM, AKUL MICIMUMb NOMUIKU
Fig. 3. Example of chatbot operation: a) with a correct query; b) with a query containing errors

Ha puc. 4 npoaemMoHCTpOBaHO 3MicT daiiny sikuil popMyeTbes 1 HagaeThCsl 60TOM KOPUCTYBavy.

[i] Ton GPU 3a finbtpamu: [oporwii, Hactinbhuii, Hoeui
gpulame G3Dmark G2Dmark total performance performance per_dollar gpuValue TDP powerPerformance testYear price category

GeForce RTX 3080 Ti 26887 1031 27918 23.265194 22.41 350.0 76.82 2021 1199.99 Desktop
GeForce RTX 3690 26385 999 27394 15.653804 15.08 350.0 75.41 2020 1749.99 Desktop
Radeon RX 690@ XT 25458 1102 26560 23.707724 22.72 300.0 84.86 2020 1120.31 Desktop
GeForce RTX 3080 24853 1003 25856 25.881882 24.88 320.0 77.66 2020 999.00 Desktop
Radeon RX 68@@ XT 23364 1078 24442 28.454016 27.20 3060.0 77.88 2020 859.0@ Desktop
GeForce RTX 3870 Ti 23367 1003 24370 32.493767 31.16 290.0 80.58 2021 749.99 Desktop
GeForce RTX 3870 22093 969 23062 32.031000 30.69 220.0 108.42 2020 719.99 Desktop
Radeon RX 6808 20667 1030 21697 28.586674 27.23 250.0 82.67 2020 758.99 Desktop
GeForce RTX 3060 Ti 20206 961 21167 35.278921 33.68 200.0 1e1.e3 2020 599.99 Desktop
Radeon RX 6708 XT 18993 1014 20007 37.749769 35.84 230.0 82.58 2021 529.99 Desktop

Puc. 4. 3micm sionpasnenozo ¢ainy
Fig. 4. Contents of the sent file

6 Oninka eeKTHBHOCTI Ta IEPCNEKTHBH PO3BUTKY

Pospobnennii Telegram uaT-00T TpoAeMOHCTpYBaB €EeKTHBHICTh y BHpIIICHHI 3ajadi migbopy
KOMIT'IOTEpHUX KOMIDIEKTYIOUMX HA OCHOBI 3alUTIB KOpUCTyBaua y BuIbHIA (opmi. BukopucraHus
MeTo/iB 00poOKHM mpupoHoi MoBu NLP Ta TexHonoriii HabmmxkeHoro mopiBHsSHHS fuzzy matching
JI03BOJIMIIO CHCTEMI KOPEKTHO 1HTEPIIPETyBaTH K TOYHI, Tak i HeTouHi fabo HEeMmoBHi 3amuTH. 3aBASKU
BOMY JIOCSTA€THCSl BUCOKA TOYHICTH BIJIIOBiJield HaBiTh y BUMaaKax opdorpadiuHux MOMHIIOK YH
HETOYHUX (OPMYITIOBAHb.

OynkuioHan 6ota 3abe3nedye 3pYy4HICTH B3a€MOJIl: KOPHCTYBAad OTPHMY€E CTUCIMH IEperiK
PEKOMEH/IOBAHUX KOMIIOHEHTIB y 4YaTi Ta MOXE 3aBaHTAKUTH (ailn 13 pO3MMPEHHM OIMCOM.
JlonaTkoBOIO TIepeBarol0 € MOXKIIUBICTD HaJICHIIAHHS [BOTO (ailily Ha eNeKTPOHHY TOMITY, MO POOUTH
cUCTeMY OiNbIIl MPAKTHYHOIO JUTS KiHIEBOTO KopucTyBava. OIiHKa IBUAKOJIT MOKa3ana, mo oopodka
3anmuTy Ta (GOpPMYBaHHS BiANOBiIl BiAOYBa€TbCs y NPUHHATHUNA Yac, IO TapaHTye KOMQOpTHeE
KOPHCTYBaHHS CEpPBICOM.

[Momanpmmii pO3BUTOK CHCTEMH MOXKE BKIIIOYATH KiIbKa HANpsMiB yJockoHaneHHs. [lo-mepie,
iHTerpamisi 3 OHJalH-MarasMHaMH J03BOJINTb OTPHUMYBATH aKTyajbHI I[iHM Ha KOMIUIEKTYIOUi Ta
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dbopMyBaTH MEPCOHATI30BAHI KOIIMKH. [lo-Ipyre, pO3MIMPEHHS daTaceTy 3a0e3leUUTh OXOIUICHHS
OLIBIIOT KITBKOCTI MOJIENeH 1 OPeHIiB, 110 MiJBUIIUTE AKTYAIBHICTh peKOMEH 1A, BakTMBUM KpOKOM
OyJe o1aBaHHS MOCHIAHb Ha CaTH-TTOCTAYaJIbHUKH Y IaTACeTi, 00 KOPUCTYBay OJ[pa3y MIr HepeiTu
0 TIOKYTIKH OOpaHoro ToBapy. KpiM TOro, AOINBHO BIPOBAIUTH MOKJIHMBICTH CTBOPEHHS CITUCKY
00paHuX KOMIDIEKTYIOUHUX, IO JO3BOJIUTH KOPHUCTYBadeBi 30epiraTy mikaBi BapiaHTH I TOJAIBIIOTO
MOPiBHSHHS.

IlepcieKTHBHIM € TaKoXX BIPOBADKEHHS cydacHMX Moxened NLP wa ocHOBI Tpancdopmepi
(manpuknan, BERT gu GPT), siki 3maTHI 3HaYHO M1 ABUIIUTH SKICTh PO3YMIHHS KOPHCTYBAIIbKUX 3aIIHTiB.
JloaTkOBO MOKHA PO3MIIIHYTH IHTETPAIlito TOJIOCOBUX KOMaH]I, a TAKOX peallizallifo epcoHai3alii Ha
OCHOBI iCTOPIi MoTepeHIX 3BepHEHb KOPUCTYBaya.

7 BUCHOBKH

VY pe3ynbTati NpoBEACHOTO NOCIipKeHHs Oyino ctBopeHo Telegram uaT-00T, 3MaTHHIA aHATiI3yBaTH
JTOBLITBHI TEKCTOBI 3allUTH KOPUCTYyBada Ta HaJaBaTH IMEPCOHANII30BaHI peKOMeHAalii MoAo0 Himbopy
KOMII FOTEpHUX KOMIUTEKTyrounx. CrcremMa MmoenHye cydacHi MeTou o0poOku mpupogHoi MoBu NLP Ta
anroputMu fuzzy matching, mo 3a0e3neuye KOpeKTHY iHTEpIPETAlli0 HaBiTh HETOYHMUX a00 HEMOBHUX
¢opmymoBanb. Ha BigMmiHy BiA cTaTHUHUX OHIaiH-KarajoriB abo 0Oa3oBux uaT-00TiB 06e3 NLP,
po3pobieHa Mojienh 34aTHA THYYKO pearyBaTH Ha 3allUTH KOPHUCTYBadiB Ta ()OpMYyBAaTH pelEeBaHTHI
pEeKOMeH/IaIli1, BpaxOBYIOUH IHUPOKHH CIIEKTP XapaKTePUCTUK KOMIUICKTYIOUHX.

3apnsku BrpoBamKkeHHIO NLP-TexHomoriii 4aT-00T 31aTHMH aHami3yBaTH TEKCTH KOPHCTYBadiB,
BUJUIATH KIFOYOBI XapaKTEPHUCTUKU Ta modaxaHHs, a fuzzy matching mo3Bossie KOpUTyBaTH MOKIIHBI
opdorpadiuHi MOMHIKH YW HEMOBHI QopmymoBaHHs. lle 3HaYHO MiABHIYE TOYHICTH MiAOOPY
KOMITJIEKTYIOUHX 1 pPOOUTH CUCTEMY JOCTYITHOIO [T KOPUCTYBAYiB 13 pi3HUM piBHEM TEXHIYHUX 3HAHb.

Takum guHOM, po3pobrnennii Telegram wyat-60T 3HaYHO cHpoIIye Mporec BUOOPY KOMIT FOTEPHUX
KOMIUIEKTYIOUHX, POOJISIYM HOTO OiIBII MEPCOHATI30BAHUM, IHTEPAKTUBHIM Ta eekTuBHUM. CucTema
JEMOHCTPYE MPAaKTUYHY WIHHICTP 1 MOTEHIIAN IS MOAAIBIIOTO PO3BUTKY, 3a0€3MeUyI0ur KOPUCTYBaYy
HIBUJKUE TOCTYM 10 HeoOXigHOI iHpopMalii Ta MOJErIyoul NPUHHATTS pillieHb y mpoleci miadopy
ITK-KOMIIOHEHTIB.
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Chatbot model for personal computer configuration using NLP methods

Objective: to improve the convenience and efficiency of selecting personal computer components by using a Telegram chatbot
with NLP methods to process user requests.

Research Methods: methods of natural language processing NLP were used to interpret user queries and generate chatbot
responses; methods for building dialogue systems; and approaches to organizing software components. The Telegram chatbot
was implemented based on a client-server architecture, where the client side provides interaction with the user on Telegram, and
the server side handles data processing and PC component selection logic. The implementation used the following technologies:
Python programming language, the python-telegram-bot library for creating the chatbot, NLP tools for analyzing and interpreting
user queries, and fuzzy matching to improve search results.

As a result, a Telegram chatbot was created to automate the process of selecting components for personal computers, taking into
account individual user needs and preferences. The system allows users to quickly receive recommendations for selecting PC
components such as CPU, GPU, RAM, storage, motherboard, and power supply, considering price category, intended purpose
(gaming, work, multimedia), and desired specifications. The chatbot provides a convenient interaction through Telegram, while
the server side handles request processing, text analysis, and generating optimal configurations using NLP methods and fuzzy
matching. For natural language processing, the libraries and tools used include Stanza, NLTK (tokenization, stemming,
lemmatization), and TextBlob; for fuzzy search, RapidFuzz was applied. Using Python and the python-telegram-bot library
ensures reliable system performance, flexibility in scaling, and the ability to quickly update the component database.
Conclusions: The developed Telegram chatbot allows automating the selection of PC components according to individual user
needs and preferences. The system enables component selection for various use cases — gaming, work, multimedia, budget or
high-performance configurations, and more. This allows users to quickly receive optimal recommendations, reduces the
likelihood of errors when assembling configurations, and simplifies the component selection process. The developed system
improves user convenience, optimizes the component selection process, promotes more efficient user interaction with the system.

Keywords: chatbot, telegram, automation, NLP, NLTK, stanza, fuzzy matching, PC configurator.
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Impact of decoding methods in LLMs on the correctness of agent action
planning in virtual environments

Relevance: The knowledge and skills acquired by Large Language Models (LLMs) from training data can be applied to the
task of action planning for autonomous agents. The classical approach to text generation can violate the syntax of a JSON plan,
making it difficult or even impossible to parse and use such a plan. A potential solution to this problem is the application of the
Grammar-Constrained Decoding (GCD) method, which restricts the set of possible texts for generation according to a specified
grammar.

Goal: To investigate the impact of the Grammar-Constrained Decoding (GCD) method (with and without reasoning) compared
to classical Unconstrained Decoding (UCD) on JSON schema compliance, accuracy, and planning time for various LLMs in
the Minigrid virtual environments.

Research methods: Research methods are computational experiments and comparative analysis. The studied LLM sequence
decoding methods are Unconstrained Decoding (UCD) and Grammar-Constrained Decoding (GCD). The planning quality
metrics used were: syntactic validity (compliance with the grammar/JSON schema), planning duration, and accuracy of plan
generation.

Results: This work proposes the use of Grammar-Constrained Decoding (GCD) for agent action planning tasks that utilize
Large Language Models (LLMs). A dataset of plan examples was prepared for the Minigrid environments: SimpleKeyDoor,
KeyIlnBox, and RandomBoxKey. A comparison was conducted between Unconstrained Decoding (UCD), Grammar-
Constrained Decoding (GCD), and GCD with reasoning across 10 open LLMs (from the Qwen3, DeepSeek-R1, Gemma3, and
Llama3.2 families). Using the GCD method ensured the validity of the generated plans according to the grammar specified by
the JSON schema. A reduction in planning time was achieved for the Qwen3:4b model by a factor of 17-25 and for the
Qwen3:30b model by a factor of 6-8, by limiting the number of tokens in the reasoning chains. On average, the application of
the GCD decoding method improved the accuracy of plan generation.

Conclusions: This research demonstrates that the Grammar-Constrained Decoding (GCD) method is effective in action
planning tasks with LLMs. The GCD method guarantees the syntactic validity of plans according to the JSON schema, which
is difficult to achieve with the UCD method. The GCD method also allows for the flexible determination of the length of
reasoning chains through grammar rules, thereby controlling the planning duration.

Keywords: artificial intelligence, machine learning, deep learning, artificial neural networks, intelligent information systems,
automated information systems, natural language processing, large language model, prompt, decision making, agent, virtual
environment, Minigrid.
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1 Introduction

The use of language models in agent systems has become an active area of research [1-3]. Agents
operate in environments, perceive the state of the environment through observations, and execute
actions chosen from a list of valid actions for that specific environment. Upon executing a chosen
action, the agent receives feedback in the form of a changed environment state and, possibly, a reward
signal. In each new environment, the agent must find an optimal policy. In the case of deep
reinforcement learning, the agent begins learning with limited prior information about the environment.
Additional prior information about the environment can be obtained without training by using pre-
trained large language models (LLMs). Language models acquire generalized world knowledge from
extensive training text corpora. This knowledge can be applied to specific environments. The task of
planning sequences of actions, particularly abstract ones, is of special interest [4]. The planning
procedure can be performed using language models.

The use of language models as a planning module in autonomous agents requires these models to
have the ability to generate sequences that strictly adhere to a given plan schema. In their early stages of
development, language models emerged as free-form text generators, lacking a mechanism to constrain
generation to a set of texts with a predefined structure. Input and output text is represented as a
sequence of tokens. The set of available tokens is defined by a token vocabulary, which is formed by
training on large text corpora such that tokens consist of the most statistically common character
sequences. However, to successfully solve the planning task, language models must generate token
sequences that conform to a specific grammar.

Language models are trained on the task of next-token prediction in a text sequence. Pre-trained
language models can be used for various tasks without fine-tuning through the method of In-Context
Learning [5], where the model receives textual demonstrations of correct behavior, based on which it
determines a generalized approach for solving the task. One of the approaches to generating structured
data is adding examples of structured data to the training set. This enabled language models to generate
structured data such as JSON, XML, and code in many programming languages with high accuracy [6].
However, this method still allows for errors in structured data generation, which lead to parsing errors
and the inability to convert the generated text into data.

The need to generate strictly structured data led to the application of grammar-constrained decoding
(GCD) methods to language models [7-9]. Grammar-constrained decoding ensures that text generated
by language models conforms to a predefined grammar. The GCD method uses a formal grammar to
describe the valid strings in a language. To describe the formal grammar, BNF (Backus-Naur Form) is
used, which is a standard notation for defining the syntax of formal languages.

GCD modifies the probability distribution of tokens from the vocabulary such that tokens forbidden
by the formal grammar receive a zero probability of being chosen. The generated sequences are always
valid according to the schema and plausible according to the token probability distribution computed by
the language model. GCD allows one to abstract away from the implementation details of the decoding
mechanism and concentrate on developing a grammar that describes the sequence’s structure. The
grammar is represented in a declarative form and guarantees that the generated sequences will always
conform to the schema.

2 Problem formulation

2.1. General problem formulation

Let V be a finite vocabulary of tokens. A language model with parameters 6 defines a conditional
distribution pg (W;11|w1.;), Which describes the probability of the next token w;,, €V following a prefix
wy.,;EVE, where V' is the set of all possible prefixes of length i and wy.;=(wy, ..., w;) is the prefix of the
generated sequence of tokens.

In the case of unconstrained generation, the language model computes the probability distribution
over tokens as a softmax function of the logits [10]:

PO, ) C{ A OT)),
TR Y vev exp (Lo (vlwy))

where the logit £ (w;1|wy.;) is the output of the final layer of the neural network for an arbitrary token
w;, 1. Note that the right-hand side of the given equation is the definition of the softmax(#) function for
a vector of logits #.
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At each step i, one token is selected from the conditional distribution py(-). Various methods for
token selection exist; the simplest is selecting the token with the maximum probability. The token
selection procedure can also include a temperature parameter 7, which controls the flattening of the
token probability distribution. This results in an increased probability of selecting low-probability
tokens and a decreased probability for high-probability ones. A lower temperature value leads to the
generation of more deterministic sequences, whereas a higher temperature results in more diverse
sequences. At the temperature value of t=0, a non-zero probability remains only for the initially most
probable token, and the generation becomes deterministic.

Decoding at step i can be expressed as follows:

Wipq ~ p(gr) (Wiy1|lwy.i) (stochastic sampling), (2.1)
Wi+1:a7”gmg13€pér) (Wiy1|lwy.;) (deterministic sampling). (2.2)
w

For tasks that require the generation of texts with a strict structure, such as planning tasks, a lower
temperature value reduces the probability of selecting tokens that violate the structure. In the case of
probabilistic token selection, a language model can be made deterministic by fixing the initialization of
the random number generator. Under these conditions, for a fixed input, the language model will
produce a fixed output. In such a case, the language model can be represented as a deterministic
mathematical function s,,.=gg(sin;7), Where s;, and s, are input and output token sequences,
respectively, and r is the initialization value for the pseudorandom number generator. For a fixed r and
a fixed input prefix, the model generates a deterministic output.

To solve a task in an environment, it is necessary to sequentially select and execute actions that lead
to the desired goal. Actions in the environment have a sequential nature: the success of subsequent
actions depends on the outcome of previous actions. The planning task can be formulated as follows.
Let the agent operate in an environment with discrete time steps t=0,1,2, .... At each time step t, the
language model takes the prompt s,.,mpc and the observation o, as input and computes a new text
SEqUENCE Syt~ This sequence is a tuple (Sreasoning,ts Splan,t)s WHEIe Sreasoning,: 1S @ String containing the
model’s reasoning (which may be empty), and spjan, IS @ string containing an action plan formulated
based on the instructions in the prompt s;,.,mpc and the observation o;.

When a language model strictly adheres to the grammar of a plan, the generated sequence takes the
following form:

Splant=(at,1, At2, ) At )
where each action a€A, and A is the set of valid actions in the environment.

The task of plan generation imposes structural constraints on the generated output s, First, the
plan must be represented as an ordered sequence of discrete actions. Second, in any specific
environment, the set of valid actions may vary, and each action has its own signature — a name and a
set of parameters. This imposes a requirement on the language model that the generation process must
produce a sequence structured as a series of actions, where each action conforms to one of the valid
action signatures.

When selecting the next token according to the probability distribution, the chosen token may
violate the plan’s schema. To address this problem, the Grammar-Constrained Decoding (GCD) method
can be applied, which restricts the selection of tokens to only those that do not violate the grammar.

In this work, we investigate the impact of Grammar-Constrained Decoding (GCD) method on agent
action planning using language models in the Minigrid virtual environment.

Let G denote a context-free grammar that specifies the valid textual sequences of plans. We denote
the language as L(G)SV", where V" is the set of all possible strings formed from tokens in the
vocabulary V. At step i, for a prefix wy.;, we introduce the set of allowed tokens:

C(wy.)={WEV|IceV :w,,; - w - EL(G)},
that is, a token w is allowed if there exists some sequence continuation ¢ such that the concatenation of
sequences wy.; - w - ¢ belongs to the language L(G) with the context-free grammar G.

Then, Grammar-Constrained Decoding (GCD) restricts the possible tokens at step i to the set

C(wy,;). After applying temperature, we obtain the masked logits:

250 (wiwy)= {t’((;) Wlwyy),  ifwel(wy,);
' —00, otherwise.
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The probability distribution over tokens is obtained by applying the softmax function to the masked
logits [9]:

exp (37 (wlwy,)) (2.3)
Yvev exp (L350 (Wlwy))

Decoding is performed by selecting the next token from the masked distribution (2.3) either
stochastically (2.1) or deterministically (2.2).

,C
pSO (wiwy )=

2.2. Studied Environment
For the decision-making task, a set of environments from the Minigrid library was selected. This
library provides a toolkit for creating two-dimensional environments that require sequential action
planning. We used three environments of increasing complexity:
o SimpleKeyDoor: The agent must find and pick up a key which position is not known in
advance, then find a door, navigate to it, and open it. This is a basic sequential planning task.
e KeylInBox: The key is located inside a box. The agent must first find and open the box, take the
key, and then find and open the door. This increases the plan length.
e RandomBoxKey: The key can be located either inside a box or outside of it. The agent has to
either find and pick up the key, or find and open the box. This creates a branching of choices.
Obijects in the environment have attributes such as object type, position, and color. The observations
from the environment include colors, but the actions selected by the agent do not. In the environments
used, the color of the door and the key always match; therefore, color is not used in the planning
schema.

2.3. Language Models and Tools

The application of language models in agents imposes several requirements. These include high
speed of sequence generation to ensure agent responsiveness and the ability to execute language models
on low-performance devices for use in robotic systems. The following are examples of language models
that are freely available and can be executed on accelerators with low computational power. The Qwen3
family of language models [11] includes models with parameter numbers ranging from 0.6 to 235
billion. These models support a reasoning mode that allows for the dynamic scaling of computational
resources to improve task performance. The Qwen3 family of language models demonstrates good
performance on many benchmarks for code generation, mathematical reasoning, and agent tasks. The
Gemma 3 family of language models [12] is designed to run on accessible accelerators with limited
memory, such as personal computers with graphics cards. The Llama family of language models [13] is
also freely available and can be executed on limited computational resources. Models from the
DeepSeek R1 family [14] are trained using the distillation method from a large version of DeepSeek R1
onto models from the Qwen 2.5 and Llama 3 families. A distinctive feature of these models is that they
are trained using reinforcement learning to generate long chains of reasoning.

Therefore, a set of modern open-weight language models was selected based on the following
criteria: the ability to run on graphics accelerators with up to 24 GB of VRAM, the availability of
guantized versions, and being instruction-tuned. The models used in the study are:

¢ Qwen3: gwen3:1.7b, gwen3:4b, gwen3:8b, gwen3:30b;

o DeepSeek-R1: deepseek-rl:1.5b, deepseek-rl:8b;

e Gemma3: gemma3:4b, gemma3:12b, gemma3n:e4b;

e Llama3.2: llama3.2:3b.

The Ollama software tool was used to execute the models and apply the grammar-constrained
decoding (GCD) method, as it supports text generation conforming to a JSON schema.

For all language models, a modified prompt from the work [15] was used, which included a task
description, a JSON schema, reasoning instructions, and examples of the correct planning.

3 Methods

3.1. Decoding Methods

The following sequence decoding methods were used in the language models. The first method was
Unconstrained Decoding (UCD), where the most probable token is selected at each step. The prompt
included an instruction to generate only JSON without reasoning; however, this does not guarantee the
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syntactic correctness of the generated text. Additional post-processing was applied to the generated text
to remove the reasoning fragment, if present, and to extract the substring containing the JSON object.
The second method was Grammar-Constrained Decoding (GCD) without reasoning. In this case, the
model generated a string that strictly conforms to the plan’s schema, which guarantees syntactic
correctness and requires no additional post-processing before parsing the JSON object. The third
method, Grammar-Constrained Decoding (GCD) with reasoning, involved adding an optional
"reasoning" field to the JSON schema, allowing the model to generate textual reasoning before
formulating the final action plan.

3.2. Plan Schema

We define a plan configuration as a structure consisting of a "reasoning" text field and a "plan"
sequence of actions. A plan, P=(ay,..., a,;,), contains from 1 to 7 actions (1 < m < 7). Each action qa;
is chosen from a set of options: "explore for objects”, "go to object"”, "pick up", "drop", "toggle". The
"object" parameter is a single element, while "objects" is one or more elements from a defined set

O={door,key,box}.

3.3. Evaluation Metrics
To evaluate the correctness of a plan, we used the Mean Exact-Prefix Accuracy (MEPA) metric.
This metric measures the fraction of prefixes of the generated plan that exactly match the ground-truth
plan. Let the ground-truth plan be T™=(t,,..., t,), where n is the number of steps in the ground-truth
plan, and the generated plan be P(™=(p,...,p,), Where m is the number of steps in the generated
plan. The indicator function for a correct action is:
_ 1, lflS‘n/\lSm/\tL:p“
= {O, otherwise.
Let us denote the indicator of an exact prefix match for prefix of length i as
g;= H_L]'=1 Cj.
That is, o;=1 if and only if all of the first i steps match. Then, MEPA for a single example is defined

as the average of these indicators over all prefixes of the ground-truth plan:
MEPA(T ™, P(m)==31 o,
Note that the case n=0 does not occur, as our dataset does not include examples with an empty plan.
As an example of calculating the MEPA metric, if T=(explore,go to,toggle) and
P=(explore,go to,drop), then g, =1, 6,=1, 63=0. The metric value will be (1+1+0)/3 = 0.67.

For a set of K examples, we calculate the macro-averaged MEPA:

1
MEPAacr0= % k=1 MEPA,,

where MEPA, is the MEPA value for the k-th example. Hereafter, the metric MEPAmacro Will be
denoted as MEPA.

4 Experiments
We conducted computational experiments in three environments from the Minigrid suite:
SimpleKeyDoor, KeylnBox, and RandomBoxKey.
4.1. Experimental Setup
All experiments were conducted on hardware with an NVIDIA RTX 3090 GPU (24 GB VRAM).
We used the Ollama 0.11.10 framework to run quantized versions of the models (Q4_K_M). To ensure
reproducibility, the generation temperature parameter was set to 0, and the top_k sampling limit was set
to 1. The maximum length of the generated sequence was limited to 4096 tokens.
We compared three decoding methods:
1. UCD (Unconstrained Decoding): The model was instructed to generate only JSON. The
output was then post-processed to extract a JSON object.
2. GCD (Grammar-Constrained Decoding): Generation was constrained by a JSON schema for
the plan, which did not include a field for reasoning.
3. GCD+R (GCD with Reasoning): The JSON schema included an optional "reasoning"” field,
allowing the model to generate reasoning before the plan.
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4.2 SimpleKeyDoor Environment

For the SimpleKeyDoor environment, there are six unique abstract states of the environment. When
colors are taken into account, this results in 31 examples with a correct plan. The task of the language
model is to generate a plan based on an observation that most closely matches the ground-truth plan.

Valid Schema Ratio
o o o
E=Y o -]

(=]
N
1

0.0 -
R1:1.5b G:edb R1:8b Q:4b Q:1.7b G:12b L:3b G:4b Q:8b Q:30b

Language Model

Fig. 4.1 Fraction of correctly generated plans according to the schema for different language models. The black
vertical bars represent the 95% confidence interval. Legend for language models: Q:1.7b — Qwen3:1.7b, Q:4b —
Qwen3:4b, Q:12b — Qwen3:12b, Q:30b — Qwen3:30b, G:4b — Gemma3:4b, G:12b — Gemma3:12b, G:e4b —
Gemma3n:e4b, L:3b — Llama3.2:3b, R1:1.5b — DeepSeek-R1:1.5b, R1:8b — DeepSeek-R1:8b.

Puc. 4.1 Yacmka kopekmHO 32eHepO8aHUx NIAHI6 GIONOGIOHO 00 cXeMu OJisl PI3HUX MOGHUX MoOenel. YopHi
eepmuKanbHi Kl nosnavaroms 95% Oosipuuil inmepean. Ymoeni noznauenns mosHux modeneu. Q:1.7b —
Qwen3:1.7b, Q:4b — Qwen3:4b, Q:12b — Qwen3:12b, Q:30b — Qwen3:30b, G:4b — Gemma3:4b, G:12b —
Gemma3:12b, G:e4b — Gemma3n:e4b, L:3b — Llama3.2:3b, R1:1.5b — DeepSeek-R1:1.5b, R1:8b — DeepSeek-
R1:8b.

When using the UCD method (Fig. 4.1), not all models were able to generate syntactically correct
JSON, which made further processing impossible. The DeepSeek-R1:1.5b and Gemma3n:e4b models
proved to be the least reliable. The GCD method, by definition, guarantees 100% schema correctness.
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s GCD+R
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Q:30b G:12b Q:8b RL:8b Qb Gi4b Q:1.7b Gedb L3b R1:1.5b
Language Model

Fig. 4.2 MEPA for different language models and generation methods. The legend and confidence intervals are
the same as in Fig. 4.1
Puc 4.2 MEPA 0n5 piznux Mognux mooenel ma memoois eenepayii. Ymoeui noznavents ma 008ipuyi inmepaanu
30icatomuvces 3 makumu 0nsi Puc. 4.1
Figure 4.2 shows that for this relatively simple task, the most powerful models (Qwen3:30b,
Gemma3:12b) achieve nearly perfect accuracy regardless of the decoding method. This indicates that
the task is comparatively simple for them. Meanwhile, for smaller models such as Gemma3n:e4b, the
GCD method slightly improves the result. Overall, for 7 out of 10 models, the planning performance
either remained unchanged or improved.
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Q:1.7b R1:1.5b L:3b Q4b Gi4b Q:8b RL:8b G:12b Gedb Q:30b
Language Model

Fig. 4.3 Average generation time for a single plan for different language models and generation methods. The
legend and confidence intervals are the same as in Fig. 4.1
Puc. 4.3 Cepeoniil uac eenepayii 00H020 niany 015 pi3HUX MOGHUX MOOeLel ma Memooie cenepayii. Ymoemi
no3HawenHst ma 008ipui inmepeanu 30icaromocsi 3 makumu oas Puc. 4.1

The vertical axis of Fig. 4.3 shows the plan generation time on a logarithmic scale. As is evident
from this figure, the UCD method for the Qwen3:4b and Qwen3:30b models was significantly slower:
by a factor of = 25 for Qwen3:4b and =~ 8 for Qwen3:30b. This is because these models, despite
instructions not to generate reasoning, produced long chains of reasoning before the JSON response.
The GCD method causes the Qwen3:4b and Qwen3:30b models to immediately generate a structured
result, which significantly reduces planning time and makes these models more suitable for real-time
agent systems.

4.3. KeyInBox Environment
In the KeyInBox environment, the planning complexity increases as additional steps appear: find the
box, open it, and only then take the key and open the door.

Em UCD
. GCD
B GCD+R

Plan match

Q:30b G:12b Q:8b Q:4b Q:1.7b G:i4b R1:8b G:edb RI1:1.5b L:3b
Language Model

Fig. 4.4 MEPA for the KeylnBox environment for different language models and generation methods. The legend
and confidence intervals are the same as in Fig. 4.1

Puc. 4.4 MEPA ona cepedosuwa KeylnBox 0ns pisHux MosHux mooeneti ma memooie eeHepayii. Ymoeri
nosHauenHs ma 008ipyi inmepsanu 3oicaromvcs 3 maxumu 0 Puc. 4.1

Fig. 4.4 demonstrates that models such as Qwen3:30b continue to show high accuracy. The result for
the DeepSeek-R1:8b model is particularly interesting: its accuracy significantly increases when using
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GCD with reasoning. This may indicate that for models trained to generate long chains of reasoning,
providing a special "reasoning” field within the JSON schema improves the quality of the final plan.
Overall, for 9 out of 10 models, the planning results remained unchanged or improved.
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o
—
1

100 E

Planning Time [sec]

Q:1.7b R1:1.5b L:3b Q:4b G:4b Q:8b R1:8b G:12b G:edb Q:30b
Language Model

Fig. 4.5 Average single-plan generation time for the KeylnBox environment across different language models and
generation methods. The legend and confidence intervals are the same as in Fig. 4.1
Puc. 4.5 Cepeoniii uac cenepayii o0noeo niany ons cepedosuwa KeylnBox ons pisnux mMognux mooeneti ma
Memooie cenepayii. Ymoeri nosnauents ma 008ipui inmepseanu 36icaromocs 3 makumu oasa Puc. 4.1

Fig. 4.5 confirms the trend observed in the previous experiment: the Qwen3:4b and Qwen3:30b
models take significantly more time to generate a plan using the UCD method due to the generation of
redundant reasoning, whereas GCD ensures a fast and predictable response time. For this environment,
unlike the previous one, this phenomenon is also observed for the DeepSeek-R1:8b model.
Unconstrained generation was approximately 17 times slower for the Qwen3:4b model, 6 times slower
for Qwen3:30b, and 9 times slower for DeepSeek-R1:8b.

4.4. RandomBoxKey Environment

1.0 4 == UCD
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0.8 - B GCD+R
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o] 06 N
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0.2 1
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Q:30b G:12b Q:8b R1l::8b Q:1.7b G:4b Q:i4b G:edb L:3b RI1:1.5b
Language Model

Fig. 4.6 MEPA for the RandomBoxKey environment for different language models and generation methods. The
legend and confidence intervals are the same as in Fig. 4.1

Puc. 4.6 MEPA ona cepeoosuwa RandomBoxKey, piznux mMogHux mooeneil ma memoois eenepayii. YmoeHi
nosHauenHs ma 008ip4ui inmepsanu 3oicaromvcs 3 maxumu 0 Puc. 4.1
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The results in Fig. 4.6 highlight the importance of GCD in complex tasks. Both DeepSeek-R1
models failed completely with unconstrained generation, as they exceeded the 4096 token limit by
generating redundant reasoning. GCD not only allowed them to generate a response but also
significantly improved accuracy. For models like Qwen3:30b, accuracy remains high, but the speed
advantage of GCD becomes significant. Overall, for 8 out of 10 models, the planning accuracy either
did not change or improved.

Similar to the results for the previous two environments, Fig. 4.7 shows a significantly longer
planning time for the Qwen3:4b and Qwen3:30b models when using the UCD method, making this
approach impractical for complex tasks. Unconstrained generation was =~ 22 times slower for the
Qwen3:4b model and =~ 6 times slower for Qwen3:30b.
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Q:1.7b R1:1.5b L:3b Q:4b G:i4b Q:8b G:12b G:e4b Q:30b R1:8b
Language Model

Fig. 4.7 Average generation time for a single plan for the RandomBoxKey environment for different language
models and generation methods. The legend and confidence intervals are the same as in Fig. 4.1
Puc. 4.7. Cepednee snauenns uacy eenepayii 00noeo niawny 05 cepedosuuia RandomBoxKey 0ns pisnux MoeHux
MoOQenell ma Memodis eenepayii. YmosHi nozuauenns ma 008ipyi inmepaanu 30icaiomovcs 3 maxumu 01 Puc. 4.1

Table 1. A comparison of different LLM mean MEPA precentage improvement

Tabn. 1 [lopisnsinHs cepedHb020 3HAUEHHSL 8i0COMKO8020 GIOHOCHO20
noxkpawents MEPA ons pisnux LLM

LLM Mean MEPA improvement, %
deepseek-r1:1.5b -
Ilama3.2:3b 151.2
deepseek-r1:8b 69.9
gemma3n:e4b 449
gwen3:1.7b 19.4
gemma3:4b 4.5
gwen3:4b 35
gemma3:12b 1.8
gwen3:30b 0
gwen3:8b 1.4
5 Discussion

Table 1 demonstrates the average relative percentage improvement for the MEPA metric across
three environments for various language models using the GCD method relative to the baseline (results



ISSN 2304 -6201 Bulletin of V.N. Karazin Kharkiv National University
110 series Mathematical modeling. Information technology. Automated control systems, issue 67, 2025

of the UCD method). The DeepSeek-R1:1.5b model had a zero MEPA value for the UCD baseline,
making it impossible to calculate the relative improvement. For models with high MEPA value
(Qwen3:8b, Qwen3:30b, Gemma3:12b), the increase is not significant, as their results were already
close to the maximum.

The conducted experiments lead us to several key conclusions about the impact of the GCD method
on the accuracy, schema compliance, and action planning time of agents using language models.

The UCD method, despite explicit instructions in the prompt prohibiting reasoning, cannot guarantee
the absence of reasoning or control the length of reasoning chains. Many models, especially smaller
ones (DeepSeek-R1:1.5b, Gemma3n:e4b), often generated syntactically incorrect JSON or added
redundant reasoning, which made automatic parsing of the result impossible. This creates significant
obstacles for building stable agentic systems. In contrast, the grammar-constrained decoding (GCD)
method completely solves this problem by guaranteeing 100% syntactic validity of the output. This is a
crucial advantage for automated data processing systems.

One of the most significant results is the substantial acceleration of the planning process when using
GCD. Models prone to generating extensive reasoning (in particular, the Qwen3:4b and Qwen3:30b
models for all studied environments, and DeepSeek-R1:8b for the KeylnBox environment)
demonstrated significantly longer generation time with the UCD method. By constraining the output to
a strict JSON schema, GCD allows for controlling the presence or length of the reasoning chain. This
makes language models much more suitable for systems that require real-time decision-making.

In simple environments (SimpleKeyDoor), the advantages of GCD in planning accuracy were minor
for relatively large models. However, as the task complexity increased, the impact of structured
generation became more noticeable. In the most complex environment (RandomBoxKey), the
unconstrained approach led to the complete failure of the DeepSeek-R1 models due to exceeding the
token limit. GCD not only made it possible to obtain a response from them but also significantly
increased its correctness.

6 Conclusions

This study accomplished the following. We proposed the use of Grammar-Constrained Decoding
(GCD) for agent action sequence planning tasks in virtual environments, as an alternative to the classic
Unconstrained Decoding (UCD) method. A dataset containing examples of correct action plans was
prepared for three Minigrid environments. Computational experiments were conducted to generate
agent action plans in environments from the Minigrid suite using UCD, GCD, and GCD with reasoning.
The performance of these methods was evaluated based on the following metrics: syntactic validity,
planning duration, and plan generation accuracy. Finally, we analyzed and compared the results of
applying the UCD, GCD, and GCD with reasoning methods to the agent action planning task across the
three Minigrid environments.

The results of the study demonstrated that, unlike the classic UCD method, applying the GCD
method ensures that the generated sequence conforms to the specified plan grammar. This eliminates
syntax errors and guarantees the successful syntactic parsing of the generated JSON plan. This outcome
is particularly significant for relatively small language models, such as DeepSeek-R1:1.5b and
Gemma3n:edb. When using the classic UCD method, these models generate grammatically incorrect
sequences in more than 50% of cases, whereas applying GCD guarantees adherence to the grammar.

Measurements of planning duration indicate that the classic UCD method does not guarantee a limit
on the number of tokens in the generated sequence; specifically, a significant number of tokens are
generated in reasoning chains. Some language models ignore instructions that prohibit the generation of
long reasoning chains. Applying the GCD method resulted in a significant reduction in planning time
compared to the UCD method across various environments for the following models: the planning
duration for the Qwen3:4b model decreased by a factor of 17-25, for the Qwen3:30b model by a factor
of 6-8, and for the DeepSeek-R1:8b model by a factor of 9 (in the KeyIlnBox environment). The
application of GCD led to this substantial reduction in planning time by constraining the length of the
reasoning chains.

Applying the GCD method improves, on average, the plan generation accuracy as measured by the
MEPA metric for most models. The most significant accuracy gain was observed for the DeepSeek-R1
models. When using the UCD method, these models generated excessively long reasoning chains,
which led to exceeding the token limit and resulted in failed plan generation. In contrast, with the GCD
and GCD with reasoning methods, these models were guaranteed to generate a plan.
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This research has shown that applying GCD improves, on average, the plan generation accuracy for
most of the models tested and guarantees the syntactic validity of the generated plan according to the
JSON schema. In the case of LLMs that already demonstrate high accuracy, the main benefit of GCD is
the reduction in planning time rather than an improvement in accuracy. Therefore, the use of the GCD
method is beneficial for enhancing the performance of language models in planning tasks.
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JocaigaxeHHs BIVIMBY METOMIB I€KOAYBAHHSI Y MOBHUX MOJeJISIX HA
KOPEKTHICTh NJIAHYBAHHA [iil areHTIiB y BIpTyaJbHHMX cepeJ0BHIIAX

AKTYyaJbHicTb. 3HAHHS Ta HABUYKH, OTPUMaH1 BETUKMMU MOBHUMHU MojensiMu (LLM) 3 HaBualpHHX JaHHUX, MOXYTh OyTH
BUKOPHCTaHI B 3a7ayi IJIaHyBaHHs [iii aBTOHOMHHX areHTiB. KnmacmuHuil miaxix oo reHepamii TEKCTy MOXeE MOPYIIYBAaTH
cuatakcuc JSON-iany, mo yckiagHioe abo poOUTh HEMOXKIMBUM CHHTAKCUYHUH po30ip Ta BUKOPHCTAHHS TaKOro IUIaHY.
MosknuBuiA MiAXiA A0 BUpIIEHHA Li€l MpoOIeMu MOJIsrae y 3aCTOCYBaHHI METONY ACKOAYBAaHHS 3 OOMEXECHHSIM IpaMaTUKU
(GCD), 110 06Mexy€e MHOKUHY MOKIIMBHX TEKCTIB JJIsk TeHEpallil BiIITOBIAHO 10 33a1aHOi rpaMaTHKH.

Mera. Jlocnigutu BIUIUB METOAY AEKOMyBaHHS 3 oOMexeHHsAM rpaMatukd GCD (3 mipkyBaHHSAMH Ta 0e€3) MOPIBHAHO 3
KJIacHYHUM HeoOMexxeHuM nekonyBaHHsM UCD Ha BigmoBimHicTe JSON-cXemi, TOUHICTh Ta 4ac IUIaHYBaHHS il Pi3HUMH
LLM y BipTyansHuX cepenoBumax Minigrid.

MeToau rociiKenHsi. MeToIu TOCITiKeHH: 00UNCIIOBAIBHHI €KCIIEPUMEHT, TIOPIBHIbHUN aHaui3. MeToan 1eKoayBaHHs
nocrigoBHocteit B LLM: Unconstrained Decoding (UCD), Grammar-Constrained Decoding (GCD). BukopucTtani MeTpuKu
SIKOCTI TUTAaHYBaHHS: CHHTaKCHYHA BaJIiIHICTh (BiXNOBiAHICTH rpamMatui/JSON-cxemi), TpUBANICTh Ta TOYHICTh IJIAHYyBaHHS.

Pe3yabTaTH. 3anponoHOBaHO BUKOPHCTOBYBATH METOJ] IEKOAyBaHHA 3 oOMekeHHs rpamaTuku (GCD) B 3a1auax MiaHyBaHHS
Iifi areHTiB 3 BHUKOPUCTAHHSIM BeNWKHX MOBHUX Mmozened (LLM). IliarotoBieHo maTaceT 3 NPHUKIAAaMH IUIAHIB IS
cepenouni Minigrid: SimpleKeyDoor, KeylnBox, RandomBoxKey. IlpoBemeHo mnopiBHsHHS MetomiB Unconstrained
Decoding (UCD), Grammar-Constrained Decoding (GCD) ta GCD 3 mipkyBauusiMu st 10 Binkputux LLM (cimeiicTs
Qwen3, DeepSeek-R1, Gemma3, Llama3.2). Bukopucranus meroqy GCD 3a6e3mednsio BaIAHICTh 3reHEPOBAHOTO ILIaHY
BIJIMOBITHO J10 TpaMaTukH, 3aaanoi JSON-cxeMoro. JIoCATHYTO CKOpOYEHHS Yacy IUIaHyBaHHs A Mojeneid Qwen3:4by 17-
25 pasiB, st Qwen3:30b — y 6-8 pasiB 3a paxyHOK 0OMEXEHHS KiJIbKOCTI TOKEHIB B JIAHIIOXKKAX MIpKyBaHb. Y CEpeIHbOMY
3acTocyBaHHA MeTony AekoxyBanHs GCD mokpammio TOUHICTh TeHepaii IiaHy.

BucHoBku. JlocmipkeHHS AEMOHCTpYE, IIO 3aCTOCYBaHHS METOAY AEKOAyBaHHS 3 oOMexxeHHsM rpamatuku (GCD) e
OUUTBHUM B 3a/adax IUIaHyBaHHS Aill 3 BukopuctaHHAM LLM. Metog GCD rapaHTye CHHTaKCHYHY BaNiJHICTh IUIaHIB
BiamoBimHO 10 JSON-cxemu, mo ckiagHo gocsarta 3 mertogoM UCD. Meron GCD n03BoJisi€ THyYKO BHU3HAUYATH JOBKUHY
JIAHIIOXKKIB MipKyBaHb yepe3 MpaBHiia FpaMaTHKU 1 THM CAaMHUM KOHTPOJIIOBATH TPHUBAIIICTh IUIAHYBaHHSI.

Kniouosi cnosa: wmyunuii inmenexkm, MawuHHe HAGUAHHS, 2AUOOKe HAGUAHMHS, WIMYYHI HEUPOHHI Mepedici, iHmeneKmyaibhi
iHGhopmayitini cucmemu, ABMOMAMU308aHi THHOPMAYItHI cucmemu, 0OPoOKA NPUPOOHOT MOBU, BeTUKA MOBHA MOOEeb,
npoMnm, NPUUHAMMA pPilleHb, azenm, gipmyanvHe cepedosuuye, Minigrid.
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