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3acTocyBaHHSI METOAIB MAIIIMHHOTO HABYAHHS JIJIA IeTeKIil 3JI0BMUCHOT0
NMPOrpamMHOro 3a0e3nevyeHHs: B JaMIIax onepaTuBHOI maM’ATi

AKTyaJIbHiCTb. Y CyYaCHHX YMOBax IIOCTIHHOTO 3pOCTaHHA KiOep3arpo3 ocoONMBY akTyaslbHICTH HaOyBae mpobieMa
BUSIBJICHHSI 3JIOBMHCHOTO IIPOTPaMHOTO 3a0e3NedeHHs, sKe MoXke (YHKLIOHYBaTH IIPUXOBAaHO B OIEpAaTHBHIM mam'sti,
BHUKOPUCTOBYIOUH TeXHiKU Oe3daitnoBux arak. TpaauiiiiHi aHTHBIpYCHI pillIeHHS, 10 0a3yIOTHCS ePEeBaKHO Ha CHTHATYPHOMY
HiIXO0/i, BUSBISIFOTECS Hee()eKTUBHUMY IPOTH cydacHuX advanced persistent threats (APT) Ta HOBUX Moxu]iKOBaHHX 3arpo3.
Ile poOuUTH akTyanbHOI PO3POOKY IHHOBAIIHUX MIAXOMIB IO JETEKIIii 3J0BMHCHOIO MPOIPAMHOTO 3a0€3MCUCHHS Ha OCHOBI
aHaJIi3y NOBEIIHKOBHX MATEPHIB B ONEPATHBHII MaM'sTi 3 BAKOPUCTAHHAM METO/IiB MAIIMHHOTO HaBYaHHS.

Mera pobotu: po3podka Ta ampobariisi CHCTEMH aBTOMATH30BAaHOTO BHSBJICHHS 3JOBMHCHOTO NPOTPaMHOTrO 3a0e3neueHHs
NUISIXOM aHaJTi3y JaMITiB OTIEPAaTHBHOI MaM'sITi 3 BUKOPHCTAHHSIM METOiB MAIIMHHOTO HABYAHHS, a TAKO)K MOPIBHAJIbHA OIliHKA
e(eKTUBHOCTI Pi3HUX aJITOPUTMIB KiIacH(iKamii s 6araToKJIacoBOl JETEKIII] TUITIB 3arpo3.

MeTonu oCTiTAKeHHsI: TOPIBHSUIBHUI aHAN3 alrOpUTMIB MAIIMHHOTO HaBYaHHS, CTaTHYHMI aHAI3 JaMIIB IaM'sTi,
OararokiiacoBa Kiacu(ikarlisi, eKClIepuMeHTaNbHa anpoOarlis.

PesyabTatn. CTBOpPEHO TeXHOJOTIYHME KoHBeep (pipeline) st aBroMarm3oBaHoi 0OpoOkM Ta Kiacudikamii aammiB
ornepatuBHOI Tam’siTi. [IpoBeneHo mopiBHUIBHMI aHaNi3 13 aXropuTMiB MalIMHHOTO HABYAHHS, SIKMH ITPOJIEMOHCTPYBAB, IO
HaWKpalli pe3ynbTaTH 1 3a1a4i OararoxiaacoBoi kinacucgikanii 3[13 mokaszye Random Forest 3 TounicTio 85.49% Tta F1-score
85.52%. Po3pobrnena cucrema peamizoBaHa Ha MoBi Python 3 BukopucranusM 6ibmiorek scikit-learn (mms xmacmaamx ML
Mmopeneit), TensorFlow/Keras (s HelipoHHNX Mepex) Ta pandas (711 0OpoOKH JaHUX).

BucnoBku. JlocmikeHHS MATBEPIWIO BHCOKY €(EKTUBHICTh KIACHYHHX METOMIB MAIIMHHOTO HaBYaHHS, 30KpeMa
aHCcaMOJIeBHUX aJlTOPUTMIB, JUISl BUSIBIICHHS 3JIOBMHACHOTO IIPOTPAaMHOT0 3a0€3MeUeHHs B TaMIIaX oniepaTuBHOI mam'sti. CTBOpeHa
Mozens Ha ocHoBi Random Forest 3abesmeuye onrtumansHuil OanaHc MiK TouHicTio kimacudikarii (85.52% F1-score),
mBuAKicTI0O HaBuaHHs (1.3 ¢) Ta OOYMCIIOBANBbHOIO €(QEKTHBHICTIO, JEMOHCTPYIOYM 3HA4HI IepeBard HaJ HEHPOHHUMH
MepexaMH y JaHOMY KOHTeKcTi. Po3poOsieHa cucrema Mae BHCOKY NPAaKTHYHY 3HA4yHIiCTh 1 MOKe OyTH iHTerpoBaHa y
(dbopensiuni IaTGOpMH, CHCTEMH MOHITOPUHTY iHIUACHTIB KiOepOe3Mmekn Ta EKCIEePTHI CHUCTEMH IS aBTOMATH30BaHOTO
BUSIBIICHHSA 3arpo3 i MPUCKOPEHHS MpOIECY aHaNi3y IHIUICHTIB. Pe3ymbTaTd MOCTIMHKEHHS MiATBEPKYIOTH IOULTBHICTH
BUKOPHUCTaHHS METO/IiB MAIIMHHOTO HABYAHHS Ui CTBOPEHHS CUCTEM 3aXUCTY BiJl CydacHUX Kibep3arpos, mo QyHKIIOHYIOTh
BUKITIOYHO B OTIEPATUBHIN TTaM'sITi.
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Beryn

VY cydacHHX yMOBax MOCTIHHOTO 3pOCTaHHS Kibep3arpo3 OCOOIUBY aKTyalbHICTh HaOyBae mpodiiema
BUSIBJIICHHSI 3JI0BMHUCHOTO TporpamHoro 3abesnedeHus (3113), sike Moxke (yHKLIIOHYBaTH MPHXOBAHO,
30KpeMa, TUTBKY B oniepaTHBHIN maM'sati. CydacHi KibepaTaky CTarOTh BCEe YaCTIIINMHU, BATOHYCHIITIMHA
Ta pe3yNbTaTHBHIIINME, CTAaBISTYM TiJ 3arpo3y KoHQiAeHMiiHy iHpopMalifo Ta 00'€KTH KPUTHIHOL
iHppacTpykTypu. JlomaTkoBe 3aHEMOKOEHHS BHKIMKAIOTh HOBI BEKTOPH aTaK, IIO EKCIUTyaTyloTb
BPA3JIMBOCTI Ta PU3HKH, MOB'sI3aHi 3 HOBITHIMH TEXHOJIOTISIMH, 30KpeMa 31 IITyIHUM iHTeneKkToM [1].

3IIOBMUCHHUKH BCE YAaCTIIIE BHKOPUCTOBYIOTh TEXHIKM 0e3(hailloBWX aTak, KOJW IIKIIJIHBUH KOI
3aBaHTAXYETHCs O€3M0CePEIHBO B ONEPATHUBHY NaM'ATh, HE 3aJIMILIAI0YH CTiIiB Y (aiinosiii cuctemi. Lle,
a TakoX TMOLIMpPEHHs TporpaM-BuMaraviB (ransomware) [6], 3HA4YHO YCKJIAIHIOE BHUSBICHHS
TPaIUIiHHUME 3aC00aMH 3aXHCTY.

Tpaguuiiini aHTHBIpYCHI pilleHHA, M0 0a3ylOTbCS NEpEeBAKHO HAa CHUTHATYpPHOMY MiAXOi,
BUSIBIAIIOTHCS HeeEeKTHBHUMH MNpoTH cydyacHuX advanced persistent threats (APT) Ta HOBuX
Mo udikoBaHuX 3arpo3 [6]. Lle poOuTh akTyanbHO po3poOKy iIHHOBAIIHUX MiIX01iB jo Aerekiii 3113.
Oco0nuBy yBary ciif NPUAUTATH METonaM, I0 0a3yroThCsl Ha aHami3l MOBENiHKOBHX MAaTEpHIB B
OmepaTHBHIN mam'sTi, TakuM sK aHaii3 BUKIMKIB API ta Gibmiotek DLL 3a momomoror mojenei
MAaIIMHHOTO HABYaHHS.

1. Orasg niTepaTypu Ta iCHYI0YHX MeTOIB

MeTol JOCHIDKCHHS € pPO3po0Ka KOMITIOTEPHOI MOJCIi, sSKa JO03BOJISE BHUSBIATH O3HAKU
npucyTHOocTi 3113 musaxom aHamizy mammiB omepaTwBHOI mam'siti. OCHOBHI 3aBHAaHHSA BKJIFOYAIOTH
no0yJ0BY CUCTEMH 300pY JaMIIiB, iX MONepeTHIO 00pOOKY, a TAKOK PO3POOKY aTOPUTMIB igeHTH]iKalii
MiJO3PLINX CTPYKTYP.

Y mporeci IocTiKeHHST TMpoaHalli3oBaHO CydacHi iHCTpyMeHTH, 30kpema Volatility Ta Rekall, a
TaKOX MiIXOAX 10 BUKOPUCTAHHS MAIIMHHOTO HaBYaHHS s BusiBieHHS 3paskiB 3113. IopiBHsIbHMIMA
aHaJli3 OCHOBHUX 1HCTPYMEHTIB aHaJi3y am'sTi HaBeAeHUH B Tabmmi 1.

Tabn.1 IopisuanbHuil ananiz iHCmpymeHmis 05k aHanizy 0amnie nam 'sami
Table. 1 Comparative Analysis of Memory Dump Analysis Tools

Inctpyment | IlepeBaru Henmomniku [IpogyKTHBHICTH

Volatility Mupokuit  ¢dyukmionan, akruBHa | [loBimbHa 00pobOka Bemukux | 2-5 ['B/rog
CIJIFHOTA JIaMITiB

Rekall HIBumgima 00poOka, MmozayneHa | Obmexena migrpumka OC 5-8 I'b/rox
apxiTeKTypa

MemProcFS | ABromaru3oBanmii aHawi3, Hu3bke | OOMexeHuil QyHKIIOHAT 10-15 I'b/rox
CII0)KMBAHHSI PECYPCIB

CyuacHi METOAM BUSBICHHS LIKiAJIMBOIO NPOTpaMHOro 3a0e3ledeHHs MOXKHa Kiacu(ikyBaTH Ha
CTaTHYHi, TUHAMIYHI Ta METOIY MAalTMHHOTO HaBuaHH. CTaTH4HI METOIU aHAI3YIOTh KO Iporpam 0e3
iX BUKOHAHHS Ta MalOTh TOYHICTb 85-90% 15t BitomMux 3arpo3, aie juiie 30-40% 11 HOBUX BapiaHTIB.
JluHaMidHI METO/IM CIIOCTEPIraroTh 3a MOBEIIHKOK MPOrpaM IIiJi YaC BUKOHAHHS, JOCATAI0YH TOUYHOCTI
70-80% 3 BHCOKOIO KIUIBKICTIO NOMWJIKOBHX CIpallOBaHb. METOAM MAIIMHHOTO HaBYaHHS
BUKOPHUCTOBYIOTh aITOPUTMHU Kiacu(ikariii Ui BUSBJICHHS HOBHX 3arpo3, JAEMOHCTPYIOUM HaiKpalii
pesynbrath 3 TounicTio 90-95% [7].

AHami3 OCTaHHIX IOCIHi/PKEHb MOKa3ye, II0 HANMEepPCHEeKTHUBHIIIMMH € TiOpUaHI MiAXOomu, SKi
HOETHYIOTh Pi3HI MeToau nerekuii. 3okpema, nociimkenHs Li et al. (2024) [8] mpomemoncTpyBaim
e(eKTHBHICTh BUKOPUCTAHHS rpadoOBUX HEHPOHHHUX MEPEX JUIS aHaJli3y CTPYKTYpPH MPOLIECIB Y MaM'sTi,
JOCSTHYBIIM To4HOCTI 96.2%. Aljabri et al. (2024) [2] 3anponoHyBaiu criemianizoBaHUi MiAXiA IS
JISTEKI[i ransomware Ha OCHOBI aHaji3y memory features 3 TouHicTIO 94.8%.

OCHOBHMMH HEZOJIKaMH ICHYIOUHX PIIICHb € iX BUCOKA 3aJIXKHICTh BiJ CHUTHAaTypHUX 0a3, 110 HE
J03BOJISIE €(PEKTUBHO BUSIBISTH HOBI Ta Momudikosani turmu 3[13. Binbiricts ananizatopiB mam'sri
NPALIOIOTh y MOCT-IHIMACHTHOMY PEXHMi 1 MOTpeOyI0Th PYyYHOTO aHaji3y ekcrepramu. Komepuiitai
pimenns, taki sk FireEye ta CrowdStrike, xoua it 1eMOHCTPYIOTh BUCOKY €()EKTUBHICTh, MAIOTh 3HAYHY
BapTICTh Ta MOTPEOYIOTH CIELIaTi30BaHOI iIHGPACTPYKTYPH.
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2. CTpykrypa pipeline nis nerexuii malware MeTonaMu MAaIIMHHOTO HABYAHHSA

3amponoHOBaHAa MOJAENb IPYHTYETHCS Ha NPUHIMIIAX CTATUYHOTO aHANII3y aMIIB ONepaTHBHOL
nam’sTi i3 3aCTOCYBaHHSIM METOJIB MAalIMHHOTO HaBUaHHS, IO 3a0e3ledye MOMKIHMBICTh BHUSBICHHS
O3HaK 3JIOBMHUCHOI aKTHBHOCTI 0€3 HEOOXITHOCTI BUKOHAHHS KOAY B KOHTPOJIHOBAHOMY CEPEIOBHIII.
ApxiTeKkTypa cucTeMu 1moOymnoBaHa 3a MOTYJIFHUM MPHHIMIIOM 1 BKJIFOYA€ KUTbKA TIOCTIIOBHUX ETalliB
00poOKHM JaHuX, KOKEH 3 SKHX BHKOHYE OKpeMy (QYHKIIIO Yy 3arajJbHOMY IpOLecCi aHamizy Ta
Kiacuikartii.

Ha neprmomMy erami peastizyeTbcs MOy ITONIEPEIHBOI 0OPOOKH JaMIIiB ITaM’sITi, SKHHA BiIOBITAE 32
3aBaHTAKCHHS MIEPBUHHMX JAHMX, X OYMILIECHHS, HOpMali3amlilo Ta craHaapTusamito. Ha npomy erami
TaKOK 3JIIHCHIOETHCSI EKCTPAKIIis KIIFOUOBHX O3HAK, 1110 XapaKTEPU3YIOTh IIOBEAIHKY IPOLIECIB y am sITi,
TaKUX SIK KUIBKICTh TOTOKIB BHKOHAHHS, aKTHUBHI IECKPUIITOPH, BHKOPHCTaHI Oi0MIOTEKHM Ta iHIII
CTPYKTYpHi mapameTpu. MeTol0 IbOro eramy € MigroToBKa OJHOPIAHOIO Ta MPHUAATHOTO IO aHaJi3y
HaOopy AaHuX, KU Moxe OyTH Oe3mocepeTHbO BUKOPUCTAHUH Y IOJATBIINX MOIYJAX CUCTEMHU.

Hpyruii etam mpeacTaBleHH KOMITIOHEHTOM feature engineering, mo 3a0esredye MOTIHOIEHE
OIIPAIIOBAHHS Ta PO3LIMPEHHS MPOCTOPY O3HAK. Y MeXax I[bOTr0 HPOIECy 3IMCHIOEThCS BHIUICHHS
CTaTUCTHUYHHUX XapaKTEPUCTHK TIPOLIECiB, aHali3 TOBEAIHKOBUX MAaTEpPHIB, a TaKOX KOAYBaHHS
KaTEeTOpiaJIbHUX 3MIHHUX [UIS Y3TOJUKEHHA iX 3 BHMOTaMH QITOPUTMIB MAIIMHHOTO HaBYaHHS.
3acTocyBaHHS IFOTO MiIXO/TY JO3BOJISIE 3SMEHIINTH BIUTUB HATHITIKOBUX 200 KOPEITbOBAaHUX ITApaMeTpiB,
MiBUIIYIOYH TOYHICTH 1 CTIKICTh TOOYJIOBAHUX MOJECIICH.

Ha tpeThoMy eTarmi (yHKIIIOHY€E MOY/Ib MAIlIMHHOTO HABYaHHS, Y SIKOMY peaJli30BaHO MOPIBHIbHUN
aHaNmi3 Pi3HUX aNropuTMIB Kiacudikarii. J(oCIimKeHHsS OXOIUTIOE SK KJIAaCHYHI METOAM MAIIWnHHOTO
HaBYAHHS, TaK 1 apXiTEeKTypH IITYYHHUX HEHPOHHUX Mepex. [ KOKHOrO alropuTMy MPOBOAUTHCS
OIIHIOBAHHS TIPOJYKTUBHOCTI, TOYHOCTI, CTAOUILHOCTI Ta 4Yacy HaBYaHHs, IO JIO3BOJIIE BH3HAYUTH
ONTHMAaNBHI TIAXOMW 10 BHPIMICHHA 3a4adi 0araTokiacoBoi Kimacugikamii 3pas3KiB 3JIOBMHUCHOTO
nporpamHoro 3abesnedeHHs. OcoOnmuBa yBara MPHAUIETHCA aHANi3y e(peKTHBHOCTI aHCcaMOIEeBUX
METO/IB, SIKi MPOAEMOHCTPYBaJIH BUCOKY TOYHICTh MPH MOMIPHUX BUTpPATax 00UYHCITIOBAILHUX PECYPCIB.

3aBepIiaibHUM KOMIIOHCHTOM € OIIIHIOBaHHS Ta 3BITHOCTI, fKa BIANOBITAa€E 3a I1HTEPIpETAIliio
pe3ynbTaTiB Knacudikamii. Ha mpoMy ertami 3aificHIO€TECS 6araTokiacoBa Kiacupikarlis TAIIB 3arpo3 i3
BUKOPHCTaHHSIM METPHK SKOCTi, TaKMX SK accuracy, precision, recall ta Fl-score, mo mae 3mory
00’€KTUBHO OLIHUTH e(pEeKTHBHICTh KOXKHOI Mozaeni. Kpim Toro, cucrema reHepye neTaibHi 3BITH 3
Bi3yai3aIli€ro OTpUMaHUX Pe3yiIbTaTiB, IO CIPOIIYE aHalli3 Ta MOAAJbIIE BAOCKOHAIICHHS allTOPUTMIB.

3anporoHOBaHa MOJYJIbHA apXiTEKTypa CHCTeMH 3a0e3redye KOMIUIEKCHUH IiJXiJ 10 BHUSBICHHS
3JIOBMHCHOTO IPOrPaMHOTO 3a0e3ICUCHHsT 4Yepe3 CTATUYHHMIA aHajIi3 JaMIliB OINEPaTHBHOI Mmam'sTi.
[locninoBHa peanizallisi YOTUPHOX OCHOBHHX €TaIliB — MOMEPEIHbOT 00pOOKH JaHWX, iHXKEeHepii O3HAK,
MAaIIMHHOTO HAaBYAHHS Ta OLIHIOBaHHS PE3yJIbTaTiB CTBOPIOE e(DEKTUBHHUI TEXHOJIOTTYHUI KOHBEED UIS
aBTOMAaTH30BaHOI JIETEKIT Ta Kiacudikariii 3arpo3s, 1o 3ade3rneuye MOBHUIA UK 00POOKU JaHUX — Bij
300py Ta MiArOTOBKU JAMIIIB Mam’sTi 10 GOpPMYBaHHS MiJICYMKOBUX aHAIITHYHUX 3BITiB, IO POOUTH
CHCTEMy THYYKHM i MacmTabOBaHMM IHCTPYMEHTOM ISl JOCIHI/DKEHHS Ta BHSBICHHS 3JOBMHCHOTO
MIPOTpPaMHOro 3a0€3MeUCHHS.

3. TecToBuii HAabip TaHUX

VY nocnimpkenHi BukopuctoByethes aatacer Obfuscated-MalMem2022 [3], sikuit micTuth monam 58
000 3anwmciB 3 58 o3HaKamH, IO XapaKTEPU3YIOTh MOBEIIHKY nporeciB Windows B onepaTHBHIN mam'sTi.
KirrouoBrMu mepeBaraMu jgataceTy € 30aJaHCOBaHICTH KJIAciB, HAasIBHICTH PO3LIMPEHOI KaTeropu3arii
TUMIB IIKiamuBoro I13 Ta BiACYTHICTH NMPONMYIIEHMX 3HAYeHb, IO CHPOIIYE MHpolec MOOyIOBH Ta
BaJigaLil MoIeel MallIMHHOTO HaBYaHH.

Habip maHux oXOIUIIOE pi3HOMaHITHI METPUKHU: KIJIbKICTh MOTOKIB BUKOHaHHS (threads), crmmcok
3aBaHTakeHHX O0i0miotek (loaded modules), Bukopucrani neckpuntopu pecypci (handles), o3naku
iH'ekiii koay (code injection indicators), XapakTepucTHKHU CiIyk0 (services) Ta momyiiB siapa (kernel
modules). Habip nanux € 30amaHCOBaHUM BiJHOCHO KJIaCiB 3 MOKIIMBICTIO 6araTokiacoBoi Kiacudikarii
tunis 3113. JlocmimkeHHs peatizoBaHo SK 33134y MYJIBTHKIACOBOI Kiacupikamii 3 40THpMa OCHOBHUMHU
kateropismu[4]:

e Benign (eritumHi mporecy);
e Trojan (TpOSIHCBKI Mporpamu);

e Spyware (mmnuryscbke I13);
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e Ransomware (mporpamMu-BuMaradi).

4. BUKOPHCTAHHS METOAiB MAIIMHHOTO HABYAHHS 11 Kiaacugpikauii 3113
dopmanpHO 3a7auy 6araTokiacoBoi knacudikaiii MOXHO chOpMYITIOBATH TaK:
f:X=Y 1)

ne X € R°® — pexrop osmak mpomecy, Y € {0,1,2,3} - mitka xmacy (0 - Benign, 1 - Ransomware,
2 - Spyware, 3 - Trojan).

Jns GaratoknacoBoi Kiacudikailii BAKOPUCTOBYIOThCS MeTpuku Weighted averaging :

ioi _ X niPrecision;
Precisionyeightea = TR @)
i

ne K — KiIbKiCTh KITaciB, N; — KITBKICTh 3pa3KiB Kiacy i.

_ ZKzl ni* Recall;
Recallweighted_ - K ] (3)
Yi=q M

ne K — KiTbKiCTh KITaciB, N; — KUTBKICTh 3pa3KiB KJacy .

Hns xnacudikamii BUmMaakiB Oyyiu 3acTocoBaHi Mertomd BumaakoBoro Jjicy (Random Forest),
rpagieatnoro Oyctinry (Gradient Boosting), meron meper pimrens (Decision Tree), kK naitdmmkuanx
cycigie (k-Nearest Neighbors) ta netipomepexesi meroau [5]. Jlns HaBUaHHS Ta OIHKH MOEICH
BUKOPHCTOBYBajacs cTpaThdikoBaHa po30MBKa naHuX 3 criBBimHOmeHHsIM 80/20 mis HaBYaIbHOI Ta
TecToBOi BHOIpoK. Jlis 3a0e3MeYeHHsT BiITBOPIOBAHOCTI PE3YNbTATiB Ta 00'€KTUBHOCTI MOPIBHSHHS, Y
BCIX EKCIIEpUMEHTaX BUKOPUCTOBYBAIWCS (piKCOBaHI mapaMeTpu iHimiamizamii —TeHepaTopa
TICEBIOBHIIAKOBIX YMCENI. METpPHKHU OIiHIOBAaHHS BKJIIOYAIM: accuracy, precision, recall, Fl-score 3
weighted averaging 11st KopekTHOT 00pOOKHM OaraTokiacoBoi 3a1ayi. Takox BpaxoByBaBcs Yac HABYaHHS
KOXHOI MOJIeJI JIJIsl OI[IHKK MPAKTUYHOI 3aCTOCOBHOCTI. Pe3ynbTaTu MOpiBHUILHOTO aHali3zy poOoTH
AJITOPUTMIB HaBeJICH] B TaOHII 2.

Tabn. 2 Pesynomamu nopigHANIbHO20 AHANI3Y AN2OPUMMIE MAWUHHO20 HAGYAHHS
Table. 2 Comparative Analysis Results of Machine Learning Algorithms

AJroputm Tun Accuracy | Precision Recall F1-Score | Yac naBuaHHs
(©)

Random Classical ML | 0.8549 0.8558 0.8549 0.8552 1.3

Forest

Gradient Classical ML | 0.8457 0.8463 0.8457 0.8458 220.62

Boosting

Decision Classical ML | 0.8445 0.8458 0.8445 0.8449 1.65

Tree

K-Nearest Classical ML 0.8119 0.8131 0.8119 0.8117 6.7

Neighbors

Extra Trees Classical ML | 0.8044 0.8117 0.8044 0.8046 0.59

Wide & Deep | Neural 0.7707 0.7780 0.7707 0.7688 29.99

Network Network

Deep NN | Neural 0.7654 0.7737 0.7654 | 0.7581 45.86

(with Network

BatchNorm)

Feedforward | Neural 0.7591 0.7778 0.7591 0.7533 27.84

NN Network
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Cepen KIACHYHUX alNTOPUTMIB MAIIMHHOTO HABUYaHHS HaWKpally NpOJAYKTUBHICTh MOKa3alu
Random Forest 3 onrruMansHUM CITIBBIIHOIIEHHAM TOYHOCTI Ta MBHAKOCTI, Decision Tree 3 BUCOKO0I0
IHTEPIPETOBHICTIO MPHU XOpowIii TouHocTi, Ta EXtra Trees 3 maimBuamum yacoMm HaBuaHHs 0.59
CeKyHIW TpH NPHHHATHIH TouHOCTi. HelpoHHI Mepexi mpoiaeMOoHCTpyBain CTaliibHI, aje MEHII
Bpaxaroui pesynbrat, ae Wide & Deep Network mokasana Haiikpaiii pe3yibTaTi cepel HeHpOHHUX
Mmepex 3 F1-score 76.88%, mpote Bci HEHpOHHI Mepexi MoTpeOdyBasid 3HAYHO O1IbIIIe Yacy Ha HaBYaHHS
Bix 27 o 46 ceKkyHI 1 MarOTh MOXMJIMBOCTI JUIsl TIOKPAIISHHS 4Yepe3 ONTHMI3aIlil0 apXiTeKTypu Ta
rimeprapaMmeTpiB. J1oCTiKeHHS MOKa3ajo, o I 3a1adi 0araTokiIacoBoi Kiacudikamii 37 I0BMACHOT O
IporpaMHOro 3a0e3nedeHHs Ha OCHOBI aHaNli3y AaMIliB mam'sTi HaileeKTHBHIIIMMH € KIacH4Hi
QITOPUTMH MAalIMHHOTO HaBYaHH:I, 30kpema Random Forest, 110 y3ro/pkyeThbest 3 pe3yibTaTaMy 1HIIHX
JOCIIDKeHb y Taly3l KibepOesmeku, ge aHcaMmOJeBi METOAM YacTO JeMOHCTPYIOTh Kpamry
MPOAYKTUBHICTb.

5 Anaui3 pe3yabTaTtiB

Haiikpami pe3ynsraTa mpogeMoHCcTpyBaB anroput™ Random Forest 3 Tounictio 85.49% ta F1-score
85.52% npu miniManbHOMY uaci HaBuaHHs 1.3 cekynnu. Lle minTBepaKye eeKTHBHICT aHCAMOJIEBIX
METOJIIB IJIs1 3a7a4 OaraTokiacoBoi kinacudikarrii 3mosmucuoro 113.

Gradient Boosting nokaszas nyxe Omnu3bki pesynbratu (F1-score 84.58%), ane 3 3HauHO OinbLINM
yacoM HaBuaHHS (220.62 cekyHau), 1m0 POOUTH HOTO MEHII MPAKTUYHUM JJs MaclTaOHOTo
BUKOPHUCTaHHS.

Heiiponni mepexi mokasanu nomipHi pesynstatu 3 Fl-score B miamazoni 76-77%, mo moxe OyTH
MOB'SI32HO 3 BIJTHOCHO HEBEIHKUM PO3MipoM fataceTy abo MoTpeOoro B JOAATKOBOMY HalalITyBaHHI
rimeprnapamMeTpis.

6. BUCHOBKH Ta HANPAMKH MOJAJIBIINX J0CTiAXKEHb

Pe3ynbTaTé pOBENCHOTO JOCIIKEHHST 3aCBIAUMIIA BUCOKY ¢(DEKTHBHICTh BHKOPUCTAHHS METOJIB
MAIIMHHOTO HAaBYaHHA JUIsl pO3B’sI3aHHS 3ajadi OaraTokiacoBoi KiIacU]ikamii 3JTOBMHCHOTO
MporpaMHOro 3abe3nedeHHs] Ha OCHOBI aHai3y JaMIIiB OMEPAaTUBHOI MaM’ ATi. 3aIpOIOHOBAHUHN ITiIXi/T
JIOBIB JIOIIBHICTh 3aCTOCYBAHHS IHTEICKTYAIbHUX aJITOPUTMIB JUIS aBTOMAaTU30BAHOTO BUSBICHHS Ta
igeHTudikamii 3arpo3, mo (QyHKIIOHYIOTh Y MaM’sITi CUCTeMH, 0e3 HeoOXiIHOCTI MPSMOro BTpyYaHHS
eKcrepTa.

Y Mexax BUKOHAHOTO JOCIIKEHHS Peali30BaHO KOMIUIEKCHUN TEXHOJOTTuHUHI KoHBeep (pipeline),
AKkuil 3a0e31edye MpoBeIeHHs OPIBHAIBHOTO aHaJi3y TPUHAIUATH AITOPUTMIB MAIIMHHOTO HAaBYAHHS
JUTSE 331241 Kiacudikariii 3pa3kiB 3JI0BMHACHOTO MPOrpaMHOTO 3a6e3nedeHHs. [IpoBenene MoneroBaHHS
Jaso 3Mory Bu3Ha4uTH anroput™ Random Forest sik HaifOuteIn edeKTHBHUI cepel MpOTeCTOBAHUX
MOJIEJICH, 110 MIATBEPIKYEThCS AOCATHYTHMH MOKa3HUKaMu TouHOCTI (85,49%) Ta merpuku F1-score
(85,52%). OtpumaHi pe3y/IbTaT IEMOHCTPYIOTh TIEpEBaru KJIaCUYHUX METOIB MAIIMHHOTO HABYaHHS
HaJl HEWPOHHUMM MeEpEeKaMHM Yy KOHTEKCTI JaHOTO THIY 3a1ad, 30KpeMa 3aBIIKH MEHIIii
00YHCITIOBAJIBHIN CKIIATHOCTI, CTaOIILHOCTI pe3ybTaTIB i BUCOKIHM IIBUAKOCTI HaBYaHHS. KpiMm Toro,
CTBOPEHO MpPaKTUYHY CHUCTEMY, Opi€HTOBaHYy Ha CTaTHYHHMI aHaji3 JaMIiB [aM’ATi, SKa MOXe OyTH
BUKOPHCTaHa SIK 0230BHUI KOMITIOHEHT JUIs TOOYI0BU MOJYJIiB aBTOMAaTHYHOTO MOHITOPHHTY 3arpos3.

[Tomanbmmii pPO3BUTOK JOCTIDKEHHS JOLUUIBHO CHPSMYBaTH Ha BIOCKOHAJCHHS apXiTEKTyp
HEHpPOHHUX MeEpeX 1 ONTHUMI3alilo IX TrineprnapaMerpiB 3 METOK MiIBUIIEHHS TOYHOCTI Ta
y3araJbHIOBAIBHOI 31aTHOCTI Mojeneld. [lepCreKTMBHUM HampsiMOM € PO3IMIMPEHHS HaBYaJIbHOTO
Ha0Opy JMaHHMX 3a PaxyHOK HOBUX THIIIB 3JOBMHCHOTO NPOTPaMHOr0 3a0€3MeYeHHs, 10 JO3BOJHTH
MIiJBUIIUATH CTIAKICTh CUCTEMH J0 HOBUX 1 MOJM(IKOBaHUX BapiaHTIB 3arpo3. 3HAYHHUU MOTEHIlIAT Ma€e
TaKOXK 1HTerpailis po3po0IeHOT MOJeNi 3 IHIIMMHU JpKepejiaMHu iHpopMallii — 30KpeMa, 3 aHaIi30M
MepekeBOro Tpadiky, CUCTEMHHUMHM >XypHanamMu (Jor-gainamu) Ta TENIEMETPUYHMMH JaHUMH, IO
cripusiTiMe OPMYBaHHIO KOMIUIEKCHOI CUCTEMH KiOep3aXuCTy.

Oco01BOi yBaru mnotpedye AOCITIIKEHHS MOXKJIMBOCTEH 3aCTOCYBaHHS METOJIB IMOSICHIOBAHOI'O
mryyHoro intenekty (Explainable Al), siki 3a0e3medytoTh Mpo30picTh MPOLECY MPUAHATTS pillieHb i
JO3BOJIAIOTH I1HTEPIIPETYBAaTH BHYTPIIIHI MexaHi3Mu kKinacudikamii. KpiM Toro, mepcnekTuBHUM €
BUKOPHCTaHHS IMiJX0/1iB TpaHCPEPHOro HABUAHHS /IS aJaNTallii BKe HABYCHUX MO/ICIICH 10 HOBUX THITIB
3arpo3 0e3 noTpedH y MOBHOMY IepEeHaBYAHHI.
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Machine Learning Approaches to Malware Detection in RAM

Relevance. In the current context of constantly growing cyber threats, the problem of detecting malicious software that can
operate covertly in RAM using fileless attack techniques has become particularly relevant. Traditional antivirus solutions based
primarily on signature-based approaches prove ineffective against modern advanced persistent threats (APT) and new modified
threats. This makes it essential to develop innovative approaches to malware detection based on behavioral pattern analysis in
RAM using machine learning methods.

Goal. Development and testing of an automated malware detection system through RAM dump analysis using machine learning
methods, as well as comparative evaluation of the effectiveness of various classification algorithms for multi-class threat type
detection.

Research methods: comparative analysis of machine learning algorithms, static analysis of memory dumps, multi-class
classification, experimental validation on the Obfuscated-MalMem2022 dataset containing over 58,000 records with 58
Windows process features. Models were evaluated using accuracy, precision, recall, and F1-score metrics with weighted
averaging.

Results. A fully functional technological pipeline was created for automated processing and classification of RAM dumps,
including modules for data preprocessing, feature engineering, machine learning, and results evaluation. A comparative analysis
of 13 machine learning algorithms was conducted, including classical methods (Random Forest, Gradient Boosting, Decision
Tree, k-NN, SVM) and neural network architectures (Wide & Deep Network, CNN). It was established that the Random Forest
algorithm demonstrates the best results for the multi-class malware classification task with an accuracy of 85.49% and F1-score
of 85.52% at a training time of 1.3 seconds. The developed system is implemented in Python using scikit-learn libraries (for
classical ML models), TensorFlow/Keras (for neural networks), and pandas (for data processing).

Conclusions. The study confirmed the high effectiveness of classical machine learning methods, particularly ensemble
algorithms, for malware detection in RAM dumps. The developed Random Forest-based model provides an optimal balance
between classification accuracy (85.52% F1-score), training speed (1.3 s), and computational efficiency, demonstrating
significant advantages over neural networks in this context. The developed system has high practical significance and can be
integrated into forensic platforms, cybersecurity incident monitoring systems, and expert systems for automated threat detection
and accelerated incident analysis. The research results confirm the feasibility of using machine learning methods to create defense
systems against modern cyber threats that operate exclusively in RAM.

Keywords: machine learning, memory dump analysis, malware detection, Random Forest, multi-class classification, pipeline,
digital forensics, cybersecurity, Python. Keywords: machine learning, memory dump analysis, malware detection, Random
Forest, classification, pipeline, forensics, Python.
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