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JlocJiikeHHs MPoleypH nepeTBopeHHsi Tekety B SQL Ha ocHoBi large
language models (LLM) muisixom MiskI0MeHHOT0 CEMAHTHYHOT0 aHAJI3Y

Theme of work. Research on the Text-to-SQL conversion procedure based on Large Language Models (LLM) through Cross-
Domain Semantic Analysis.

Purpose of work. To enhance the accuracy and adaptability of Text-to-SQL conversion using Large Language Models (LLM)
through cross-domain semantic analysis, enabling reliable query interpretation across various domains and database structures.
Methods of research. Comparative analysis, experimental evaluation, cross-domain semantic testing. Results. The research
demonstrates that optimized prompt engineering and fine-tuning significantly improve the accuracy and cross-domain
adaptability of Large Language Models for Text-to-SQL conversion. Conclusions. This study confirms that Large Language
Models (LLMs) can effectively enhance the Text-to-SQL conversion process when optimized with targeted prompt engineering
and fine-tuning. Cross-domain semantic analysis proved essential for enabling LLMs to handle varied database structures and
domain-specific terminology, improving versatility and accuracy. The findings highlight the potential of LLMs to make SQL
query generation more accessible to non-technical users, promoting broader application of Al in database management. Future
work may focus on further refining these models to reduce computational costs and increase processing efficiency.

Knrouosi cnosa: Large Language Models (LLM), Natural Language Processing (NLP), Text-to-SQL, O6pobka npupoonoi mosu,
Iuboxe nasuanmus, Hetipouni mepesci, basu danux, LLmyunuii inmenexm, Ananiz danux, Aemomamusayis, Inpopmayiini
cucmemu.
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Beryn

Large Language Models (LLM) BinkpuBaioThb HOBI MOXJIHMBOCTI JJii aBTOMAaTH30BaHOT'O
nepeTBopeHHs1 TekcTy y SQL-3ammrty, mo 3Ha4HO crpomlye poboTy 3 0a3zamu maHuX, poomsdwm ii
JIOCTYTIHIIIOKO JUTI HETEXHIYHUX KOPUCTYBadiB. ABTOMATHYHHN MEePEKIIa] 3aMUTiB MIPHPOTHOI MOBOIO
Ha SQL posmmproe cnexTp MOXIUBOCTEH y cdepl KepyBaHHS JaHUMH, 30KpeMa JUT TAKUX 3aBlIaHb, 5K
MOMEHTaJIbHA TeHepallis, arperailis Ta GuUTbTpallis TaHuX. BUKoprcTaHHS MiXXTOMEHHOTO CEMaHTHIHOTO
aHami3y J03BOJSE MOJEII PO3II3HABATH i KOPEKTHO OOpPOOISATH 3alWTH HE3aJIeKHO BiI MpeIMeTHOI
obmacti abo cTpykTypH 0a3u JaHWX, 3 SKOK BOHA mpaioe. Lle 3HaYHO MiIBUIIYE YHIBepCATbHICTH i
TOYHICTh MOJICITI IPU B3a€MOJIii 3 PI3HUMH TUIIAMH JIaHUX 1 JOMCHAMH.

Y poboti mpexacraBieHo BcebiunHmit aHamiz meromiB Text-t0-SQL Ha ocHoBi LLM, 30kpema
KOHCTPYIOBaHHS MiJIKa30K, BUOOPY Ta OpraHizallii MpUKJIaJiB, IO JO3BOJISIE BUSBUTH CHIIbHI Ta CJIa0Ki
CTOPOHH Pi3HUX MiAXoAiB. Ha 0CHOBI OTprMaHKX pe3ysIbTaTiB MPONOHYETHCS IHTETPOBAHE PIllICHHS, SIKE
migBuIIye e(eKTUBHICTh 1 3HIKYe (iHAHCOBI BUTpaTu Ha peamizamito Text-t0-SQL 3aBmanHa mpm
BukopuctanHi LLM. Pe3ynbprati MOXYTh CIPUATH MIUPOKOMY BipoBapkeHHI0 LLM y cdepi 6a3 manux
Ta 320X0YYBATH MMOAAJBIII JOCTIHKEHHS Y IbOMY HAMPSAMKY.

3araabHi migxoau B neperBopenHi Tekcry B SQL Ha ocnoBi LLM

Text-to-SQL mae Ha MeTi aBTOMATUYHUHN NepeKiIa]] 3aluTiB Ha MPUPOIHii MoBi B SQL-3amuTH, 110
TIOJIETTITY€ B3aEMO/II0 HECTICHIaNICTIB 3 0a3aMy JaHWX Ta MOKpamrye o0poOky manux. Lle TexHomoriune
pIlIEHHS BiIKPUBAE HOBI MOXKIIUBOCTI UIS IHTEIEKTyalbHHUX 0a3 JaHWUX 1 aBTOMATH30BAaHOTO aHAIi3Yy.
[Ipote, peanizaiis Text-t0-SQL cTUKaeThCs 3 TPYAHOIIAMH Y TOYHOMY PO3YyMIiHHI IPUPOHOI MOBHU Ta
reHepaiii kopektHux SQL-3anwutis [1].

Hocnimpkenns y uiil cdepi 30cepemxeHO Ha MiIX0AaX 3 BUKOPHUCTAHHSIM IONEPEIHBO BU3HAUCHHUX
MPaBWJI Ta MOJIENIeH MAITMHHOTO HaBYaHHS 3 apXiTEKTYPOIO KoJiep-aekoaep [1].. 3 po3BHTKOM rIIHOOKOTO
HaBYAHHS 3aCTOCOBYIOTHCSl Pi3HI METOAM, TaKi SIK MEXaHi3MH yBarHm Ta CHHTaKCHYHHU aHai3, IO
JIoTIoMaraloTh y po3B’si3aHHi 3apnanHs Text-t0-SQL. Oxniero 3 HaitycnimHimmx monaeneit € BERT, axa
MPOJEMOHCTpYyBalia BimMiHHI pe3ynbTatu. 11[o6 mokpamuTi TOYHICTh, OyJM CTBOPEHI BENHKI TECTOBI
Habopu naHux, sk-oT WikiSQL Ta Spider, 1110 103BOJIMIIH JOCATTH ITPOrPECY B AOCTIIKEHHSX [1].

Ocrannimu poxkamu LLM, sx GPT-4 ta LLaMA, cranu HOBUM CTaHAApTOM y 00poOLi mpupoaHoi
MoBd. LLM momnepeaHp0 HaBUAIOTHCS Ha BEIMYE3HHX OOCSArax TEKCTy Ta 3JaTHI BUKOHYBAaTH
pizHOMaHiTHI 3aBaaHHS. OCHOBHHMM acleKTOM IXHbOI POOOTH € TEeHEpyBaHHS CIiB 3 HaWBHIIOKO
HMOBIPHICTIO Ha OCHOBI BXiHUX JaHuX. [lisg ycmimHOro BHKOHaHHS Text-t0-SQL BaximnBuM €
edexkTuBHE (OPMYBAHHS 3aIMUTIB, IO BiJIOMO SK iHXEHepis Mmigka3ok [2].

ImxeHepis migka3ok [2] kimacudikyeTbcsi Ha clieHapii 3 HyJbOBOIO CIPOOO0, [Ie HE HAIA€ThCs
’KOJHOTO TIPUKJIAY, Ta ClieHapii 3 KUIbKOMa CIIpo0aMu, KOJIM HaJJa€ThCsl OOMEXeHa KUTbKICTh TIPUKJIAIB.
EdexTrBHE HaBUaHHS B KOHTEKCTI Aa€ MOXIUBICT LLM BHUABISATH MaTepHH y 3alUTax, IO IiIBUILYE
iXHIO 34aTHICTH 70 TeHepanii pe3yipTariB 0e3 J0AaTKOBOTro HaByaHHs. [IpoTe, He3BaXKarouM Ha yCHixH,
BCE MIe iCHy€e AeilUT JOCIIIKEHb, 0 30CEPEKYIOTHCS HAa KOHTPOJILOBAHOMY TOYHOMY HaJIallITyBaHHI
LLM nns Text-to-SQL.

TakuMm 4ynHOM, OCHOBHMMHU actiektamu Text-t0-SQL Ha ocHoBi LLM € mpencraBiieHHS 3aluTiB,
HaBYaHHS B KOHTEKCTI Ta KOHTPOJIbOBaHE TOYHE HallATyBaHHA. barato jpociikeHb GOKYyCYIOThCS Ha
BUITydeHHI 11a0noniB SQL-3anuTiB, 0HaK OCHOBHOKIO MPOOJIEMOI0 € Te, K miamToBxHyTH LLM no
rerepauii KopekTHUX SQL-3amuTiB, 1110 noTpelye AeTaabHOro BUBYCHHS iH)KeHepil migka3ok [2].
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HemomaBHi 1oCHiKEHHS MATBEPHKYIOTh BAKIUBY POJIb BKIIOUCHHS MPUKIIAIIB I €(hEKTHBHOTO
HaBYaHHs B KOHTEKCTI [3, 4].

Xoua icHye 6arato yCHilTHUX MOJENeH, OUIbIIICTh 3 HUX CKOHIIGHTpoBaHi Ha OpenAl, mo 3anuinae
LLM 3 BiAKpUTHM BUXiTHUM KOAOM MaJIOBHBUEeHUMHU. Lle € cepito3HOr0 TTpobiIeMoro, aike Taki MOJEi
YacTO MalTh OOMEXEHHS B PO3YMiHHI KOHTEKCTy. BaknmBuM 3aBOaHHSIM € TOJIMIICHHS iXHBOL
npoAyKTuBHOCTI y Text-to-SQL depe3 KOHTPOILOBaHE HANAIITYBAHHS.

EdexTuBHICTS BUKOPHCTAHHS MIAKA30K TaKOXK € BAKIMBHAM NHTAHHIM, OCKIIBKHA BUTpaTtH Ha API
OpenAl moxyTs Oyt Bucokumu. [ Ipn boMy iHXKEHepis MiIKa30K rmependadae moJaHHs 3aUTaHb, BUOIP
NPUKJIaIiB Ta OpraHizamio OpukiIagiB [5]. BiakpuTumu 3anuimaroTbes TUTAHHS ONTHMI3alii JOBKUHH
MiAKa30K JJIs1 TOCATHEHHS KpallluX pe3ybTaTiB.

IcHye HaranpHa oTpeda B CHCTEMATHYHOMY JOCTI/DKEHHI PI3HUX perpe3eHTaliil i BUBYEHHI TOTO, SIK
edpextuBHO mpamoBatu 3 LLM. lono BuOOpy mpuKIaniB, TO MOIIMPEHOIO MPAKTUKOIO € KOJYBAaHHS
HAMOIbII CXOKMX MPHKIAAIB B OJAHOMY NpEACTaBICHHI 3 HiTboBUM 3anmuTaHHsIM [3]. Tomy myxe
OUYIKYyBaHUM € CHCTEMaTH4YHE OCTI/DKEHHS 3 KOHCTPYIOBAaHHSA MiAKA30K, M0 OXorumoe pizHi LLM,
MIPEICTABIICHHS 3aMMTiB, BUOIp MPUKIIAMIB Ta opraHizamii [4].

OnepaTuBHICT BUKOPHCTAHHA TMiJKAa30K 3aJUINAETHCS CKIAJHUM 1 BIJKPUTUM MUTaHHIM. Y
texHonorisx Text-t0-SQL Ha ocrHoBi LLM 111e oHi€10 BasKIIMBOIO Tpo01eMoro € ehekTuBHICTh. [[prmunHa
TMIOJISATAE B TOMY, IO OLTBIIICTH MOMIEPEIHIX AOCHIHKEeHb 30cepemkeri Ha OpenAl LLM, a Buknuk ixHix
API € goporum, TpyIOMiCTKUM 1 OOMEXEHUM y IIBUIKOCTi, OCOOJMUBO Uil KOHTEKCTHUX HaBYAIbHUX
MiJKa30K 3 YUCICHHUMH Tpukiagamu. OIHAK MONEpeaH] JOCTIIKEHHS HE MOXYTh JA00pE BUPIIIUTH
JAHUH BUKJIMK. 30KpeMa, Ha OCHOBI iHBepToBaHOI U-momiOHOT (hopMU TOYHOCTI BUKOHAHHS ITiIKA30K
HIO/I0 JIOBKWHH MiJKA30K MPHUITycKaeThes, o LLM MOXyTh MaTH «30JI0Ty CEPEIHHY» 3 TOUYKH 30pY
JIOBYKMHH TI1JIKa30K, aje e BCe e 3aTHIIAETHCS CKIaTHIM BIAKPUTHM MTUTAHHSIM JJIS1 TOCHiKEHHS [6].

Ba3ogse pimenns Text-t0-SQL a5 noaajJbumoro posriasuy

VY 2019 poui HaykoBIi 3 €1bCHKOTO YHIBEPCUTETY NpeAcTaBmin Spider — ckiaaHuii Habip JaHUX AT
CEMaHTHYHOTO aHaJIi3y TEKCTY 1 mepeTBopeHHs oro B SQL. Spider micTuth nonay 10 TucsAY 3amuTiB i 5
THCSY yHiKampbHUX SQL-3amuTiB, IO OXOIUTIOIOTH Pi3HI JOMEHHW, 1 BUMAarae BiJ Mojeled 3JaTHOCTI
y3arajipHIOBaTH HOBI SQL-3anuTu Ta cxemu 0a3 JaHUX.

Spider Biapi3HAETHCS BiJj MOMEPEIHIX HAOOPIB JAHUX THM, 10 OCTAHHI BUKOPUCTOBYBAJIIU OJIHY 0a3y
JAaHUX, Yy TOW Jac sk Spider Mae Kinpka 0a3. Pe3ynpratn ekcriepuMeHTIB TOKa3aliu, [0 HaBITh HAWKpaIIi
MOZEI A0ocATaloTh Jumre 12,4% TOYHOCTI, IO CBIAYMTH PO CKIAIHICTD 3aB/IAHHS.

B pamkax 1i€i pobotu Oyze BUKOpUCTAHO TabIuIo JdifepiB Spider aist BHOOpY 6a30BOTO pillieHHS
Text-to-SQL. Haii6inbm nikasi pe3yabTaTi AeMOHCTpYyroTh Moaeii MiniSeek ta DAIL-SQL 3 TouHicTiO
91,2% Tta 86,6% BiamoBigHo. Xoua MiniSeek He Mae myOmiuHOTO focTyIry, DAIL-SQL moctymHwmid myist
MOTAJTBIIIOTO AOCIIKEHHS [7].

DAIL-SQL nmintpumye inTerpaiito 3 pisaumu LLM Ta ctparerisimu. Y Hamiii poOOTi akieHT Oyie Ha
CHUCTEeMAaTUYHOMY OI[iHIOBaHHI ©()eKTUBHOCTI pIi3HUX cTpaTerii po3poOku, Bkimouatounm LLM 3
BIJIKPUTUM BHXiIHUM KOJOM. MU TUIaHYeEMO TIOPIBHATH BapiaHTH BiINOBiAeH y clieHapii «HYJIbOBOTO
MOCTPLITY» Ta CTpaTerii BUOOpY MPUKIIAIIB 1 opraHizaiii B CIieHapii 3 KijbkoMa cripobamu. BaxknuBumu
aCIeKTaMH TaKOX CTaHyTh moreHuian LLM 3 BiIZKpUTHM KOAOM Ta €(QEKTUBHICTH BUKOPHCTAHHS
TOKEHIB. 3peIuTor0, METOI0 € 3HAaWTH 30ajJaHCOBaHy CTPATETiio, sKa ONTHMI3y€ MPOIYKTHBHICTH Ta
e(eKTHBHICTh BUKOPHUCTAHHS TOKEHIB, 8 TAKOXK PO3pOOUTH MpakTuuHe pimneHHs Ha 6a3i DAIL-SQL mis
peabHUX JJaHUX, 1 3pOOUTH 1€ PillleHHS YHIBEPCATbHUM TSI Oy Ib-SIKUX JJOMEHIB.

IIpo6aemaTuka mpeacTaBjienHs NuTaHHA B KoHTekeTi Text-to-SQL

Posrnsmatoun nesike 3amuTaHHS ¢ B KOHTEKCTI IEBHOTO JIOMeHY 1 meBHOi 0a3u nanux D, 3amadero
reHepyBaHHSA 3almuTaHHS € 30inpmeHHs MoxiauBocTi LLM M cdopmyBatu xopektHuit SQL s*
HACTYITHUM YHHOM:

max

s Pu(slo(q, D)), (1)
nie GyHKIIs 6 (-,) BU3HAYAE MPEICTABICHHS JIJIsl MUTAaHHS (, 3 iHpOpMAIIi€ro PO JOMeH i cTpykTypu b/l
31 cxemu 0aszu ganux D. Takoxx GyHKIISI MOXKE MICTUTH JI0JIaTKOBY 1H(OpPMAIIiF0 IHCTPYKIIIi, IMILTIKALIiF0
MpaBHJIa Ta 30BHINIHIN KITtoY [§].
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Immumikarist mpasuia (RI), [actpykmis (INS), Ta 3o0BHimHIN KiTto4 (FK) € MOXTHBAMEI KOMIIOHEHTAMH
miaka3ku. [HCTpyKIist — ne onuc 3aBAaHHs, Hanpuknaj, «Hanumm SQL sk BiANOBiAb HA 3aMUTaHHD.
Immmikanist mpaBuia— — 1€ HAKa30BE TBEPKEHHsI, Hanpukiaj, «BukoHait SQL-3amuT 0e3 NOsSCHEHDY.
Sosuimwii kimou (FK) — indopmariist mpo 30BHIMIHINi KiITI0Y 0231 TaHUX.

€ pi3Hi Bapiamii Miaxoan KOHCTPYIOBAHHS ITIKAa30K Taki SK: 6a3zoBa migkaszka (BS p) (Basic Prompt),
migkaska mnpencrasieHHs TekcTy (TR p), memonctpaniiitnuit 3amut OpenAl (OD p), migkaska
npencrasienns koay (CR p), Alpaca SFT Prompt (AS p).

HaBuyaHHs1 B KOHTEKCTi: BUOIp Ta opranizauis npukJaais

VY Text-to-SQL nutanui, matoun HaOip Tpiiok Q = {(q;, S;, D;)}, A€ q; 1 S; - NMTaHHS HA IPUPOHIH
MOBI 1 BiioBiqHui oMy SQL-3amuT 10 6a3u nanux D;, MeTor0 HaBuaHHS B KoHTeKcTi uist Text-to-SQL
€ 30iIBIIeH s IMOBIpHOCTI Toro, o LLM M 3reHepye npaBmibHui SQL-3amuT s* Ha IITLOBE TUTAHHS
g1 6a3y nanux D HacTymHUM YHHOM:

Tn’c’l;c- PM(S*W(QID: Q,))l

s.t. |Q'|=k and Q' cQ, 2

ne pyskist o () BU3HAYAE MIPEJCTABICHHS JUTS [IUTBOBOTO MMUTAHHSA ¢, 3 iHQOpMAIIi€ro 31 cXeMH B 0a3i
nmanux D Ta k npuknazis, Bubpanux 3 Q.

[MTpu posrasmanni DAIL-SQL Oyxe pobutucs akueHT Ha MikaomeHHoMY Text-t0-SQL, mo o3Hauae,
mo mimeoBa 0asa maHmx D He HamexuTh A0 uncina 6a3 ganmx D, 3raganmx y Q, tobto, D €
{D;|(q;,si, D;) € Q}. KontekctHe HaBuanHs jyis Text-t0-SQL nepenbavae BuOip HAHOIIBIN peleBaHTHUX
npukiaxie Q' i NPUAHATTS pillleHHs PO Te, SK nepeOpMOBYBATH iH(POPMAIIIIO 3 IUX BHOPAHUX
NPUKJIAIiB Y MiIKa3Ky.

ToOTo 11e € ABi OKpeMmi mi3agadi: Bidip NPUKIAAiB Ta OPTaHi3alis MPUKIAIIB.

Bubip npukmanis.

1) BunaakoBuii BUOip — Ime CTpaTeris, mo Mepeadadac BUMAAKOBHHA BUOiIp k mpuxiamiB 3
JIOCTYITHUX KaHAUIATIB [9].

2) Bubip momiOHux muTanp 3a Mackoro (Masked Question Similarity Selection(MQS)). s
MmixaomeHHoro Text-t0-SQL, MQS Bunansie cnenudigno-qoMeHHy iH(MOpPMAIlit0, 3MIHIOIOYH HAa3BU
Ta0JIMIb, CTOBMINB 1 T.JI. Ha JIGKCEMU-MACKH, a ITOTIM OOYHMCIIIOE TOJIOHICTh iX BOYIOBYBaHHS 3a
anropurmoM kNN [10].

3) Bubip moaionocti nutanb (Question Similarity Selection, QTS). QTS Bubupae uucio k
NPUKJIAAiB 3 HaHOIIbII peNeBAaHTHUMH 3alMTaHHSIMU, CXOXHMMH 1O cxeMi. [lami BiH 3acCTOCOBYE
€BKIIIJIOBY BIJICTaHb JI0 KOXKHOI Mapu npukiaa-mins. Hapemri, anroputm kNN BuKOpHCTOBY€ETHCS ISt
BUOOpPY k nipukiiaaiB 3 Q, siki HaMOIIBIT TOYHO Bi/IOBIIAIOTH TIEpBUHHOMY IuTaHHIO q [10].

4) Bin6ip 3a cxoxictio 3anutiB (Query Similarity Selection (QRS)). QRS nepenbauae Bubip k
NPUKJIaAiB, CXOKUX Ha HinboBuid SQL-3amut s™*. QRS Takox renepye SQL-3anut s' 3 BUKOPUCTaHHIM
[TBOBOTO 3alUTaHHA  Ta 0a3u qanux D, ne neit 3reHepoBaHuii SN MOKHA PO3MIISAATH SIK HAOIMKEHHS
110 s™*, JlaJti 3aMTH KOAYIOTHCS Y IBIMKOBI IMCKPETHI CHHTAKCUYHI BEKTOPH BIATIOBITHO JI0 TX KIIFOYOBUX
ciiB. [licns iporo obuparoThest k pUKIIaiB, BpaXOBYIOUH K CXOXKICTh 3 HAOJIMDKEHUM 3aITUTOM S', TakK
1 BiIMiHHOCTI Mi>X 0OpaHUMH MpHUKIagaMu [9].

Crparerii, 1110 BKa3aHi BHIIE, KOHIEHTPYIOTHCS Ha BHOOpI NPHMKIAIAIB HAa OCHOBI IIJILOBOIO
3allUTaHHs, OJIHAK, BPaXOBYIOUU JIOCIIJKEHHS [9] KOHTEKCTHE HaBYaHHS SBISIE COOOI0 HABYAHHS 32
a”anoriero. Y sunaaky Text-t0-SQL ocHoBHOIO 1o € hopmyBaHHs 3anuTiB SQL Ha OCHOBI NUTaHHS
MPUPOTHLOI0 MOBOIO, BiJIoOpaskeHHsI 3anuTanb y SQL-3anutu € Habopom HaByanHs 1i1st LLM, Tox BapTo
BpPaxOBYBATH SIK caMi 3alIUTaHHs, TaK 1 BIAMOBIII.

Opranizaniss OpUKIaIiB Ma€ BaXJIMBY pOJb Y BHU3HAUEHHI, sKy came iH(opMamlilo 3 MOAaHUX
npukianiB Oyae chopMoBaHO y mMigKas3Ky. ICHYIOTh ABa BHMAM Oprasi3auii: opradizamisi HOBHOI
iHpopMmallii Ta opranizaiist Ha ocHoBi SQL.
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IToHo-1H(popMariiiina opraunizamis (Full-Information Organization —— FI 0) cTpykTypye npukiagu
B MIPEJIICTABJICHHI 5K IIJIbOBE 3allUTaHHS, aJI¢ BiIMIHHICTh 3aKJIaJJaEThCS B TOMY, IO 3aMiCTh JCKCEMH
«SELECT», nanpukia, B KiHIli, KOHKPETHI MPUKIaau MatoTh chopmoBani SQL-3amutu [9].

Opranisariis, 1o BukopuctoBye Titbku SQL (SQL-Only Organization — SO o) Bxitodae SQL-3amutu
o0paHuX MPUKIAIB 3 TpediKCHO0 IHCTPYKIieo y miakasmi. Taka opranizamis Mae Ha MeTi 301TBIIATH
KUTBKICTh IPHUKIIAIB 3 MIHIMAJILHOKO JIOBXKHUHOKO TOKEHIB [11]. OgHak BOHA BUKJIIOYAE iH(GOPMAIIiIO TIPO
3B'130K MK TIPUPOIHIM 3aIUTaHHAM Ta BiamoBimHuMu SQL-3amuToM, mpoTe, K 3a3HAYaI0Ch paHilIe,
TaKWUH 3B'I30K MOXKE OYTH KOPUCHHIM.

[TincymoBytoun, Full-Information Organization BimoOpaxae wilicHy iHpoOpMalilo NMpo MPUKIaIy,
tomi sk SQL-Only Organization 30epirae nume SQL-3amuTte Ay nomaBaHHs OinbINOl KUTBKOCTI
mpuKiIagiB. B KOHTEKCTI IOCTI/DKEHHS BaXXIMBO 3PO3YyMITH, YW ICHY€ BHTIIHUHA KOMIIPOMIC MiX
KUTBKICTIO 1 SIKICTIO B OpraHi3allii mpukiaiiB, 10 MOXe OYTH JI0JIATKOBO KOPUCHUM JJIsl OCHOBHOT 3a/1a4i
Text-to-SQL.

max
’,0- IPM(S*W(Q’D’ Q,))!

s.t. |Q'|=k and Q' cQ, 2

ne GyHKiist o (+,,") BU3HAYAE NPEACTABICHHS IS [IUTOBOI'O TUTAHHSA ¢, 3 iH(popMaIli€ro 31 cxeMu B 0asi
nanux D Ta k npuknazis, Bubpanux 3 Q.

[Ipu posrmsmanai DAIL-SQL Oyxe poOutucs akieHT Ha MikaomeHHOMY Text-to-SQL, 1o
O3Hadae, Mo [iIhoBa 0a3a mannx D He HamexwuTth N0 umcna 0a3 manmx D, sraganux y Q, ToOrto, D €&
{D;1(q;,si, D;) € Q}. Konrtekcthe Hapuanns 1yis Text-t0-SQL nepenbauae BuGip HaiO1IbII peieBaHTHAX
npukiaxis Q' i NPUAHATTS pillleHHs PO Te, SK mepe)OpMOBYBATH iH(POPMAIIIIO 3 IUX BHOPAHHUX
MIPHUKIIAJIB Y TiAKa3KYy.

ToOTo 11e € ABi OKpeMmi mi3agadi: BiOip NPUKIAIiB Ta OPTaHi3alis MPUKIAIIB.

Bubip npuknamis.

1) BunaakoBuii BubOip — Le cTpaTeris, WO mNepeadadae BUMAAKOBUN BuOip k mpukiamisB 3
JIOCTYITHUX KaHAUIATIB [9].

2) Bubip momiOHux mutanp 3a Mackor (Masked Question Similarity Selection(MQS)). s
MmixaomeHHoro Text-to-SQL, MQS punansie cnenudiuHo-goMeHHY iH(OPMAIIiI0, 3MIHIOIOYH Ha3BU
Ta0JIMIb, CTOBMINB i T.I. HA JIGKCEMHU-MAaCKH, a TOTIM OOYHMCIIIOE TOJIOHICTH iX BOYIOBYBaHHS 3a
anropurmoMm kNN [10].

3) Bubip moaionocti nutanb (Question Similarity Selection, QTS). QTS Bubupae uucio k
NPUKJIAIiB 3 HaHOUIBII pENIEeBAHTHUMH 3alUTaHHIMH, CXOXHMHU 1O cxemi. [lami BiH 3acTocoBye
€BKIIIJIOBY BIJICTaHb JI0 KOXKHOI Mapu npukiaf-mine. Hapemri, anroputm kNN BuKOpHCTOBY€ETBHCS ISt
BuOOpy k npukiaais 3 Q, siki HAOIBII TOYHO BiJOBIAIOTH IEPBUHHOMY nuTaHHIO q [10].

4) Bin6ip 3a cxoxictio 3anuti (Query Similarity Selection (QRS)). QRS nepenbauae Bubip k
NPUKJIALiB, CXOKUX Ha HinboBuid SQL-3amut s™*. QRS Takox renepye SQL-3anut s' 3 BUKOPUCTaHHIM
LJIbOBOT'O 3alMTaHHA q Ta 0a3u ganux D, e uei 3reHepoBaHuii S MOXKHA PO3IISAATH K HAOMMKEHHS
1o s™*, JlaJti 3anMTH KOAYIOThCS Y IBIMKOBI IMCKPETHI CHHTAKCUYHI BEKTOPH BiAMOBIAHO 70 1X KJIFOYOBUX
criB. [Ticns poro obuparoThes k MpUKIIaAiB, BPAXOBYIOUH SIK CXOXKICTh 3 HAOMMKEHUM 3aITUTOM S', TaK
1 BiIMiHHOCTI Mi>X 0OpaHuUMH npuKiIagaMu [9].

Crparerii, mo BKa3aHi BHWIIE, KOHIEHTPYIOThCS Ha BHUOOpI NPUKIAAIB HAa OCHOBI MiJIHOBOTO
3allUTaHHs, OJTHAK, BPaXOBYIOUHM JOCITIKEHHs [9] KOHTEKCTHE HaBUAHHS SIBJISE COOOI0 HABYAHHS 3a
a”asoriero. Y sunaaky Text-t0-SQL ocHoBHOIO 1o € hopmyBaHHs 3anuTiB SQL Ha OCHOBI NIUTaHHA
NPUPOAHBOIO MOBOIO, BiZloOpaskeHHsI 3anuTanb y SQL-3anutu € Habopom HaByanHs A5t LLM, Tox BapTo
BpPaxOBYBATH SIK caMi 3alIUTaHHs, TaK 1 BIAMOBIII.

Opranizaniss TpUKIaIiB Mac BAXJIMBY pOJb y BH3HAYeHHI, sIKy came iH(opmariio 3 MoJaHux
npukianiB Oyze chopmMoBaHO y MmigKa3Ky. ICHYIOTh /ABa BUAM Oprasizalii: opraHizamisi MOBHOI
iHpopMmallii Ta opranizaiist Ha ocHoBi SQL.

INoeHo-1H(popMariiiiHa opranizaiis (Full-Information Organization —— FI 0) ctpyktypye npukianu
B IPEACTaBJICHH AK LIJbOBE 3allUTAHHS, ajJ€ BIAMIHHICTb 3aKJIAJAETHCA B TOMY, L0 3aMiCTh JIEKCEMH
«SELECT», nanpukias, B KiHIIi, KOHKPETHI MPUKJIAAN MaroTh cpopmoBani SQL-3amutu [9].



ISSN 2304 -6201 Bulletin of V.N. Karazin Kharkiv National University
42 series Mathematical modeling. Information technology. Automated control systems issue 66, 2025

Opranizaris, mo BukopuctoBye Tinbku SQL (SQL-Only Organization — SO o) Bximroyae SQL-3amuTu
0o0paHuX MPUKIAIIB 3 TPe(iKCHO 1HCTPYKIE Yy miaka3ii. Taka opraHizailis Mae Ha METi 30UTbIINTH
KUTBKICTh IPUKIIAIIB 3 MIHIMAJILHOKO JIOBXKHUHOKO TOKEHIB [11]. OgHak BOHA BUKJIIOYAE iH(GOPMAIIiIO TIPO
3B'130K MK TIPUPOIHIM 3aIUTaHHAM Ta BiamoBimHuME SQL-3amuToM, MpoTe, K 3a3HAYaI0Ch paHilIe,
TaKHUH 3B'I30K MOXKE OYTH KOPUCHHIM.

[TincymoBytoun, Full-Information Organization BimoOpaxae ImificHy iHpOpMAaLiio MPO MPUKIAIH,
tomi sk SQL-Only Organization 36epirae mmme SQL-3amuTten anms momaBaHHS OinbIOi KiTBKOCTI
mpuKIagiB. B KOHTEKCTI IOCTI/KEHHS BaXXIWBO 3PO3YyMITH, YW ICHY€ BHTIIHUHA KOMIIPOMIC MiX
KUTBKICTIO 1 SIKICTIO B Oprasizauii IpUKJIaiB, 0 MoXe OyTH JOAaTKOBO KOPHUCHUM AJIsi OCHOBHOI 3a/1a4i
Text-to-SQL.

HNoonpamoBanas DAIL-SQL

Bapiaatom BupimeHHS mpoOiieM 3 BiIOOPOM Ta OpraHi3amielo MPUKIANiB MU PO3TIIAAAEMO METOJ
Text-to-SQL — DAIL-SQL (1ie rayuke pimieHHs Ha ocHOBI LLM, sike MOXXHa pO3IIUPIOBATH Ta
IHTETPYBATH 3 IHIIMMU KOMIIOHEHTAMH).

HynboBuit noctpin (zero-shot) — ne miaxia y MamMHHOMY HaBYaHHI Ta 00pOOLI MPUPOTHOT MOBH,
KOJIW MOJIEeNIb BUKOHY€ 3aBJaHHA 0e3 )KOIHUX MPUKIALiB a00 MONEpeaHbOr0 HAaBYaHHS HAa aHAJIOTIYHUX
3aB/IaHHAX. Y IbOMY BHITQJKy MOJIENIb HAMATrae€ThCsl TEHEPYBATH BiIOBI/II HA OCHOBI 3arajbHUX 3HAHB,
3aKJaIeHuX y 11 apXiTeKTypy MiJ Yac MOIMEpeAHbOro TpeHyBaHHs. [Ipu HyIbOBOMY HOCTpiNI MOAETH
MpAIIOE TUTBKY Ha OCHOBI 3aralbHUX 3HaHb, 3aKJIaICHHX ITiJ] 9ac 11 TpeHyBaHHsI, 0€3 MPsMOTro KOHTEKCTY
YW 3pasKiB Ui MOTOYHOTO 3amuTy. lle o3Hadae, M0 BOHA Mae pO3yMmiTH 3aBHaHHS "3 Hyma"' i
¢dopmymoBatu SQL-3anuTH, BUXOSUM JIHIIE 3 PO3YMiHHS MOBH, CTPYKTYPH JIaHHX, & TAKOK CHHTAKCUCY
SQL.

Jns makcumizanii npoxyktuBHOCTI LLM B crieHapii «HyJIh0BOTO IMMOCTPITY» € HaBYaHHS B KOHTEKCTI,
SK aJIbTEPHATUBHUI BapiaHT € KOHTPOIHOBAaHE MoompaitoBaHHA (supervised fine-tuning), mo € MeHIn
JOCHTIDKEHUM Ha ChOrojHi. J[J1sl TOpIBHSHHS BHKOPUCTOBYETbCS TouHicTh 30iry (EM) i1 TouHicTh
BukoHanHs (EX). Tounicts 30iry — 30ir xmodoBux ciiB SQL mix mporHozoBanuM SQL-3amuTom i
0a3oBoto icTHHOI. TOYHICTF BUKOHAHHS — 1€ MOPIBHSAHHS PE3YJIbTATIB BUKOHAHHS MPOTHO30BAHOTO
SQL-3anmuty 3 6a3oBuM SQL Ha TecTOBUX eK3eMIUIsipax 0a3u ganux [12].

Jl1st BCiX METOIB BUKOPUCTOBYETHCS OJIHAKOBA MaKCHUMallbHA JIOBXKHHA MUTaHHS, ToOTO 4096 miis
OpenAl LLM 1 2048 g LLM 3 Bigkputum KoxoM. 200 TOKeHIB aiis TeHeparii.

BucHoBku
Ha ocHOBI ipoBeIeHNX eKCIIEpUMEHTIB MOYKHA 3pOOUTH €Ki eMITipUYHI BUCHOBKH Ta PEKOMEHIAIIIi:

- ns mpencraBieHHs 3alIUTaHb PEKOMEHJIOBAHO KOPUCTYBATHCS ITiIKA3KaMHU TPEJICTABICHHS
KOJIy Ta JIeMOHCTpatiiHoro 3anuty OpenAl, ane iHma iHopMarist sSK iMILTIKaIlis TPaBUT
Ta 30BHINIHIN K04, MOXKe OyTH Jdye KOPUCHOIO.

- s Bubopy mpuKIaay BaXKJIMBa CXOXKICTb MK NMUTaHHSAM Ha MpuUpoaHid MoBi Ta SQL-
3anmuroM. Lli 1Ba QakTopu pa3oM € XOpOUIMM MOKa3HHKOM JUisi PO3poOKH edeKTHBHOI
cTpaterii Bioopy.

- Sxwmo npuiiaara LLM e gocute notyxHor, sik GPT-4, Hanpukiaa, To NpeacTaBlIeHHS IM
nap 3anutaHb 1 SQL-3amuTiB € pamnioHanbHMM BuOOpoM. B iHImIOMy Bumaaky kpaiie
NPEJCTABUTH M MOBHI iHGOPMaLiiHI TPHUKIIAIH.

- HasBaictb 0ibm0i KiIbKOCTI TapameTpiB y LLM 3 BiIKpUTHM BHUX1THUM KOJOM MOKpAIIy€e
Text-to-SQL 3aBmganns. KpiM TOro, KOHTpOJIbOBaHE J0OIPAIFOBAHHS € HEOOX1THUM.

Takosx, y Xoi podoTu OyJ10 TOCHIHKEHO ACKiIbKa CTpaTerii isl HyJbOBOI'O Ta KiJIBKOX MOCTPUIIB,
OLIIHEHO pi3Hi crocoOu MpeacTaBIeHHS MUTaHb, BiOOpy Ta opraHizaumii npukianis mis LLM. Bymno
BUsiBJIeHO, 110 BukopuctanHs DAIL-SQL y moennanni 3 GPT-4 y ciieHapii 3 KiJlbKOMa MOCTpiIaMH
JIO3BOJISIE JIOCSTTH HAWBHINOI TOYHOCTI 3 PO3TISIHYTHX, Ta 3a0e3ledye eKOHOMiYHE BHUKOPWUCTAHHS
TOKEHIB.

VY mexax 6azoBoi mozmemi DAIL-SQL Oyno mpoBeieHO TecTyBaHHSI CTpaTeriii BUKOPUCTAHHA i
HaJAINTYBaHHSA, 1 BapTO 3a3HAYMTH, IO JUIS MaKCUMI3allii MPOAYKTHBHOCTI PEKOMEHIYEThCS
CKOHLIEHTPYBAaTHCh Ha MUTaHHI ONTHUMi3alil MiAKa30K Ta BinOOpi MOAIOHMX NpPUKIAAiB 3amuTaHb. Lle
J103BOJIsI€ OanaHCyBaTH BapTiCTh 1 TOYHICTh BUKOHaHHS SQL-3amuTiB.
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V pesynbrati Tpeba Big3HauuTH, M0 opraizamis DAIL € GiabIn eKOHOMIYHOO (BapTiCTh TOKCHIB),

HDK TMOBHOIH(GOpPMAaLidHUNA MiAXiA, TOYHICTh BUKOHAHHS NpH IboMy Bucoka (83.5% 3 GPT-4). Le
JIOBOJIUTH OCHOBHE TBEP/KEHHS, 110 MPEACTABICHHS MUTaHb 13 BKIOYeHHSIM SQL y BUIIIsAA1 30BHINIHIX
KITIOUIB € ONTUMAJIBHIM SIK Y TOYHOCTI, TaK 1 B €KOHOMIi pecypciB.

VYV mpomeci IOCHTIMKEHHS IOKA3aHO, IO EKOHOMiYHE Ta ¢hEeKTHBHE BUKOPHCTAHHS TOKCHIB €

OCHOBHOIO METPHKOIO JIJIS pealibHuX 3a1a4 Text-t0-SQL, BpaxoByrouun komTopuc oouncienp Ha OpenAl
maTdopMax.

10.
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Theme of work. Research on the Text-to-SQL conversion procedure based on Large Language Models (LLM) through Cross-
Domain Semantic Analysis. Purpose of work. To enhance the accuracy and adaptability of Text-to-SQL conversion using Large
Language Models (LLM) through cross-domain semantic analysis, enabling reliable query interpretation across various domains
and database structures. Methods of research. Comparative analysis, experimental evaluation, cross-domain semantic testing.
Results. The research demonstrates that optimized prompt engineering and fine-tuning significantly improve the accuracy and
cross-domain adaptability of Large Language Models for Text-to-SQL conversion. Conclusions. This study confirms that Large
Language Models (LLMs) can effectively enhance the Text-to-SQL conversion process when optimized with targeted prompt
engineering and fine-tuning. Cross-domain semantic analysis proved essential for enabling LLMs to handle varied database
structures and domain-specific terminology, improving versatility and accuracy. The findings highlight the potential of LLMs to
make SQL query generation more accessible to non-technical users, promoting broader application of Al in database
management. Future work may focus on further refining these models to reduce computational costs and increase processing
efficiency.
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