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Shadow zones of an artificial neuron

The extremely widespread use of artificial neural networks in the diverse areas of application makes the study of their
fundamental properties highly relevant. Such studies can be used to improve the properties of neural networks.

The key goal of the work: to determine the general properties of artificial neurons and detect the presence of zones where the
field of output signals has a complex fractal structure in the space of all input signals.

Research methods: to explore the space of all input signals, a software that allows modelling the neuron's response to all possible
input signals with a certain length in the given alphabet has been developed. With the help of the developed application the space
of all input signals can be modulated and the field of output signals in this space is graphically determined. By using the capability
of the software to change the scale of the input signal space, zones with a self-similar, fractal structure have been found.
Results: it has been established that when considering the overall arrangement of the neuron’s input signal space, specific areas —
shadow zones — are present, which exhibit a complex fractal structure of output signal field. The impact of modifying theneuron’s
weights and threshold on the presence and location of such zones has been established. The changes that follow an increase in
the length of the input signals have been described. The fractal dimension of the structures within shadow zones has been
determined.

Conclusions: the obtained general properties of neurons should significantly impact the properties of neural networks in the
form of shadow zones in which the "response” of the network is extremely sensitive even to minute alterations in input signals.
The presence of such zones is an extremely important factor that needs to be considered while developing neural networks.

Keywords: artificial neuron, weights, fractals, fractal dimension, activation function, space of input signals, field of output
signals.
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1. Introduction

Nowadays, neural networks have garnered significant attention as one of the promising domains in
the advancement of artificial intelligence which has been introduced in the scientific study as a very
simplified mathematical model of a natural neuron. It represented a nonlinear function, which is an
activation function from a linear combination of input signals. In the research by Warren McCulloch and
Walter Pitts [1], the Heaviside function played the role of the activation function, and such neurons could
execute logical operations, and when organized into a neural network, they demonstrated the capability
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to conduct numerical calculations. It was planned to construct neural networks based on electronic
circuits, where neurons would function using binary signals. That corresponded to a certain degree with
natural neurons, which could be in an excited or non-excited state. The practical implementation of such
neural network was achieved by Frank Rosenblatt in the form of a perceptron [2, 3]. Rosenblatt
anticipated substantial success in the advancement of artificial intelligence through neural networks.

The development of neural networks demanded the creation of more versatile neurons capable of
processing numerical signals. Such neurons were proposed by Withrow and Hoff [4]. They suggested
using a logistic dependence, or a sigmoid function, as an activation function. An important stage in the
development of neural networks was the inception of the idea of learning neural networks, which in the
form of the first learning algorithm appeared in the work of Hebb [5].

However, the M. Minsky and S. Papert [6] demonstrated the limitations of single-layer perceptrons
and notably reduced attention to neural networks. The interest revived after the publication of Hopfield's
works [7, 8, 9], and after the discovery and advancement of the backpropagation [10] the rapid
development of learning neural networks began.

Now, the study of neural networks is becoming even more important, as we are facing an ever-
increasing amount of data and data-based tasks that require complex analytical and decision-making
solutions. Neural networks are used in many areas, including medicine, finance, automation, image
recognition, natural language, and many others [11, 12, 13]. They have become a fundamental tool for
achieving and enhancing solutions that were previously performed exclusively by humans [14].

This work researches the output field of a neuron for all possible input words of a certain length. It is
demonstrated that within the input word space, there are zones — shadow zones — where the output field
exhibits a fractal structure. The range of scales at which a self-similar fractal structure is observed is
determined by the length of the input words n, encompassing a vast scale range 1 + 27", The fractal
dimension of such structures is determined. An area where shadow zones emerge within neuron weight
values is pinpointed. The changes that might occur as the number of input channels of the neuron
increases are discussed.

2. Formulation of the problem
Let us consider how a typical neuron responds to various input words within a certain alphabet. For
the sake of simplicity, we will use a binary alphabet A=[0,1]. Using this alphabet, we will construct input

words and generate the neuron's response or output words. The main goal of research is to determine the
structure of the neuron's responses to all input words.
To answer this question, let us discuss the set of all questions and our conceptualization of them.

Certainly, all questions consist of words from the alphabet A, and this set is denoted as A". According
to Cantor's theorem, the cardinality of the set A" is the continuum. To distinguish finite subsets, we also
consider sets of words of finite length n, and for such subsets, we use the notation Ah . Therefore, any

word x e A" has a length | X|=n. The number of elements in A’ isequal to 2" . As aresult, all questions
can be arranged in lexicographic order, thereby forming a completely ordered set. It is easy to see that

each of these words corresponds to a particular interval of length — within the unit interval (see Fig. 2.1).
n

Within limit n — oo each infinite word corresponds to a point in the unit interval. Thus, it can be deduced
that each input word encodes a number less than one in the binary numeral system. For example, the
number 0.011000111101 corresponds to the input word 011000111101. It is evident that the intervals

1 . . e - . .
of length — correspond to numbers that have the same first n signs and differ in subsequent signs. This
n

implies that such an interval comprises truncated numbers up to the decimal point. By agreement, if the
number contains fewer signs, zeroes are appended to the record to match the agreed-upon length. Such
coding method allows the complete set of questions presented as an input of a neuron to be displayed
graphically.
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Fig. 2.1. An example of dividing a unit segment into 2° subintervals of length 1/ 2% is shown to determine a
mutually unique correspondence with all words of length 3 in the alphabet A =[0,1] . Words of any length can
be arranged in the same way.

For simplicity’s sake, we will consider a neuron with two input channels (see Fig. 2.2). Then each pair
of input words that are sent to the input of the neuron corresponds to the cells of the unit square with

1
coordinates (X, Y). If the length of the input word is n, then the associated cell’s side length is —. In
n

fact, this square divided into cells, represents the space of all input words with a length of n . That enables
the visualization of the neuron's response to every possible input word. To do this, let us assign a color to
each cell based on the output value corresponding to the input words. To generate source words, the
sequences in the binary alphabet are sent to the input channels. At the output, we will receive a sequence
of the same length. There are two ways to achieve that. The first is to use the McCulloch-Pitts neuron [1],
[16] with an activation function that corresponds to the Heaviside @-function. The second is to use a
standard neuron with a sigmoidal activation function, but set the rule that a value exceeding 1/2
corresponds to the reaction 1, and if it is less than 1/ 2, then it corresponds to the reaction 0. In both
cases, the neuron’s output will consist of a sequence of binary symbols with the same length as the input
words.

Thus, each pair of input words relates to a cell of the size |_| which is divided by the unit square

X
(see Fig. 2.2). From a number coding perspective, such a cell corresponds to all real numbers that have
the same first | X | decimal places and differ in subsequent signs. In order to determine the neuron's field

of reactions to all possible input words, it is enough to color each cell according to the initial sequence.
Thus, a particular palette should be used. In our research, we have used the simplest palette. So, if the
initial sequence is encoded with a number less than 1/2, then the response corresponds to yellow,
otherwise, it corresponds to blue. Next, we have used a program that executes such an algorithm
automatically. By providing all possible words to the input of the neuron, it determines the output word
and sets the color of the corresponding cell within the unit square. After processing all input words, it
depicts a single painted square, i.e. the output field. A more detailed description of the program is
provided in Appendix A. In short, its functionality corresponds to sending all possible pairs of input words
to the neuron’s input, obtaining the output sequence and coloring the corresponding cell in a certain color
based on the resulting output word. As a result, we get the response field of the neuron.

X y

L E——

Y X "
Fig 2.2. An artificial neuron with two input channels is symbolically shown on the left side. X and Y inputs
are binary sequences of the same length, Z output is a binary sequence of the same length. On the right side, the
positioning of the two input sequences X and Y on the unit square is shown.
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3. Modeling results

Using the developed program (see Appendix A), the response field of an artificial neuron with a
sigmoid activation function and a McCulloch-Pitts neuron with an activation function that corresponds
to the Heaviside function at certain weight values can be examined. The input words had a length of 8.
The resulting response field is shown in Fig. 3.1. It is easy to see the extraordinary structure of this field
for both neurons. The input word space is divided into three characteristic zones, each demonstrating a
unique structure of output words. The blue zone has no structures and occupies 3/4 of the unit square’s
area. The triangular yellow zone, lacking distintive structures, encompasses 1/8 of the unit square’s areas.
The final zone that occupies 1/8 of the area is structured and corresponds to the fractal structure of the
response field. This class of objects is extremely common in nature and has been the subject of exensive
study since the work of Mandelbrot [17]. Further, the zones in the space of input words in which the
output words form fractal structures are referred to as “shadow zones”. The fractal structure observed in
these zones is well known as the Sierpinski carpet [17, 18]. Fractal, self-similar objects are characterized
by a non-integer dimension, commonly known as fractal dimension. For example, the fractal dimension

In3
of the structure in Fig. 3.1is D, = 2 ~1.59.

Fig 3.1. The field of responses to all possible questions with a length of 8. On the left, the field of responses of a
McCulloch-Pitts neuron is depicted (@, =1, @, =1, = —0.5), and a regular neuron with a sigmoid

activation function (@, =1, @, =1,0 = —0.2) is presented on the right.

Thus, the response of a regular neuron to all possible input words has shadow zones with fractal
structures, and that has extremely interesting consequences. Indeed, if the questions are located in the
non-fractal zones, the neuron’s response remains unchanged with small alterations in the input words.
Conversely, in the shadow zones, even a minor modification to the last character of the input word can
result in a drastic change of the neuron’s response. For instance, assuming that blue indicates “Yes”, and
yellow indicates “No”, a modification in the last character of the input word may change the response
from “Yes” to “No”. In other words, such sensitivity can be considered as the manifestation of chaos in
the neuron’s responses. This is a distinct form of chaos that does not stem from random influences on the
neuron, but is its internal property and refers to deterministic chaos [19, 20].
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Fig. 3.2. All typical response fields of the neuron observed during simulation at different values of the neuron's
weights are shown, excluding trivial cases of one color only.

Let us consider how typical the appearance of shadow zones with fractal structures is. To achieve
thats, we have determined the neuron weights associated with the presence or absence of shadow zones.
The result of such check can be depicted graphically. Fig. 3.2 shows all possible response fields of the
neuron (excluding the trivial case where the entire space of input words is yellow),denoted as a), b), c),
and d) corresponding to different weight values obtained from the simulation. The first three response
fields do not have shadow zones and, consequently, fractal structures, while the fourth field demonstrates
a typical example with a shadow zone. It is important to note that case b) depends on the length of the
input words. Namely, the small squares positioned near the corners of the big blue square have the size

1 . . . L
F .That is, as the length of the input words increases, the squares decrease in size and become less

noticeable. No other structures have been observed in the simulation. Analyzing the square in the
coorqdinate axes (@,,®,), we have determined the weights that result in the structures of the response
field depicted in Fig. 3.2. The results of this analysis are shown in Fig. 3.3. The range of weights from 0
to 1 shows the weights at which fractal structures are observed. This zone is highlighted in green in Fig.

3.3. Thus, in the case of a threshold o = 0.2, it covers 0.69 of the plane of the considered weight change.
The non-fractal structures encompass 0.31 of the square area.

Fig. 3.3. The regions of the neuron's weights @, @, in which response fields have been observed. The green area

represents the neuron weight values where the shadow zones appear. The purple area corresponds to the field of
answers - @), orange - b), light brown - ¢), and red - all yellow answers.

On the left side, it shows the range of neuron weights when the threshold is set to & =0.2. On the
right side, it illustrates the range of neuron weights with a threashold o =0.5. The influence of the
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threshold on the sizes of the corresponding squares is noticeable. There is practically no difference in
choosing the sigmoid or Heaviside activation function.

It can be seen, that when the weights change within the [0,1] interval, shadow zones occur twice as

frequently. Altering the threshold results in changing of all zone planes. Therefore, increasing the
threshold makes the size of the green zone decrease. The case when the threashold is setto o =0.5 is
shown in Fig. 3.3 on the right side. Decreasing the threshold, conversely, expands the area of the green
zone as shown in Fig. 3.3 on the left side. The symmetrical structure of the square divisions remains
intact, only a shift along the diagonal of the square is observed. This allows predicting the changes
occuring with alterations in the threshold. Data approximation reveals a linear relationship between the
area of the green zone in the unit square of the weights and the threshold value. It can be concluded that
the existence of shadow zones with a fractal structure of the response field in the input word space is a
common characteristic of neurons.

4. Conclusion
Thus, it has been proven that the presence of shadow zones within the input word space, displaying
output words with a fractal structure, is an internal characteristic of artificial neurons. The fractal

. . . . In3 ) i
dimension of the resulting fractal structures is equal to D, = 2 ~1.59 . The region of weights where

shadow areas are observed in the neuron's response field is determined. The area of the weight range
where shadow zones are observed depends on the threshold of the neuron. As the length of the input
words increases, the fractal structure persists and extends to extremely small scales ranging from 1 to

27" . This generates zones of extreme sensitivity of the neuron's responses to even the slightest alterations
in input words. In those zones, a reversal of the answer can happen even when the last character in the
input word is changed.

It is evident that increasing the number of input channels of an artificial neuron does not influence the
existence of shadow zones in the input word space, but visualizing these zones becomes more challenging
due to the expanded dimensionality of the space of all possible input questions or words, which aligns
with the number of input channels of the neuron. Consequently, visualizing shadow zones and their
corresponding fractal structures becomes impossible for four or more input channels. With three input
channels, this problem can still be solved. Certainly, when maintaining the weight of the third input
channel and the input word constant, we can observe the aforementioned fractal structures on the response
field to input words that are transmitted through two channels. Geometrically, that image corresponds to
a certain intersection of a unit cube divided into corresponding colored cubes of smaller sizes, nhamely

27" . With a larger number of input channels, it is possible to detect such fractal structures without the
visualization, by using special mathematical algorithms. Such algorithms are used in the study of strange
attractors in dissipative nonlinear dynamical systems in high-dimensional spaces.

Appendix A

In our study of artificial neurons we have been using a custom-built web application designed to model
and visualize the behavior of two different neuron models: SigmoidNeuron and ThresholdNeuron
(McCulloch-Pitts neuron). This web application has been developed using the React library for building
user interfaces and TypeScript for enhanced code quality.

The interface (see Fig. 5.1) provides separate settings fields for each neuron model. It allows adjusting
such parameters as signal weights (w1, w2) and bias (threshold). Additionally, users have the opportunity
to set the length of the question, thereby affecting the number of combinations of inputs for the neurons.
For instance, a question of length 2 generates (2 * 2)? = 16 combinations of x1 and x2.
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Question lengthk

Fig. 5.1. The application interface.

Upon clicking the "Generate" button, the application generates a table representing all possible
combinations of inputs. The square visualization component represents the table, plotting x1 values
horizontally from left to right and x2 values vertically from bottom to top (see Fig. 5.2). Each cell in the
table corresponds to a specific combination of x1 and x2 inputs. The application sends these inputs to the
neurons, resulting in a sequence of zeros and ones as the output. If the output sequence exceeds the
average value of the table, the cell is colored blue, representing a positive response ("yes"). Otherwise,
the cell is colored yellow, indicating a negative response ("'no").

Fig. 5.2. Example of values arranging in the table for question of length 2.

Application has the following workflow:

1.

2.
3.
4

oo

User configures neuron model settings.

User sets the question length.

User clicks "Generate" to create a table of binary combinations.

The application processes each cell, sending inputs to the neurons and determining the output
sequence.

Cell coloring reflects the decision outcome: blue for "yes," yellow for "no."

The final output is a square grid of cells, where each cell corresponds to a specific question and
its color indicates the neuron's response.
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This web application serves as a powerful tool for providing a visual understanding of the decision-
making processes of artificial neurons, offering valuable insights into their behavior based on different
configurations and input patterns.
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30HHM TiHi IITYYHOr0 HeHpPOHa

Hogikos Aprem acnipanm xagheopu wmyyHo2o inmenekmy ma npoepamHo2o 3abe3neueHHs
OustexcanapoBuy Xapxiecokul nayionanvuuil ynieepcumem imeni B.H. Kapasina, matioan
Cs0600u, 6, m. Xapxkis, Yrpaina, 61022

CmupnoB Bagum cmydenm mazicmpamypu Kagheopu wimy4Ho20 iHmeiekmy ma
MakcumMoBHY npocpammo2o 3abe3nedeHHs
Xapxiscokuil HayionaneHuu yHisepcumem imeni B.H. Kapasina; maiioan
Cs0600u, 6, m. Xapxis, Yrpaina, 61022

SnoBcbkuii BosoqumMup  0okmop (izuxo-mamemamuyHux HayK, npoghecop wmy4yHo2o iHmeiexmy
BoJsiogumMupoBu4 ma npozpamuo2o 3a6e3nevents
ITnemumym monoxkpucmanis, Hayionanena Axademis Hayx Yrpain; np.
Hayxu 60, m. Xapxie, Ykpaina, 61001

Han3enuaiiHa MOMMpPEHICTh BUKOPUCTAHHS IITYYHUX HEHPOHHHX MEpeX Y CaMHX Pi3HOMaHITHHUX HampsMKaX 3aCTOCYBaHb
poOUTH IOCHIDKEHHS 1X (YHIAMEHTAJIbHUX BIACTHBOCTEH HAI3BHMYallHO aKTyalbHMM. TakW BIIACTUBOCTI MOXYTh OyTH
BUKOPHCTaHI JUIsl HOKPAIICHHS BIACTUBOCTEH HEHPOHHUX MEPEK.

Mera po6oTH moisirac B BU3HAUCHHI 3aTalbHUX BIACTUBOCTEH INTYYHHX HEHWPOHIB Ta BUABJIEHI HASBHOCTI y MPOCTOPI BCiX
BXITHUX CUTHAJIIB 30H, JI¢ TI0JI€ BUXiJHUX CUTHAJIIB Ma€ CKIaIHy paKkTaIbHy CTPYKTYPY.

MeTtonu a0c/TilzKeHHsI: s TOCTIHKEHHS POCTOPY BCIiX BXITHHUX CUTHANIB 0yJl0 po3poOiaeHo mporpaMHe 3a0e3neueHHs, SKe
JI03BOJIMIJIO MOJZIGNTIOBATH PEaKIilo HeHpOoHa Ha BCI MOXKJIMBI BXiJJHI CUTHAJIM IIEBHOI JOBKHHH Yy JIeIKOMY BXiTHOMY andasiti. 3a
JIOIIOMOTO10 IIHOT0 3a0e3neYeHHs 0y10 3 MOAYIbOBAHO IIPOCTIpP BCIiX BXIJAHMX CHUTHANIB Ta rpaiyHO BU3HAYEHO I10JI€ BUXiTHUX
CHTHAIIB Yy HaJ IHUM IPOCTOPOM. BHKOPHCTOBYIOUM MOXIIMBICTH IPOTPAaMHOrO 3a0e3ledyeHHs 3MIHIOBaTH Macmrtad
CIIOCTEPEKCHHS MPOCTOPY BXITHUX CUTHAIIB OYJI0 3iHCHEHO MOIIYK 30H 3 CAMOIIOIIOHO0, (PPaKTAIbHOIO CTPYKTYPOIO.
PesyabTaT: Y po0OOTi BU3HAUCHO, IO Y BUIIAIKY 3araIbHOTO MOJIOKEHHS y MPOCTOPI BCIX BXIAHUX CUTHAJIIB HEMPOHY iICHYIOTh
30HU - 30HU TiHi, B AKHX I0JIe BUXIIHUX CUTHAJIIB Ma€ CKIaAHY QpaKkTaIbHY CTPYKTYpY. BH3HaueHO BIUTUB 3MiHH Bar Ta mopory
HEHpOHY Ha ICHYBaHHS Ta PO3TAIlyBaHHSA TAKHX 30H. BUSABIIEHO 3MiHU sIKi CHOCTEPIraroThes 31 30UTBIIEHHSIM JOBXUHH BXiTHUX
curHaiiB. BctaHOBIIEHO PpakTaabHy PO3MIPHICT CTPYKTYP B 30HAX TiHi.

BucHOBKH: OTpHMaHi 3araibHi BIACTUBOCTI HEHPOHIB TOBUHHI CYTTEBO BILIMBATH Ha BIACTHBOCTI HEHPOHHUX MEPEX Y BUIIISI
HAsIBHOCTI 30H TiHi B AKUX "BiJMOBIIB" MEpEXi € HAA3BUYAWHO YYTIMUBOIO HABITh 10 MAIKUX 3MiH BXIJJHUX CHTHaTiB. HasBHiCTH
TaKWX 30H € HaJA3BUYAiIHO BOXKIMBUM (DAKTOPOM SKHUil MOTPIOHO BpaxoBYyBAaTH MPHU CTBOPEHHI HEPOHHUX MEPEK.

Knwwuoei cnosa: wmyunuil Hellpow, eaeu, paxmanu, gpaxmanvHa posmipHicms, QYHKYis axmuéayii, npocmip @XiOHmx
CUCHAIB, NOJIe GUXIOHUX CUSHALIB.
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