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Impact of violation of democratic strategies with memory on population
evolution

Relevance. The lack of trust in modern society often hinders the development of humanity and sometimes calls into question
the future of the human population as a whole. Throughout the history of societal development, there has been an observed
phenomenon where a particular idea captures the minds of people, leading them to adopt similar (or very similar) behavioral
strategies. To improve understanding of internal processes in a society where the uniform distribution of strategies among the
population is disrupted, detailed research is necessary, which is impossible without appropriate software.
Obijective. The aim of the study is to investigate the influence of the number of agents of a particular strategy on the outcome of
population evolution as a whole. The study explores the nature of changes in evolution under the conditions of gradual,
monotonous increase in agents of a specific strategy from 1 agent to 10% of the democratic population. The research also aims
to identify strategies that are evolutionarily viable only under the condition of increasing their carriers in the population.
Research Methods. The evolution of the population with a full set of behavioral strategies, limited only by a memory depth of
2, was considered with an increased number of agents of a specific strategy. Each agent interacts with every other, including
itself, according to the iterative model of the prisoner's dilemma. Rewards are determined by payoff matrices. Each subsequent
generation of the population sequentially loses agents of the most disadvantageous behavioral strategy from the previous
generation. Agents that bear the chosen strategy interact with each other and with another population according to standard laws.
Several strategies were considered, the number of agents of which was increased. Among them were strategies with complexity
lower than the average complexity of the population and higher than the average complexity of the population. A variant was
also considered where the number of agents of the strategy that won in a democratic society increased.
Results. The study demonstrates how the presence of a highlighted strategy with an increased number of carriers affects the
dynamics of the population. An increase in the final average earnings of the population was observed. It was found that increasing
the number of agents does not lead to the victory of a strategy that did not win in the democratic population.
Conclusions. The results of the study identify the main consequences of the influence of the number of agents of a particular
strategy on population evolution.
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1 Introduction.

The interaction of large collectives of agents has sparked sustained interest for several decades [1-2].
Interest in such a phenomena arises from several different fields. It initially emerged in biology where
the central question requiring scientific explanation was the diversity of observed animals. Charles
Darwin, leveraging observational data, proposed an explanation that resulted in the creation of the
remarkable theory of evolution [3]. This provided a significant impetus for applying similar reasoning to
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an extraordinarily wide range of questions in other domains. Starting from the evolution of languages
[4,5] to the evolution of computer programs and artificial intelligence. In cybernetics, this interest
transformed into the management of complex multi-element systems [6], the potential creation of
artificial life, and artificial intelligence [7]. Recently, research related to swarm intelligence has gained
relevance [8]. Sociology, also being one of these sciences, requires an understanding of interactions
among individuals in society and the emergence of macro-behaviors in societies [9,10]. Another
intriguing direction is associated with the emergence of altruistic behavior in multi-agent systems [11].
In building population models and models of interaction among individual members of a population,
elements of game theory are commonly used [12]. The reward rule is chosen in such a way that mutual
cooperation always requires more resources than responding aggressively to cooperation [13]. In other
words, local cooperation is always disadvantageous. At each step of evolution, the population discards
the agent with the fewest points. By evolution of the population, we mean an algorithm based on three
principles: inheritance, variability, and selection.

In this work, we explore the impact of deviations from the equality of strategies on the evolution of
the population by increasing the quantities of a particular strategy. The main question of interest is how
such deviations from "democracy" affect the course of evolution and in what manner. It should be noted
that, unlike previous works [16-18], agents of strategies will not unite into a cluster, meaning that agents
interact directly and not strategies. In each case, the initial population includes agents of all strategies
constrained by a memory depth of two. The increase in the quantity of specific strategies in the population
starts from 1 up to a maximum of 10% of the total number of all strategies in a "democratic" population.
Subsequently, for each population change, its evolution was modeled to obtain collective characteristics
of the population that emerged as a result of evolution. This allowed identifying changes in such
characteristics with the quantity of added agents of a specific strategy. Through the conduct of multiple
series of experiments, it has been shown that an increase in the number of agents of a particular strategy
leads to some, sometimes quite significant, changes in the population. The effect of variability in the
average complexity of the final population has been observed with a monotonous increase in the quantity
of added strategies.

2 Main requirements.

Strategy is an unchanging law, which defines what move a strategy bearer (an agent) must do in certain
conditions. Move of the strategy can be zero (0) or one (1), corresponding to aggression or cooperation.
Memory of the strategy is an ability of a certain strategy to use information about previous moves of the
opponent strategy, which were made against it during the game, to perform a certain move: zero or one.
Thus, strategies which use information only about the current move and don’t use information about
previous [moves] are called “Strategies without memory”. Strategies that use information about previous
moves are called “Strategies with memory”. Memory depth is a value that equals the number of previous
moves of the opponent strategy that impact the course of the strategy. In other words, strategies without
memory have memory depth that equals 0, and strategies with memory which use information only about
the last move, have memory depth that equals 1, and further the same way by analogy.

Strategy without memory has two answers for the opponent’s move: zero or one. The opponent, in
turn, as it was mentioned before, also has two possible ways to move: zero or one — aggresion or
cooperation. Such a strategy may be described with a binary sequence, where the number of a bit is an
opponent’s move, and its value is an answer for that move. This way of displaying differs from the way
that was provided in articles written by Kuklin, Pryimak, Yanovsky [16-18]. In those articles, the name
of strategy, its representation in the form of a binary sequence, was written from left to right, like words
in most European languages. In this paper and in further papers, the way of displaying is reversed, in
other words, it is written as a binary number where the least significant bit is to the right. This is done for
the convenience of representing the strategy in the program and for the correct implementation of bitwise
operations.

So, there are four strategies with a memory depth that equals 0: 00, 01, 10, 11. All of them respond to
the opponent's move according to the rules that were described above. But at the first move, there is a
situation in which the strategy has to make a move under the condition of uncertainty, in other words,
without having information about the opponent's previous moves. This situation very often arises during
the interaction of individuals in the society, so it must be simulated realistically. In the above-mentioned
articles, the concept of the first step is introduced, a move, which is made in the case when there is a lack
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of information to make a decision by the main algorithm. Such a move is written before the main name
of the strategy in square quotes “[]”. For the strategies without memory, the first move is described with
one bit. As a result, the final number of different strategies in the population is doubled: [0]00, [1]00,
[0]01, [1]01, [0]10, [1]10, [0]11, [1]11.

Strategies with depth that equals 1 must do their move taking into account both the opponent's current
move and the previous one, in other words, a number with two bits is used to define the bit’s number.
That means that the binary representation of a strategy must be twice longer than with the memory depth
that equals 0. Further considerations lead us to the fact that the length of the binary representation doubles
with every increase of the memory depth index. For all strategies with memory, there is a valid statement
that the first move is some strategy with memory depth decreased by one. For instance, for the strategy
1001, there are 8 variants of the first move which fully correspond to the 0 memory depth strategies:
[0][00]1001, [1][00]1001, etc. For convenience, below, the strategy means a binary sequence without
taking into account moves under conditions of uncertainty. The strategy taking these conditions into
account will be called “sub-strategy”. It’s important to focus on the fact that some strategies with memory
depth 1 correspond to strategies with memory depth that equals 0. It’s obvious that these are strategies
which even having the information about the opponent's previous move make a move without considering
that information. For example: 0000 ~ 00, 0101 ~ 01, 1010 ~ 10, 1111 ~ 11. From here we can see, at the
memory depth 1, all strategies with memory depth 0 are represented. Thus, we can conclude that all
strategies from previous depths including zero are represented at every memory depth.

From all the aforementioned, it is possible to extract formulas of the dependency of the number of
strategies from memory depth. Based on the fact that to describe the strategy with memory depth that

equals k, 2%*1 bits a needed from which 22" sequences can be built and that each strategy has a number
of sub-strategies that equals the number of strategies from the previous memory depth (22k), we can
conclude that the formula of the number of the strategies that take into account unique first moves looks
like:22*"*-D),

3 Distribution of rewards.

In the paper, the same model of distribution as in articles by Kuklin, Pryimak, Yanovsky [16-18] is
used, where, at the same time, Robert Axelrod’s model for prisoner's dilemma[13] is used. Every agent
(a bearer of the strategy) may choose aggression or cooperation, points are counted by the payoff matrix
that was also suggested by Axelrod (Table 1):

Table 1 — payoff matrix

0 (aggression) 1 (cooperation)
0 (aggression) 1 5
1 (cooperation) 0 3

This table implies that by answering aggression with aggression, every agent receives a point. If
responds to aggression with cooperation, an aggressive agent receives 5 points, and the other — zero. This
rule works the same way in reverse, like a response to cooperation with aggression.Each agent receives
3 points if cooperation is responded with cooperation. Thus, maximum total profit is reached by mutual
cooperation, but maximum personal [profit] is reached by betrayal, in other words by responding to
cooperation with aggression.

It is important to mention that the represented matrix (Table 1) is not the only right. There may be
different other payoff matrices, but all of them should be guided by the rule:

t>r>p>s (3.1)

where t — the amount of points received by the agent who responds to cooperation with aggression.
r — the amount of points received by the agent who responds to cooperation with cooperation.
p — the amount of points received by the agent who responds to aggression with aggression.
s — the amount of points received by the agent who responds to aggression with cooperation.
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4 Population’s characteristics.

There are typical characteristics for every population: aggression, complexity, average amount of
points received for a move. Version of populations with uneven distribution of agents among strategies
involves one more characteristic: the amount of agents of a certain strategy in the population. For our
case, which is the series of experiments with modeling evolution of strategies agents’ population with a
gradual increase in the number of a certain strategy’s agents at the first stage of its evolution, it’s
advisable to use final characteristics of society.

The complexity of the strategy is defined according to the principle of describing the complexity of
finite 0 and 1 sequences, assuming that a polynomial of a greater degree is more complex than polynomial
of a lesser grade. Such a sequence may be considered as a function, then complexity of this function is
perceived as a display like A: M — M, if:

y = Ax (4.2)
where = y,;,y, ... ¥, , sequence, which elements are defined as:

Vi = Xiv1 — X (4.2)
wherei = 1,2,...,nis an element of the sequence.

The amount of received points, or income, is defined as the average value of received points per every
agent’s move.

Aggression is the average value of the amount of all agents’ aggressive moves. The connection
between the income and aggression is examined[16-18] and is expressed by ratio:

A(t) = A+ (Ppax —P(1)) — (4.3)

where 4 = 5.3/8; a@ = 0.2 — selected empirically coefficients,
P — income of the strategy.
This particular ratio is used for calculations of aggression in this paper. The direct calculation of the
number of zeros that were made is associated with an excessive increase in the requirements for
calculating power, so a more computationally simple way was chosen.

5 Terms for running experiments.

The purpose of the modeling is to determine the impact of increasing the quantity of a particular
strategy on the evolution of the strategy population with a memory depth of 2. In a certain sense, the
strategies lose equality in this process. Then, by increasing the initial quantity of a specific strategy in the
population, the evolution of a new population is simulated. Upon completion of evolution, collective
characteristics of the population that emerged as a result of evolution are obtained from the simulation
data. The increase in the initial quantity of the designated strategies ranges from 1 to 3276. The maximum
number of added strategies is equal to 10% of the total number of agents in the population in the classical
scenario with a memory depth of 2 [3-4]. Thus, this quantity can be considered small in comparison to
the size of the "democratic" population with an equal number of all strategies. Therefore, in each series
of experiments, the increase in the initial quantity occurs discreetly with a step of 3276/10. Then, in each
series, a complete evolution of the population with an increased number of strategies is performed. The
obtained data allows determining how collective characteristics of the final population change depending
on the quantity of initially added strategies. These dependencies help identify characteristic changes that
arise with a change in the quantity of a particular strategy.

6 Case with an increased number of agents of strategy 1011.

Strategy 1011 belongs to a memory depth 1 strategy, with a complexity of 4. That is significantly less
than the average complexity of the population, which is 8 with a memory depth of 2. At first glance, it
seems that such a strategy should not significantly influence the complexity of the strategies that emerge
as a result of evolution. However, the obtained data indicates quite irregular fluctuations in complexity
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when changing the quantity of this strategy (See Fig. 6.1). The amplitude of these fluctuations is quite
significant, ranging from a maximum of 8 to values as low as 2, even lower than the complexity of strategy
1011 that is being added. The structure of the minima is shown on Fig. 6.1 to the right when changing the
guantity with a smaller scale in the minima region. It is easy to notice that the number of such fluctuations
increases with the reduction in the scale of changes in the initial quantity. Thus, the complexity of the

strategies that remain after evolution is a variable function of the initially added strategy quantity.
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Fig. 6.1 On the left, the dependence of the average complexity of strategies that "survived" on the initial quantity
of strategy 1011 is shown. The brown color represents the complexity of strategies that survived in the
"democratic" population. On the right, the structure of minimal outliers is shown with a smaller scale of changes
in the initial quantity of strategy 1011. The intervals of changes in the figures on the right correspond to [1305-
1315] and [2285-2295], respectively.

A more detailed investigation of complexity with a smaller scale of changes requires significant time
resources. However, it can be stated that it will be a variable function even on small scales. It is interesting
to note that the relative part of the interval of changes in the quantity of 1011 on which the complexity
reaches the complexity of the democratic population is significantly less than one. If we estimate this
ratio from Fig. 6.1 (left), it equals 1/10. In other words, adding the 1011 strategy typically causes a
decrease in the complexity of the population that remains after evolution. However, with a monotonic
change in quantity, unforeseen intervals of changes occur where the complexity of the populations
reaches the maximum complexity of 8. Interestingly, the average memory depth of the surviving
strategies does not show such variability. It remains constant throughout the entire interval of changes in
the quantity of the 1011 strategy and equals 2.

The next collective variable of interest is the average number of points a strategy receives per move.
In a certain sense, it characterizes the efficiency of strategies in the population. The dependence on the
guantity of added 1011 strategies is illustrated in Fig. 6.2. The modeling results indicate that the changes
in payoff per move do not vary significantly (see Fig. 6.2).

1011 1011 1011

3 3 3
g 5 M 5
P P P
1 1 1
0 T 0
500 1000 1500 2000 2500 3000 1306 1308 1310 1312 1314 2277 2279 2281 2283 2285

N(1011) N(1011) N(1011)
Fig. 6.2 On the left, dependence of the average payoffs per move for strategies surviving the evolution on the
initial quantity N(1011) of 1011 strategies. Brown color represents the payoff level in the "democratic"
population. On the right, behavior of average payoffs per move within the intervals specified in Fig. 6.1.

It is noticeable that the variability of the dependencies in Fig. 6.2 is significantly smaller than the
average complexity. Thus, fluctuations in complexity do not affect the payoffs per move. This is evident
from minor changes in the figures on the right, constructed within the intervals of sharp changes in
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average complexity. Typically, in most cases, an increase in the quantity of strategies emerging in the
population through evolution results in higher payoffs per move than in the "democratic™ population.

The quantity of points obtained is closely related to a characteristic known as the aggressiveness of
strategies. In previous works [X, Y], relationships that align well with simulation data were obtained.
After verifying them in the case considered in this work and to expedite computation time, this
relationship was utilized for calculating aggressiveness. Therefore, aggressiveness is computed on the
basis of the simulation data of payoffs per move. Figure 6.3 illustrates the dependencies of aggressiveness
on the quantity of initially added strategies 1011.
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Fig. 6.3 On the left, the dependence of the average aggressiveness of strategies that "survived" on the initial
quantity of strategies 1011. The level of aggressiveness in the case of the "democratic” population corresponds to
the brown line. On the right, aggressiveness within the intervals [1305-1315] and [2285-2295], respectively.

Thus, aggressiveness, for the majority of initial quantities of strategies 1011, decreases compared to
the aggressiveness of the "democratic" population (see Fig. 6.3). An exception is observed when
N(1011)=655, while the average aggressiveness of surviving strategies is higher than the aggressiveness
of the corresponding strategies in the "democratic" population. Clearly, with this initial quantity of
strategies 1011, the payoffs per move are lower than in the "democratic" case. Among the finalists of
evolution, strategy 1011 is absent.

7. Case with an increased number of agents of strategy 01001011.

Now let's consider the impact of increasing the quantity of a more complex strategy on the evolution
of the population. Strategy 01001011 belongs to a depth-2 memory strategy with a complexity of 8. This
is greater than the initial average complexity of strategies in the "democratic" population with a depth-2
memory. Again, the main question is to determine the collective characteristics of the strategies that
remain as a result of evolution. Figure 7.1 presents data on the average complexity of strategies formed
through evolution based on the quantity of added strategies 01001011.

01001011 01001011
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Fig. 7.1 On the right, the dependence of post-evolutionary average complexity on the initial quantity of added
strategies 01001011. The complexity level in the "democratic” population corresponds to the brown line. On the
left, a portion of the dependency is shown where a minimum is observed with a smaller scale of changes in the

interval [2291; 2292].
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It is evident that the addition of 2288 agents of the 01001011 strategy results in a sharp decrease in
complexity to 5 (see Figure 7.1 on the right). The structure of this decline is shown on the left and exhibits
a variable pattern. In a certain sense, similar to the previous case, the average complexity of surviving
strategies has a variable structure with significant fluctuations in average complexity. The relative
proportion of intervals of initial quantity of added strategy where the maximum complexity of 8 is
achieved, compared to the case of division by 6, increases and reaches 3/10. Thus, the complexity of the
added strategy affects this indicator.

Now let's move on to the changes in the average payoffs per move of the strategy. The results obtained
during the evolution modeling are presented in Figure 7.2.

01001011 01001011
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500 1000 1500 2000 2500 3000 2286 2288 2290 2292 2294
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Fig. 7.2 on the right illustrates the dependence of payoffs per move on the initial quantity of 01001011 strategies.
On the left, a part of the dependence is shown where a minimum is observed with a smaller scale of changes in the
interval [2291; 2292].

In this case as well, at certain initial quantities of 01001011 strategies, it is observed that the obtained
profits per move are lower than in the "democratic" scenario. However, it is typical to achieve higher
payoffs per move with an increase in the quantity of the additional strategy, although these increases are
quite modest. It is evident that the average aggressiveness of strategies after evolution will be lower than
in the "democratic" case (see Figure 7.3).

01001011 01001011
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500 1000 1500 2000 2500 3000 2286 2288 2290 2292 2294
N(01001011) N(01001011)
Fig. 7.3 on the right, dependence of aggressiveness on the initial quantity of 01001011 strategies. On the left, a
part of the dependency with a smaller scale of changes in the interval [2291; 2292].

Therefore, when choosing a strategy of maximum complexity, a decrease in the aggressiveness of the
strategies that remain after evolution should be expected. Thus, the influence of this strategy has a
moderate nature due to its absence among the finalists of evolution. It altered the course of evolution at
intermediate stages. Hence, the average aggressiveness of finalists is typically lower than the average
aggressiveness of the "democratic” population.
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8. Case with an increased number of agents of strategy 10001011

In this section, let us consider the winning strategy of evolution in the "democratic” population.
Strategy 10001011 belongs to a memory depth 2 strategy with a complexity of 8. This strategy emerged
victorious in the classic evolution scenario [3-4]. In this case, it is expected that neither the average
memory depth nor the average complexity of surviving strategies change with different initial quantities
of this strategy, and they remain at their maximum values. In this sense, they do not provide insight into
the events occurring during evolution. Therefore, let's consider the more informative characteristic - the
number of agents specifically with the 10001011 strategy that remain in the population after evolution.

10001011

3000

20001

agents count

10001

500 1000 1500 2000 2500 3000
N(10001011)
Fig. 8.1 The number of agents with the strategy 10001011 among the winners of evolution.

From the obtained data, it is easy to notice that all added strategies are retained during evolution.
Therefore, there are no changes in either the complexity or the depth of memory in the population as a
result of evolution. This creates a special case of "democracy" violation. The number of payoffs per move
for the strategy, according to the modeling data, is shown in Fig. 8.2 and is determined by the dominance
of this strategy during evolution.
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Fig. 8.2 On the left, the change in average payoffs per move for the surviving strategies with evolution. On the
right, the average aggressiveness of these strategies.

Therefore, adding the winning strategy, with an increased quantity, reduces payoffs per move and
increases the average aggressiveness of the population. This may indicate that with an increase in agents,
there is a growing "competition” among the strategy agents.
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9. Conclusion.

Thus, it can be noted that an increase in the number of agents of a certain strategy by 10% does not
lead to the dominance of that strategy. In all series (except the last one), fluctuations in final complexity
were observed, indicating a variable nature of changes with monotonous increases in the initial quantity
of added strategies. An increase in the number of agents undoubtedly leads to changes in the population,
but these changes do not result in the victory of the increased group. Therefore, it is typical at the final
stage to observe a decrease in the aggressiveness of the strategies. It should be noted that with an increase
in the gquantity by more than 10% from the number of strategies in the democratic population, the
dominance of some additional strategies and an increase in population aggressiveness compared to the
level of aggressiveness in the "democratic” population should be expected. This can be observed from
the behavior of the strategy 01001011 when its quantity is maximally increased (10%), resulting in the
population's aggressiveness exceeding the level of aggressiveness in the "democratic" population.
Additional research is required to determine the possibility of such a peculiar phase transition. It is worth
noting that the evolution of the population requires significant computational resources; therefore, a
relatively large scale of changes in the quantity of added strategies was chosen to reduce equipment
requirements. This scale was 1/10 of the maximum initial quantity which, in turn, constituted 10% of the
size of the "democratic" population. This prevented the identification of changes on smaller scales
throughout the entire interval [1, 3276]. These additional complexities arise when attempting to increase
the quantity of added strategies.

CIIMCOK JIITEPATYPU

1. Michael Wooldridge. “An Introduction to MultiAgent Systems”. John Wiley & Sons Ltd, 2002,
https://www.researchgate.net/publication/200027549 _An_Introduction_to_MultiAgent_Systems

2. Munindar P. Singh. “Multiagent Systems: A Theoretical Framework for Intentions”. Know-How and
Communications, 1999,
https://www.researchgate.net/publication/243777883_Multiagent_Systems_A_Theoretical Framew
ork_for_Intentions

3. Darwin, Charles. “On the Origin of Species by Means of Natural Selection, or the Preservation of
Favoured Races in the Struggle for Life”. Jhon Murray, 1859,
https://www.researchgate.net/publication/220045363_0On_the_Origin_of Species_by Means_of N
atural_Selection

4. Ferdinand de Saussure, “Course in General Linguistics”, 1998,
https://www.academia.edu/32877516/Course_in_General_Linguistics_Ferdinand_de_Saussure

5. Lieberman F. “The Biology and Evolution of Language”, Harvard University Press, 1984,
https://www.researchgate.net/publication/299483779 The Biology and_Evolution_of Language

6. George Luger. “Artificial Intelligence: Structures and Strategies for Complex Problem Solving 5th
Edition”, Addison-Wesley, 2005,
https://www.academia.edu/26150689/GEORGE_F LUGER_Structures_and_Strategies_for_Compl
ex_Problem_Solving_at BULLET at BULLET

7. Luc Steels. “The Artificial Life Roots of Artificial Intelligence”, Artif Life, 1993, 1 (1_2): 75-110.
doi: https://doi.org/10.1162/art].1993.1.1 2.75

8. Bonabeau, Eric, Marco Dorigo, Guy Theraulaz, “Swarm Intelligence: From Natural to Artificial
Systems”, Oxford Academic, https://doi.org/10.1093/0s0/9780195131581.001.0001

9. Scott John. “Sociology: The Key Concepts”, Routledge, 2006, https://www.shortcutstv.com/wp-
content/uploads/2020/01/Sociology_the_key concept.pdf

10. Rogers, Kimberly B. Smith-Lovin, Lynn. Action, Interaction, and Groups // The Wiley-Blackwell
companion to Sociology / G. Ritzer (ed.). — Oxford, etc.: Wiley-Blackwell, 2012. P. 121—138.
ISBN 978-1-4443-4735-7.

11. Nowak M., Sigmund K. “A strategy of win-stay, lose-shift that outperforms tit-for-tat in the
Prisoner’s Dilemma game.”, Nature, 1993, vol. 364, C. 56-58.
https://www.nature.com/articles/364056a0

12. Weibull J. W. “Evolutionary game theory.”, Cambridge: MIT press, 1997. 265c.
https://mitpress.mit.edu/9780262731218/evolutionary-game-theory/


https://www.researchgate.net/publication/200027549_An_Introduction_to_MultiAgent_Systems
https://www.researchgate.net/publication/243777883_Multiagent_Systems_A_Theoretical_Framework_for_Intentions
https://www.researchgate.net/publication/243777883_Multiagent_Systems_A_Theoretical_Framework_for_Intentions
https://www.researchgate.net/publication/220045363_On_the_Origin_of_Species_by_Means_of_Natural_Selection
https://www.researchgate.net/publication/220045363_On_the_Origin_of_Species_by_Means_of_Natural_Selection
https://www.academia.edu/32877516/Course_in_General_Linguistics_Ferdinand_de_Saussure
https://www.researchgate.net/publication/299483779_The_Biology_and_Evolution_of_Language
https://www.academia.edu/26150689/GEORGE_F_LUGER_Structures_and_Strategies_for_Complex_Problem_Solving_at_BULLET_at_BULLET
https://www.academia.edu/26150689/GEORGE_F_LUGER_Structures_and_Strategies_for_Complex_Problem_Solving_at_BULLET_at_BULLET
https://doi.org/10.1162/artl.1993.1.1_2.75
https://doi.org/10.1093/oso/9780195131581.001.0001
https://www.shortcutstv.com/wp-content/uploads/2020/01/Sociology_the_key_concept.pdf
https://www.shortcutstv.com/wp-content/uploads/2020/01/Sociology_the_key_concept.pdf
https://www.nature.com/articles/364056a0
https://mitpress.mit.edu/9780262731218/evolutionary-game-theory/

ISSN 2304 -6201 BicHuk XapkiBCbKkoro HawjioHanbHoro yHisepcuteTy imeHi B. H. KapasiHa

cepist «MaTemaTiHe MoaentoBaHHS. IHhopmaLliiHi TexHonoril. ABTOMaTM30BaHi cUCTeMM ynpaBniHHs», BUNyck 59, 2023 33

13.

14.

15.

16.

10.

11.

12.

13.

14.

Axelrod R. “The evolution of cooperation” New York: Basic Books, 1984.9c.
https://ee.stanford.edu/~hellman/Breakthrough/book/pdfs/axelrod.pdf

Kyxnin B.M., Ilpuiimak O.B., fInoBcekuii B.B. “Influence of memory on population evolution”
Bicnux Xapxiscvroco nayionanvnoco ynieepcumemy imeni B.H. Kapasina, cepis «Mamemamuune
Mooenoeanus. Inpopmayitini mexnonoeii. Asmomamuzosani cucmemu ynpaeninuay, Bum. 29, 2016,
c. 41-66. https://periodicals.karazin.ua/mia/article/view/6557

Kyxnia B.M., Ilpuitmak O.B., SlroBcekmii B.B. “The memory and the evolution of populations”
Bicnux Xapxiscvroco nayionanvnoco ynieepcumemy imeni B.H. Kapasina, cepis «Mamemamuune
Mmooenoeanusi. Inpopmayitini mexronoeii. Asmomamuzosani cucmemu ynpaeninusy, Bum. 35, 2017,
c. 38-60. https://periodicals.karazin.ua/mia/article/view/9841/9365

Kyxnia B.M., [puitmak O.B., SlnoBcekuit B.B. “The evolution of strategies communities in the
presence of sources”, Bicnux Xapkiscvkoeo Hayionanwrnozo yuigepcumemy imeni B.H. Kapasina,
cepiss «Mamemamuune mooleniosanns. IHpopmayilini mexuonozii. Aemomamuzo8ani cucmemu
ynpasninnsy, Bun. 36, 2017, c. 68-84. https://periodicals.karazin.ua/mia/article/view/10098

REFERENCES

Michael Wooldridge. “An Introduction to MultiAgent Systems”. John Wiley & Sons Ltd, 2002,
https://www.researchgate.net/publication/200027549_An_Introduction_to_MultiAgent_Systems
Munindar P. Singh. “Multiagent Systems: A Theoretical Framework for Intentions”. Know-How and
Communications, 1999,
https://www.researchgate.net/publication/243777883_Multiagent_Systems_A_Theoretical_Framew
ork_for_Intentions

Darwin, Charles. “On the Origin of Species by Means of Natural Selection, or the Preservation of
Favoured Races in the Struggle for Life”. Jhon Murray, 1859,
https://www.researchgate.net/publication/220045363_On_the_Origin_of _Species_by Means_of N
atural_Selection

Ferdinand de Saussure, “Course n General Linguistics”, 1998,
https://www.academia.edu/32877516/Course_in_General_Linguistics_Ferdinand_de_Saussure
Lieberman F. “The Biology and Evolution of Language”, Harvard University Press, 1984,
https://www.researchgate.net/publication/299483779 The Biology and_Evolution_of Language
George Luger. “Artificial Intelligence: Structures and Strategies for Complex Problem Solving 5th
Edition”, Addison-Wesley, 2005,
https://www.academia.edu/26150689/GEORGE_F LUGER_Structures_and_Strategies_for_Compl
ex_Problem_Solving_at BULLET at BULLET

Luc Steels. “The Artificial Life Roots of Artificial Intelligence”, Artif Life, 1993, 1 (1_2): 75-110.
doi: https://doi.org/10.1162/artl.1993.1.1 2.75

Bonabeau, Eric, Marco Dorigo, Guy Theraulaz, “Swarm Intelligence: From Natural to Artificial
Systems”, Oxford Academic, https://doi.org/10.1093/0s0/9780195131581.001.0001

Scott John. “Sociology: The Key Concepts”, Routledge, 2006, https://www.shortcutstv.com/wp-
content/uploads/2020/01/Sociology_the key concept.pdf

Rogers, Kimberly B. Smith-Lovin, Lynn. Action, Interaction, and Groups // The Wiley-Blackwell
companion to Sociology / G. Ritzer (ed.). — Oxford, etc.: Wiley-Blackwell, 2012, — P. 121—138.
— ISBN 978-1-4443-4735-7

Nowak M., Sigmund K. “A strategy of win-stay, lose-shift that outperforms tit-for-tat in the
Prisoner’s Dilemma game.”, Nature, 1993, vol. 364, c.56-58.
https://www.nature.com/articles/364056a0

Weibull J. W. “Evolutionary game theory.”, Cambridge: MIT press, 1997. 265c.
https://mitpress.mit.edu/9780262731218/evolutionary-game-theory/

Axelrod R. “The evolution of cooperation” New York: Basic Books, 1984.9c.
https://ee.stanford.edu/~hellman/Breakthrough/book/pdfs/axelrod.pdf

V. M. Kuklin, O. V. Pryimak, V. V. Yanovsky. “Influence of memory on population evolution”
Bulletin of V.N. Karazin Kharkiv National University, series «Mathematical modeling. Information
technology. Automated control systemsy», vol. 29, 41-66, April 2016. [In Russian]
https://periodicals.karazin.ua/mia/article/view/6557


https://ee.stanford.edu/~hellman/Breakthrough/book/pdfs/axelrod.pdf
https://ee.stanford.edu/~hellman/Breakthrough/book/pdfs/axelrod.pdf
https://periodicals.karazin.ua/mia/article/view/6557
https://periodicals.karazin.ua/mia/article/view/9841/9365
https://periodicals.karazin.ua/mia/article/view/10098
https://www.researchgate.net/publication/200027549_An_Introduction_to_MultiAgent_Systems
https://www.researchgate.net/publication/243777883_Multiagent_Systems_A_Theoretical_Framework_for_Intentions
https://www.researchgate.net/publication/243777883_Multiagent_Systems_A_Theoretical_Framework_for_Intentions
https://www.researchgate.net/publication/220045363_On_the_Origin_of_Species_by_Means_of_Natural_Selection
https://www.researchgate.net/publication/220045363_On_the_Origin_of_Species_by_Means_of_Natural_Selection
https://www.academia.edu/32877516/Course_in_General_Linguistics_Ferdinand_de_Saussure
https://www.researchgate.net/publication/299483779_The_Biology_and_Evolution_of_Language
https://www.academia.edu/26150689/GEORGE_F_LUGER_Structures_and_Strategies_for_Complex_Problem_Solving_at_BULLET_at_BULLET
https://www.academia.edu/26150689/GEORGE_F_LUGER_Structures_and_Strategies_for_Complex_Problem_Solving_at_BULLET_at_BULLET
https://doi.org/10.1162/artl.1993.1.1_2.75
https://doi.org/10.1093/oso/9780195131581.001.0001
https://www.shortcutstv.com/wp-content/uploads/2020/01/Sociology_the_key_concept.pdf
https://www.shortcutstv.com/wp-content/uploads/2020/01/Sociology_the_key_concept.pdf
https://www.nature.com/articles/364056a0
https://mitpress.mit.edu/9780262731218/evolutionary-game-theory/
https://ee.stanford.edu/~hellman/Breakthrough/book/pdfs/axelrod.pdf
https://ee.stanford.edu/~hellman/Breakthrough/book/pdfs/axelrod.pdf
https://periodicals.karazin.ua/mia/article/view/6557
https://periodicals.karazin.ua/mia/article/view/6557

ISSN 2304 -6201 Bulletin of V.N. Karazin Kharkiv National University
34 series «Mathematical modeling. Information technology. Automated control systems» issue 59, 2023

15. V. M. Kuklin, O. V. Pryimak, V. V. Yanovsky. “The memory and the evolution of populations”
Bulletin of V.N. Karazin Kharkiv National University, series «Mathematical modeling. Information
technology. Automated control systemsy», vol. 35, 38-60, November 2017. [In Russian]
https://periodicals.karazin.ua/mia/article/view/9841/9365

16. V. M. Kuklin, O. V. Pryimak, V. V. Yanovsky. “The evolution of strategies communities in the
presence of sources”, Bulletin of V.N. Karazin Kharkiv National University, series «Mathematical
modeling. Information technology. Automated control systems», vol. 36, 68-84, December 2017. [In
Russian] https://periodicals.karazin.ua/mia/article/view/10098

3oJ10TyXiH cmydenm mazicmpamypu
Boaogumup Xapxkiscokuii nayionanvnuti ynieepcumem im. B.H. Kapaszina, maioan Ceoboou, 4,
OnexkcaHapoBHY Xapxis, Ykpaina , 61022

e-mail: zolotukhinvolodymyr@gmail.com
https://orcid.org/0009-0004-0303-0624

SIHOBCHKHIA 0. @-m. H., npoghecop
Bosoaumup Xapriscokuil HayionanoHuil yHisepcumem im. B.H. Kapaszina, maioan. Ceo60o0u, 6,
BosoaumupoBuy Xapxie, Ykpaina, 61022

Tuemumym monoxkpucmanis, Hayionanena Axaoemis Hayx Ykpainu, npocnexm
Hayxku, 60., Xapxkis, Ykpaina, 61001.

e-mail: yanovsky@isc.kharkov.ua

https://orcid.org/0000-0003-0461-749X

BruiuB mopyuieHHsI JeMOKpATIi cTpaTerii 3 mamM’SITTI0O HA €BOJIIOLII0
MOMYJIS il

AxTyanbHicTh. bpak noBipH y cydacHOMY CyCIIBCTBI 4aCTO € TOPMO3UTH PO3BHUTOK JIFOJICTBA Ta, iIHOAI, CTABHUTH ITi/l TUTAHHS
MalOyTHE TroAckKoi momysinii B 1isiomy. [IpoTsiroM Beiei icTopil pO3BUTKY CYCIIUIBCTBA CIIOCTEPIra€ThCs SIBHILE, KOJIU Ta YH
iHIIA ifesl 3aXOIUIIOE PO3YMH JIIOJIeH, IO MPU3BOAWTH O TOTO, IO BOHU HMPUTPUMYIOTHCS OJHAKOBOi (200 myxe CX0koi)
MOBEAIHKOBOI cTparerii. {7t moKpameHHs: po3yMiHHS BHYTPIIIHIX MIPOIECIB y CYCHUIBCTBI, B IKOMY MOPYIIEHO PiBHOMIPHICTH
PO3IOILTY CTpaTerii Mo YieHaM MOMyJIsILii, HeoOXiqHI AeTaabHi JOCHiIKeHHS, Ki HEMOXKJIMBI €3 BiAMOBITHOTO MPOrPaMHOTO
3a0e3MneueHHs.

MeTta. MeToro poOOTH € TOCHTIHKEHHS BIUTUBY KUTBKOCTI arHETIB IEBHOI CTPATETIi Ha pe3yIbTaT €BOJIOLIT MOMYJISALIi B LIIIOMY.
JlocnmipKyeThest XapakTep 3MiH B €BOJIOLT 32 YMOBH IMOCTYIIOBOT'O, MOHOTOHHOT'O 301JIbIIICHHS areHTiB MEeBHOI cTpaTerii Bix 1
arHera 10 10% Bix aeMokpaTnuHoi momyssinii. JIocmi/keHHs TakoXK Mae Ha MeTi BCTAaHOBHUTH CTpATerii, [0 € eBOJIOLIHHO
JOL[ITBHUMY TIJIBKH 32 YMOBH 301JIbLICHHS 1X HOCITB y OISl

MeTtonu aociixkeHHsl. PO3IIISHYTO €BOJIOIII0 MOMYJNAIIl 3 MOBHUM HAOOPOM CTpaTeriil MOBEIIHKH, OOMEKCHUX TiJbKH
TIMOWHOIO TaM’ATi 2,31 301IBIICHOI0 KUTBKICTIO areHTiB MeBHOI cTparerii. KoskeH HOCIHf areHT 3 KOKHHM, BKIIOYa0YH cede
3TiJIHO 3 ITEPaTHBHOIO MOJEIUII0 AWJIEMH YB’SI3HEHOr0. BHHAropo/y BU3HAYalOTHCS 3a MaTpULsMHU BuIuiat. KoxkHe HacTyrHe
TIOKOJIIHHS TIOMYJIAIIi IOCTIIOBHO BTpadae areHTiB HAOLNbII HEBUTIIHOI CTparerii MOBEAIHKH MONEPEIHHOTO IOKOJIHHS.
AreHTH, MO € HOCiAMH 0OpaHOi cTpaTerii B3a€MOIIIOTH MK COOOI0 Ta 3 IHIIOK TOMYJBIIIEI0 32 CTAHAAPTHUM 3aKOHOM.
Po3risiHyTO NeKiabKa CTpaTerii, KUIBKICTh areHTiB sKuX Oyno 36inbmenHo. Cepen HUX cTpaterii 3i CKJIAAHICTIO HIXKYE HDK
CepeNHs CKIIAHICTh MOMYJIALT, BUIIE HI)K CEPEHs CKIaIHICTh NOMyJsii. Takoxx 0yJ10 po3risHyTO BapiaHT, KOJIM 301IbIIAIACH
KUIBKICTB areHTiB CTpaTerii, 0 MepeMoriia y AeMOKPaTUIHOMY CyCHIJIbCTBI.

Pe3yabTaTn. B po6oTi moka3aHo, K HassBHICTh BUAUICHOT CTpaTerii 31 301JIbIIEHO0 KiTBKICTIO HOCIIB BIUTHBAE HA JUHAMIKY
nomyJisiii. BUsiBIIEHO 3pocTaHHs KiHIIEBOTO CEPEIHBOTO 3apO0iTKY MOIMyJsiii. BcTaHOBIEHO, 110 30LTBIIEHHS KUTBKOCT] ar€HTiB
He TPUBOJUTH 10 IEPEMOTH CTPATErii, [0 He NePEMOTJIH Y IEMOKPATHYHIH MOmyJIsLjii.

BucnHoBku. 3a pe3ynprataMu poOOTH BH3HAYEHO TOJIOBHI HACTIIKY BIUTUBY KUTBKOCTI arc¢HTIB MEBHOI CTpaTerii Ha €BOJIIOIIIO
TIOTTYJISIIIIT.

Knrwwuoei cnosa: azpecugnicmo, egonioyis, NOnyiayis, cmpamezis, CKIAOHICMb, CYCNIbCMEO
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