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Evolution of a population of strategies with memory in the presence of a
distinct small group

Topicality. Today, the human population is constantly growing. The influence of societies and subcultures on each other and on
the population as a whole is also increasing. It is necessary to expand knowledge in the field of social behavior to improve the
understanding of interaction within the population.

Key goals. The purpose of the article is to study the influence of selected distinct groups on the evolution of the population. The
nature of changes in evolution is studied in the presence of groups of different complexity and size in the population. This work
also aims to establish the most evolutionarily advantageous composition and size of a small group and the stage at which a
population will be dominated by such a group, if it is possible.

Research methods. The evolution of a population with a full set of behavioral strategies, limited only by memory depth, in the
presence of a distinct group is considered. Each strategy carrier interacts with all others, themselves included, according to an
iterative model of the prisoner's dilemma. Rewards are determined by payment matrices. Each subsequent generation
successively loses the most disadvantageous behavioral strategies of the previous generation. Carriers who are members of a
distinct group behave more aggressively towards "strangers" and more cooperative with "their own". Different variants of the
initial composition of the group are considered, namely the case when the average complexity of a small group is greater than
the average complexity of the population as a whole, less, or comparable to it. Variants with different initial size of the small
group have been considered — 5, 10, 15, 20% of the population size.

The results. The paper shows how the presence of small groups of different complexity and size affects population dynamics.
An increase in the aggressiveness of the population has been revealed if there is a small group of any composition in it. The size
and composition of a small group that makes it possible to dominate the society and the stage of evolution when it takes place
have been established.

Conclusion. Based on the results of the article, the main consequences of the influence of distinct small groups on the evolution
of the population have been determined.
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1. Introduction

Today, research on behavior in society, development and evolution of the groups forming it are
becoming more relevant [1]. The population of people is growing and the influence of societies on each
other is also increasing due to the rapid development of information technologies. People from different
continents and countries, different religions and beliefs, with different cultures and traditions now coexist
in a single information space, and therefore constantly influence each other. The study of such interaction
is a key to understanding the future of humanity not only as a society, but also as a biological species.

Modern game theory [2] is one of the areas used to study the interaction of populations. A clear
example of game models used for this purpose are the models based on the so-called "prisoner’s dilemma"
[3]. These models represent a paradigm which has helped to discover such mechanisms of cooperative
behavior as voluntary participation, punishment, heterogeneous activity and social diversity.
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The model of the prisoner's dilemma game is that two players can "cooperate” with each other (help
each other) or "betray" the opponent (behave aggressively). At the same time, the reward matrix is chosen
in such a way that the best payoff for both players can be obtained only when they both choose
cooperation, but the highest payoff for one player can be obtained if one of them chooses betrayal and
the other chooses cooperation. Thus, the locally optimal solution for both players is aggressive behavior,
which is due to the real-life simulation: cooperative behavior usually requires additional resources, unlike
selfish behavior.

In [4-7] the evolution of populations with a full set of behavioral strategies (limited only by the depth
of memory) within the framework of a generalized prisoner's dilemma has been considered. Increases in
average difficulty and average memory depth over time, as well as decreases in average aggressiveness,
have been analyzed. Complexity has been recognized as an evolutionarily advantageous characteristic.

In this work, we have analyzed how the course of evolution changes when a distinct group, whose
members actively support each other and behave more aggressive towards others, appears in the
population. The main points of interest are: to what extent the appearance of such a group will increase
the level of aggressive behavior in society, and whether being in such a group is evolutionarily beneficial
for the strategy carriers. Additionally, it is interesting to see how a change in the composition of a small
group will affect the development of society, what composition and size of the group are sufficient for its
complete dominance in society, as well as how soon such dominance will occur.

2. Description of strategies with memory

A behavior strategy is a rule which determines a move depending on the known move of the opponent.
Strategies that imply only the reaction to the opponent’s current move are called the strategies without
memory, and strategies that allows decisions based on knowledge of the opponent’s several previous
moves are the strategies with memory. The memory depth is the number of the opponent’s moves, over
the one available at a current stage, which is taken into account when choosing a move. Therefore, the
strategies without memory have a memory depth of 0, the strategies that remember an additional 1 move
to the existing one have a depth of 1, and so on.

Strategies without memory choose a move based on the opponent's previous move, i.e., the one made
during the previous iteration. There are two move options - cooperation (marked as 1) and betrayal
(marked as 0). To denote a strategy without memory, it is necessary to specify the carrier’s responses to
the opponent's moves 0 or 1. Those strategy responses can be set as follows 0: 0, 1: 0, that is, "if the
opponent move was 0, then we choose the move 0, and if 1, then move 0 anyway." We have decided to
denote such strategies as sequences of digits {0,1} (i.e., as numbers in binary representation). Then the
bit number is the opponent's move, and the value in it is the response to such a move. For example, the
strategy "if the other player moved with 0, choose move 1, and if 1, then choose move 0" can be written
in the form: 01. It should be noted that in the [4-7], the strategy record is inverted, and the reaction to
move is placed on the left. But we have chosen to use the notation described above for greater similarity
with the binary notation and for simplifying bitwise operations in the program.

Therefore, all strategies with zero memory depth can be written as a binary two-digit number — 00,
01, 10, 11. It should be mentioned, that the choice of the first move is a unique situation, at this point
there is no information about previous opponent’s moves and a special procedure for such a case is
required. That is why we should add one auxiliary bit to determine a first agent’s move, increasing the
number of strategies from 4 to 8: [0]00, [1]00, [0]01, [1]01, [0]10, [1]10, [0]11, [1]11.

Strategies with memory depth of 1 make a move taking into account the opponent's current and
previous move. So, the opponent's moves will be denoted with two bits: 00, 01, 10, 11. Therefore, a
reaction to the opponent's moves (i.e., description or the "name" of the strategy) must be 4 characters
long. If we convert those combinations of the opponent's moves from the binary system to the decimal
system: 00-0,01-1,10-2, 11— 3, we will get the bit numbers in which the answers to the corresponding
combinations of moves should be stored. For example, denoting a strategy reaction to an opponent’s
moves as 00: 1, 01: 0, 10: 1, 11: O, in binary notation would be 0101 (the least significant 00th bit
rightmost). So, if we need 2 bits to describe a strategy with a memory depth of 0, and 4 bits for a memory
depth of 1, then we need 2*! bits to describe a strategy with an arbitrary memory depth k. 2V strategies

can be formed, where N is the number of bits. So, for an arbitrary memory depth k, there are 22"“ unique
strategies. Therefore, for memory depth of 1, we have 22" =04=16 unique strategies.
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The question now is how the strategy with memory depth 1 is supposed to react if only current enemy’s
move is known. That is why it is necessary to add additional reaction bits — a response to the opponent’s
first move. These strategies should be denoted [01]1001, where the Oth bit in the brackets is a response
to the first move of 0, and 1st, to the move of 1. Afterwards, there will have been sufficient data to create
a 4-digit description of the strategy. Furthermore, the strategies with memory depth of 1 require an
additional bit for the first move like memoryless ones. Therefore, the notation of the strategy with a
memory depth of 1 is: [0][10]0110.

Similarly, the description of strategies with memory depth of 2 is a bitwise arrangement of the
strategy’s responses to the opponent’s current move and the 2 previous ones, that is, the {0,1} sequence
with the length of 3 characters (010, 101, ...). Using the method introduced above — denoting several
moves as a number, converting it to decimal (101 -5, 011 - 3, ...), and writing the response to this sequence
of moves in the bit by the received decimal number, we have concluded that 8 bits to denote such a
strategy are required. Moreover, the strategies with memory depth of 2 also need extra bits to record
situations with insufficient data, when only the current move or the current and one previous move are
known. Therefore, the notation of the strategy with memory depth of 2 is: [0][10][0110]11001011. A set
of strategies with the same name but different ""sub-strategies” forms a family of strategies.

3. Interaction of strategies

Since we have chosen a prisoner’s dilemma game model to describe carriers’ interaction, the locally
optimal solution for both players is aggressive behavior. This is due to the simulation of real life:
cooperative behavior usually requires additional resources, unlike selfish behavior. The matrix of rewards
represents the "reaction of the world" to the strategy behavior, because, eventually, we use them to
determine which behavior helps strategies to survive and which does not. As in [4-7], Axelrod’s matrix
[8] (Table 1) is used to describe the rewards:

Table 1 Axelrod’s reward matrix

A\B 0 1
0 1 5
1 0 3

After each move, the carrier’s strategy is perceived as strategy A, and its move corresponds to the
matrix rows, and the opponent’s strategy as strategy B, and its response corresponds to the matrix
columns. The reward that the strategy receives is located at the intersection. The strategies that are not
used by a small group are rewarded according to this matrix.

We can influence group behavior by changing the values of the reward matrix for group members,
stimulating them to take certain actions. In this case, we are interested in a classic "sect" behavior: group
members should actively cooperate with each other, help each other, but treat "strangers" aggressively.
That is why we set two more reward matrices: members of the small group will be rewarded by using the
first one, when they interact with "strangers", and by the second one, when they interact with "their own".

M, matrix shown in Table 2 is a modification of the M; matrix, where aggressive actions are rewarded
by more points, and cooperative actions by less points. It is used for "aggressive towards strangers”
interactions of the small group.

Table 2 — Reward matrix for “aggressive towards strangers” interactions

A\B 0 1
0 2 6
1 0 2

For "helpful toward one's own" interactions matrix, the Mz matrix shown in Table 3 has been chosen,
where the rewards for the aggressive behavior are reduced and for the cooperation are increased.

Table 2 — Reward matrix for “helpful toward one’s own” interactions

A\B 0 1
0 0 3
1 2 5
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We have used the prisoner’s dilemma model iteratively — each strategy carrier interacts with all others
(including themself) a given number of times, receiving rewards according to the established reward
matrices. After all players in a given generation have played with everyone, we average the scores across
all strategy families, then remove the family with the lowest average score from population and start a
new generation with the remained strategies.

4. Collective variables
The number of strategies with memory depth of O is relatively small, so it is easy to keep track of each
individual strategy in a generation. But the situation changes drastically as the memory depth increases,

because the number of strategies in this case grows exponentially: 22" strategies for the memory depth
of k. Therefore, to track the dynamics of the population as a whole, it will be appropriate to introduce
some collective variables that will reflect the state of the entire population.

The average complexity of the population is the arithmetic average of the complexities of all strategies
in a generation. We introduce the concept of strategy complexity as described in [4-7], so the result can
be compared with the usual process of evolution. This approach is based on the principle of comparative
complexity of polynomial functions, which states that polynomials of a higher degree are more complex
than polynomials of a lower degree.

The sequences of symbols {0,1} x = x;x, ... x,,can be perceived as a function that for each integer
value i returns the value x; €{0,1}. Then, to calculate the complexity of the function, the difference
operator A:M—M is used:

y = Ax, 4.1)
where elements of sequence y = y,y, ...y, can be defined as

Vi = Xit1 — Xi» (4.2)
where i=1, 2,...,n is an element number in a sequence.

If we use the cyclicity of the binary sequence, or assume that x,,,; = x4, then it is possible to calculate
the elements of the sequence y for any strategy, i.e., find the strategy into which the chosen one is switched
by using the specified differential operator. We assume that the strategies into which the initial strategies
are switched by using the operator are simpler. Thus, a graph of strategies is formed, with the simplest
and most aggressive strategy — 00 (or 0000 or 00000000 for strategies with memory), which by using the
operator are switched into itself, at the bottom. Assuming that its complexity is 0, and the complexity for
the each subsequent level of such a graph increases by one, then for the strategies without memory we
have the following graph:

Fig. 4.1 — Complexity graph for memory depth of 0

Using such the approach, it can be determined that the strategy 11 has a complexity of 1, and the
strategies 10 and 01 have a complexity of 2. In the same way, we can build a complexity graph for the
strategy with any memory depth, for example, for depth 1 we have the graph shown in Fig. 2.
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Fig. 4.2 — Complexity graph for memory depth of 1

The level of the graph corresponds to the strategy complexity. By constructing such a graph for
strategies of memory depth 2, we obtain the complete complexity distribution for all carriers in the
population.

The next collective variable considered is the average memory depth. Even though the strategy
complexity directly depends on its memory depth, this variable is still interesting to consider, because it
shows how strongly more primitive strategies behave in population of more advanced individuals and
how they affect it.

A very important value is the average aggressiveness of the population, i.e., the relative part of
aggressive moves that the strategy performs in each generation. Since we have stimulated the aggressive
behavior of group members, aggressiveness is expected to exceed the level of the standard evolution.

It is also interesting to consider such a value as the average "earnings" — the average number of points
that the strategy receives in one move. Using it, we can determine the reward "profitability" for certain
modifications of the population.

Moreover, the size of the group relative to the population should also be considered — a percentage of
population size in each generation. What is also interesting is the data on the size and composition of the
group at the moment it is able to completely "dominate" the population displacing all other strategies, and
how quickly that can happen.

5. Modelling

Since the influence of a small group on the evolution of a population can depend on the composition
of a small group directly, several options for dividing strategies into large and small groups should be
considered. A convenient measure for comparing groups of strategies is the average complexity. From
[4], we know that the average complexity of a population with a memory depth of 2 without modifications
at the beginning of the simulation is approximately equal to 7. Therefore, it would be interesting to
consider how the nature of evolution can change if strategies of different complexity are adopted by a
small group. Let us consider three cases, when the average complexity of the group is greater, smaller, or
comparable with the complexity of the population.

Another factor that can strongly influence the nature of evolution is the size of a small group relative
to the population. For each of the three variants of group complexity, we have conducted separate studies
where the size of group is 5, 10, 15 and 20% of population size.

Strategies that have the same complexity may differ in other collective variables, such as
aggressiveness, and therefore may affect the population differently.

For the next step, several groups with a random selection of its participants but with the same average
difficulty have been considered. Averaging the results of modeling the influence of such groups on the
population allows obtaining more universal dependencies. Such dependencies should not be sensitive to
the composition of groups. A series of ten experiments have been conducted with identical inputs of
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complexity and group size. The results have been averaged to obtain the final values of the collective
variables.

5.1. The small group with greater complexity than the population

First, we have considered the case when the average complexity of a small group is greater than that
of the population. That is, we have had a separate intellectual group of more "highly developed" strategies.
Since the maximum possible complexity of the strategy at memory depth 2 is 8, we have created a group
only from representatives of this complexity, and considered the evolution where the group size is 5, 10,
15 and 20% of the population.

At the size of 5%, a group does not make serious changes in the nature of the average complexity
dynamics (Fig. 5.1). It can be seen that starting from the 217th generation, the average complexity of a
small group drops, this is due to the fact that in some experiments the members of the group disappear in
these generations (so its complexity is equal to zero), which lowers complexity, when averaged over 10
experiments. A size of 10% extends the survival period of the group, but still not enough to survive to the
end of modelling. But the size of 15% is enough for a group to dominate in the later stages of evolution.
At the same time, we can observe an increase in the average complexity of society. The increase in
complexity is insignificant, which can be explained by the small difference between the complexity of
the group (8) and the population (~7).

small group size 5 %, Cm=8 small group size 10 %, Cm=8
8 81
7 ho— — ﬁi
6
6
(¢ cs
5 4
4 3
24
3 v T v
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Generations Generations
small group size 15 %, Cm=8 small group size 20 %, Cm=8
8 8
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Fig. 5.1 Average complexity dynamics. Red color indicates data for the population with a small group, blue -
data for the population without a small group, green - characteristics of the small group itself. The complexity of
the small group is equal to 8. There is a noticeable increase in the average complexity of the population even in

comparison with the change in the average complexity of the population without the presence of a group. Each
picture corresponds to a certain initial size of the small group, which is indicated above it.

The average memory depth of the population slightly decreases at the later stages of evolution (Fig.
5.2) with a big group percentage (15-20%). This is because in the later stages, most of the surviving
strategies of memory depth 2 are members of the group, and simpler strategies of smaller memory depths
remain in the population.
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Fig. 5.2 Changes of the average memory depth in the population with a small group (red), without a small group
(blue) and in the small group itself (green).

The average aggressiveness of both the population and the small group increases compared to the
standard version of the population (see Fig. 5.3). As expected, the small group itself has “very high
aggressiveness regardless of its size. Nevertheless, its size strongly affects the aggressiveness of the
population - it increases slightly at 5%, becomes increasingly larger at 10 and 15%, and at a size of 20%
aggressiveness almost reaches the level of the small group itself.

small group size 5 %, Cm=8 small group size 10 %, Cm=8

50 100 150 200 250 50 100 150 200 250
Generations Generations
small group size 15 %, Cm=8 small group size 20 %, Cm=8
1 1
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0.6 /_/‘/———’_\\ 0.6
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0.4 0.4
0.2 0.2
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Generations Generations

Fig. 5.3 Evolution of the average aggressiveness of the population with a small group (red), without a group
(blue) and of the group itself (green).
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As shown in [5], the value of the average number of points per move and the aggressiveness of the
population are related by the equation:

(A(t) = Awn)’

-~ (5.1)

P(t) =P —

where =2 in the absence of a small group, and A is determined from the requirement of
coincidence at the initial point.

However, it turns out that the number of small groups affects the value of & . It decreases in proportion
to the initial number in the group. That dependence is in good agreement with the behavior of the average
number of points obtained during modeling (see Fig. 5.4). That is, as the average aggressiveness
increases, the average earnings per turn decreases, so it becomes lower and lower as the group size
increases. As expected, the average earnings of the small group are higher throughout most of the
evolution, but on the later stages it declines as the group strategy displaces other strategies. Thus, the
number of a small group affects the relationship between aggressiveness and the average number of points
per move, significantly reducing them with an increase in the number of a small group.

small group size 5 %, Cm=8 small group size 10 %, Cm=8

R

P P
1 1
0 0
50 100 150 200 250 50 100 150 200 250
Generations Generations
small group size 15 %, Cm=8 small group size 20 %, Cm=8
1 o)
P! P
1 1
0 y T T T T 0 v v
50 100 150 200 250 50 100 150 200 250
Generations Generations

Fig. 5.4 The change in average carriers’s points per turn in the population with a small group (red), without a
small group (blue), in the small group itself (green). Equation (5.1) is shown in black. « = 1.6 for a small group of
5%, o = 1.2 for 10%, for 15% - a = 0.8, and for 20% = « = 0.4. The good consistency of this dependence with the

simulation data (red) is noticeable.

The graphs of the relative group size (group size divided by size of the whole population) best
demonstrate population changes with evolution (see Fig. 5.5) — we can see that a size of 5% for a small
group does not provide much of survival advantage. A size of 10% of the population gives a slightly
better result, but the group is still a minority even on the late stages. Only size of 15-20% allows a small
group to dominate the society.
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Cm=8

0.87

50 100 150 200 250
Generations

Fig. 5.5. The relative size of groups R changes during evolution for different initial sizes. Brown — initial 20%, red
—15%, green — 10% and blue — 5%. In all cases, the size of small groups is increasing.

5.2. The small group with the same complexity as the population

Let us now consider the modeling of the evolution with a different composition of the small group.
This time the average complexity of the "sect” will be compared to the complexity of the population as a
whole (~7). The group will randomly include strategies with complexity 6 and 8, but the main part of
strategies will have complexity of 7. Again, in order to level the influence of the choice of strategies, the
results have been averaged over ten experiments.

An interesting result is that the presence of a selected group, which has a similar "gene pool" to the
population, has almost no impact (see Fig. 6.6) on the development of society, the average complexity
and average memory depth remain on the same levels, as in the standard version of evolution.

small group size 20 %, Cm=7 small group size 20 %, Cm=7
8
24
- —~—]
6 1.5
5.
C M

41 1
3.

0.57
2.
1 : . : - , 0 : - : - .

50 100 150 200 250 50 100 150 200 250
Generations Generations

Fig. 5.6. The changes in average complexity (left) and average memory depth (right) of populations during
evolution process. They are given for the largest number of the small group (20%) where the differences are most
noticeable. Population with a small group marked with red, without a small group with blue, with the small group

itself with green.

In such a population, the aggressiveness is the most variable value, which is shown in Fig. 5.7. When
small group size is equal to 20%, the aggressiveness of the population as a whole is almost equal to the
aggressiveness of a small group.
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Fig. 5.7. The dynamics of the average aggressiveness of populations and groups over "“time". Significant changes
in aggressiveness are noticeable in comparison with the aggressiveness of the population without the small group.
The difference is especially noticeable at the final stages of evolution, where the aggressiveness of a population
with a small group approaches the aggressiveness of a small group itself.

The average number of points per move is roughly the same as in the case of the "more complex"
small group. But it can be noticed that the group has a higher survival rate — group members more often
survive to the end of the simulation, and in fewer experiments the group disappear completely at the later
stages.

small group size 5 %, Cm=7 small group size 10 %, Cm=7
3 qx‘j
5
P P
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small group size 15 %. Cm=7 small group size 20 %. Cm=7
3 3
2 21
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1 1
0 0 v v
50 100 150 200 250 50 100 150 200 250
Generations Generations

Fig. 5.8. The dynamics of the average number of points per move of populations and groups over "time". The
results are better than for the previous group composition (see Fig. 5.4).
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The relative size of a small group during the modeling is less (see Fig. 5.9.) than for the “intellectual”
group, but then in the later stages of evolution there is a steeper “striking” — so, the group becomes a
majority of the finalists by 10% of the population size.

Cm=7

1

0.81

0.67

R
0.41

50 100 150 200 250
Generations
Fig. 5.9. The dependence of changes in the relative size of groups over the "time" for different initial sizes. Brown
is initial 20%, red is 15%, green is 10% and blue is 5%.

5.3. The small group with lower complexity than the population

To study the impact of a more primitive group on society, we have added speakers with complexity 4,
5 and 6 to the "sect". The average complexity of the small group at the beginning of the simulation is
approximately 5.45.

Observing the change in the average complexity, we can see that even a size of 5% of the population
negatively affects the complexity of the whole population on later stages (compared to the standard
evolution), but this size is not enough for dominating the group in all conducted experiments (Fig. 5.10).
But starting with a size of 15%, the group of strategies with lower complexity succeeds in dominating the
majority, which greatly reduces the average complexity of the population as a whole.

small group size 5 %. Cm=5.5 small group size 10 %. Cm=5.5
8 8
6 6
C  Prr— £ | ———
5 - 5 -
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3 < . ] 3
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Generations Generations
small group size 15 %, Cm=5.5 small group size 20 %. Cm=5.5
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7 74
6 6
(O O — et C fr————————
54 5
& 4
3 .2 5
50 100 150 200 250 50 100 150 200 250
Generations Generations

Fig. 5.10. A significant influence of a small group on the nature of the change in population complexity is
noticeable. Instead of an increase in complexity, as in a population without a small group, a decrease in the
complexity of the population is observed.
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The same negative effects are observed with the average memory depth of the population (see Fig.
5.11). At the final stages of evolution, the nature of dynamics fundamentally changes. The difference
become especially noticeable with an increase in the initial number of a small group (starting from 15%).

small group size 5 %, Cm=5.5 small group size 10 %, Cm=5.5
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Generations Generations
small group size 15 %, Cm=5.5 small group size 20 %. Cm=5.5
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Fig. 5.11. The changes in the average memory of the population with a small group (red), without a small group
(blue) and of the small group itself (green) are shown. For 15% and 20%, the average memory of the population
approaches the average memory of a small group.

Aggressiveness of the behavior increases significantly. The average number of aggressive moves in
the population reaches the highest values compared to previous experiments. At the size of 20% of the
population, the average aggressiveness of society is almost equal to the average aggressiveness of a small
group.

relative small group size 5 % small group size 10 %, Cm=5.5
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Fig. 5.12 Differences in the behavior of the average aggressiveness of the population with a small group (red),

without a small group (blue) and the small group itself (green). Different pictures correspond to different sizes of
the small group.
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The typical changes in obtaining points per move during the evolution remain. Although the average
earnings per move is lower than for the standard evolution, it still brings better results compared to
previous experiments.

small group size 5 %, Cm=5.5 small group size 10 %, Cm=5.5
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small group size 15 %, Cm=5.5 small group size 20 %, Cm=5.5
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Fig. 5.13 A significant decrease in rewards is noticeable especially for a small group with an insignificant initial
number of the group of 5%, 10%. With larger quantities, the rewards of group members are larger than in the
population.

We can also observe that this version of the group composition has the highest survival rate among
the conducted experiments. This is also confirmed by the charts of the dynamics of small group’s relative
size — small group has the majority on the later stages of evolution already on 10% of the size. With a
size of 20%, the number of the group is record-breaking — a group size reaches the half of the population
in the 237 generation.

Cm=5.5

I—————
s S g T

50 100 150 200 250

Generations
Fig. 5.14. A typical increase in the relative group size in the evolution process. Brown is initial 20%, red is 15%,
green is 10% and blue is 5%.

The following chart (Fig. 5.15) shows the relative size of the population for 10 generations before the
end of the simulation depending on the initial size of the group, for three variants of the composition of
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such a group. We can see that such a function has a much larger angle of growth for a primitive "sect",
although its initial values are smaller than in more developed versions of society.

Fig. 5.15. The relative size of the populatioh for 10 generations before the end of the simulation depending on the
initial size of the group. Blue color stands for the group with higher complexity, green for the same complexity,
and red for the group with lower complexity as in population

6. Conclusions

Comparing the evolution of the population with the distinct group with the evolution of the population
without any distinct groups, we can identify typical features of the influence of group presence on the
evolution of the population.

As a result, we see that the presence of selected groups of strategies in the population has a significant
impact on the nature of evolution. The strategies of the small group interact with each other and the
strategies of the population according to different reward matrices. It should be emphasized that more
cooperative interaction between group members and more aggressive towards other members of the
population, as discussed in the paper, is typical for isolated groups even in real societies. "Intellectual
sects” with an increased level of complexity of participants have a positive effect on the "intellectual”
development of society, and groups with strategies of lower complexity impacts the population
negatively. In all variants of the experiments, the aggressiveness of the population increases significantly
with a small group of any composition. If a small group of strategies has a complexity comparable to the
complexity of society, aggressiveness is the only indicator that shows any changes. That is, the presence
of isolated groups always leads to an increase in the aggressiveness of the population. That results in
decreasing points per move of the population strategies and thus the average rewards when the strategies
interact. It has been determined that the relationship (5.1) between aggressiveness and points per move is
preserved, but the number of a small group leads to a decrease of a dependence indicator in proportion
to its number. It should be emphasized that a particularly significant decrease in points is observed for
group members. An exception is the case of groups of low complexity with a relatively large initial
number (15%, 20%) where the same level of rewards is achieved.

The relative group size increases in the process of evolution. An exception has been observed in the
case of the group with complexity 7 with an initial concentration of 5%. An increase in the relative size
of the group in the population is typical. A group of low complexity relative to the complexity of the
population at an initial number of 20% even dominates the population (i.e., fully displaces all strategies
that are not in the group).

An interesting fact is that it is most evolutionarily beneficial for carriers to be a part of “primitive”
sect — such a group dominates the majority in society the fastest, “knocking off” the other strategies that
do not have an additional “stimulus”.

The issue of higher complexity of a small group (more than 8) remains open for the further research
due to the operational complexity of calculations (strategy complexities of more than 8 require
calculations at a memory depth of 3). It can be supposed that if the difference between the average
complexity of the population and the complexity of the “intellectual” sect will be greater, being in such a
group will be more rewarding than in the “primitive” one.

The impact of the reward matrix on the influence of the group on the evolution of the population also
remains unexplored. Among the other interesting options, we can mention the study of cooperative
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behavior towards “one’s own” without stimulating aggressive actions towards “strangers”. That should
not lead to such a rapid increase of aggressiveness as has been observed in this study. The reverse option
is also of interest to research.
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EBousonis nomyasimii crparerii 3 mnamM’TTIO 3 0CO0JIMBOI0 MAJIOK IPYIIOI0

AKTyaJbHicTb. Ha cboromHImHIM AeHh NOMYJISLIs JIF0AEH MOCTIIHO 3pocTae. BB CycHiibCTB Ta CyOKyIBTYp OAHE HA OTHOTO
Ta Ha TIOMYJBALIIO B HIJIOMY TeX 301IbI1yeThCs. HEe0OXiqHO pO3IIMPHUTH 3HAHHS B 00JIACTi MOBEIIHKA B COLIIYMi JJISl TOKPAICHHS
PO3YMiHHS MPOIIECiB B3a€EMOIii BCEPEAMHI MOMYJIALI.

Meta. MeTo10 poOOTH € TOCTIPKSHHSI BIUTMBY BUJIUIEHUX OCOOJIMBUX IPYI Ha €BOJIIOLIIO MOMYJIALil. JlochimKyeThest XapakTep
3MiH B €BOJIIOLII 32 YMOBHU 3HaXODKCHHS B MOMYJSILii rpym pi3HOT CKIaAHOCTI 1 KijbKocTi. JlOCHi/DKEHHSI TaKo)XX Mae Ha MeTi
BCTQHOBHMTH HalOLIBIII €BOIOLIITHO BUTIAHMH CKJIaj i po3Mip MaJioi rpymnH i eTarl, Ha SIKOMY MOIYJIList Oy/ie 3aX0IUIeHa TaKoI0
TPYIIOI0, SIKIIO 11e MOXJIIUBO.

Metoau gocaimkeHHsl. PO3rsiHYyTO €BOIIONII0 MOMYISLii 3 TMOBHMM HaOOpOM CTpaTeriil MOBEOiHKH, OOMEXEHHX TUIBKH
TIMOWHOIO TIaM’SITi, 32 HASBHOCTI B Hil BUIIEHOT 0co0nmuBoi rpynu. KoskeH Hocilt cTpaTerii B3aeMOJIi€ 3 KOKHAM, BKITIOYAIOUH
cebe 3rifHO 3 ITEpaTWBHOIO MOJCIUTIO AWIEMH YB’SI3HEHOro. BUHaroponm BH3HAYAIOTHCS 32 MATpUIAMHU Buiuar. Koxxe
HACTYITHE TOKOJIIHHS TOIMYJISMii MOCIiZOBHO BTpadae HAHOLIBII HEBHTIAHI CTpaTeTii MOBENIHKH MOMEPEAHHOTO MOKOJIHHS.
Hocii, mo € uigeHaMu 0coOaMBOI IPyITH MOBOANUTHCS OIIBLI arpeCHBHO 10 «UYXKHHIIIBY», 1 OibIIe KOOIEPYETHCS 31 «CBOTMMY.
Po3risiHyTO pi3HI BapiaHTH ITOYaTKOBOTO CKJIaay TPYIH, a caMe BUIANOK, KOJIU CepelHs CKIaIHICTh Mayoi rpynu Oinbina 3a
CEepEe/IHIO CKIIA/IHICTh TOIMYJISILIi B ITOMY, MEHIIIa, a00 NOPiBHSHA 3 Heto. PO3MIIsTHYTO BapiaHTH 3 Pi3HUM ITOYaTKOBUM PO3MipOM
Mmajiol rpynu — 5, 10, 15, 20% Big po3mipy momyssiii.

PesyasTaTi. B po0oTi mokaszaHo, sk HassBHICTh MaJUX IPYI Pi3HOI CKJIAJHOCTI Ta PO3Mipy BIUIMBAE HA JMHAMIKY MOIYJISIT.
Buseneno 30i1bIIeHHS arpecHBHOCTI TOMYIIALIT 32 YMOBH 3HaXO/DKEHHS B Hilf MaJol TpymH OyAb-sSKoro cKiany. BcraHoBiIeHO
KIJIBKICTB Ta CKJIaJl MaJIoi TPYITH, 32 SIKUX 1 BAAETHCS 3aXOMUTH OUTBIIICTD B coliyMi. BcTaHOBIIEHO eTam eBOIOLii, Ha SKOMY
1e BifOyBa€eThCA.

BucnoBku. 3a pe3ynpTataMu poOOTH BU3HAYECHO TOJOBHI HACTIIKU BIUTUBY OCOOIMBHX MAJIMX TPYI HA €BOMIOLIIO TOMYIIAIIII.
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