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A conceptual model for synthesizing the architecture of virtual distributed
systems

Abstract. The article focuses on the development of a conceptual model for synthesizing the architecture of virtual distributed
systems (VDS). It examines key aspects of VDS, including hardware, hypervisors, virtual machines, and management modules.
The study highlights the methodological principles of architecture synthesis, starting from requirements analysis, architectural
design, implementation and testing, and concluding with evaluation and optimization of VDS performance. Special attention is
given to the role of hypervisors and virtual machines, their interaction with hardware, and resource management capabilities.
This article provides valuable insights for researchers and practitioners involved in virtualization and computing systems
development or optimization. Purpose. The purpose of this scientific article is to develop a conceptual model for the synthesis
of architecture of virtual distributed systems. The focus is on key system components such as hardware, hypervisors, virtual
machines, and management modules. The research aims to define methodological principles of architecture synthesis, covering
requirements analysis, design, implementation, testing, evaluation and optimization of virtual distributed systems. Research
methods. To achieve the goal, methods of analysis, synthesis, modeling and experimentation have been used. The system
requirements and the standard practices in the field of virtualization and distributed systems have been analyzed. The methods
of architecture design, technology selection and determination of interaction between system components have been applied.
The models have been developed and the experiments have been conducted to evaluate and optimize the proposed conceptual
model. The results. As a result of the research, a conceptual model of the synthesis of the architecture of virtual distributed
systems has been developed. The key components and methodological principles have been taken into account. The study
confirms the importance of a deep understanding of system requirements and the selection of appropriate technologies for
successful architecture synthesis. Special attention is paid to the role of hypervisors and virtual machines in the system, as well
as their interaction with hardware and resource management capabilities. Conclusions. This paper has significant practical and
scientific value and can be useful for researchers and practitioners in the field of virtualization and development of virtual
distributed systems.

Keywords: virtual distributed systems (VDS), architecture synthesis, conceptual model, hardware, hypervisor, virtual machines,
management module, requirements analysis, architecture design, implementation and testing, evaluation and optimization,
virtualization, scalability, reliability, security, computing systems.
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1. Introduction

Virtual distributed systems are a key component of modern computing technologies. They make it
possible to isolate various computational processes, thereby increasing resource utilization efficiency and
ensuring security. This article proposes a conceptual model for the synthesis of VDS architecture based
on a novel approach to virtualization. It is crucial to develop a conceptual model for the synthesis of
architecture in virtual distributed systems that encompasses key components, their interactions,
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management strategies, technologies, optimization methods, and testing. Additionally, the model should
be scalable and flexible, adaptable to changing conditions and new technological trends. It is expected
that this work will help gain a better understanding of how to effectively design and develop virtual
distributed systems, taking into account various factors that impact their performance, reliability, and
efficiency.

2. Basic concepts and definitions

Virtual distributed systems are a type of computer systems that enable the allocation of resources
among multiple computational processes within a virtualized environment. VDS utilize virtualization
technology, which allows for the partitioning of physical resources into virtual ones, and each virtual
resource can be isolated from others. [1]

3. Conceptual model

The conceptual model for synthesizing VDS architecture comprises four main components: hardware,
hypervisor, virtual machines, and management module (Fig. 1). These components interact with each
other to ensure the proper functioning of the entire system.

1. The hardware components: these components form the foundation of virtual distributed systems.
They include central processing units (CPUs), random-access memory (RAM), data storage devices,
network interfaces, and other resources. For virtual distributed systems, it is important to have flexible
and efficient hardware that can be dynamically allocated among virtual machines according to their needs.
Without reliable, scalable, and high-performance hardware, the effective operation of VDS is not
possible.

2. Hypervisor: It is software that provides hardware virtualization [2]. The hypervisor is responsible
for resource allocation between virtual machines, ensuring their isolation and independence, and
controlling their execution. The hypervisor is critically important for VDS as it allows multiple
independent virtual machines to run on a single physical machine. It enables the efficient utilization of
hardware resources by virtualizing them and providing a layer of abstraction for the virtual machines to
operate on.

3. Virtual Machines: These are "virtual computers” that run on a single physical server and are
managed by the hypervisor. Each virtual machine has its own operating system and set of programs. In
the context of this topic, virtual machines are important as they enable the execution of multiple
independent tasks on a single server, optimizing resource utilization and enhancing system flexibility.
Additionally, the application of parallel processing methods in executing each individual task on a virtual
machine can significantly reduce the overall task execution time. Currently, in the literature, five methods
of parallel information processing are described [3]:

- Combining of Independent Operators (CIO) method,;

- Pipeline Processing (PP) method;

- Decompositional Processing (DP) method;
- Code-Matrix Method (CMM);

- Method of Algorithm Mixture (MAM).

The essence of the Independent Operators Fusion method lies in simultaneously starting the execution of
a certain number of operators of an algorithm at discrete time moments, under the following conditions:
a) the operators in question are not connected by any informational and/or control dependencies.

- for each of these operators, there are values for the respective operands up to the considered time
moment.

- In the future, we will use the following definition of the method of combining operations - it is a
method of parallel processing for which:

- objects of the operational level are bit codes of numbers or parts of codes (up to a single bit),
considered as indivisible wholes;

- objects of the algorithmic level are fragments of algorithms or algorithms that are considered as
indivisible goals;
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- operational level operators are generally accepted data processing operations/functions (when
working with number codes) and Boolean algebra operations (when working with one-bit data);

- algorithmic level operators are operations on graphs or time-parallel graph-schemes;

- time relations between (at least some) operators satisfy the requirement of having at least one pair
of operators Pi€P and P;eP of algorithm P with a non-empty intersection of their activity intervals
1A and |Aj

IAiN |Aj # O for Pj, PJ'EP, (1)

- the execution of which begins simultaneously, that is, for which tiH tjH;
the nature of the time relations between the activity intervals I1(SDK) of the implementation of the
algorithm in different sets of input data SDkeSD is determined by the following relation:
I(SDK) €l(SDI) #0 (2)

at least for some pair of numbers k, 1j of input data sets of the algorithm where ki, | € 1,2,...,sd; sd = |SD|,

that is, there is an intersection of the time intervals of algorithm implementations for different data sets.

The method of Pipeline Processing (PP) is a method of parallel data processing, in which the following

objects are defined:

- the algorithms for performing operators — generally accepted operations/functions of known
programming languages;

- the objects of the algorithmic level are fragments of algorithms or algorithms considered as an
indivisible whole.

The essence of the method is to perform the following transformations for the algorithm:

a) dividing the time algorithm for performing operations/functions (at the operational level) or the
time algorithm for solving a problem (at the algorithmic level) into “pipeline” fragments (F) of
equal time depth TD (pipeline clock), such that each previous fragment forms input data for the
adjacent next fragment, and the parameter tu(Fj) of the beginning of each subsequent fragment
Fj is determined by the parameter tk(Fi) of the end of the previous fragment

b) Fi(i,j € NF;NF=0.1,...,nf 1; where nf=| NF| is the number of pipeline fragments or the depth of

the pipeline);

C) sequential implementation of fragments FO, F1, ..., Fnf-1 - in the case of a unit power (sd = 1) of
the SD set of different input data sets of the algorithm;

d) combining (with sd>1) execution intervals of "different types" of algorithm pipeline fragments
belonging to different sets of input data;

e) numbers p of combined fragments Fp corresponding to input data sets with numbers &
(6=1.2,....,nf-1, nf, nf+1,...) satisfy (in pipeline mode) the following relation p + dmod (nf +1) =
nf.

The pipeline processing method is characterized by the input of data sets with a TD discreteness
interval and the output of algorithm execution results (for a set of SD input data sets) with a TD interval.

The essence of the method of algorithm mixture (MAM) is to create a mixture of tasks at the
operational level and to use such a mixture to achieve 100% loading of the equipment and ensure
potentially possible increase in the efficiency of the implementation of the analyzed set of algorithms. A
mixture of algorithms is formally considered and performed as a single task. A mixture of tasks is used
in cases where individually executed tasks, using all or part of the parallel processing methods discussed
above, cannot ensure 100% hardware loading and achieving the potential value of performance.

Currently, only the method of combining independent operators is used in all modern processors.
The method of pipeline processing at the hardware level is used in scalar and superscalar processors. The
decomposition method, also at the hardware level, is used in Very Long Instruction Word (VLIW)
processors with parallelism at the instruction level. The research conducted at the Faculty of Computer
Sciences of the Kharkiv National University has showed that the application of a rational combination of
methods of parallel information processing (multiparallel information processing) allows increasing the
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efficiency of computing systems of various classes. Table 1 shows a reasonable composition of different
parallel processing methods for specific combinations of constraints and user requirements.

4. The management module is responsible for monitoring, managing and optimizing the operation
of the VRS. This includes monitoring resource usage, managing resource allocation, ensuring system
security, and responding to changes in system load or health. The control module is critically important
for synthesizing the architecture of virtual distributed systems, as it ensures their stable and efficient
operation. Taking into account the peculiarities of the organization of the computing process in individual
nodes of the distributed system contributes to increasing the productivity of the entire virtual computing
system. For example, parallel execution of successive threads of operations in scalar and superscalar
processors is carried out using a hardware-implemented pipeline (or several pipelines working
simultaneously for superscalar processors). In VLIW processors, the commands that are part of a long
command word are executed in parallel, that is, the commands for which all input data are ready at the
moment and there is a free resource for implementation.

Table 1. Requirements and limitation

Requirements/ Methods of parallel processing
limitation . . . .
Combining of Pipeline Decompositional Code-Matrix
Independent Processing Processing method | Method (g=1)
Operators method (k=1) (d=1)
method (c=1)
Z= + - - +
Algorithm 1
execution time to
(of algorithms t;) Z1> N N N .
/=
- + + +
Input data refresh 1
period T 7>
1 - + + +
Z= + + + +
Common 1
requirements
(8, /1,) & Ty Zj|_> + + + +
Z= + +
Requirements and 1 ) )
restrictions
(¢,/t,)& Q0 zZ> N N + +
1
. Z= - + + +
Requirements and 1
restrictions
Ty &0 Z]_> ) + + +
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Figure 1. The scheme of the conceptual model of synthesizing the architecture of virtual distributed systems.

The conceptual model is an important part of the design process of virtual distributed systems. It
defines the general structure of the system, reflecting the interactions between its various components, as
well as the principles of their work. [4]

The conceptual model serves as the basis for detailed system design. It helps developers better
understand the tasks the system should solve and the context in which it will be used. [5] This, in turn,
allows you to determine the requirements for the system and choose the most suitable technologies for
its implementation. The following aspects can be taken into account in the conceptual model of virtual
distributed systems:

- Functionality: What tasks should the system solve? What services should it provide to its users?

- Interaction between components: How do the components of the system interact with each other?
How do they work together to provide the functionality you need?

- Usage scenarios: In what conditions and scenarios will the system be used? What reliability,
performance, scalability and security requirements should it meet?

- Data exchange and network interactions: How will data be transferred between different parts of
the system? What protocols and technologies will be used for this?

A conceptual model is created at the initial stages of system development and can be updated
throughout the project’s life cycle to take into account new requirements or changes in the technological
environment. [6]

4. Synthesis of architecture

Architecture synthesis is the process by which a conceptual model is transformed into a detailed
plan or "architecture™ of a virtual distributed system. This includes choosing specific technologies,
designing the system structure, defining interfaces and protocols for interactions between components,
and developing strategies to ensure system reliability, performance, scalability, and security. [7,8]
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Architecture synthesis can be divided into several stages, including:

- Technology selection: Based on the system requirements and conceptual model, specific
technologies are selected to implement virtual machines, hypervisors, management systems, and
other system components.

- Structure design: at this stage, the detailed structure of the system is determined, including the
network structure, placement of virtual machines, protocols for interaction between components,
etc. [9]

- Development of QoS strategies: based on requirements for reliability, performance, scalability
and security, strategies are developed to ensure these characteristics, such as backup strategies,
load balancing, data encryption, etc. [8, 9]

- Testing and Validation: After the architecture is designed, it is tested and validated to ensure that
it meets the system requirements.

- Optimization: Based on the results of testing and validation, necessary adjustments are made and
various aspects of the architecture are optimized.

5. Conclusion

The conceptual model of synthesizing the virtual distributed system architecture plays a key role
in creating efficient and reliable virtual distributed systems. The components specified in this model - a
virtual machine, a hypervisor, a management system and network interactions - summarize important
aspects that must be taken into account when designing such systems [10]. In the process of architecture
synthesis, it is important to take into account the choice of technologies, structure design, development
of service quality assurance strategies, testing and validation, as well as optimization to create an effective
system [11].

This article provides important information for understanding and designing the architecture of
virtual distributed systems, taking into account various aspects related to technology, design, quality of
service strategies, and testing procedures.

Last but not least, the article emphasizes that the development of virtual distributed systems
requires constant revision and updating of the architecture to adapt to new requirements and technological
trends. Thus, the conceptual model and architecture synthesis must be flexible and scalable to ensure
long-term success.
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KonuenryajbHa MoeJb CHHTE3Y aPXiTeKTYPH BipTyaJbHUX PO3MOALIEHHUX
CHCTEM

AKTyaJbHiCTb. Y CydacHOMY iH(pOpMaiiHOMY CepeOBHUIII BipTyaIbHI PO3MOIIEH] CHCTEMHU € KIIFOUOBUM KOMIIOHEHTOM IS
e(eKTHBHOTO BUKOPHUCTAHHS PecypciB, 3a0e3MeueHHs THYIKOCTI Ta 3a0e3nedeHHs HagiitHocTi. LIIBuaKAil pO3BUTOK TEXHOJIOTIH
BipTyauti3auii Ta 3pocTaHHs MOTPeO Y PO3IOIIEHIX 00UNCIEHHAX CTBOPIOE HEOOXITHICTE Y pO3poOIli KOHIENTYaIbHOI MOAEI]
CHHTE3Yy apXiTeKTYypH BIpPTyaIbHHX PpO3MOJIICHUX CHCTEM, IO BPaxOBy€ CydacHi BHUMOTH Ta TEXHOJOTIYHI TPEHIH.
Meta. MeToro 1aHOT HAyKOBOI CTAaTTi € po3po0OKa KOHIENTYalbHOI MOJIENi CHUHTE3Y apXiTEeKTypH BipTyalbHHX PO3IIOIUICHUX
cucreM. OCHOBHA yBara 30CepeXky€eThCsl Ha KIIIOYOBHX KOMITOHEHTAaX CHCTEMH, TAKUX sIK arapatHe 3a0e3reueHHsl, TilepBi3opH,
BIpTyaJibHi MAaIlMHH Ta MOIYJl ympaBiiHHA. J{OCHi/UKEHHS Ma€e Ha METi BHU3HAYUTH METOJOJOTIYHI MPUHIMIHN CHHTE3Y
apxXiTeKTypH, LI0 OXOIUTIOIOTh aHali3 BHMOT, IPOEKTYBAaHHS, pealizallilo, TECTyBaHHS, OLIHKY Ta ONTHMIi3alilo poOoTH
BIpTyaJbHUX PO3TOIIEHIX CHCTEM.
Metoau pociifzkenHs. {1 TOCATHEHHS MOCTaBICHOI METH BUKOPUCTOBYIOTBCSI METOJM aHaNi3y, CHHTE3Y, MOJICIIOBAHHS Ta
EKCIIepUMEHTY. AHaII3yIOThCSI BUMOTH IO CHCTEMH Ta CTaHAAPTHI MPAKTHUKH Y Tally3i BipTyaiizamii Ta po3MOAiIEHHX CHCTEM.
3aCTOCOBYIOTBCS METOJM IPOEKTYBAHHS apXiTEKTYpH, BUOOPY TEXHOJOTIH Ta BH3HAUCHHS B3a€MOAii MK KOMIIOHEHTAMH
cucteMu. Po3po0isiIoThCst MOZIENI Ta MPOBOASATHCS €KCIIEPUMEHTH IS OL[IHKU Ta ONTHMI3alil IPONOHOBAHOI KOHIETITYaJIbHOT
MOJei.

PesyabTaTn. Y pe3yapTaTi HpOBEICHOTO TOCTIHKEHHS pO3pO0IIeHa KOHIIETITYalIbHA MOJIEIb CHHTE3Y apXiTEKTYPH BIpTYaTbHUX
PO3MOAIEHUX CHUCTEM, IO BPAaxOBYe KIIOYOBI KOMIIOHEHTH Ta METOMOJIOTIUHI MpHHIMIH. JOCTiHKEHHS MiATBEPIKYyE
Ba)XXJIMBICTh TIMOOKOTO PO3YMIHHS BHMOT JIO CHUCTEMH Ta BHOOPY BIiANOBITHUX TEXHOJOTIH IUIS YCHIIIHOTO CHHTE3Y
apxitektypu. OcoOnmiBa yBara NpUALJICHA POJIi TIMEpBi3OpiB Ta BipTyaJbHMX MAIIMH B CHCTEMi, a TaKOX IX B3aeMOmii 3
arapaTHUM 3a0e3neyeHHSIM Ta MOXKJIUBOCTSIMH YIIpaBIIiHHS pecypcamu.
BucnoBkn. [lana ctaTTs Mae 3HaUHUH NPAKTHYHUI | HAYKOBUIT BHECOK 1 MOYXe OyTH KOPHCHOIO IS JOCTITHUKIB Ta MPAKTHUKIB
y Taiy3i BipTyasi3anii Ta po3poOKH BipTyallbHUX PO3MOIIICHUX CHCTEM.

Knwwuosi cnoea: sipmyanvui posnoodineni cucmemu (BPC), cummes apximexmypu, KOHyenmyaubHa MoOeilb, anapamue
3a6e3neyents, 2inepeizop, SipMyanbHi MAwuHY, MOOYIb YIPAGIIHHA, AHANI3 8UMO2, NPOEKMYB8AHHA apXimeKkmypu, peanizayis
ma mecmyeanHs, OYiHKa ma onmumizayis, sipmyanizayis, macumaboeanicmy, HAOliHiCMb, be3neKka, 00UUCTIO8ANbHI CUCTIEMU.

Hapiwna y nepuwin pegakuii 02.08.2022, B octanHii - 03.09.2022.
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