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The following paper considers methods for clustering large amounts of data and proposes a modification of the density-based
approach to clustering multimedia objects with disturbance. The analysis of the existing DENCLUE method is carried out, and
the matrix influence function is introduced, which makes it possible to effectively use this approach in the analysis of
multidimensional objects, the collections of images, video and multimedia data in particular. The introduced matrix form
makes it possible to increase the speed of clustering due to the absence of vectorization-devectorization of the initial data.
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Knacrepusauisi kosiekuii 300paskeHb y BeJIMKUX 0a3aX JaHUX HA OCHOBI
PEKYPEHTHOI onTuMi3amii

C.I. boryuapcbkuit

Boryuapcbkuii Kanouodam mexniynux nayx, cmapuiuii HAyko8uti cniepooimHux
Cepriii IBanoBu4 Xapxiscokuii Hayionanvnui yHisepcumem imeni B.H. Kapasina
nrowa Ceobodu, 4, micmo Xapkis, 61022, Vrpaina

B naniii po6OTI pO3MIAHYTI METOOM KIiacTepizallii BENUKUX O00’€MIB JaHMX Ta MPOMOHYEThCS MOAUGIKAIS IMiIX0Ly
KJacTepu3anii MyJbTUMEAIHHNX 00 €KTIB 3 30ypeHHSMH, 3aCHOBAaHOTO Ha INUILHOCTI. IIpoBeneHo aHali3 iCHYH04Oro mMerozaa
DENCLUE, Ta 3ampornoHoBaHa MaTpuyHa (YHKIIs BIDIMBY, IO J103BOJIsIE €()eKTHBHO BUKOPHCTOBYBATH 3[JaHUH MiJIXiX IpH
aHayi3i 0araTOBUMIpHHUX 00 €KTIB, B YAaCTHHI, KOJEKIil 300pakeHb, Bileo Ta MyJIbTUMEia TaHUX. BrpoBamkeHa MaTpudHa
(opma nO3BOIISIE TMIABHMIWTH INBUAKOMIIO KiIaTepu3allii 3a paxyHOK BiJJICYTHOCTI BEKTOPH3aIlii-IEeBEKTOPHU3AIlil BHXIiITHUX
JaHUX.

Jorenep o0poOka BiZieo BUKIMKAE IiTy HU3KY TPYIHOLIIB, IO TIOB’s3aHI HAacaMmepen i3 po3MaiTTsM TeMaTHKH, SKOCTi Ta
YMOBaMH 3HOMKH, IS SIKUX HEMOXKJINBO Mii0paTH yHiikoBaHy Mpoleaypy po3mi3HaHHs. 3alpOIIOHOBaHUN aBTOPaMHM MiIXij
110 0OpOOKHM BiJIEOIaHNX JO3BOJIMB BUKOHATH CKOPOYEHHS BiJICOPOJIMKIB Ta BHIYUCHHS 3HAUYIIUX KaJpiB, sKi MAlOTh Ha3BY
KJTIOYOBHX KaJpiB, 3 ypaxyBaHHSIM KOHTEHTY. [IOIIyK KIIFOYOBHUX KaJpiB peai3oBaHO 3a JOMOMOTOI0 MaTeMaTHYHOTO anapaTy
niarpam BopoHoro, siki paHille BUKOPHUCTOBYBIIMCH TilIbKU y cepi reonesii, MaTepiao3HaBCTBI Ta KOMIT I0TepHii rpadiri
IUIE TPUBHMIPHOTO MOJENIOBAaHHsS. Y CTaTTi BHPIIIYIOTHCS BaKJIHMBI MHTAHHS MO0 IOIIYKY OMOPHHX TOYOK (32 SIKMMH
OyayroTbest miarpamu BopoHOT0) Ta mOKpamieHHs Micls iX PO3MIIIEHHS y KOJBOPOBUX 300paKeHHSX, SIKUMH € BiI€OKaIpH.
TlopiBHSAHHS BigeokaapiB 3a JOMOMOTOIO BIAMIOBITHHUX 0 HUX JiarpaM BopoHOTo Hamamo MOXKJIHMBICTH OTPUMATH MAIIMHHE
VSIBIICHHS TIPO TIepeMillIeHHS 00’ €KTiB 3MOMKH Y IPOCTOPI Ta Yaci.

B crarTi po3rnsHyTO iCHYFOUM METO KiIacTepu3allii MyIbTUMEIIHHUX JaHUX 3 IiABUIIEHUM PiBHEM IIyMiB. 3apOIIOHOBAHO
MarpuuHui aHanor meroxa kiactepusauii DENCLUE, npusHauenuit s oOpoOKu Koyekuid 300pakeHb, 30€peXeHHS Y
BENIMKHMX 0a3ax HECTPYKTYPOBAaHHMX JaHUX. AJTOPUTM JOCTaTHBO TPOCTHH Yy YHCENBHIH peamizalii Ta XapakTepH3yeTbCs
3017BIICHOI0 MIBHUIKOIIEI0 32 paXyHOK BiIMOBH BiJl peaii3ailii JOMOMDKHHX OTepaliii BeKTOpH3allii-IeBEKTOpH3allii BXiTHUX
300pakeHb.

Knrouosi cnosa: knacmepusayis, 6asu oanux 306pasicens, DENCLUE, ¢ynxyis ennugy, mampuunuii ananoe, 8i0eoxaop.

Knacrepuzanus Ko/uieKnuii n300pakeHuii B 00Jb1INX 0a3aX JAHHBIX HA
OCHOBE PEKYPPEHTHON ONTUMHU3ALUU
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B nmanHO# paboTe paccMOTPEHBI METOABI KIIACTEPH3AIHH OONBIINX 00BEMOB JaHHBIX M IIPEAaracTcs MOAU(HKALHS HOAX0%a
KJ1acTepusaluu MyHbTHMe)lHﬁHbIX 00BEKTOB C BO3MYIICHUSAMH, OCHOBAHHOI'O Ha IUIOTHOCTH. l_[pOBe}leH aHaJIn3
cymectBytomero merona DENCLUE, u BBenena maTpuyHasi GpyHKIUs BINSHUS, YTO MO3BOJSAET 3P PEKTHBHO HCIONIB30BaTh
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JAHHBIA MOJXOJ IMPU AHAIN3E MHOTOMEPHBIX OOBEKTOB, B YAaCTHOCTH, KOJUIEKIMH W300paXKeHWi, BHIEO W MYJIbTHMEIHA
JaHHBIX. BBeneHHas MarpudHas (opMa IO3BOJSET IOBBICUTH OBICTPOJNEHCTBHE KIIACTEPH3AIMK 3a CUYET OTCYTCTBHSI
BEKTOPH3AI[HU-[EBEKTOPU3AINH UCXOIHBIX TAHHBIX.

Knrwuesvie cnosa: knacmepusayus, 6azvl danuvix uzoopascenuii, DENCLUE, ¢ynkyus éiusnus.

1. Introduction

The problem of clustering arrays of multidimensional observations is often encountered nowadays
and a large number of methods, procedures and algorithms, ranging from purely empirical to strictly
mathematical, have been developed for its solution [1-6].

In the most cases, it is assumed that there is a group of N objects described by n - dimensional

feature vectors x(k) eR", k=1 2,.., N which must be divided into p clusters, while this number may
be unknown in advance, i.e. 1< p<N.

Due to the fact that there is no universal algorithm suitable for all possible situations it becomes
clear that there is a large number of possible approaches to solving this problem.

A special group of clustering methods is formed by the algorithms designed to process information
stored in very-large databases (VLDB) [2, 5], where speed and simplicity of numerical implementation
come to the forefront.

In this situation, clustering methods based on the density of data distribution have proven themselves
to be quite effective, while the concept of density used here is close in meaning to the distribution
density used in probability theory and mathematical statistics. It is the density-based methods that make
it possible to form clusters of arbitrary shape when the processed data are distorted by perturbations,
and the number of clusters p is not known in advance. Within the framework of the «density» approach,
clusters are understood as areas in the n-dimensional space of features with a high level of data
concentration. These areas are separated by areas with low density and it is here that the disturbances
are located.

Thus, algorithms based on the concept of density, in the process of data processing, form areas of
arbitrary shape, where the data is concentrated most densely.

The purpose of this work is to analyze density-based clustering methods and develop a modification
of the clustering method.

2. Existing methods of clustering extremely large amounts of data

The most common method from this class is DBSCAN (Density-Based Spatial Clustering of
Applications with Noise), which is computationally simple and resistant to disturbances [7]. The
method is based on a number of concepts and definitions, the main of which are internal and boundary
points, D-reachability (Density reachability) and D-connectivity (D-connectedness), threshold (& = Eps)

and the minimum number of observations in a cluster (MinPts). In this case, it is assumed that an
arbitrary point is directly reachable from any point x(q) if it is removed in the sense of the accepted

metric (traditionally Euclidean) by a distance not exceeding the threshold & which is set a priori. The
threshold &= Eps is the main initial parameter of the algorithm set by the user, which is assumed to be

a qualified specialist in a specific subject area, in our case, in the field of video processing and
computer science.
Based on the selected threshold, the ¢ -neighborhood of the x(q) point is formed, which consists of

all the points that satisfy the inequation
[x=x(@)] <&
As for the minimum number of observations in the MinPts cluster, this is a parameter chosen
experimentally, usually N>MinPts> N+1, it is argued that if the & -neighborhood of a x(g) point

contains at least MinPts points, then both x(k) and x(g) belong to the same cluster.

If we consider the concept of D-reachability, then a x(k) point is considered as D-reachable from
x(q) if such «chain» of observations can be formed that each of its elements is directly reachable by its
neighbors.

An important factor is that the concept of D-reach is not considered to be symmetric. If x(k) lies on
the cluster boundary, then the symmetry is broken, i.e. this point may contain fewer than MinPts of
points in its neighborhood.
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It is precisely by finding such boundary points that the formation of clusters is completed. It is clear
that in this case it is a priori assumed that the clusters being formed do not intersect. All observations
belonging to a specific cluster and having at least MinPts of observations in their neighborhood are
called internal points of the cluster. The described asymmetry gives rise to the concept of D-connection,
and points x(k) and x(q) are called D-connected if they are both reachable from x(r) , and it is obvious

that the concept of D-connection is symmetric.

Based on the introduced concepts, it is possible to define a cluster as a set of D-connected points,
and, what is important, this formulation can be extended to other approaches to the clustering problem,
where the concept of a metric is used. The clustering process itself can be reduced to a sequence of
elementary actions, which, starting from an arbitrary point, finds a set of D-connected data. After all
such observations are found, the procedure starts again from an arbitrary previously unanalyzed point
and finds all the D-connected data related to it. This happens until all observations of the analyzed
group of image objects are exhausted. The set of all objects that are not included in any cluster and
contain less than MinPts observations in their neighborhood are treated as noise in the framework of the
standard approach, although it may turn out that these points contain unique information that should be
carefully analyzed outside of the DBSCAN scope.

It should be noted that the DBSCAN method, due to its simplicity and clarity, has become
widespread in many applied problems of data analysis, including segmentation of various kinds of
images, where a multidimensional set of features specified in vector form is assigned to each pixel. It is
clear that the number of such vectors in the sample can be very large. Of course, some additional
characteristics of the analyzed image can be introduced into consideration, however, to successfully
solve the problem the user's qualification must be high enough. It is this circumstance, as well as the
low level of formalization of this method and the sensitivity to the choice of the algorithm parameters,
that gave rise to a number of modifications, devoid of some of the disadvantages of the prototype.

Today, a number of modifications are known, and each new of them sought to minimize the
influence of the subjective factor associated with each specific user and additionally formalize the basic
procedure.

One of such modifications is DBCLASD (Distribution-Based Clustering of Large Spatial Databases)
[8], which can also be used to form clusters of arbitrary shape from “noisy” data. The main advantage
of DBCLASD is the ability to process data in a sequential (on-line) mode, while each newly received
image can be assigned to one or another cluster based on the analysis of the distributions of distances

from the analyzed image to each of the clusters based on the y2-test. This method has a reduced

sensitivity to the choice of the Eps and MinPts parameters, however, it is based on the assumption that
the data in each cluster are subject to a uniform distribution law, which is not always the case in real
problems, especially those related to image processing.

The development of DBSCAN is also the OPTICS (Ordering Points to Identify the Clustering
Structure) algorithm [9], which allows solving clustering problems in conditions when the clusters have
not only different shapes, but also different data distribution densities in each class. OPTICS, in
addition to the basic concepts and definitions used in DBSCAN, introduces additional characteristics
for each observation such as core distance and reachability distance. OPTICS is structurally equivalent
to DBSCAN, has advanced functionality, but from a computational point of view, it is much more
complex and slower than the prototype, which complicates its use in tasks related to VLDB.

An interesting hybrid of DBSCAN and the popular averages method is Bridge [10], with the help of
which the original data array is first processed using the standard averages method, and then DBSCAN
is applied to each formed data group, which suppresses noise and restores the data density in each
cluster. It is clear that Bridge from a computational point of view is more complex than DBSCAN,
however, it is currently used to solve a number of problems related to VLDB [2].

3. Clustering based on density

The most formalized and mathematically sound density-based algorithm is DENCLUE (DENSsity-
based CLUstEring) [11], created for processing large arrays of multimedia data, by forming clusters of
arbitrary shape at a high noise level. This method is based on a number of assumptions:

1) the influence of each vector-image on neighboring observations can be formally described by
using some function, usually a nuclear one, called the influence function, which describes the
relationship of all observations in some neighborhood of the given image;
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2) the general density of data distribution in the n-dimensional space of attributes is formally
described as the sum of the influence functions of each observation;

3) clusters are defined as neighborhoods of density attractors (D-attractors), which are, in fact, local
maxima of the general data distribution density function.

For some arbitrary point in the feature space, its influence on the image can be described by using
the influence function fY(x)=f(x,y), moreover, such functions are most often either a rectangular
structure (1)

f(x,y)= {1(3 iiff _Do(txﬁexrlw)/v?sg,; "
or Gaussian (2)
2
. y) - exp[_szly)J @)
20

where o is the parameter of the width of the nuclear function, is the distance, usually Euclidean,
between the points x and y.
Then, for a set of observations, the general density function can be represented in the form (3)

N
X (x) = kZlf(X, x(K)) ©)

Function (3), is the sum of nuclear functions, characterized by the presence of a set of local extrema-
maxima, called D-attractors, each of which represents a separate cluster and can be determined by using
one or another optimization procedure. Here we note that the use of the influence function (1) turns
DENCLUE into a standard DBSCAN, and if f(x, y) is continuous and differentiable, such as (2), the

standard gradient optimization can be used to find the local maxima. In this case, an arbitrary point is
attracted to the D-attractor if the sequence of iterations (4)

Lo Xy i-1
x':x"1+n‘Vf )

—_,1—1,2,...;X0=-x (5)
X oo i-1
‘Vf (x )H

converges to x*.
N
If £X(x) are used as relations (2), (3), then VF*(x)= Y (x(K)-x)f(x, x(k)), and the procedure (4) takes
k=1
the form (5)
N Leexi
X xR (k)
X|=X|'1+n k=1 (5)

5 (0, x()
k=1

where 1 is a search step parameter.
Each of the D-attractors is characterized by its own density function (6)

o= T fxxK) ®)

X(K)e near x*

where near x*:{x(k): D(x*, x(k)) Scnear} and its extremum determines the coordinates of the cluster

centroid.

Of course, from a computational point of view, DENCLA is more complex than any of the
algorithms described above, however, its advantages include a high level of formalization, as well as
the fact that it generalizes the density-based clustering procedures discussed above.
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4. DENCLUE in tasks of clustering image collections
When solving clustering problems, it is always assumed that each multidimensional observation-
image is described by a n-dimensional vector x(k), and the entire solution process is associated

precisely with vector operations.

In a situation where there is a large collection of images to be clustered, each two-dimensional
image must first be vectorized, then the clustering problem is solved, and its result is devectorized,
which transforms the vector description into a matrix form. It is possible to significantly simplify the
process of clustering arrays without converting them into a vector form, but operating directly with
matrices. Thus, the set of initial images is the set of matrices x(k)={xi1i2(k)}, X =12.,m;

Xp=12..n; k=12.,N, x(k)eR™".
Further, instead of the standard vector Euclidean norm its spherical matrix analogue is introduced

(7)
D& (x.y)=Sp(x-y)(x-y) ", 7)

and the matrix density function

N
fs (0= 3 fs(x, x(K)
k=1

In this case, an arbitrary (mxn) matrix-image x is attracted to the matrix D-attractor x* if the
sequence of iterations of type (4)

{6fsx(x"1)}
o Xigi
i_y i+l 12
X =X T4 1
- T
- of 2 (| |af¥
6Xi1i2 6Xi1i2
i=1,2,...; x0=x
o (x) . e
converges to x*. Here (mxn) matrix, formed by derivatives fg (x) with respect to the
Xijiy

components of the matrix x.
If the expression (7) is used instead of the matrix function, the optimization algorithm (8) can be
rewritten in a simple form

N
3 r(k,i-1)
k=1

N N 1°
(Sp( 3 rki-1)( 3 r(k,i-1)T)2
k=1 k=1

N

m

where r(k,i-1)=(x(K)-x"1)fs (<L, x(K) .

Note that this is essentially an extension of (5) to the matrix case.

The use of its matrix analogue instead of a vector description makes it possible to significantly
increase the speed of information processing and avoid a number of issues arising in the problem of
clustering data described by high-dimensional vectors, which in turn allows processing not only image
databases, but also solving problems of clustering video data.
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5. Conclusion

The article discusses the existing method for clustering multimedia data with a high level of noise. A
matrix analogue of the DENCLUE clustering method is introduced, intended for processing image
collections stored in large unstructured databases. The numerical implementation of the algorithm is
quite simple and its performance is increased due to rejecting auxiliary operations of vectorization-
devectorization of the original images.
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