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Empirical probability distribution validity based on accumulating statistics of
observations by controlling the moving average and root-mean-square deviation
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Knowing probability distributions for calculating expected values is always required in the engineering practice and other
fields. Commonly, probability distributions are not always available. Moreover, the distribution type may not be reliably
determined. In this case, an empirical distribution should be directly built based just on observations. So, the goal is to develop
a methodology of accumulating and processing observation data so that the respective empirical distribution would be close
enough to the unknown real distribution. For this, criteria regarding sufficiency of observations and the distribution validity are
to be substantiated. As a result, a methodology is presented that considers the empirical probability distribution validity with
respect to the parameter’s expected value. Values of the parameter are registered during a period of observations or
measurements of the parameter. On this basis, empirical probabilities are calculated, where every next period the previous
registration data are used as well. Every period gives an approximation to the parameter’s expected value using those empirical
probabilities. The methodology using the moving averages and root-mean-square deviations asserts that the respective
empirical distribution is valid (i. e., it is sufficiently close to the unknown real distribution) if the parameter’s expected value
approximations become scattered very little for at least the three window multiple-of-2 widths by three successive windows.
This criterion also implies the sufficiency of observation periods, although the sufficiency of observations per period is not
claimed. The validity strongly depends on the volume of observations per period.

Key words: empirical probability distribution; accumulation of statistics; a moving average; root-mean-square deviation;
observations; measurements; an expected value approximation.

3HaHHS PO3MOJUIIB IMOBIpHOCTEH U1l OOYHMCIIEHHS OUiKyBaHUX 3HAUeHb 3aBXKIH IMOTPIOHO B IH)KEHEpPHIN MPAKTHII Ta 1HIINX
chepax. 3a3Buyail IMOBIpHICHI PO3NOALIM HE 3aBKAM AOCTYIHI. bBimbmie Toro, THII po3mominy Moxke OYTH HEBIpHO
BU3HAUYCHHH. Y IIbOMY BHIIQJKy €MIIPHYHUHA po3Mofin Mae OyTH moOymoBaHHH OGe3rmocepeqHbO Ha OCHOBI CIIOCTEPEKEHB.
Tomy Mera mojsirae y po3poOIi Takoi METOHONOTii HaKOMWYEeHHS Ta OOpOoOKM NaHWX CIIOCTEPEKEHb, MI00 BiAMOBITHHI
EeMITIPHYHAN PO3MOALT OYB TOCUTH ONM3BKHM /0 HEBIZIOMOTO PealnbHOro po3moAaity. i mporo ciig oOTpyHTYBaTH KpuTepil
IIOA0 JOCTATHOCTI CHOCTEPEXKEHb Ta OOIPYHTOBAHOCTI pO3MOALTY. B pe3ynprari mpencraBiseThCs METOIOJOTIA, sKa
po3risigae OOIPYHTOBAHICTh EMIIPUYHOTO PO3MOAITY HMOBIpHOCTEH BITHOCHO OYiKYBAHOTO 3HAYEHHS MapaMeTpa. 3HAUYCHHS
mapamMeTpa PEECTPYIOTBCS MPOTIArOM TEpioay CHOCTepekeHb abo BHUMIpIOBaHb I[bOTO Tapamerpa. Ha mili ocHOBI
OOYHUCITIOIOTECSL  eMIIpHYHI HMOBIPHOCTI, 1€ KOKHOTO HACTYIIHOTO IIepiofy NONEpeAHi JaHi peecTpamii TakKox
BHUKOPUCTOBYIOThCSI. BUKOpHCTOBYIOUHM 1Ii eMIipHyiHi IMOBIPHOCTI, KOXKEH TepioJl Aa€ anpoKCUMAIIII0 OYiKyBaHOTO 3HAYCHHS
napamerpa. BHUKOpHCTOBYIOUM KOB3HI CepeiHi Ta CepeAHbOKBAIPATHYHI BIAXWJICHHS, METOJOJIOTIS CTBEpIXKYE, IO
BIJIMIOBITHUI eMIIIPUYHUI PO3MOALT € AiHCHUM (TOOTO BiH TOCTATHRO OJM3BKHUI 10 HEBIJOMOTO PEANBEHOTO PO3IOJILTY), SKIIO
anpoKcHUMallii 04iKyBaHOTO 3HAUEHHS MTapaMeTpa CTAIOTh Ty)Ke MaJio PO3CITHUMH NMPHHANMHI JJIs1 TPhOX BIKOH, JOBKUHH SKUX
KpaTHi 2, yIpoJOBX TPHOX IOCIITOBHUX BiKOH. Llell kpuTepiil Takox mependadae JOCTATHICTh MEPIOJiB CIIOCTEPEKEHD, X09a
PO AOCTaTHICTh CIIOCTEPEKEHB 3a MEepioJ He CTBEPAKYeThC. OOTIPYyHTOBAHICTh CHIIBHO 3aJISKHTD BiJl 00CATY CIIOCTEpeKEeHb
3a mepiof.

Knirouogi cnoea: emnipuunuii po3nodin imosipnocmeil; HaKONUYEHHs CMAMUCMUKU; KOB3HE CePeoHE, CepeOHbOK8a0pamuite
BIOXUNIEHHS; CHOCMEPEICEHHS; BUMIDIOBAHHSA, ANPOKCUMAYIA OUIKYBAHO20 3HAYEHHSL.

3HaHMe paclpee/CHUN BEPOSITHOCTEH JIJIsi BBIYHMCIICHHS OXKHIACMBIX 3HAUCHHWU BCETJa HY)KHO B MH)KCHEPHON MpPaKTHKE U
npyrux cdepax. OOBIYHO BEpOSITHOCTHBIE paclpeeeHns He Bcera JOCTYIHEL. boee Toro, THIT pacnpeneneHust MOXKeT ObITh
HEeBEpHO omnpenenéH. B 3ToM ciydae sMmupHyeckoe pactpesesieHne T0JDKHO OBITh MOCTPOSHO HEMOCPEJACTBEHHO Ha OCHOBE
HaOmonenuii. [loaToMy 1enb 3akimovacTcs B pa3pabOTKe TaKoil METOOJOTMH HAKOIUICHHS W OOpabOTKH JaHHBIX
HaONMIONeHNH, YTOOBI COOTBETCTBYIOIIEE AMIMPHUUECKOE pacIpelesicHne OBUI0 OCTaTOYHO ONHM3KUM K HEU3BECTHOMY
peansHOMY pacrnpeneneHuro. st 3Toro ciiemyer 000CHOBATh KPUTEPUH JOCTATOYHOCTH HAOMIOAEHHN M 000CHOBAHHOCTH
pacrpenenenus. B pe3ynbrare MPEACTABISAETCS METOIOJIOTHS, KOTOpas pacCMaTpHBaeT OOOCHOBAHHOCTH JMITUPHUYECKOTO
pacrpe/eneHns: BEpOsITHOCTEH OTHOCHUTENBFHO OKHIAEMOTo 3HA4YeHHs MapameTpa. SHaueHHs MapameTpa PerucTpUpyroTCs B
TEUeHHWE Mepuojga HaOIIONECHUI WIM H3MEepeHHit 3Toro mnapamerpa. Ha 3TOi OCHOBE BBIYHUCISIFOTCS OSMITHPHIECKHUE
BEPOATHOCTH, I'I€ B KAXKIOM CJ'[e)ly}OLL[CM nepuoac nNpe€ABapruTEIbHbIC TaHHBIC PETUCTPALIUU TAKKE HCHOHbSy}OTCﬂ. I/ICHOHb3y$[
9TH IMIHUPHIECKHE BEPOSTHOCTH, KaXKABIH MEPHO] JaeT amnmpoKCHMAIMI0 OXHMIAeMOro 3HaueHus mapamerpa. Mcmomip3ys
CKOJB3SIIIME CPEIHHE M CPEAHEKBAAPATHYSCKUE OTKJIOHEHUS, METOJOJIOTHS YTBEPXKIAaeT, YTO COOTBETCTBYIOIIEE
SMITUPHUYECKOE pacHpeesieHUe SBISIETCS ACHCTBUTEIBHBIM (TO €CTh OHO JOCTATOYHO OJIM3KO K HEW3BECTHOMY DPEalbHOMY
pacrpesiesieHlI0), eCIId alMPOKCHMAIIMK OXHIaeMOTO 3HAYEHHs IapaMeTpa CTAHOBSTCS OYEHb Maj0 PACCESIHHBIMU IO
KpaiiHeil Mepe Uil TpEX OKOH, JUTMHBI KOTOPBIX KPaTHHI 2, B TeUSHHE TPEX MOCIENOBATENBHBIX OKOH. DTOT KPUTEPUH TaKKe
[peIyCMaTPUBAET JOCTATOYHOCTD TIEPHUOI0B HAOIIOAEH A, XOTS O JOCTATOYHOCTH HAOIIONEHHH 3a TIEPHO/] HE YTBEPIKIACTCSI.
OO00CHOBaHHOCTH CHITBHO 3aBHCHUT OT 00bEMa HAOIIOICHHH 32 MTEPUO/I.

Knroueevie cnosa: amnupudeckoe pacnpebeﬂeﬁue eepwzmnocmeﬁ; HAKoONnjieHue cmamucmuku, CKoJlb3suee cpec)Hee;
cpedHeK@adpamuuec;coe OMKJIOHEeHUe, Ha6modenuﬂ; usmepenus, annpoxkcumayus 02HCUOAEMO20 3HAYCHUSL.
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The problem of probability distribution estimations

The engineering practice and many other fields dealing with uncertainties always require knowing
probability distributions for calculating expected values. Commonly, probability distributions are not
always available, unless a presumption about a distribution is given a priori. Even the type of the
probability distribution may be unknown [1]. In particular, however, if the probability distribution type
is presumed to be given, the distribution parameters still need to be estimated [2]. This leads to a series
of additional tasks like substantiation of the estimation procedure for each parameter, suggestion of a
criterion of reliability or validity, control of stability, preservation of unbiasedness, etc. On the other
hand, when the distribution type is unknown or its determination requires resources which exceed
available or reasonable expenses, the problem of probability distribution estimation might be solved
without learning the distribution type [3]. In this case, an empirical distribution is built directly from the
observations [1, 2, 4]. Nevertheless, this approach can lead to multiple probability distribution
estimations inasmuch as criteria of validity and sufficiency of observations have not been suggested and
studied yet [5].

Goal

Due to the lack of a theoretical approach to building valid and stable empirical distributions directly,
the goal is to develop a methodology of accumulating and processing observation data so that the
respective empirical distribution would be close enough to the unknown real distribution. Therefore, a
criterion of sufficiency of observations should be formulated. Besides, a supporting criterion of the
distribution validity is to be substantiated. The methodology will be thoroughly discussed and practical
aspects of its implementation will be underlined.

Empirical probabilities obtained from observations

Let x be a value of a parameter whose probability distribution is to be estimated. The step along the
abscissa axis of the distribution is defined by the accuracy of measuring or observing this parameter.
Indeed, if x.,, is the minimal value of the parameter, whose accuracy is o, then only probabilities of

values

n

Xnin + Xmin F Oy Xoin + 200, vy Xy + Mg @ (1)
are of interest, where h_,. isan integer and X, =X, + 0 is the maximal value of the parameter.
Suppose that value x=x_, +ha is registered u® times during a period of observations or

measurements of the parameter. Obviously, "’ e N U{0} by h=0,h,, . Then the very first rough
distribution estimation is a set of relative frequencies

hmax
R® = ugn/z u® by h=0,h., . )
i=0

Relative frequencies (2) are empirical probabilities after the first (initial) observation period.
Accumulation of statistics
The next period the parameter is continued to be observed (measured), and value x=x;, +ha is
registered u® times, ;" € NU{0} . The second estimation of the distribution can use now both counts

hmax hmax .- . age, .
{u?} ™ and {u} ™ . Therefore, a set of empirical probabilities

i} .
R? = (u® +u®) Z(ui(l) +u?) by h=0,h, @)
i=0

becomes the second distribution estimation.
This process can be continued until a stop criterion fires or by other critical circumstances (events).

In general, when value x =x,, +ha is registered u{™ times during the m -th period of observations, a

set of empirical probabilities
m Npax M
PO =3 /3 U by h-0.R,, @
j=1 =0 j=1
becomes the m-th distribution estimation, m=1,2,3,... (there is no constraint to the number of
observation periods).
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A sequence of the parameter’s expected value approximations
It is uncertain whether empirical probabilities (4) obtained from a series of periods of observations
are close enough to the unknown real distribution. This is so because they cannot be compared, even
roughly, to an available pattern. Nevertheless, such a pattern may exist for the parameter. Therefore, it
is reasonable to consider an approximation to the parameter’s expected value using empirical
probabilities (4):
Ninax Ninax m N M
%= D (Yoo +hot) R =Z((xmm +ha)Zurﬂ”J D> u? by h=0h,, and m=123,... (5)
h=0 h=0 j=1 i=0  j=1

Eventually, the expected value approximations %, %,, X;, ... can be used to develop and substantiate
the criteria of sufficiency of observations and the distribution validity.

The moving average and root-mean-square deviation

Obviously, using the law of large numbers, the sequence of the parameter’s expected value
approximations %,, X,, X, ... is expected to converge to the unknown expected value of this parameter
(if the observations or measurements are performed methodologically and instrumentally unbiased).
Although some information about the unknown expected value may be available, it is still impossible to
confidentially claim how close the approximations are to the unknown value. However, it is possible to
study how badly approximations %, X,, X,, ... are scattered, and whether the scattering decreases as m
increases.

Let At be a window between measurement periods (I-1)At+1 and IAt, where Are N\{l} (the
case with At=1 does not make sense as then the window is “singular”), 1=1,2,3,... (there is no

constraint to the number of such windows). Then the average of the parameter’s expected value

approximations across this window is
1At

1
[ (1-1)At+1, IAt |=— £ (1=1,23,..). 6
[(1-1) J== > % (1=123..) (6)
m=(1-1)At+1
The root-mean-square deviation of this average (across window At) is the square root of its variance:

[\

cx[(l—l)A'Hl,IAt]:\/i Z (Xm—i[(l—l)AHl,lAt])z (1=1,2,3..). (7)

m=(1-1)At+1

The moving average (6) and the respective root-mean-square deviation (7) depend on the window.
Fig. 1 shows an example of calculating values (6) and (7) by At =400 along 2000 observation periods.
The averages in windows 2 — 5 are rather close. Fig. 2 shows how the moving averages and deviations
change when the window is twice as narrow as the previous one.
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Fig. 1. An example of the moving averages and the respective deviations bounding the averages by At =400
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Fig. 2. The example (see Fig. 1) of the moving averages and the bounding deviations by At =200

It is well seen from the shown example how the moving averages may disperse as the window is
made narrower. Indeed, the example supplemented with Fig. 3 by At=50 (an extremely short length
for this example) shows that the narrow moving averages roughly reproduce the wave with two maxima
and the minimum between them.

=
= o S .

Fig. 3. The example (see Fig. 1) of the moving averages and the bounding deviations by At =50
So, how to select an appropriate window width in order to conclude on the sufficiency of
observations? Obviously, a single window width can hardly be selected and, therefore, a few window
widths are to be studied until the most appropriate window width is empirically found.

Validity of the empirical probability distribution
At first glance, the most preferable relationship here is to have a descending sequence of deviations:

o [ (1-1)At+L 1At ] > o, [ 1At +1, (1 +1)At | ®)

(not for every | but starting with some |). Another potential condition is to require that the succeeding
neighboring averages be not farther from each other than the preceding neighboring averages, i.e.

[#[iar+1,(1+1)Ar | =3[ (1=1)Ar+ 1,06 ]| = [#[ (1+ D) A+ 1 (14 2) Ar |- & Iac+ 1, (T+ 1) A ] (9)

Nevertheless, requirements (8) and (9) are too primitive and can be satisfied only in special cases with
wide windows. Even the example in Fig. 1, which seems to fit for (8) and (9), satisfies neither (8) nor
(9). So, requirements (8) and (9) must be converted into more flexible conditions. Thus, the following




BicHuk XapkiBcbkoro HauioHanbHOro yHiBepcuTteTy imeHi B. H. KapasiHa
cepist «MaTemaTuyHe MogentoBaHHs. IHopmaLliiHi TexHonorii. ABTOMaTU30BaHi cucTemMu ynpaeniHHsy, Bunyck 45,2020 71

two inequalities should additionally hold starting at some 1. for the narrowest Window T, !

- 41 Lr*]
o[ (k) +L L] ,(LT?*)L L. %= 2L+
n(t)= K[(L-1)t.+1 Lt ] <e and u(l.)= f[(L-1)r+1 L. |

for some £>0 and A >=1. In practice, it is relevant to set £=0.005, £=0.001, or even less. Now, the
example in Fig. 3 seemingly satisfies requirements (10), but that wave is a sign of an instable empirical
distribution. To spot such cases, it is better to widen the window and see whether both inequalities in
(10) are still true. Having satisfied requirements (10) by t.=At, the widening can be fulfilled for
1. =2At and t,=4At (this can be named a rule of three windows). If the rule of three windows is
satisfied at windows I., L. +1, L. +2, the observations are sufficient to estimate the probability
distribution. Therefore, validity of the empirical probability distribution is ensured by requirements (10)
which should hold for at least the three window widths by three successive windows.

An example based on the example in Fig. 1 — 3 is presented in Fig. 4 showing how the validity is
achieved for the requirements by €=A=0.001 (there are 4400 observation periods altogether, for
which window widths of 100, 200, and 400 are used). It should be noted that the observation period in
this case comprises from 800 to 1000 measurements for x ;. =1, =1, X, =60. The expected value

of the parameter (unknown to the observer) is 12.6021, which is shown in Fig. 1 as the horizontal line
on the plots of the parameter’s expected value approximations, the moving averages and deviations.
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Fig. 4. The averages and the bounding deviations for the three window widths, where the functions in
requirements (10) are plotted below (the thicker line corresponds to the wider window) along with the horizontal
level of € =2 =0.001 showing that 1600 observation periods (in this case) are sufficient to obtain a valid
empirical probability distribution (starting off 1600 observation periods, the difference between the moving
average and the unknown expected value of the parameter does not exceed 0.3648 %)
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Discussion and conclusion

In practice, it is worth remembering that the validity strongly depends on the volume of observations
per period. The bigger is this volume, the faster is the convergence. Otherwise, when the number of
observations per period is relatively small, a much greater number of observation periods may be
required. Besides, the empirical probability distribution validity herein is substantiated with respect to
the parameter’s expected value. So, if the parameter is badly influenced by a lot of weakly controllable
factors, then either ¢ and A should be increased or the duration of observations should be prolonged.

In general, the presented methodology of accumulating and processing observation data is based on
the rule of three windows, where the moving averages and root-mean-square deviations are used. It
asserts that the respective empirical distribution is valid (i.e., it is sufficiently close to the unknown real
distribution) if the parameter’s expected value approximations become scattered very little for at least
the three window multiple-of-2 widths by three successive windows. This criterion also implies the
sufficiency of observation periods, although the sufficiency of observations per period is not claimed.
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