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A faster way to approximately schedule equally divided jobs with preemptions
on a single machine by subsequent job importance growth
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The goal of this work is to study whether the input order of the job release dates results in different time of computations in
finding an approximate schedule for equally divided jobs with preemptions on a single machine by subsequent job importance
growth. It has been ascertained that the descending job order has a 1 % relative advantage when scheduling more than 200
jobs. With increasing the number of jobs off 1000, the advantage tends to increase. The advantage can grow up to 22%. A
maximally possible gain in computation time is obtained in scheduling longer series of bigger-sized job scheduling problems.

Key words: heuristic, approximate schedule, job order, preemption, total weighted completion time, computation time gain.

MiHiMi3anis 3aralbHOTO 3Ba)KEHOTO Yacy 3aBEPIICHHS € Jy)Ke Ba)XKJIMBOIO LIULTIO B OpraHi3amii Ta BUKOHaHHI OaraToeTamHuX
MPOIIECiB OOYMCIICHD, AUCTIETICPH3allil, BADOOHUIITBA, KOMIOHYBaHH, OyAiBHUITBA TOIIO. Ll 3amaga po3B’A3yeThCs TEOPi€I0
posknaniB. Teopis po3kiIamiB Hagae MiAXOAM JUIS 3HAXO/DKEHHS SIK TOYHUX, TaK 1 NPHONMU3HUX PO3KIAIiB BHKOHAHHS 3aBIaHb.
TouHuit po3kiIaa 03BOJIsIE BUKOHATH 3aBIaHHS 32 MIHIMAJIbHUHN 3aralbHUN 3BaKCHUH Yac 3aBepuieHHs. [IpuOnu3Huii po3kian
J03BOJISIE BHUKOHATH 3aBIAaHHA 3a 4ac, KOTPHH € JOCTaTHHO ONM3BKHM 0 MIHIMAJIbHOTO 3arajJbHOTO 3Ba)KEHOTO Yacy
3aBepiueHHs. OnHaK NPHUOIM3HUIA PO3KIIaJ] OTPUMYIOTh HE3pIBHSHHO MIBUJAIIE, TOAI SIK TOYHI MiIXOIOHW CTAlOTh MPAKTHYHO
HE3JICHEHHNMH YK€ UL IeKUTBKOX JECATKIB 3aBIaHb. TOMy pO3IIIsAacThcs onHa eheKTHBHA CBPHCTUKA IS 3HAXOJKCHHS
HNPUOIU3HOTO PO3KIaNy Ul BUITQAKY OJHAKOBO PO3JUICHHX 3aBJaHb 3 NEPEeMHUKAHHSIMH Ha €IMHIH MallnHi 31 3pOCTaHHIM
3HAYYIIOCTI HACTYNHUX 3aBJaHb. [Ipy bOMY BHBYAE€THCS NMHUTAHHS TOTO, UM IPHU3BOJHUTH NEBHUH IOPSIOK yBEACHHS Jat
3aIlycKy 3aBJIaHb O PI3HOTO Yacy o04rcieHb. BCTaHOBIIOETECS, IO CIaAHUI MOPSAIOK 3aBAaHb MAa€ BiTHOCHY mepeBary B 1 %
npu 11aHyBaHHI O0i1pm HiK 200 3aBaaHb. 31 3pocTaHHAM KinbKocTi 3aBaanb Bin 1000 ms mepeBara Mae He3HAYHY TEHACHIIIO
1o 3poctanHs. Taka mepeBara mMoxe pocsirtd 22 %. 3o0kpema, mocmigoBHICT 3 240 3amau 31 75000 3aBmaHp y KOXHiH, ae
KOXKHE 3aBJIaHHS CKJIAJAEThCS 3 5 YAaCTHH, 3a CIaJHOTO MOPSIKY 3aBJaHb PO3IUIAHOBYEThCA 3a 17.2973 roauHu, TOAi 5K 115l K
MOCTIJOBHICTh 32 3POCTAIOUOro MOPSAKY 3aBAaHb po3IiaHoBYeThes 32 21.0691 rommuu. MakcuManibHO MOMKITUBHMA BHTpAIIl
4yacy 00YUCIICHb JOCITAETHCS MTPU POOOTI 3 OLIBIT JOBIMMH MOCHIIOBHOCTAMH 337134 IUTaHYBaHHS 3aBIaHb OUTBIIIOTO PO3MIpY.

Kniouogi cnosa: espucmuxa, npubnusnuii po3xkiao, nopsao0ok 3a80anb, NepeMUKAHHA, 3a2albHUll 36AdNCeHUll YaAC 3a8ePuleHHs,
sucpawt y 4aci 06YUCIeHHs.

Ilpy HaXOXIEHUM TNPUOIN3UTENFHOTO pACHMCaHUs JUIl OJMHAKOBO pa3feNEHHBIX 3aJaHHd C IEepeKIIOYeHHsSIMH Ha
€IIMHCTBEHHOW MallliHe IpH pPOCTe 3HAYUMOCTH MOCHEAYIOIUX 3aJaHUil W3ydaeTcss BONPOC O TOM, HPUBOAUT JIH
ONpeeN€HHBI TMOPSIOK BBOJA JaT 3alycka 3afaHMi K pPa3IMYHOMY BPEMEHH BBIYMCICHHH. YCTaHaBIMBAETCS, 4YTO
yOBIBarOMINiT TOPSAMOK 3aJaHUH MMEeT OTHOCHTEIbHOE MperMyIecTBo B 1 % mnpu mianupoBanun 6oxee yem 200 3amanmii. C
BO3pacTaHheM KojuuecTBa 3amanuid ot 1000 3T0 mpenMyIiecTBO HMEeT He3HAUMTEIbHYIO TEH/ICHIMIO K Bo3pacTaHno. Takoe
MPEHMYIIECTBO MOXKET HOCTHYb 22 %. MaKkCHMaIbHO BO3MOKHBIH BBIUTPHIIT BPEMEHN BBIYUCICHUH JJOCTUTAETCS TIPH paboTe
¢ Gosee ITIMHHBIMH MOCIIEA0BATEILHOCTIMY 3314 TUIAHUPOBAHMS 33/IaHUH OOJIBILIIETO pa3Mepa.

Knroueswie cnosa: sepucmuka, npu6ﬂu3umeﬂbnoe pacnucarue, }’lOp}ldOK 3a6aHmZ, nepexivenue, 06“46‘@ 836eUlernnoe epems
3aeepuierusl, 6blUCpblul 60 6PEeMEHU 6blYUCTIeHUA.

Total weighted completion time minimization in the preemptive scheduling problem

In planning, organizing, and executing complex or multistep processes of computing, dispatching,
manufacturing, assembling, building, etc., there is a very important goal to minimize the total weighted
completion time (TWCT). This problem is addressed by the scheduling theory [1, 2]. The scheduling
theory provides approaches to finding both exact and approximate schedules of executing jobs. The
exact schedule allows achieving an exactly minimal TWCT. The approximate schedule allows
achieving a TWCT which is sufficiently close to the minimum [3]. Nevertheless, the approximate
schedule is obtained incomparably faster, whereas the exact approaches become practically intractable
just for a few tens of jobs [1].

The schedule is executed either on single machine or multiple machines. Obtaining an optimal
single-machine schedule is commonly easier. Minimization of TWCT for a class of preemptive
scheduling problems (PESPSs), wherein a job can be interrupted in favor of another job [1, 3], is almost
thoroughly studied for single-machine problems [4]. Meanwhile, a subclass of single-machine PESPs
(SMPESPs) exists, in which importance of subsequent jobs grows, and it can be separated. This is a
subclass consisting of SMPESPs by subsequent job importance growth (SJIG).
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The subclass of SMPESPs by SJIG

SMPESPs by SJIG refer to those systems whose non-parallelizable development becomes more
complicated along with its growing costs. Here, however, the non-parallelizability exists due to
unavailability of two or more machines rather than a specific integrity of the system itself. Scheduling
by SJIG is a common task in building (or assembling) hierarchical systems/objects whose build-ups
above the basis are more complicated and expensive (see, e.g., [1, 2, 5, 6]). SMPESPs for such
systems/objects are possible if they “start” functioning only after the assembling completion. A
schedule for them is obtained by setting subsequent jobs to greater priority weights. Theoretically, such
systems/objects still can be scheduled on multiple machines, so SMPESPs are just a specific case of
when only a single machine is available.

An efficient approach to scheduling

In solving SMPESPs, exact schedules are obtainable for no more than a few tens of jobs. In real
practice, a lot of heuristics are used to find the approximate schedule. Although the heuristics’
approximate schedule is not always executed in the exactly minimal TWCT, the inaccuracy is
commonly not so great [1, 2, 4], being often equal to zero. A heuristic known to efficiently give
approximate schedules by the minimal inaccuracy is an online scheduling algorithm, which applies the
rule of the shortest processing period (SPP) [3].

In solving SMPESPs by SJIG using the SPP approach, there are two ways to input the job release
dates and the respective priority weights. On the one hand, the release dates can be given in ascending
order. Then the respective priority weights and the release dates will be sets of, generally speaking,
non-decreasing values. On the other hand, the release dates can be given in descending order. Then
the respective priority weights and the release dates will be sets of, generally speaking, non-increasing
values. It is believed that the efficiency of the SPP approach could be increased more by selecting
either job order with the shorter computation time (although, surely, both job orders give the same
TWCT).

The goal of the article and five stages to achieve it

In finding an approximate schedule for SMPESPs by SJIG using the SPP approach, the goal is to
study whether the order of inputting the job release dates results in different time of computations. The
significance of the difference, if any, should be shown. As a simplification, the preemptive scheduling
of equally divided jobs (EDJs) will be considered. For achieving the said goal for SMPESPs by SJIG of
EDJs, the five stages are to be fulfilled:

1. To state an SMPESP by SJIG of EDJs, whose schedule should have no idle time intervals (see,
e.g. [1, 2, 4)].

2. To state the SPP approach for finding an approximate schedule.

3. To design a model of generating the SMPESPs by SJIG of EDJs.

4. To estimate the averaged time of obtaining the approximate schedule by both ascending and
descending orders of inputting the job release dates.

5. In finding an approximate schedule by the SPP heuristic for SMPESPs by SJIG of EDJs, to
discuss and conclude on whether significant the order of inputting the job release dates is.

The SMPESP by SJIG of EDJs
In the SMPESP, the number of jobsis N by N eN\{1}. Job n is divided into H, equal parts, i. e.

job n has a processing period (or time) H,, which, in the case of EDJs, is actually the same for every
job. So, let

H.=H, Vvn=1 N.

It should be noted that the case
H.=1 Vn=L N

is excluded from consideration due to the fact that then the SMPESP would be trivial (would have a
trivial solution). Job n has a release date r, and a priority weight w_, n =1, N. So, in general,
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H = [H*]lxN € NN ! W = [M')”]lxN € NN ! R = [’;"]IXN € NN

are a vector of job processing periods, a vector of job priority weights, and a vector of job release dates,
respectively.

Priority weights in vector W are either non-decreasing for the ascending job order (AJO) or
non-increasing for the descending job order (DJO). Formally,

w <w VI=2,N but 3l.e{2, N} such that w_,<w, (1)
for AJO, and
w,,=w VI=2 N but E”*E{Z,_N} such that w,_, >w, )
for DJO. Release dates in vector R are arranged similarly:
=1, r,=2, r,<r VI=3 N but Hl*e{&_N} such that r_,<r. ©)
for AJO, and
L=N, ,=N-1, r,>r VI=3 N but Hl*e{?,,_N} such that _ >t (4)

for DJO. Thus, either with (1) by (3) or with (2) by (4), the SMPESP has an SJIG.
N
The total length of the schedule is T =) H. =N -H. (which is measured in definite time units). Job

n=1

n is completed after moment 8(n; H.), which is
o(m H.)e {1_T} .

N

The goal is to minimize the TWCT, i. e. to schedule those N jobs so that sum > w,6(n; H.) would be
n=1

minimal. The resulting schedule is a set of job tags/numbers S=[s, ] _ along the grand total of job parts

T , where s, e{l_N} forevery t=1,T .

The SPP heuristic to solve the SMPESP by SJIG of EDJs
Let Q=[q,], ,=H be a starting vector containing the remaining processing periods (RPPs).

Later on, elements of vector Q will be decreased as time t progresses. Denote an approximate

schedule, given by the SPP heuristic, by S=[5] ., where § e{l_N} for every t=1T. A set of

1xT !
available jobs

A(l‘)z{ie{l,_N}:rigtandq{>0}C{1,—N} (5)

gives a set of RPP ratios {w; /q, } for every t=1, T, whence the maximal ratio is achieved at subset

ieA(t)

A*(t)zargm%{vw/qi} forevery t=1,T. (6)
If A*(t)‘zl,then
§=1" by g™ =q. and g, =q®™ -1; (7)

otherwise, if | A”"(t)|>1, then a set
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A" (t)=arg max w. A (t) = A(t) (8)
is found, where
A (O)=1i"} e A M) cAt) <L N}, 9)
whence
§ =i by qi(lfbs) =q. and q.= qi‘lfibs’ ~1. (10)

Then an approximate TWCT is calculated successively for every n =1 N using the moments
é(n; H*) IS {].,_T}
at which each job is completed. Finally,

p(N)=>w,6(n; H.) (11)

I MZ

1

=]

is an approximately minimal TWCT that corresponds to the nearly optimal job schedule $=[§], ..

A model of generating SMPESPs by SJIG of EDJs
As mentioned above, both the minimal numbers of jobs and job parts are 2. So, let

H,=2,14 ¥Yn=1 N and N=2,1000. (12)
A vector of N priority weights and N —2 release dates are generated respectively as follows [7]:
w, =y(05NC+1) vn=L N and r,=y((N/3)¢+1) Vn=3 N (13)

either with (1) by (3) or with (2) by (4), where ¢ is a pseudorandom number drawn from the standard
uniform distribution on the open interval (0;1), and function \u(&) returns the integer part of number ¢

. Thus, SMPESPs by SJIG of EDJs will be generated for each H, and N according to (12): the AJO
problems are generated by (13) for (1) and (3); the DJO problems are generated by (13) for (2) and (4).
Each problem will be repeated for 100 times to ensure good enough statistical confidence of the results.
Mainly, this is about the reliable percentage of a job order relative advantage (PJORA).

Estimation of PJORA and its significance
Denote by 7, (k, N) and 1y, (k, N) averaged times of obtaining the heuristic’s schedule by AJO

and DJO, respectively, for definite H. and N . The averaging is executed over those 100 repetitions.
If

o T (K N) =T (K, N)
B(k, N)=100 e (KN) (14)

then AJO has a relative advantage by B(k, N)<0, and DJO has a relative advantage by p(k, N)>0.

PJORAs (14) for the designed model of generating the SMPESPs by SJIG of EDJs are shown in
Fig. 1. As there are a lot of artifacts (unexpected rapid fluctuations of computational speed), including
those for a few tens of jobs (for, roughly, N <100), these PJORAs are refreshed in Fig. 2 by ignoring
the artifacts. Figure 3 re-refreshes the PJORAs zooming in the range of between 800 and 1000 jobs to
schedule.

It is well seen even from Fig. 2 that DJO has a distinct relative advantage when, roughly, N >200.
This advantage is about 1 %, which is confirmed by Fig. 3. The overall averaged PJORAs in each of
Fig. 1, 2, and 3 prove that DJO is about 1 % faster than ADJ for SMPESPs by SJIG of EDJs. Moreover,
the overall averaged PJORA in Fig. 3 prompts that, with increasing the number of jobs off 1000,
the advantage has a slight tendency to increase.
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Fig. 1. PJORAs (14) by H. =2,14 (left to right downward) versus N =2,1000 with the horizontal zero level;
the overall averaged PJORA (over those 13 PJORAS) is at the right bottom

Discussion of how significant the job order for SMPESPs by SJIG of EDJs is

At first sight, the 1 % DJO advantage may seem not so significant. Nonetheless, it becomes very
significant when scheduling thousands of jobs in a long series of repetitions. For instance, scheduling
a series of 80 SMPESPs by SJIG of 25000 jobs divided each into 5 parts takes 2237 seconds with DJO,
whereas AJO takes almost 2680 seconds (on the same processing unit). The DJO advantage here is
19.79 %. Another, more impressive example: a series of 240 SMPESPs by SJIG of 75000 jobs
divided each into 5 parts is scheduled with DJO in 17.2973 hours, whereas it is scheduled with AJO in
21.0691 hours. The DJO advantage here is 21.81 %. Therefore, the job order significance grows as the
size of the SMPESPs is increased. The growth, however, is slow and it seems to be close to an
asymptote.
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Fig. 2. PJORAs (14) taken off Fig. 1 versus N =100, 1000 by ignoring the artifacts; the overall averaged PJORA
(over those 13 PJORAS) is at the right bottom, wherein no artifacts are cut off
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Conclusion, practical recommendations, and a further research outlook

Based on the well-generalized model, solving SMPESPs by SJIG of EDJs is definitely faster with
the DJO input. As the number of jobs increases off a few hundreds, the DJO advantage becomes clearly
certain. Nevertheless, in scheduling a fewer jobs (up to a few tens), the AJO input may not concede the
DJO input. To get a maximally possible DJO computation time gain, it is recommended to schedule as
long series of SMPESPs, as well as SMPESPs of the biggest possible size (including the number of jobs
and parts). A further research outlook will be focused on scheduling SMPESPs by SJIG without EDJs.
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