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The Nevanlinna matrix of the truncated Hausdorff
matrix moment problem via orthogonal matrix
polynomials on |[a,b] for the case of an even number of
moments

The scalar moment problem was first introduced by T. J. Stieltjes in his work
“Recherches sur les fractions continues”, Annals of the Faculty of Sciences of
Toulouse 8, 1-122, (1895). He formulated it as follows: Given the moments
of order k (k =0,1,2,...), find a positive mass distribution on the half-line
[0, +00).

The study of matrix and operator moment problems was initiated by
M. G. Krein in his seminal paper “Fundamental aspects of the representation
theory of Hermitian operators with deficiency index (m,m)”, Translations
of the American Mathematical Society, Series II, 97, 75-143, (1949).

This paper is related to the truncated Hausdorff matrix moment (THMM)
problem: the truncated moment problem on a compact interval [a,b] in
contrast to the Stieltjes moment problem on [0,+00) and the Hamburger
moment problem on (—o0,400). Our approach relies on V. P. Potapov’s
method, which reformulates interpolation and moment problems as equi-
valent matrix inequalities and introduces auxiliary matrices that satisfy the
Jg—inner function property of the Potapov class, together with a system of
column pairs.

The method begins by constructing Hankel matrices from the prescribed
moments. If these matrices are positive semidefinite, the THMM problem is
solvable. In the strictly positive definite case, known as the non-degenerate
case, we transform the associated matrix inequalities to derive the Nevanli-
nna (or resolvent) matrix of the THMM problem, which characterizes its
solutions.

This framework has been extensively applied, for instance in A. E. Choque
Rivero, Yu. M. Dyukarev, B. Fritzsche, and B. Kirstein, “A truncated matri-
cial moment problem on a finite interval”, in Interpolation, Schur Functions
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and Moment Problems, Operator Theory: Advances and Applications, Bi-
rkh#user, Basel, 165, 121-173, (2006).

The main contribution of the present work is to represent the Nevanlinna
matrix of the THMM problem in terms of orthogonal matrix polynomials
(OMP) and their associated polynomials of the second kind at point b. Note
that the representation at point a was obtained earlier in A. E. Choque
Rivero, “From the Potapov to the Krein—Nudel’man representation of the
resolvent matrix of the truncated Hausdorff matrix moment problem”
Bulletin of the Mexican Mathematical Society, 21(2), 233-259 (2015).

In addition, we establish new identities involving OMP and reformulate an
explicit relationship between the Nevanlinna matrices of the THMM problem
at points a and b, through OMP.

Keywords: Truncated Hausdorff matrix moment problem; Nevanli-
nna matrix; orthogonal matrix polynomials.

2020 Mathematics Subject Classification: T6A11; 76B11; 76M11.

1. Introduction

The truncated Hausdorff matrix moment (THMM) problem is stated as
follows: Given an interval [a,b] on the real axis and a finite sequence of ¢ x ¢
matrices (s7)72, where ¢ and m are natural numbers, find the set MY [[a, b], B N
[a, b]; (sj)g"’zo] of all nonnegative Hermitian ¢ X ¢ measures o defined on the o-
algebra of all Borel subsets of the interval [a, b] such that

sj = / t do(t) (1)

[a,b]

is valid for each integer j with 0 < 7 < m.

The criteria for solving the THMM problem with an even number of moments
(resp. an odd number of moments) are provided in [12, Theorem 1.3| (resp. |13,
Theorem 1.3]). Following these results, for m = 2n + 1 (resp. m = 2n), the
perturbed moments are defined as follows:

s&l) = sj, 0<j<m,

35-2) = —abs; + (a+b)sjy1 — Sj42, 0<j<m—2,
s§3) = bs; — sj41, 0<7<m—1,
35-4) = —as; + Sj+1, 0<j<m-—1.

Based on these perturbed moments, we construct the block Hankel matrices
RO R
" RCIRCIN )
Ho= (500 e 2)
CIG (7)

Sj [ ESEEEEE S?j
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for r =1,2,3 and 4.

It was proven in [13, Theorem 1.3] (resp. [12, Theorem 1.3]) that the THMM
problem has a solution if and only if the block matrices H;, and Ha,—1 (resp.
Hs, and Hy,,) are both nonnegative Hermitian.

To characterize the solution set of the THMM problem MY [[a,b],B N
[a, b]; (sj)’jnzo] for m = 2n and m = 2n+ 1, the problem is usually reformulated by
identifying an associated class of holomorphic matrix-valued functions given by

do(t)
t—z

&< [[a, 0], B N [a,b]; (s5)o] == {,s(z) = /[ ) , 0 € ML[[a,b],B N [a,b]; (sj);"_o]} .

A matrix function s(2) € &%[[a,b],B N [a,b]; (s5)72,] is called the associ-
ated solution to the THMM problem. This technique, commonly referred to as
V. P. Potapov’s method |26], has been successfully applied in numerous works,
including [4, 5, 6, 14, 19, 20, 21] and others.

The THMM problem is said to be non-degenerate when both block matrices
Hi, and Hy,_1 (resp. Hs, and Hy ) are positive definite Hermitian.

A description of the solution set of the THMM problem, which encompasses
both degenerate and mnon-degenerate cases, is provided in [24] through a
function-theoretic Schur-Nevanlinna-type algorithm. An algebraic version of this
procedure, which is applicable to (finite or infinite) sequences of complex g X ¢
matrices, was developed based on the Schur analysis of matrix Hausdorff moment
sequences [22, 23]. See also [25].

Henceforth, we focus exclusively on the non-degenerate case.

Definition 1. /15, Definition 1.1]. Let [a, ] be a finite interval on real azis R. The
sequence of q¢ X q matrices (s;-)?io (resp. (Sj)?i—gl) 1s called a Hausdorff positive
definite sequence on [a, b] if the block Hankel matrices Hy ,, and Ha 1 (resp. Hs

and Hy ) are both positive definite matrices.

Throughout this paper, we restrict our attention to sequences that are
Hausdorff positive definite on [a, b].

According to Definition 1, the THMM problem is also considered non-
degenerate when the sequence (sj)gnzo, for m = 2n and m = 2n + 1 is positive
definite on [a,b]. In such cases, the corresponding solution s(z) to the THMM
problem is given by

-1

s(2) = (a™(2)p(2) + 8™ (2)a(2)) (Y™ () p(z) + 6™ () a(=)) L ()

where p and q denote ¢ X ¢ matrix-valued functions of the complex variable
z, which are defined in an appropriate domain in the complex plane. See [12,
Definition 5.2] and [13, Definition 5.2]. The functions o™ (2), 8™ (2), 4™ (2),
and 8™ (2) are matrix-valued polynomials constructed from the given moment
sequence {s;}7". These matrices ™ (2), B (2), (™) (2), and 6™ (z) collecti-
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vely constitute the entries of the Nevanlinna matrix

my . [ (z) ()

UE = [y am(z)] W
which is linked to the THMM problem. The Nevanlinna matrix was first generally
defined in [1, Definition 2.4.3, p. 55]. Within the THMM problem, this matrix is
also called the resolvent matrix associated with the THMM problem. The Nevanli-
nna matrix U™ (z) is a 2¢ x 2¢ matrix polynomial defined on the entire complex
plane. This matrix is vital in analyzing the solution to the THMM problem; see
Equations (3) and (4).

As presented in [18], the Nevanlinna matrix of the THMM problem was
constructed regarding to point z = 0. In the same work [18], both even and
odd number of moments were considered. In [12] and [13], the Nevanlinna matrix
for the THMM problem was examined at point z = a, specifically for the even and
odd cases of moments, respectively. Furthermore, [15] introduced a novel Nevanli-
nna matrix that includes both even and odd moment cases and is constructed
with respect to point z = b.

Similar procedures to those described in [12] and [13] can help construct the
Nevanlinna matrix regarding to point z = b

S [ )
P () = [W(m) (Z; S (Z)]. (5)

The representation of the Nevanlinna matrix at point z = b is crucial, as
its components define the solution set of the THMM problem (Equation (3)).
Furthermore, constructing the Nevanlinna matrix at z = b enables the derivation
of new relationships between OMP, Dyukarev-Stieltjes parameters, matrix conti-
nued fractions (see [2, 3, 4, 7, 8]), and Blaschke-Potapov factors [5, 6]. Moreover,
the admissible control problem and the time optimal control problem may be
solved by using the Nevanlinna matrix with respect to point z = b. See (9], [10],
and [11].

For m = 2n + 1 (resp. m = 2n), an explicit relationship was established
between the Nevanlinna matrix U regarding to point z = a, introduced in |12,
Proposition 6.10] (resp. [13, Proposition 6.10]), and the Nevanlinna matrix V(™
constructed in [15, Definition 4.1] (resp. [15, Definition 3.1]) with respect to point
z = b. This relation takes the form

U (z)Dm = v (m) (2), (6)

where D™ is a constant invertible matrix. The relation (6) was proven in [15,
Theorem 4.3| (resp. [15, Theorem 3.8]).

Under specific conditions, an additional explicit connection was established
between the Nevanlinna matrices: one evaluated at point z = a [12], and the
other at z =0 [18].
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Next, regarding [14], we provide a brief review of general notation related to
matrix polynomials.

We will use R, and Ny to denote the set of real numbers, and nonnegative
integers, respectively. Through 0,4, and I, we denote the ¢ x ¢ zero matrix, and
the ¢ x ¢ identity matrix, respectively.

A matrix polynomial is an expression of the form P(t) = Agt™ + At" ' +
.+ A, 1t + Ay, where t € R and each coefficient Ay is a ¢ X ¢ matrix, with
Ag # 0. Here, the degree of P is n, denoted by deg P := n. If Ay equals the
identity matrix, the polynomial is called monic. Note that if P(¢) = 0, for all
t € R, then deg P := —oco. When deg P = n > 0, the matrix A,, is referred to
as the leading coefficient of P. For all £ € Ny and x € Ny with ¢ < &, we define
the index set Zy,, := {n € Ny | £ < n < k}.The following remark was partially
reproduced from [14, Definition 3.2] and [14, Remark 3.6].

Remark 1. Let n € Ny U {o0}, and let (Sj)?io be a Hausdorff positive definite
sequence: The corresponding block Hankel matriz Hy , is positive definite. Let o
be a nonnegative Hermitian q X q measure on R satisfying (1) for 0 < j < 2n.
A sequence (Pj)?:o of complex q X q matriz polynomials is called a monic left
orthogonal system of matriz polynomials with respect to o if the three conditions
below are fulfilled.

(I) deg P; = j for all j € Zo .

(II) Pj has the leading coefficient I, for all j € Zoy,.

(I1I) The following equality is satisfied:
Hi ., ifi=k
/ P]dO'P]:( _ 1,55 ij )
[a.0) Oy WJF#F

for all 0 < j, k <n where I?ILj denotes the Schur complement of Hy j_1 in
Hy ;. See Definition 4.

Let o be a nonnegative Hermitian measure on the Borel sets of [a, ], and let B
be a Borel set of [a,b]. Denote o1 := 0. Let us introduce the following perturbed
measures:

o3(B) ::/B(b—t)(t—a)a(dt),
o3(B) ::/B(t—a)a(dt),
o4(B) ::/B(b—t)a(dt).

In Definitions 2 and 3, we introduced four monic orthogonal systems of matrix
polynomials, (Pm-)?:O for r = 1,2,3,4. As shown in Proposition 1, (PV'J)?:O for
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r=1,3,4 (resp. (ngj);”:_ol) are orthogonal with respect to o, for r =1, 3,4, (resp.
0'2).

We now revisit key aspects of the Nevanlinna matrix (4) in relation to
OMP. The Nevanlinna matrix associated with the THMM problem was initi-
ally formulated by using OMP for an even number of moments in [28]; an odd
number of moments was first explored in [3]. Furthermore, [7] introduced alternati-
ve representations of the Nevanlinna matrix via OMP, specifically at point z = a.

Moreover, explicit relationships between Nevanlinna matrices expressed with
OMP have been established.

In [17], an explicit relationship between Nevanlinna matrices through OMP
was presented. In this relationship, the Nevanlinna matrix, which was obtained in
[18] regarding to point z = 0, was considered. Additionally, this relation involved
the Nevanlinna matrices introduced in [12] and [13], both with respect to point
z = a.

Main results of the work
In this work, we consider the case of an even number of given moments.

a) Every block of the Nevanlinna matrix of the THMM problem at point z = b
admits an explicit representation via OMP on [a,b] and their polynomials
of the second kind; see Theorem 2.

b) In [15, Theorem 4.3|, an explicit relationship was obtained between the
Nevanlinna matrices of the THMM problem regarding to point z = a and
point z = b. In the present work, we establish an explicit relation between
the Nevanlinna matrices of the THMM problem with respect to point z = a
and point z = b via OMP.

This paper is organized as follows. In Sections 2 and 3, notations and algebraic
identities are introduced, respectively. Furthermore, the orthogonality of the
polynomials introduced in Definitions 2 and 3 appear in Section 4. In Section
5, we represent the Nevanlinna matrix of the THMM problem at point z = b
through OMP for an even number of moments. In Section 6, we obtain identities
related to the OMP defined in Definitions 2 and 3. Finally, Section 7, presents an
explicit relation for an even number of moments between the Nevanlinna matrices
of the THMM problem regarding to point z = a and point z = b via OMP.

2. Notations and preliminaries

In this section, we reproduce some matrix notations from [17] that appear
throughout this work.

We will use C to denote the set of complex numbers. Through CP*?, and
Opxq, we denote the p x g complex-valued matrices, and the p x ¢ zero matrix,
respectively. Let us recall that 04, and I, denote the ¢ X g zero matrix, and the
q X q identity matrix, respectively. In cases where the sizes of the null and the
identity matrix are clear, we will omit the indices.
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Let Rj : C — CUTDaxU+1d be defined by

Rj(2) == (Ij41)q — 2T5) "1, J € No, (7)
with
Tp:=04, Tj:= < 0(}%]@ O,Oq ) ) J € No. (8)
j jaxq

Additionally, for j € Ny let
vo =1y, vj:=column (I, 0jgxq)- 9)

For each positive integer j such that 1 < j < n, let
Ll,j = (5i,k+1[q) i i=0,..., j and LQJ‘ = ((517;{1'(]) X i=0,..., j , (10)
R : :
where ¢; ;. denotes the Kronecker symbol defined by d; 5, := 1if i = k, and 6; , :== 0
if i £ k.
For 0 < j <k, we set

~ 2) (2 2
Ypj ) = column (85,8541, ..,5k),  Ypjk = column <5§ ), 5§‘+)17 e s,(C )) . (11)
For j € Ny, we define the following auxiliary matrices:
Hyji= (Skrer1)pgmor Hag = (Skrer2)p o (12)
uj := column (—sg, —S1,...,—5;) . (13)
Let n € N, and let (sj)?go be a sequence of complex g X ¢ matrices. Define
u1,0 = 0g, w1 := column (Oq, _y[o,j—l]) , 1<j<n, (14)
ug,0 = —(a + b)so + s1,
g j—1 = column (uz,, —’y\[o,j,Q]) , 1<j<n-1 (15)

Now let (sj)?ggl be a sequence of complex ¢ x ¢ matrices. We set
u30 = 80, U3; = Yo, — bcolumn (0g, y[o,j—l}) , 1<5<n, (16)
U4 = —S0, Uaj = —Y[p,] + acolumn (Oq, y[o,j—1]) , 1<j<n. (17)
Let y; ) and gz be as in (11). Define
Yiji=yyoi-1, 1<i<n, Ya;:=¥yj;2-1, 1<j<n-—-1, (18)
Ysj:=byjaj-1) — Yj+12j], Yaj = —ay2j-1 T Yj+12, 1<j<n. (19)
Finally, let H, ; and Y, ;, for r = 1,2,3, and 4 be as in (2), (18), and (19). We

denote

¥, ; = column <—HT_7].171YM-, Iq) (20)

for r =1,3,4 (resp. r =2), with 1 < j <n (resp. 1 <j<n-—1).

In Theorem 2 we obtain a representation of the Nevanlinna matrix of the
THHM problem in terms of the matrix polynomials introduced below. These
polynomials were first defined in [3]. Their orthogonality will be discussed later
in Proposition 1.
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Definition 2. Let (Sk);ijzo be a sequence that is Hausdorff positive definite on
la,b]. Let u,j, ¥, for r = 1,2, R;, and vj be defined by (14), (15), (20), (7),
and (9), respectively. We define for all z € C

Pro(z) =1y Q1o(2) =04, Pyg(2):=1; Q50(a,b,2):=—(uzg+ 250),

(21)

Pu( )= oiR(2)%,;,  1<j<n, (22)
g( z) = ul]R]( ¥ 1<j<n, (23)
j(a,b,2) == v; R} (2)X2,, 1<j<n-1, (24)
QQJ(a, ,2) = —(uy j + 2505 ) R (2) 22,5, 1<j<n-—1. (25)

The matriz polynomials QQ1; and Q2 are polynomials of the second kind with
respect to Py ; and P ;.

Remark 2. For brevity, we will frequently omit the parameters a and b in Py
and Q5 ;. Specifically, rather than writing PQ*J(a, b,z) and Qg’j(a, b, Z), we use the
simplified expressions Py ;(2) and Q3 ;(2). In particular, when z = a or z = b, we
will write Py ;(a), Q5 ;(a ) P;(b), and Q3 ;(b), respectively.

The matrix polynomials introduced below will be employed in Lemma 6 of
Section 5. They were first defined in 28], and their orthogonality will be examined
later in Proposition 1.

Definition 3. Let (Sk)k o be a sequence that is Hausdorff positive definite on
la,b]. Let u,j, X, for r = 3,4, R;j, and vj be defined by (16), (17), (20), (7),
and (9), respectively. We define for all z € C and 1 < j <mn

Pio(2) =14, @30(2) :=s0, Pyo(2):=1; Qio(2):= —s0, (26)
P5 (b, 2) == v; R;(2)X3 5, (27)
Q3,(b, 2) := u3 ;Rj(Z) X3 5, (28)
Py j(a,z) == vjRj(2)24;, (29)
Qi5(a, 2) = uy ;Rj(2)E4,5. (30)

The matriz polynomials Q3 ; and Q4 ; are polynomials of the second kind with
respect to P3; and Py ;.

Asin the Remark 2, we will often omit the parameters a and b in the polynomi-
als P, Q3 5, Py, and QF ;.
3. Main algebraic identities

Here we present the identities that will express the Nevanlinna matrix of the
THMM problem through OMP in Section 5.

The following definition below is based on [7, Equations (2.9)—(2.10), (2.19)-
(2.20)].
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Definition 4. Let (si)j, for m = 2j (resp. m = 2j 4+ 1) be a sequence that is
Hausdorff positive definite on [a,b]. Let H, j, Y, j for v =1,2,3, and 4 be defined
by (2), (18), and (19). Let ffm denote the Schur complement of the block matriz
HT,j—l mn Hr,j-'

Heoi=sg), Hyji=sy) =Y H L Ve, (31)

forr=1,3,4 (resp. r=2) and for 1 < j<mn (resp. 1 <j<n-1).

In Lemmas 1, 2, and 3, we introduce a collection of auxiliary identities for the

block Hankel matrices and the block matrices introduced in (7)-(12), as well as
in Definition 4.
Lemma 1. Let (s)], for m = 2j (resp. m = 2j + 1) be a sequence that is
Hausdorff positive definite on [a,b]. Let Tj and Lo ; be defined as in (8) and (10).
Let H, ;, ﬁ[r’j, and ¥, ; for r =1,2,3, and 4 be defined by (2), (31), and (20).
Therefore, the following identities hold:

H, 0 ~

-1 - — 1y

H ;= ( 7’8 1 0) + 2 H, 2 (32)

TjH, ;%5 =0, (33)
5 i Hr S =0, (34)

forr=1,3,4 (resp. r =2) and for 1 <j<mn (resp. 1 <j<n-1).

Proof. The identity (32) can be proven as in [3, pages 935-936]. The identities
(33) and (34) are proven in [17, Corollary 2.2]. O

Lemma 2. Let T’j, Vj, Uj, Ul,5, Ll,j; LQJ, I:rl,j; ﬁ2,j; and Hl,j be deﬁned by (8),
(9), (18), (14), (10), (12), and (2) for r = 1, respectively. Thus, for 0 < j <n
(resp. 1 < j < n) the following identities are valid:

TjHij — Hyj+ 005 Hijea Lo = 0, (35)
TjHsz;j — Hij+vjvj Hijn Lo =0, (36)

T,jHLj - Lz,jﬁl,j =0, ( )

50 +ujw — Hija Ly =0, (38)
Tiu; —uy; =0, (39)
u; —ujiqLoji1 =0, (40)
u; +viHy; =0, (41)
Ly ;Ly ; — T;T; =0, (42)
Lo 17 — T} L =0, (43)
uj ; +viHy T =0, (44)
vj = L3041 = 0, (45)
LojLy; —1T; =0. (46)
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Proof. The identities can be derived through direct calculations. g

Lemma 3. Let w,z € C. Let Rj, j}‘, Vj, Uj, UL, U2j—1, U3j, U4 j, L17j, L27j,
and Hyj be defined by (7), (8), (9), (13), (14), (15), (16), (17), (10), and (2)
for r =1, respectively. Therefore, for 0 < j < n (resp. 1 < j < n) the following
wdentities are valid:

Rj(z) — Rj(w) = (z — w) R ()T Rj(w), (47)
2R;(2) — wRj(w) = (2 — w)R;(2) R (w), (48)
R (2)+ (2 —a)Tf — R (a) =0, (49)
uy ;B (2)(T5 Ly ; — Ly ;T 1) =0, (50)
uzj = —R; (0)uj, ua; = R;H(a)uy, (51)
R (2)LojRi_1(3) — Laj =0, (52)
(u3,j_1 + bsovj_1) R _1(b) — v;Hyj(L1,; — alz ;) = 0. (53)

Proof. The identities from (47) to (52) can be verified through direct calculati-
on. A similar identity to (53) is established in |2, Proposition 3.4]. O
We recall the linear relations between the block Hankel matrices H, ; and

the auxiliary matrices ﬁlm, ﬁg,j. These relations were introduced in [7, Equati-
ons (1.5)-(1.6)].

Remark 3. Let fNILj, f]gﬂ-, and H, ; be defined by (12) and (2) for r = 1,2,3,
and 4. Thus, for 0 < j <mn the following identities hold:

Hy; = —abHy ; + (a+ b)ffl,j — ﬁg,j, (54)
Hs; =bH,; — Hy, (55)
H47j = —aHLj + ﬁ17j. (56)

In the following lemma, we obtain new coupling identities concerning the block
matrices that were introduced in (7)-(12), as well as the block Hankel matrices
introduced in (2).

Lemma 4. Let z € C. Let Rj, T’j, Vj, Uj, UL,j, U245—1, Lly]" Lg’j, and HTJ be
defined by (7), (8), (9). (13), (14), (15), (10), and (2) for r = 1,2,3, and 4,
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respectively. For 0 < j <n (resp. 1 < j < n) the following identities hold:

R (2)+(b—2)TF + RS (b) =0, (57)
— v Lo i1 Hyj+vi Hijrala i1 =0, (58)
Hyj 1L} — Ly ;Hy T =0, (59)
u§j,1T711 + sovj,l + u’{yj(LLj(I — be,l) —a(l — b’T;{)LQJ‘) =0, (60)
L (b)Li Ry (b)) — L, =0, (61)
wj—vt + Hy j Ly + L Hi RS (b) =0, (62)
ujvi R (b) + H R (D)LT jyq + L5 jy Hij41 =0, (63)
— v 1 Hy g1 (L — alajyr) + (I = bT)Hyj + TjHs j = 0, (64)
(uz’j + zsovj)R; (z) — (uzj + bsovj)R;‘(b) +(z— b)u’inRjH(é)
(Lijt1 —algj) = 0. (65)

Proof. The identities (57)-(61) are established by straightforward computati-
on. Moreover, (62) is obtained from (55), (38), and (59). By combining (61) with
(62), we have (63). Identity (64) follows from (56), (54), (37), (35), and (36).

Let Ags) be the left-hand side of (65). By using (47) and (48), we have for all
zeC
Aesy = us ;1 (Rj_1(b) — Rj_1(2)) + sovj_1 (bR_1(b) — 2Rj_,(2))

— (2 = b)ul ;R}(2)(L1; — aLlay)
=(b—2) [(U2,j—1Tj—1 + s0vj_1) R;_1(2) Rj_1(b) +uj ;R;(2)(L1j — ala ;)
=(b—2) (_U’f,j[LLj(I - ijtl) —a(l - be)LZj] jfl( z) jfl(b)
+ui ;R (2)(L1; — ala;))
:(b_z)ulj(_[Llj_aL2,j] _1(z )+R (z )(LIJ_aLQJ))
= 2(b = 2)uj ;R}(2) [T} (L1 — alaj) — (L1j — aLoj)T;1] Ri_1(2)
= 2(b = 2)uy ;R (2) (T} Lnj — L T 1) Rj_1(2)
=0.
The third equality follows from (60), whereas (52) was used in the fourth equality.
The fifth equality follows from (43), whereas (50) was used in the last equality. O
4. Orthogonality of matrix polynomials

The proposition below presents the orthogonality of the matrix polynomials
P, jforr =1,2,3, and 4 on the interval [a,b] C R. This result is partially adapted
from [7, Proposition 2.5] where we restrict attention to parts a) and b).

Proposition 1. Let .FAIm- forr=1,2,3, and 4 be as in (31). Let P.; and Q,;
forr=1,2,3, and 4 be the matriz polynomials introduced in Definitions 2 and 3.
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a) The polynomials Py ; and Paj; are OMP on [a,b] with respect to o(dt) and
(b—t)(t — a)o(dt), respectively. More precisely,

. _ —a r—1 o * — 0‘1 J#e r =
., PO =it =y sz (0 { Aol e

b) The polynomials P3 ; and Py j are OMP on [a,b] with respect to (b—t)o(dt)
and (t — a)o(dt), respectively. Specifically,

0, ¢

Hs; j={¢,

0, ¢

H4’j j==4.

/[ ROCIERCLACE {

/[ Pt —a)do(01Pi (1) = {

Proof. Part a) is proven in [3, Section 4|. Part b) is proven in |28, Theorems
2.12 and 2.13]. 0

5. The Nevanlinna matrix of the THMM problem
at point z = b via OMP

This section focuses on the representation of the Nevanlinna matrix V(2i+1)
associated with the THMM problem through OMP regarding to point z = b, for
an even number of moments and specifically when m = 25 + 1 in the sequence
(8k)ieo- R

Let us reproduce the Nevanlinna matrix V(%9 (2) for the case of an even
number of moments obtained in [15, Definition 4.1].

Definition 5. Let (sk)zj:gl be a sequence that is Hausdorff positive definite on
la,b]. Let H, j for r =3,4, Rj, vj, usj, and us; be defined as in (2) for r = 3,4,
(7), (9), (17), and (16), respectively. The 2q x 2q matriz polynomial

o A(2j+1)(z) §(2J’+1)(Z)
V(2j+1) = o . s ) 0<j< ) 66
(Z) 7y\(2]+1)(Z) 5(2]+1)(Z) SN ( )

with

QD () =T 4 (b— Z)quR;(E)H;;R]’(b)Uj, (67)
A (2) 1= (b 2)(= — a)o; R ()} Ry (), (68)
BRI () = _u;jR;%(g)Hg;Rj(b)u&j, (69)
SR () = T — (b — 2 R}(2)Hy ) Ry (b)us, (70)

1s called the Nevanlinna matriz of the THMM problem with respect to point z =0
i the case of an even number of moments.
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In the analysis that follows, which includes Definition 5, we omit the explicit
dependence on the parameters a and b in the notation for the matrix-valued
functions @2+ B2+ 52+ 52+ ag well as in the Nevanlinna matrix
V(2]+1)_

The lemma stated below is vital in deriving the results presented in Lemma 6.

Lemma 5. Let ﬁr,j: for v = 3,4 be as in (31). Let a%+1), BRi+1)  3(25+1)
and Y be as in (67), (69), (68), and (70), respectively. Furthermore, let P, ;
and Q. for v = 3,4 be the OMP and their polynomials of the second kind in
Definition 3. Therefore, for all z € C and 1 < j < n, the following identities hold:

A%t () — @RIV (1) = (b — Z)QM( VH{ 1Py ;(b), (71)
BRI () — BRI (2) = —Q3 ;(2) Hs 1 Qs,4(b), (72)
523+ (73)

(74)

) = ACUTIIDG) = (b 2)(z — a) P (2) H, P (b),
)

(
5‘(2j+1)(2 _ 3(2(j—1)+1)(z) =—(b— z)P3’j(Z)H37j Qs3,5(b). &

Proof. The equalities follow from the technique used in |2, Proposition 2.1]. O

2j41)

Fach entry of the Nevanlinna matrix Ve , as defined in Definition 5, can

be represented in an additive form.

Lemma 6. Under the same conditions as in Lemma 5, for all z € C and 0 < 5 <
n, the following identities hold:

J

A (z) =T+ (b—2) Z Qi k(e 2) Hyp Pi(a,b), (75)
J
B (2 ZQ3 k(b 2) Hy Qs (0, 0), (76)
J
,’-Y\(zj'i‘l) (Z) — (b — Z)(Z — a,) Z Pﬁtk’(a’ E)ﬁ;;le’k(a’ b>7 (77)
k=0

J
FE () =T — (b—2) > Pyy(b,2)H; 1 Qu (b, D). (78)
k=0
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Proof. We prove (75). From (67), we obtain

aPt(2) = I+ (b— 2)uj ;R (2 Z)H, R;(b)v;

2T

. * (7)) - HY 0
+(b—2) (ui;y —sj+asj1)| 7 1(2) z.I ( 48 ! O)

0 I
<bj R ?) (Ujo_ 1)
+ (b — 2)u} ;R (2)Sa jHy ;35 R (b)v;
— qU- )+1)( Y+ (b—2)Q 4J(a,z)H47jP4,j(a,b)
— AU+ () 4 (b 2)[Q 4].71(@,g)ﬁ;;_1P47j_1(a,b)
+ Qj5(a, 2)H43P4J( ,b)]

—aW () + (b-2) Z Qi (a, ) Hy Py g(a,b)
k=1
i

=T+ (b—2)Y Qirla,2)H}-Pyy(a,b).
k=0

In the second equality, we apply (32). The third equality follows from (29)
and (30). To derive the fourth equality, we consider the third equality evaluated at
j—1 and invoke (71). By repeating this procedure recursively for j—2,7—3,...,0,
we obtain the penultimate equality. Finally, the last equality is deduced using (67),
(17), (7), (2), and (9) for j = 0, together with (26) and (31).

A similar line of reasoning establishes the identities (76)—(78). O

The polynomials given in (22)-(25) are connected to the structure of the
Nevanlinna matrix V(21 as in Definition 5.

Lemma 7. Let a(27+1), B(Qj“), 7@+ and 5@i+1) pe s in (67), (69), (68), and
(70), respectively. Let P, ; and Q,; forr =1,2 be the OMP and their polynomials
of the second kind introduced in Definition 2. Thus, for all z € C and 0 < j < n,
the following identities hold:

a%t ) (2)Q3 ;(a,b,b) — Q3 ;(a,b, ) (79)
B (2) Py J+1( )+ Q1 11(2) = (80)
I (2)Q5 5(a,b,b) + (b — 2)(z — )PQ*,j(avb7 z) =0, (81)
QJH)(Z)Pl 1(0) = Pij4(2) = (82)
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Proof. We prove (79). From (67) and (25), we have

a0 (2)Q3 5(a,b,b) — Q5 ;(a,b, 2)
—[(us ; + zs0v} ) R5 (b) + (b — 2)uj ; R} (2) H,y R (b)vj(u5 ; + zsov)) RS (b)
— (u3j + zsovj ) R; (2)] 32,5

= —[vf 1 Hyjr1(L1je1 — alager) — (b— 2)vi Hijra Lo R (a)Rj(2)H,
“Rj(b)vjvi 1 Hijy1(L1jy1 — alaji1) — U;+1H1,j+1R;:1(b) 1(2)
(L1j+1 — aLlajy1)]32,

= —(b— 2 Hi 1 Ri (D) [Ty — Lo R (a) Hy ) Ry(b)vjulyy Hyj]
(L1 g1 — aLlaj11)E2,

= —(b— 2 Hijs1 Ry (2) Lo R (a) Hp ) Ry (b)[~vjvly Hi
(L1 — alajir) + (I — bTj) Hy j]%0

= —(b—2)v} Hij41 Ry 1 (2) Loy R (a)Hy ) Rj(0)THa s

=0.

In the second equality, we use (53), (51), (41), (45), (58), (65), (44), and (49).
In the third equality, we use (52) and (57). The fourth equality is obtained with
(46) and (42). The penultimate equality follows from (64), and the last equality
follows from (33) for r = 2.

We prove (80). From (68), (23), and (22), we have

(
B(Qjﬂ)(z)Pf,jH( )+ Q7 j+1(2)
— (Wi Lagr B O R] (2 Hy Juyof 1 B () + it 111 R} 41 (2)) By
- (“;+1R;+1(5)L2,j+1 (b)H:aj ujvi R (b) +uj T R (2 )) Y15+
= —uj 1 R (%)L J+1R (b) (“jijrlj“Tf 1(b) + H,j R (D) T,j+1) X1+
)Hj

= —uj 1 R (2 )L2J+1R (b
=0.

L2 ]+1H1 ]+1217]+1

In the second equality, we use (51) (40), (52), and (39). The third equality follows
from (46). The penultimate equality follows from (63), and the last equality follows
from (34) for r = 1.

Equalities (81) and (82) follow by employing an analogous method. O

By taking into account Lemmas 6 and 7, we can now formulate the following
theorem.

Theorem 1. Let ﬁr,j for v = 3,4 be as in (31). Furthermore, let P, ; and Q,;
forr = 1,2,3, and 4 be the OMP and their polynomials of the second kind in
Definitions 2 and 3. Therefore, for all z € C and 0 < j < n, the following
sdentilies hold:
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J
Q5 i(a,b,2) ( - z)z%(a, £)H, Py la, b)) Q5;(a,b,0),  (83)
J
Q7 j11(2) (ZQ 5.0(b, 2)Hy Qs 1 (b, b)) Py (b), (84)
k=0
J
P; ;(a,b,2) <Z P;y(a, %) Hy p Pyi(a, b)) Q3 (a,b,b), (85)
k=0

J

Pl*,j+1(2) = ( — =2z ZP 3,k 3kQ3 k (0, b)) P1*7j+1(b)' (86)

k=0

As a consequence, the following corollary establishes a connection between the
Schur complements H3 ; and Hy ; and the matrix polynomials Py, 4, Q3.5, Q3
and P ;. Additionally, it justifies the existence of the inverses of these matrix
polynomials evaluated at the point z = b.

Corollary 1. Under the same assumptions as in Theorem 1, for 0 < j < n the
following equalities hold:

Hs ;= Q3,j<b7 b)Pl*,jJrl(b)7 (87)
ﬁ4,j = _P4,j (CL, b)Q;,j(aa bv b) (88)

Moreover, the OMP Py ;. and Py, as well as the polynomials of the second kind
Q3,; and Q;j, are invertible at the point z = b.

Proof. Equalities (87) and (88) readily follow from (86) and (85) by compari-
ng the leading coefficients of the matrix polynomials. Since I:T;g,j Is inverti-
ble, we have that Q3 ;(b, b)Pf7j+1(b) is invertible. Regarding determinanats,
det(Qs3,;(b,b) Py ;1 (b)) # 0. This implies det(Qs3,(b, b)) # 0 and det(Py (b)) #
0. Therefore, Q3,;(b,b) and Py, ,(b) are invertible. Similarly, we conclude that
@5 ;(a,b,b) and Py j(a,b) are invertible. O

By combining Lemma 7 and Corollary 1, we derive a novel representation of
the Nevanlinna matrix V(&*D that is associated with the THMM problem at
point z = b and that corresponds to an even number of moments.

Theorem 2. Let V2t pe the Nevanlinna matriz gwen by Definition 5. Let P, ;
and Qr; for r = 1,2 be the OMP and their polynomials of the second kind as in
Definition 2. Thus, for all z € C and 0 < 5 < n, the following equality holds:

V@t (g, b, 2)
_ ( Q3 5(a.b,2)Q3, (a,b.b) ~Q1n (P () ) (s9)
~(b—2)(z — )3 ;(a,b,2)Q3 ;' (a,b.0)  Pi (P14 (0)
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6. Derivation of identities related to orthogonal matrix polynomials

By considering the result in Corollary 1, we apply it to derive identities at
points z = a and z = b, involving the OMP introduced in Definitions 2 and 3.

We establish identities regarding to point z = a that involve OMP. To support
this, we must reproduce the Nevanlinna matrix U®*1 in terms of OMP, as
obtained in |7, Theorem 3.8|. Note that both matrices are formulated with respect
to point z = a. For more detail, see Theorem 3.

Furthermore, we derive identities at point z = b for the OMP Py ; and P j,
together with their polynomials of the second kind ()1 ; and Q2 ;. To substantiate
these findings, expressing the inverse of the Nevanlinna matrix V@t in terms
of these polynomials is necessary. See Theorem 4 for a precise statement.

We proceed to reproduce results analogous to Corollary 1, which were ori-
ginally established in [7, Corollary 3.10] in the context of the evaluation point
z = a.

Lemma 8. Let fAIm- for r=3,4 be as in (31). Let P; ; and Q2 be introduced in
Definition 2, as well as, let P3; and Q4 ; be introduced in Definition 3. Thus, for
0 < j < n, the following identities are satisfied:

Hszj = Ps j(b,a)Q5 ;(a,b,a), (90)
Hyj = Qu,(a, G)Pl*,jﬂ(a)- (91)
In the proposition below, we establish new identities at points z = aand z = b

by involving the OMP.

Proposition 2. Let P.; and Q,; for r = 1,2,3, and 4 be the OMP and their
polynomials of the second kind in Definitions 2 and 3. Therefore, for 0 < j < n,
the following identities are satisfied:

QS,j(ba b)Pl*,j—i-l(b) - P3,j(bv a)Q;,j(aa bv CL) =0, (92)
P47j (CL, b)QE,j (a7 b, b) + Q4,j (a7 a)Pl*,jJrl (a’) =0. (93)

Proof. Identities (92), and (93) are proven by using the identities obtained in
(87), (88), (90), and (91).

We next revisit the formulation of the Nevanlinna matrix UZ/+1) associated
with the THMM problem at point z = a. This representation, originally from [7,
Theorem 3.8|, expresses U (27+1) in terms of the OMP and their corresponding
polynomials of the second kind.

Definition 6. Let P.; and Q,; for r = 1,2 be the OMP and their polynomials
of the second kind in Definition 2. We introduce the Nevanlinna matriz of the
THMM problem with respect to point z = a in the case of an even number of
moments for all z € C and 0 < j < n:

U (a,b,2)

_ Q3,4(a:0,2)Q3,; (a,b,a) Qi@ @) gy
—(z—a)(b— z)P2*,j(a, b, Z)Q;yj (a,b,a) Pfj+1(Z)Pf7j+1(a)

,
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Remark 4. As established in [12, Proposition 6.10], the Nevanlinna matriz
U®RItY) s invertible for all z € C.

The next remark explicitly represents the inverse of U*1 with OMP and
their corresponding polynomials of the second kind.

Remark 5. The inverse of (94) is

g+~ (a,b, 2)
_ < Pil+1(a)P17j+1(Z) Pf‘1+1(a)Q1,j+l(Z) > .

)

(z—a)(b— z)QQ_’}(a, b,a)Ps j(a,b,z) QQ_JI-(&, b,a)Q2,(a,b, z) (95)

In the following theorem, we derive identities at point z = a by incorporating
the OMP Py ; and P j, together with their polynomials of the second kind @1 ;
and QQJ‘.

Theorem 3. Let P.; and Q. j, for r = 1,2 be the OMP and their polynomials
of the second kind in Definition 2. Therefore, for all z € C and 0 < j < n, the
following identities are fulfilled:

Q3 ()@, (@) P11 (a)Pyjia (2)— (b—2)(2—a)

Qi (P11 (0)Q5 H(a) Py (2) = I, (96)
Q3,()Q5; ()Pl ()Qujr1(2)—
Qi 11 (2P 11(0)Q5 5 (a)Qa,5(2) = 0, (97)
(b=2)(z=a) [P} ;11 ()P} 11(a) Q5 1 (a) Pa j ()~
P31 (2)Q5; ()P} (a)Prjia(2)] =0, (98)
P} 1 (2)PF 41 (0)Q5 5 (a) Qa4 (2) — (b—2)(z—a)
P (@55 ()P (@)Qu i (2) = I, (99)

Proof. From (94), (95), and the following equality

UCHD (a,b, U@ (0, 2) = (11 0
0 I

we obtain the identities (96)—(99). O

The following observation justifies the invertibility of the Nevanlinna matrix
7 (2i+1).

Remark 6. Let VD denote the Nevanlinna matriz introduced in Definition 5.
According to Remark 4, the matriz U2V is invertible for all z € C. Furthermore,
Remark 8 asserts that the constant matriz D7+ 4s also invertible. Consequently,
by the explicit relation given in (6), it follows that V@it s invertible for all
z € C.
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The following remark explicitly expresses the inverses of the Nevanlinna matrix
V@D which is formulated in terms of OMP and their associated polynomials
of the second kind.

Remark 7. Let V%+D be the Nevanlinna matriz given by (89). Furthermore, let
P.; and Q,;, for r = 1,2 be the OMP and their polynomials of the second kind
in Definition 2. Thus, for all z € C and 0 < j < n, the following equality holds :

VD™ (a,b, 2)
_ P (b)Prjga(2) P (0)Quj11(2) (100)
B (b_ Z)(Z - a)Q;j(C% ba b)PQ’j((I, ba Z) Qijl((l, ba b)QQ,j(a>b7 Z) ‘

In the theorem below, we derive identities at point z = b with the OMP P ;
and P, ;, together with their polynomials of the second kind @1 ; and Q2 ;.

Theorem 4. Let P.; and Q. j, for r = 1,2 be the OMP and their polynomials
of the second kind in Definition 2. Therefore, for all z € C and 0 < j < n, the
following identities are fulfilled:

Q5 ;(2)Q3s; (O)PL} 1 (B)Prj1(2)— (b—2)(2—a)

Qi (P (0)Q B P (2) = I, (101)
Q3,()Q5, )P, (0)Q1 41 (2)-
Qi 11 (D) P11 (0)Q53 (5)Q2,(2) =0, (102)
(b=2)(z=a)[P{ ;11 ()P} 11 (D)Q3 () Py (2)—
P;(2)Q5; (0) Py} (B) Py (2)] =0, (103)
Py i1 ()P (0)Q7 1 (0)Qa,5(2) — (b—2)(2—a)
P (D)@, B)P (D)Q1 41 (2)= 1. (104)

Proof. By using (89), (100), and the equality
7(25+1) i7(2j+1)~1 _ Iy 0
% (a,b,2)V (a,b,2) (0 1)

the identities (101)-(104) follow. O
7. Explicit relationships between Nevanlinna matrices via OMP

For m = 25+ 1, the explicit relationship (6) between the Nevanlinna matrices
of the THMM problem regarding to points z = a and z = b was established in
[15, Theorem 4.3].

By using the Nevanlinna matrix from Theorem 2, together with Definition
6, we show the relation (6) in terms of OMP. Furthermore, we introduce and
we reformulate the constant matrix ©*1 | that was originally obtained in [15,
Theorem 4.3| also with OMP.
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Definition 7. Let (sk)Zj:E)l be a Hausdorff positive definite sequence on [a,b]. Let
Tj, Rj, vj, uj, uaj, and ug; be as in (8), (7), (9), (13), (17), and (16). We

wntroduce the following matriz:

sy (a2 0 '
D J = (25+1) | » OS] Sn (105)
0 a22]
with
2541 * % _
a7 = I+ (b— a)uj ;R (a)Hy 1 R;(b)v;, (106)
asy ™V =1 — (b— a)viR;(a)Hy 1 R;(b)us . (107)

Remark 8. As established in [15, Lemma 4.4], the constant matriz ®+1 s
wnvertible.

We now present a theorem that indicates an explicit relationship between the
Nevanlinna matrices of the THMM problem evaluated at points z =a and z = b
and expressed with OMP for an even number of moments.

Theorem 5. Let Py be the orthogonal matriz polynomial, and let Q2 ; be the
polynomial of the second kind introduced in Definition 2. Moreover, let U2+
and V2*D) be the Nevanlinna matrices as in (94) and (89), respectively. If the

elements aﬁjﬂ) and a(222j+1) of the matriz DY from Definition 7 are written
as
2j+1 -
Ay = P ()P () (108)
azy " = Q3 (@)Q24(0). (109)

then for all z € C the following equality is valid:
U@t ()@@t _ it () = 0. (110)
Proof. We prove that the left-hand side of (110) vanishes as follows:

U@ ()@ _ 2t (1)

_ ( ~Q,(0Q5, ) Qi) 0) )
(z—a)(b—2)P;5 ;(2)Q5 ; (b) —Pf,;1(2)Pr;.(b)
. (—Qz,j<b>c2;,; (@) Py} 11 (@) Py ya (0)+ 1, 0 )
0 _Pf,j+1(b)Pf,j+1(a)Q£; (a)Q2,;(b)+1,
= 0.

The last equality is obtained by applying the identities (96) and (99) at z = b. O

The elements agjﬂ) and agjﬂ) as in (108) and (109) are written at point

z = b. Thus, we consider the following remark.
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Remark 9. By using (108) and (109), the matriz ©2*V) from Definition 7
admits the following representation in terms of OMP with respect to point z = b:

1
@j+1) _ (Prjp(a) Prjyi(b) 0 >
o ( ’ 0 Q;}(a)Q27j(b) : (111)

(25 1)

The following remark shows that the elements a;; ) and a( i
represented with OMP regarding to point z = a.

can also be

Remark 10. Let Py ; be the orthogonal matriz polynomial, and let (Q2; be the

(23—1—1) (2j+1)

polynomial of the second kind introduced in Definition 2. Let a; and ay

be as in (106) and (107), respectively. If the elements aglﬁ_l) and A5y (27+1) of the
matriz Y from Definition 7 are written as

*—1
2j+1 QQJ( )QQ,j (b>> (112)
é%“” Py (@) P (b), (113)

then Equality (110) is also satisfied for all z € C.

8. Conclusion

We have expressed the Nevanlinna (resolvent) matrix associated with the
truncated Hausdorff matrix moment (THMM) problem on the interval [a,b]
in terms of orthogonal matrix polynomials (OMP) and their corresponding
polynomials of the second kind, at point b. Alongside this representation, we
obtained new identities involving OMP and established an explicit connection
between the Nevanlinna matrices of the THMM problem at points @ and b, which
was directly formulated through OMP.
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Marpuiig HeBansinau yciueHol 3aa4i MOMEHTIB
marpuni Xaycaopda yepe3 OpToroHajibHi MaTpuyHi noJjiHOMU
Ha [a,b] nos Bunmaaky mapHol KiibKOCTI MOMEHTIB
Megina-Epranmgec B.E.
0O6’cdnana acnipanmype 3 Mamemamuyrur Haykx Hauyionasvriozo asmonommozo
yrisepcumemy Mexcuxu ma Ywnisepcumemy Mivoaxana-de-Can-Hixonrac-de-
1daaveo, Incmumym @gisuru ma Mamemamury,
Bydisaa C-3, 58060, Mopenin, Mivoaxarn, Mexcuxa
Ckassipra mpobsieMa MoMenTiB Oyma Breprne 3ampomonosana T. . Crintsecom y
pobori: “Recherches sur les fractions continues”, Annals of the Faculty of Sciences of
Toulouse 8, 1-122, (1895). Bin cdopmynioBas Ii HACTYIIHUM YMHOM: MalOYd MOMEHTH
nopsanky k (k=0,1,2,...), 3Haiitu momarHwMii po3nomin Macy Ha miBoci [0, +00).
Hocmikenasi MaTpudHOT Ta OnepaTopHol mpobjaeM MOMEHTIB 6ys0 po3movaTo
M. I'. Kpeitaowm y #oro ocaoBomnooxkHiit pobori “Fundamental aspects of the representati-
on theory of Hermitian operators with deficiency index (m,m)”, Translations of the
American Mathematical Society, Series II, 97, 75-143, (1949).
Hana crarrs nos’s3ana 3 yciuenowo npobsiemoro momentis Xaycuopda (anri.
THMM): yciueHoo MaTpuvHOIO MpobaeMoi0 MOMeHTIB Xaycaopda Ha KOMIAKTHOMY iH-
repBaii [a,b] Ha BigmiHy Bim npobiemu momentie Crintheca Ha [0, +00) Ta mpobiemn
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momenTis Tambyprepa na (—oo,+00). Haw niaxix cuupaersca va meron B. II. Iora-
MOBa, Y SKOMY 33Ja4a 1HTEPIOJIAlii Ta mpobaeMa MOMEHTIB mepedOpMyIbOBYIOThHCS K
€KBiBAJICHTHI MATPWYHI HEPIBHOCTI i BBOAATHCS TOMOMiKHI MATPWILL, MO 33I0BOJIBHSIOTH
BJIACTHBICTH J -BHYTpimHboI dynKIil Kiaacy lloTamosa pa3oM i3 crucTeMoro map CTOBIIIIB.

Peanizamia merony moumHaeThes 3 moOymoBu MaTpuilb [aHKens Ha OCHOBI 3aJaHUX
MomenTiB. Zkmo mi marpuni € momarHo HamiBBm3HadeHuMu, To THMM mpobrema €
PO3B’SI3HOI0. Y BUMAJAKY CTPOTOI JTOAATHOI BU3HAYEHOCTI, AKWiI HA3WBAIOTH HEBUPOIKE-
HUM, MU TIEPETBOPIOEMO BiATOBIIHI MATPWYHI HEPIBHOCTI, m00 oTpumaTu MarTpuio He-
Banjinau (abo pesonbserTy) THMM npobGiemu, ska xapakTepusye il po3s’sa3Ku.

Heit miaxix 6ymo mmpoko 3acrocoBano, 3okpema B pobori A. E. Choque Rivero,
Yu. M. Dyukarev, B. Fritzsche ra B. Kirstein: “A truncated matricial moment problem
on a finite interval”, Interpolation, Schur Functions and Moment Problems, Operator
Theory: Advances and Applications, Birkhduser , Basel, 165, 121-173, (2006).

OcHoBHuit pe3ynbrar i€l poboTH moaArae y mpeacraBieHHi marpuri HeBanminau
THMM npobiemu y TepMmiHax OpTOroHaJIbHUX MarpudHux mosinomis (anria. OMP) i
OB’ I3aHUX 3 HUMHY [MOJIHOMIB IPYTrOrO POy B TOUI b. 3ayBayKuMO, 110 AHAJIOTI9HE TP/
cTaBjieHHs B TOYIi a Oysio orpumano pasnime B pobori A. E. Choque Rivero, “From the
Potapov to the Krein—Nudel’man representation of the resolvent matrix of the truncated
Hausdorff matrix moment problem”, Bulletin of the Mexican Mathematical Society, 21(2),
233-259 (2015).

KpiMm Toro, Mmu BCTaHOBJIIOEMO HOBI TOTOXKHOCTI, 10 cTrocytoThes OMP. i mepedopmy-
JIbOBYEMO sABHUM 3B 130K Mik Marpungavmu Hesamminan THMM npobiemu B Toukax a ta
b 3a nonomoroo OMP.

Karwuosi caosa: ycidena marpudHa mpobsema momeHTiB Xaycaopda; maTpuils
HeBaH1iHHN; OPTOTrOHAJIbHI MATPUYHI IMOJIHOMH.
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npuitasra: 13 smcromaga 2025. Oupustonneno 11 rpyaus 2025.



