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ramer’s ru r implicit linear differenti uation
Cramer’s rule fo licit linear differential equations
over a non-Archimedean ring

We consider a linear nonhomogeneous m-th order differential equation in a
ring of formal power series with coefficients from some field of characteristic
zero. This equation has infinite many solutions in this ring — one for each
initial condition of the corresponding Cauchy problem. These solutions can
be found using classical methods of differential equation theory.

Let us suppose the coefficients of the equation and the coefficients of
nonhomogeneity belong to some integral domain K. We are looking for a
solution in the form of a formal power series with coefficients from this
integral domain. The methods of classical theory do not allow us to find out
whether there exists an initial condition that corresponds to the solution of
the coefficients from K and do not allow find this initial condition.

To solve this problem, we use the method proposed by U. Broggi. This
method allows to find a formal solution of the linear nonhomogeneous di-
fferential equation in the form of some special series.

In previous articles, sufficient conditions for the existence and uniqueness of
a solution were found for a certain class of rings K with a non-Archimedean
valuation. If these conditions hold, the formal power series obtained using
the Broggi’s method is considered. Its coefficients are the sums of series that
converge in the non-Archimedean topology considered. It is shown that this
series is the solution from K{[z]] of our equation.

Note that this equation over a ring of formal power series can be considered
as an infinite linear system of equations with respect to the coefficients of
unknown formal power series. In this article it is proved that this system can
be solved by some analogue of Cramer’s method, in which the determinants
of infinite matrices are found as limits of some finite determinants in the
non-Archimedean topology.
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1. Introduction

Let us consider m-th order linear differential equation with constant coeffici-
ents

amt0™(z) + am 0™ D (@) + .+ a1/ (2) + a0w(@) = F(@), am £0. (1)

Let a; belong to an integral domain K, f(z) € K|[x]] be a formal power series.
The equation (1) is called implicit if the element a,, is not invertible in K. We are
looking for the solution of the equation (1) from K[[x]]. In [1] it is proved that for
some conditions on K and on coefficients a; this equation has a unique solution
from K|[[x]].

Let F' denote the quotient field of K. Using the classical differential equations
theory methods we are able to solve the Cauchy problem finding the infinitely
many solution from F'[[x]] — one solution for each initial condition. However, the
form of these solutions does not allow us to find the unique solution from K{[z]]
[2, Ch.VII].

For this purpose we use the construction proposed by U. Broggi (see [3, §5,
22.1]). He looked for the solution of (1) as a series

w(z) =Y e fP(@), (2)
k=0

where coefficients ¢ satisfies the equality
(@ms™ + Q18" 4+ .. +as+ ao)_1 =co+c18+ cas® + 38+ ... (3)

In [1] we use the non-Archimedean topology construction in some special ring
K to formulate conditions for the existence and uniqueness of a solution of equati-
on (1) in K[[z]]. We also write the coefficients of formal power series solution in
the form of series converged with respect to the non-Archimedean topology. The
results from [1] are formulated in the Section 2 of this article.

Differential equation (1) can be regarded as an infinite linear system of equati-
ons with respect to the coefficients of the unknown series. In the present article
it is shown that the unique solution of the equation (1) from K[[z]] can be found
using an analogue to the Cramer’s rule. For m = 1 and K = Z,, it was proved in
[4]. The proof of the main result of this article is based on using the methods and
constructions of [5].

2. Preliminaries

Suppose (F, |-|) is a field of characteristic zero with a non-Archimedean valuati-
on |-|and K = {s € F : |s| < 1} is its valuation ring (|6, Ch.XIL, §4]). Let us
consider the differential equation (1) where ag, aq,...,a, € K and f(z) € K|[z]].
We are looking for the solutions of this equation from K[[z]].

In [1, Section 4, Theorems 4 and 5| sufficient conditions for the existence and
uniqueness of a solution in K[[z]] are found. Noticing that an element a € K is
invertible if and only if |a| = 1, we can formulate these conditions in the following
way:
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Theorem 1. Let in equation (1) ag be invertible and a; be non-invertible in K
for any 1 < i <m. Then this equation has no more than one solution in K[[x]].

If, in addition, F is complete with respect to | - |, then series (2) converges
by the topology of coefficientwise convergence (see [7, Chapter 1, Section 3]) in
K{[[z]] and the sum of this series solves (1).

Let wy, denote the coefficient of 2* of the unknown series w(x). The following
statement shows, that we can find the formulas for these coefficients to write the
solution in the form w(z) = 07 jw,a".

Remark 1. Suppose (2) converges by coefficientwise topology. Let f(x) =
Yool o fna™. Then f®)(z) = Yo (n:!k)!karnx”, Thus,

Wn = chz(n;g!k)!fk-&-m (4)

k=0
where these series converge with respect to | - |.

The following theorem shows that the invertibility of ag is an important condi-
tion for the existence of a solution of (1).

Theorem 2. Suppose a; is non-invertible in K for all 1 < i < m. If equation (1)
has a solution in K[[z]] for every f(x) € K[[x]], then ag is invertible.

Proof. Since (1) has a solution for any f(x), then for f(z) = 1 also. Writing the
degree zero coefficient, we get 37" jlajw;+aowy = 1. Since |a;| < 1, Jw;| < 1 for
any 1 < j <m, then Z;”:l Jjlajw; is non-invertible element of K. Since valuation

is non-Archimedean, then the sum of two non-invertible elements of K is non-
invertible, that is K is local. Therefore 1 — E;n:lj!ajwj = agpwq is invertible.
Since K is commutative, then ag is invertible.

The proof is complete.

Note that in some cases the equation (1) has a unique solution in K{[z]] even
if ag is not invertible.

Example. Let K = Z and m = 1. For any non-zero coefficients ag, a1 € Z
if f(x) = a1 + apz, then the equation ajw'(z) + agw(z) = f(x) has a solution
w(x) = x. Moreover, this solution is unique, that is the homogeneous equation
a1w'(z) + apw(z) = 0 has only trivial solution. Indeed, if w(z) = > 7 jwpa™ is
a solution of this equation, then aynw, = —agw,_1. Hence for any n > 1 we get
nlafwy, = (—1)"ajwg. Let p denote some prime, that is not divisor of ag. Then
for any j there exists n such that n! is divisible by p’. Thus wy is divisible by p’
for any j. It is impossible for any integer wq # 0.

3. Main result

Now suppose ag is invertible. Without loss of generality we can assume ag = 1.
Then the sequence {c¢; } that is found by equality (3) satisfies the following system:
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co = 1
o+ Yigaicii = 0, j=1,23,....m . (5)
E;’;Oaicj_i =0, j=m+1,m+2,...
Let us rewrite (1) as an infinite linear system of equations. For any k =
0,1,2,..., extracting coefficients of z*, we get
agWg +G1ka+1+. ..tay (k +])!wk+j+. . .+amek+m = fr, (6)

k! k! k!

where w(z) = > 72 wpa™.
By definition, put a; = 0 for any ¢ > m. Then in the matrix form this system
of equations can be written as Aw = f, where

1 al 2(12 3!&3 4!&4 5!(15 s fO

0 1 2a; 3lay 4lag Slag - ;1

0 O %!Cu %!ag %!ag s 2

= — | /3
A=1o 0 0 1 ey Fay | @S 1 (7)

00 0 0 1 3a - f5
- . : G-t
That is A ia an upper triangular matrix that has the terms «a;; = (=) aj—;

i—1)!

for any 0 <¢ < j and o;j = 0 for any 0 < j <.
Similarly as in [5] for any n > 0 let A,, be obtained from the matrix A,
by replacing the (n + 1)-th column with the vector f. For any j > 0 by A;

(respectively, A, ;) denote the principal corner minor of the (j + 1)-th order of
the matrix A (respectively, A,,).

Theorem 3. Suppose F is a complete field of characteristic zero with a non-
Archimedean valuation | - |, K is the valuation ring of F', ap =1 and |a;| <1 for
any 1 <i < m. Then equation (1) has a unique solution

o0
w(x) = Z wpz"
n=0

from K|[z]]. The coefficients of this solution can be found using Cramer’s rule:
v — det A,
" det A

where the determinants are defined as following limits in K with respect to the
valuation | - |:

=det A,,n=0,1,2,..., (8)

det A = lim A,
r—00

det A, = rliglo An,rvn =1,2,3,...
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Proof. Note that A, =1 for any r, so det A = 1. By Theorem 1 equation (1)
has a unique solution over K in the form (2). Let us show that det A, = wj,.
Let B, denote the determinant

a1 2ao 3lag 4lay Bblas - rla,
1 2a; 3lag 4las blag - rla,—q
0 1 %!al %!ag %!(Lg ce %’ar,g
B,=|0 0 1 %al %CLQ %ar,g ) (9)
0 0 0 1 Sa - Hay
0 0 0 0 0 .. Zyu
Let us consider
fo a1 2ay 3lag 4lay blas --- rla,
f1 1 2a; 3lag 4las dlag -+  rla,—1
o O 1 35!&1 45!(12 %!613 e %!arf2
Aqg, fs 0 0 1 %al %ag ces é—éar,g
' fa 0O 0 0 1 Ta1 ot q0r—4
frea 00 0 0 0o ... (Tﬁ—‘l)!al
fr 0 0 0 0 0o ... 1

Decomposing it relative to the first column, we get

al 2a2 3!a3 4!&4
al 2&2 3!&3

~ al 2&2 1 2a1 3!a2 4!&3
Ao = fo—fra1+fo —f3|1 2a1 3lag|+fs a1 4
1 2a a1 0 1 3Fa 3Fa
0 1 7’@1 |
0 0 1 3,CL1
= fo— frar+ f2By — fsBs + faBs— ... = fo— Y _(=1)""'f;B;. (10)
i=1
In [5] the determinants
ap az a3 a4 --- Ay
1 a1 ag as - Qp—1
0 1 a; ag - QApr_9
BT == 0 ]_ al a”r_i?) (11)
O 0 0 0 ... um

are consedered and there is proved that B, = (—1)"¢,, where the secuence {c,} is
a solution of (5).
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Note that
a1 2a9 3lag 4lag --- kla,
1 2a; 3lag 4las -+  7rla,_1
B _ 0 1 %!al 45!012 %!(L,r72 B
10 0 1 %al %ar_g B
!
0 O 0 0 ﬁal
ay a2 a3 aqg - ar
1 al a9 as Qp_1
0 § 3a1 a3 -+ 30,2
=2-3-...-7. 1 1 1 =
0 0 37 ﬁal A gar,3
1
0 0 0 0 mal
2-31....-r!
= B, =r!B,.
2.3 (r—1)1" "

Then B, = 7!(—1)"¢c,. Hence

T

Avp=fo= D (V" iBi= fo+ Y fiilei= Y fiiles.
=1 =0

=1

Thus
det A lim A R .
0 == r—00 ~0’T — lim Z!fici = Zz‘fzcl
det A limy o0 A, 77005 i=0

It coincides to the wgy found in Remark 1.

(12)

(13)

(14)

Let us now consider A,, for any n > 1 and its minor of i-th order An,i_l. We
are interested in the limit by ¢, so it is enough to consider ¢ such that ¢ > n and

¢ > m. Then the principal corner minor A,, ;_; is equal to
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fO (n + 1)!an+1 m!am 0 *
fi  (n+1la, mlay,—1 (m+ Dlay, *
| |
[ (n—;—l) n— %!am— (m-2&-1) m— *
Jn—2 gﬁfégl as T %éﬂam—nm ((:;Lj_gl)l' Am—n+3 *
| |
fn—l EZtB'GQ T (n#!l)!am—n—&—l %am—n—l—? X
fn (n + 1)@1 c. %!!amin wamfrﬂrl ek
!
’ 0 ’ fn—i—l 1 T (n%!l)!am—n—l %am—n *
|
fn+2 0 te (TL%!Q)!am—n—Q ((72121))' Qm—n—1 *
fi1 0 e 0 0 a1
where the last i-th column is (0, ---, 0, %am, e gz:;;;ag, %al, n’

and "A is the square submatrix of A formed by deleting all rows an columns
except the first n — 1 ones.
We see that its determinant An,i_l equals

(n+2)!

fn (n+1ay a2 e %!!amfn 'n! Aj—n—1
m! i—1)!
Jnt1 1 (n+2)ay - (nT;)!am—n—l T ((T'H_ll))'!ai—n—Q
m! i—1)!
fn+2 0 1 e mam—n—Q T ﬁai—n—i’) . (15)
fi 0 0 . 0 . 1
Set By = 1 and
(TL + 1)611 (n:!2)!a2 (n;LQ—!?))!aS (n:;l)!cu L (nz!r)! .
n+3)! n+4)! n+r)!
1 (TL + 2)0,1 gnilg!@ %nil;!a?’ T %arfl
(n+4)! (n+4r)!
= Lo nd8a Ggpee o Gaoptr—2| g
" n+r)!
0 0 1 (n+4)a; --- Enigg!ar,g
0 0 0 0 (n+7)ay
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Then, decomposing An,¢—1 relative to the first column, we obtain

i—n

An,i—l = Z(_l)s_lfn—l-s—lBS—I- (17)

s=1

Note that B, = (Z,Jr(il);(gfz)'(nJr(Tnjlg?'Br = (nZ!T)!BT. Therefore

i—n i—n—1

~ _ n+s—1)! n+ s)!
An,ifl — Z(_l)s 1fn+sl(n!)le — Z fnJrs#Cs-

s=1 s=0 n:
Then -
.o n+s)!
lim A, ; = Z fn+8ucs = wy,.

1—00 o n!
The proof is complete.
Remark 2. Fquality (12) shows the connection between the determinants consi-

dered and the determinants constructed in the similar situation for the m-th order
implicit linear difference equation considered in [5].

Remark 3. By [1, Corollary 3] under the conditions of Theorem 3 for the second
order equation asw” () + ajw'(z) + w(z) = f(x) the solution can be found by the
following explicit formula:

oo [ oo . (4] o
J+n ! i—ifJ —1 j—2i ¢ n
w(z) = Z Z( - ) fnJer(—l)J ( ; )a{ 2a2 ™.
n=0 \ j=0 ' i=0

By Theorem 3 the solution of this equation can be found using the Cramer‘s rule
w, = det A, = lim An,r,n =0,1,2,...
r—00

It means that for

al 2(12 0 0 0

1
0 1 2a1 6&2 0 0
0 0 1 3&1 12a2 0 .
A=10 0 0 1 4da; 20ay --- (18)

1 5&1

the determinant of the matriz formed by replacing the (n + 1)-th column of A by
the column vector f we can find in the following form:

< Gam, G
dot A, = Do (7)ol e,
=0

n!
j=0
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IIpasuiio Kpamepa pjisi HessBHOrO JiiHiliHoro jaudepeHniajibHOro
PiIBHSIHHS HAaJ| HeapXiMea0BUM KiJIbIleM
A. B. l'onuapyk
Xapriscvkut naytonasvrut ynisepcumem wment B. H. Kapasina
matidarn Ceoboou 4, Xapxis, 61022, Yrpaina

Posrisimemo Jiniiine HeogHOpinne mudepeHIiagbHe PIBHAHHA M-TO TOPSIKY Y KiabIi
dOpMATHHAX CTEIEHEBUX PAIB 3 KOeDIMieHTaMu 3 JesKOTO MOJsi HYJIbOBOI XapaKTepH-
cruku. Take piBHSIHHS Ma€ HECKIHYEHHO 0araTo po3B’ s3KiB y IIbOMY KidbIi — €TuHUit
PO3B’ SI30K JIjTst KOYKHOI MOYATKOBOI yMoBH Biamosigaol 3aaqi Komri. IIi po3s’ sa3ku mo-
XKyTh OyTH 3HANIEH] 3a JOMOMOTOI0 KJIACHYHUX METOMIB Teopii AudepeHIiaJIbHuX PiB-
HSHbD.

PosrnsgaemMo Take piBHAHHS y BHIAAKY, KOTH KOEMDIMEHTH PiBHAHHS i KoedirmieHTn
HEOTHOPITHOCTI HaIekKATh A0 Jesakol obmacti mimicHocti K 1 OymeMo mykaTn po3s’ si30K
y Burasai (popMasbHOIO CTEIeHeBOro psaay 3 Koedimientamu 3 miel obsracti mimicHOCTI.
Meronu KJTacCMYHOI TEOpil HE JAIOTH HAM 3MOTH 3’SCyBaTH, UM iCHyBATHME TOYATKOBA
YMOBA, IO BinmoBimae po3s’ s3ky 3 Koedimientamu i3 K i gka came.

s po3’ Ba3aHHS i€l 331491 MU KOPUCTYEMOCST METO/IOM, 110 Oy B 3aIpOIOHOBAHU ¥
poboti Y. Bpommxki, sikuit 3HaX0AUTH HOPMATHHUN PO3B’ A30K JIHIHHOTO HEOTHOPITHOTO
JudepeHIiaTbHOrO PIBHAHHS Y BUIVISIL JESKOrO CIEMaTbHOTO PALLY.

V nomepennix poboTax 3HANWIEHO IOCTATHI YMOBH iCHYBAHHS TA €IWHOCTI TAKOTO
PO3B’A3KY [JIsT JEIKOrO Kjacy Kijemb K 3 HeapXiMeneBUM HOPMYBAHHSM. Y BHUIAIKY
BUKOHAHHS IUX YMOB PO3TJISHYTO (POPMAJIbHUI CTENMEHEBUI Psijl, OTPUMAHWM 34 OIO-
Mororo meromy bpommxki. Koedimierramu mporo psamay € cymMu psmiB, siKi 30iraioTbes y
pO3LIgHY T HeapxiMemoBiit Tomosorii mo eemenTis i3 Kinbig K. [Tokazano, 1o et pss,
€ O3B’ A3KOM Hamoro piBHsHH:A y Kinbmi K[[z]].

Bapro BiaMiTuTH, 1110 Take piBHSAHHS y KiJIBIH (pOpMATBHUX CTETEHEBUX PSAJIB MOYKHA
PO3TJISIIATH sIK HECKIHIEHHY JIHIHY CHCTEMY PIBHSHBb BiTHOCHO KOEMIIi€HTIB HEBIIOMO-
ro GOpMANBHOIO CTENEHEBOrO Psay. B miit cTarTi MOBEIEHO, IO II0 CHCTEMY MOYKHA
PO3B’A3yBaTH 32 [IONOMOIOIO JIesIKOrO aHajory meromy Kpamepa, B SKOMY BU3HAYHUKA
HECKIHYEHHUX MaTPUIb 3HAXOJATHCHA SK I'DAHUIl CKIHYEHHUX BU3HAYHUKIB y Heapxime-
JIOBiil TOIOJIONII.

Karwwosi caosa: mudpepeniiaibHe piBHsSHHSA; dopMajbHI CcTENEHEBI psa/u; mpa-
Busio Kpamepa.

Icropisa crarri: orpumana: 15 wepsua 2022; ocrauuiit Bapiant: 22 geppus 2022
npuitaaTa: 26 vepsasa 2022.



