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We study the time-optimal control problem for an unmanned aerial vehicle
(drone) moving in the plane of a constant altitude; a kinematic model is consi-
dered where the angular velocity is a control. The drone must reach a given unit
circle in the minimal possible time and stay on this circle rotating clockwise or
counterclockwise. We obtain a complete solution of this time-optimal control
problem and give a solution of the optimal synthesis problem.
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IrnaroBuu C.}O., Cyxinina }O.B. 3agaua mBuakoaii 3 JBomMa KiHIIeBUMU
TouykaMmu i KimematudHol mozenai BIIJIA. Mu nocmimkyemo 3amady
MIBUJKOALT /iJist GE3II0THOrO JIiTaJIbHOrO amapary (JApOHY), IO PYyXaeTbCd y
IJIOIIUHI Ha CTaJiil BUCOTi; PO3IVIAIAETHCA KiHEMATUIHA MOJIENb, B sIKiil Kepy-
BAHHSAM € KyTOBA IIBUAKICTH. JIpOH Ma€ MOCATTH 3aaHOr0 OJUHUIHOTO KOJIA
3a HAMEHINi MOXKJIWBUI 9acC i 3aJUIMUTUCH HA [IHOMY KOJIi, 00€PTAIYNCH 33,
abo MpPOTH TOAMHHWKOBOI CTPiiKu. Mu OTpuMy€eMO TOBHMI PO3B 30K INEl 3a-
Jadi MBUAKOIT 1 Ta€MO PO3B’A30K 33129l ONTUMAJIBHOTO CHHTESY.

Kamonoei crosa: KineMaTuaHa MOIEB; 331a49a MIBUAIKO/II1; OMTHMAJIbLHII CHHTE3

Urnarosuu C.}FO., Cyxununa FO.B. 3amaga 6bicTpo/ieiicTBus ¢ AByMS KO-
HEYHBIMHU TOYKaMU JIJisd KuHeMaTudecKoit moaean BIIJIA. Mot ucciemy-
eM 3a/a4y ObICTPONEHCTBIA /1Jisi GECITUIOTHOrO JIETATEIHHOTO anmapara (J1po-
HA), KOTOPBIA JIBUKETCs B IJIOCKOCTU HA MOCTOSHHON BBICOTE; PACCMATPUBAEC-
TCsl KUHEMaTH4YeCKasi MOZe/b, B KOTOPOIi yIIPaBJIeHAEM SIBJISeTCS YIJI0Bas CKO-
poctb. JIpoH H0JzKeH NOCTHYb 3aIaHHON eIMHUYHON OKPYKHOCTH 38 HAUMEHb-
1Lee BO3MOXKHOE BpeMsl U OCTaTbCs HA Hell, BpallasiCh 110 WJIU IIPOTHB 4aCOBOM
crpesku. MbI MOJIy9aeM TOJTHOE PEeIeHre 3TOi 3a1a49u ObICTPOIEHCTBUS U TaeM
pelrenne 33391 ONTUMAJIHLHOTO CHHTE3a.

Karouesvie cro6a;: KNHEMATHIECKAA MOJEID; 3a1a9a ObICTPOAECHCTBUS; OITH-
MaJIbHbIN CUHTE3
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Introduction

In the papers [1], [2], a kinematic model of an unmanned aerial vehicle (drone)
moving at a constant altitude was considered. In particular, for this model, the
time-optimal control problem was studied, where the angular velocity is a control
parameter.
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Though the drone moves in the space, under the condition of a constant alti-
tude its motion can be considered in a plane. Let (x,y) € R? be its coordinates
in the plane and let 6 be the angle between the direction of the drone motion
and the z-axis. We assume that the drone speed is equal to 1 and that the drone
can rotate right and left with the angular velocity |u(t)| < 1. From the kinematic
point of view, such a flying is determined by the Markov-Dubins equations [3],
[4]. Taking into account the speed constraints and accepting the time optimality
requirements, we obtain the following optimal control problem:

T = cos b,
7 = sin 6,
=u (1)

(r,y) €R%, 0eS', u=u(t)e[-1,1, 0<t<T,
'1:(0) = Zo, y(O) = Yo, 0(0) = 907 ':L'(T) = X, y(T) =
T — min.

In the papers [1], [2], instead of fixing the final point (z(7T),y(T"),0(T)), similar
problems were considered under the following final conditions: a drone steers to
the circle of radius 1 centered at the origin and then moves along this circle
counterclockwise (the final time T is the moment of hitting the circle). As shown
in [1], these final conditions allow reducing the problem (1); below we recall this
simplification.

Let us choose new variables (z,y) of the form

@) - (—C;Snee ::;) (f;) ! (2)

T=cos’—z-u-sinf+sin?0+y-u-cosf=1+u-7,

Then

yj:—cos@-sin&—a:-u-cos@+cos€~sin9—y-u-sin0:—u-a:,

hence, the initial system becomes bilinear:

T=+u-J+1,
@v:_u'ia (3)
= u.

Now, let us analyze the final conditions. For ¢t = T, the drone is on the unit circle,
hence,

{x(T) = COST, (4)

y(T) =sinT

for some 7 € [0, 27). At this moment its velocity (£(T),y(T)) = (cos6(T),sin0(T"))
is tangent to the unit circle and it moves counterclockwise, hence, §(T') = 7 4 7.
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Now, taking into account (2) we obtain
Z(T) =sin@(T) - cosO(T) — cosO(T) - sinf(T) = 0, (6)
y(T) = —sin@(T') - sinO(T) — cosO(T) - cos O(T') = —1.

Hence, the final condition (z(T),y(T")) = (0, —1) does not include 0(T).

Thus, one simplifies the problem and obtains the two-dimensional time-
optimal control problem in the variables (Z(t),y(t)). Below we omit the tilde
symbol; then the obtained problem is

T=u-y+1,
y:—u-q;7 (7)

u=u(t) €[-1,1), 0<t <T, x(0)=wo, y(0) =yo, T — min,
with the final conditions
2(T) =0, y(T) = 1. (8)

The existence of a solution follows from the Filippov Theorem [5].
The symmetric time-optimal control problem can be considered, when a drone
moves along the unit circle clockwise; in this case the final conditions are

x(T)=0, y(T)=1. (9)

Such problems were thoroughly studied in [1], [2].

In the present paper we consider a natural variation of the problem. We
suppose that both directions of motion along the final circle are allowed. This
corresponds to the time-optimal control problem (7) with two endpoints (0,—1)
or (0,1):

2(T) =0, y(T) = +1; (10)

the final point is chosen for reasons of minimizing the time of movement.
1. Optimal trajectories

Below we distinguish trajectories that are optimal in the sense of the problem
with two final points (7), (10) (we call them “optimal”) and trajectories that are
optimal in the sense of the problem with one final point (7), (8) or (7), (9) (we
call them “(0, —1)-optimal” or “(0, 1)-optimal” respectively).

Obviously, any optimal trajectory ending at (0,1) is (0,1)-optimal and any
optimal trajectory ending at (0,—1) is (0, —1)-optimal, however, in general, the
converse is not true.
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First, we study properties of (0,1)-optimal and (0, —1)-optimal trajectories.
In essence, these results are obtained in [1], [2]; we discuss them for the sake of
completeness.

Let us make use of the Pontryagin Maximum Principle [6]. In our case the
Hamilton-Pontryagin function has the form

H=v1- (u-y+1)+v2- (~u-z)=u-(Y1-y—12-x)+ 1. (11)

Let us consider a (0, 1)-optimal or a (0, —1)-optimal control u(t); let T' be the
optimal time. Denote by (Z(t),7(t)) the corresponding optimal trajectory. Due to
the Pontryagin Maximum Principle, there exists a number A > 0 and a nontrivial
solution of the dual system

{m = at) o 12)

gy = —(t) -
such that
u(t) = sign(¢(t)) for t € [0,7T] such that ¢(t) # 0, (13)
@)+ ¢1(t) = A =0, t€l0,T], (14)

where ¢(t) is a switching function,

o) = ¥u(t) - y(t) — ¥a(t) - Z(1). (15)
In particular, (14) implies
() < A, te€[0,T]. (16)
Let us note that ' ‘
o=t Gyt Tt T =
=u-thY—tru-THu-Pr-T—thau-y—1hr = —1ho,
that is,

o(t) = —tha()- (17)

Concerning the dual system (12), we notice that it includes the optimal control
u(t), so, it cannot be solved without knowing u(t). However, let us consider, how

d
the variables 11 and 12 depend on each other. We easily get %(@ZJ% + LZJ%) =0,

hence, 13 (t) +13(t) is a (nonzero) constant. Without loss of generality we assume

Uit +95(t) =1, (18)

that is, a point (¢1(t),12(t)) moves along the unit circle.
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2. Singular and nonsingular optimal trajectories

First, we assume that A > 0.

If ¢(t) # 0, then the optimal control u(¢) takes the values 1 or —1. If u(t) = 1,
then the trajectory (Z(t),y(t)) goes clockwise along a circle centered at (0, —1),
while if @(t) = —1, then the trajectory (Z(t),y(t)) goes counterclockwise along
a circle centered at (0,1) (Fig. 1). In particular, if the final point is (0,1), then
u(t) = 1 on the last piece of the trajectory and if the final point is (0, —1), then
u(t) = —1 on the last piece of the trajectory.

Fig. 1. Nonsingular trajectories

Let us consider the time moment ¢y when the control switches from v =1 to
u = —1 or vice versa (“switching point”). Then ¢(tg) = 0, therefore, (14) gives
¥1(tg) = A > 0. If the optimal trajectory contains several switching points, 1
takes the same value at any of them. On the other hand, if |u(t)| = 1, then the
point (¢1(t),12(t)) goes along the unit circle with the unit speed in the positive
direction if u(t) = —1 and in the negative direction if u(t) = 1. Hence, the time
intervals between switchings are of the same duration. Moreover, it follows from
(16) that the point (¢1(t),1¥2(t)) moves within the longer arc between the switchi-
ng points (A, V1 — A?) and (A, —v/1 — A2), hence, the duration between switching
moments is greater than 7 (Fig. 2). Hence, any optimal trajectory contains a finite
number of switchings.

P2

Y1

Fig. 2. Dual variable
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If A = 1, then the duration between two switchings should equal 27. This
means that the optimal trajectory (Z(t),y(t)) contains a whole circle, what
contradicts the time optimality of this trajectory. Hence, if a trajectory has at
least two switching points, then A < 1.

It follows from (15) that, at the end time moment, |¢(7")| = |¢1(T)|; hence,
(14) implies |1 (T)| + ¥1(T) = A. Since X > 0, we get ¥1(T) > 0 and then
i (T) = %A. This implies that the duration of the last piece of the optimal
trajectory is less than the duration between two switchings.

Now let us suppose that the optimal trajectory has a singular piece, that is,
there exists an interval (¢1,t2) where ¢(t) =0, ¢t € (t1,t2). Then (17) implies that
Pe(t) = 0, t € (t1,t2). Therefore, (14) and (18) give ¥1(t) = X on (t1,t2) and
therefore A = 1. Then from (15) it follows that y(¢) = 0. Finally, from (7) we get
f(t) = 1, i.e., the trajectory goes along the line y = 0 in the positive direction
with the unit speed (Fig. 3).

Fig. 3. Singular trajectories

Thus, A = 1. Taking into account the previous arguments we see that if the
trajectory has a singular piece, then it has neither other singular pieces nor swi-
tchings from v = 1 to u = —1 or vice versa. Therefore, such a trajectory has one
or two switchings: one from v = +1 to u = 0 (possibly) and one from v = 0 to
u = +1 (necessarily).

Finally, consider the case A = 0.

Suppose that such a trajectory has a singular piece, i.e., ¢(t) =0, t € (t1, t2),
then (14) and (17) imply ¢1(¢) = 0 and 12(t) =0, t € (¢1,t2), what is impossible.

Hence, a trajectory has no singular pieces. Suppose it has at least one switching
point. For example, let the final point be (0,1) (the case (0, —1) can be treated
analogously). If ¢y is the moment of the last switching, then ¢(tp) = 0. Then (14),
(15), (18) imply Z(to) = 0. This means that the last switching (from v = —1 to
u = 1) is at the point (0, —3). Let us consider a piece of this trajectory preceding
this switching; this is an arc of the circle of radius 4 centered at (0,1). Let us
consider a point (x1,y1) on this arc (which differs from (0, —3)); then

xr1 = —4sin&, y; =1—4cosé,

for some £ > 0. The time of motion from the point (x1,y;) to the final point (0, 1)
equals T'(§) = € + 7.

Now let us consider a trajectory from (x1,y;) having a singular piece. Namely,
u(t) = 1 until the trajectory reaches the line y = 0; then u(t) = 0 until z(¢)
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becomes —+/3; finally u(t) = 1. The first piece of such a trajectory is an arc of
the circle centered at (0,—1) of radius

r= /22 + (y1 +1)2 = /20 — 16 cos .

r1 = —rsinT, Yy =—1—7cCosT,

where 7 = arcsin(—=) = arcsin(‘lsi,—ng) > 0. Suppose this trajectory reaches the

line y = 0 at the point (x2,y2) = (22,0), then

Then

To = —rsing, Y2 =0=—-1—7rcosp

for some ¢ > 0. Hence, ¢ = arccos(—%) and zo = —rsinp = —v/72 — 1, and
the time of motion from (z1,y1) to (z2,0) equals ¢ — 7. Obviously, the times of
motion from (x2,0) to (—v/3,0) (with v = 0) and from (—+/3,0) to (0,1) (with
u = 1) equal —/3 — 25 and % respectively. Therefore, the time of motion from
the point (z1,y1) to the final point (0, 1) along this trajectory equals

T =(p—T)+(~V3—12) + L =

1 ) 4sin & -
= arccos (_20—16cos§> —arcsin (20—16008{) —V/34++/19 — 16 cos §+3-

Obviously, for £ = 0 we get T'(0) = 71(0) = 7.
If € increases, T'(§) also increases. For T} (), evaluating its derivative at £ = 0

d
we get d—Tl (&)]e=0 = —2. Hence, T (&) decreases as & increases. This means that

for (small) £ > 0
Ti(§) < T(8),

therefore, the trajectory from (z1,y1) through the point (0, —3) is not optimal.
Hence, A = 0 can correspond to the (0,1)-optimal or (0,—1)-optimal
trajectories without switchings entirely contained in the left semi-circles of radi-
us 2 centered at (0, —1) or at (0,1). For all other (0, 1)-optimal and (0, —1)-optimal
trajectories we have A > 0.
Summarizing, we obtain that there can exist two types of (0,1)-optimal or
(0, —1)-optimal trajectories:

e Singular trajectories, which contain one singular piece u(t) = 0 and have no
more than two switchings (from v = 0 to u = £1 and, maybe, from u = +1
to u = 0). In particular, the point of the last switching is (—+/3,0) and the
duration of the last piece equals %.

e Nonsingular trajectories, where the control takes the values £1. If such a
trajectory has more than one switching, then the time intervals between
switchings are of the same duration (greater than ), the first piece can be
the same or shorter, and the last piece is shorter.
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3. Duration of the last piece of an optimal trajectory

Now we return to the time-optimal control problem with two final points
(7), (10) and study properties of optimal trajectories. Recall that each optimal
trajectory is a (0, 1)-optimal or a (0, —1)-optimal trajectory, i.e., it is of the form
described above.

Let us consider a nonsingular optimal trajectory (Z(t),y(t)) ending at
(Z(T),y(T)) = (0,1) and suppose it has at least one switching (then A > 0).
Denote by (z1,y1) = (Z(t1),y(t1)) the point of the last switching; it belongs to
the circle of radius 2 centered at (0, —1). Now we show that 7" —#; < %.

Suppose the contrary, i.e., T'—t; > %, then the point (Z(to), y(t0)) = (—/3,0)
lies on the trajectory, where tg = T'— %, and moreover to > t1. Let us consider the
curve (Z(t), |y(t)]). Obviously, it is also a trajectory of the system (7). Moreover,
it ends at the point (0, 1) at the same time 7" and has at least one switching more
than the initial trajectory; in particular, (z1, |y1|) and (—+/3,0) are its switching
points.

Suppose (Z(t), |y(t)|) is (0,1)-optimal. Since its last switching point is
(@(to), [y(to)]) = (—v/3,0), the duration of the last piece equals Z. As was shown
in the previous section, 91(tg) = A and ¥ (T) = % Therefore, T' — tg = § =
arccos(%) — arccos(A), what implies A = 1. Hence, this trajectory has no other
switchings, what contradicts our construction.

Therefore, (Z(t),|y(t)]) is not (0,1)-optimal. Hence, there exists a (0,1)-
optimal trajectory (z°(t),y°(t)) starting at the point (Z(0),|7(0)|) and ending
at (0,1) in the time T° < T.

If y(0) > 0, the obtained fact contradicts the optimality of the initial trajectory
(@(t), y(t))-

If 7(0) < 0, let us consider the symmetric trajectory (z°(t), —y°(t)). It starts
at the point (2(0),%(0)) and ends at (0, —1) in the time 79 < T', what contradicts
the optimality of (Z(t),y(t)).

Hence, T'—t; < %. For an optimal trajectory ending at (z(7"),y(7)) = (0, —1),
the arguments are the same.

Thus, in any case the duration of the last piece of the optimal trajectory is no

s

greater than 3.

4. Switching curve

~

Let us consider a nonsingular optimal trajectory ending at (z(7),y(T) = (0,1)
and suppose it has at least two switchings. Denote by (x1,y1) the point of the last
switching. Arguments given above yield that the duration of the last piece of the
trajectory is no greater than %, hence, (v1,y1) belongs to the circle of radius 2
centered at (0,—1) and 0 < y; < 1, 1 < 0. We suppose that y; > 0 (the case
y1 = 0 is noted below).

We are interested in the point of the preceding switching; denote it by (x,y).
Obviously, the points (x1,y1) and (z,y) are located at the same circle centered
at (0,1).
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If y1 = y, then the point (z,y) belongs to the circle of radius 2 centered at
(0, —1); hence, the preceding piece of this trajectory goes along this circle. Let
us consider any point (x2,y2) on this piece which is located on the upper arc
of the mentioned circle between the points (x1,y1) and (x,y); without loss of
generality assume zo > 0. Obviously, there exists a control which steers (z2,y2)
to (0,1) faster than through the points (x,y) and (z1,y1): namely, u = —1 until
the trajectory again crosses the mentioned circle, and then v = 1. This contradicts
the optimality of the initial trajectory.

Hence, y1 # y. The switching function ¢ equals zero and 1 equals A at both
time moments of switching, while 19 equals v/1 — A2 at one of them and —v/1 — \2
at the other. Hence, (15) implies

I i

Y1 Y

Then we have the following relations between (z1,y1) and (x,y):

i+ (g +1)° =4,
oi+ (-1 =2+ (y - 1)%, (19)
T _ =z
vy
Our goal is to express x via y. Denote % = ¢ > 0. Substituting * = cy and
x1 = —cy1 to the second equation of (19) gives

(¢ + Dyf — 25 = (& + 1)y* — 2.
Denoting a = ¢? + 1 and taking into account that 3; # y we obtain

a(yr +y) =2, (20)
hence, y1 = % — y. Substituting 1 = —cy; and y; = % — 4 to the first equation of
(19) we get

2
«(G-0)'+2(3-0) =3
what gives
a*y® — (6y +3)a+8=0.

Solving this equation w.r.t. a, we get

6y+3—\/Ay2 +36y+9 1 ,
a=HT v :y2<3y+3—\/y2+9y+2> (21)

2y

(the sign “—" is chosen since ay < 2 due to (20)). However, z = cy = Vva — 1y.
Substituting the expression for a from (21), we obtain the description of the
switching curve:

x—\/—y2+3y+§’—\/y2+9y+i, y € (0,1). (22)
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As a limit case, the values y = 0 and y = 1 correspond to x = 0.

Notice that for all points (x1,y1) such that 22 + (y; — 1)2 > 1 there is no
preceding switching point in the upper semi-plane; this concerns also the point
(—v/3,0). In the next section we show that such optimal trajectories have only
one switching.

For all points (w1,y1) such that 23 4+ (y; — 1)? < 1 there exists a unique
point (x,y) satisfying (22); if the optimal trajectory contains this point and also
contains some preceding piece, it necessarily has a switching at (z,y).

Considering analogously the case of optimal trajectories ending at (0, —1) we
obtain the complete description of the switching curve

:L'—\/—y2+3\y!+§’—\/y2+9y|+2, ye[-11]. (23)

Since a duration of any interval between two switchings is no less than m, we get
that any nonsingular optimal trajectory has no more than two switchings in the
semi-plane where the final point lies.

5. Optimal trajectories (may) lie entirely in one semi-plane

We now apply arguments close to those used in Section 3. Let us consider an
optimal trajectory (Z(¢),y(t)); suppose it ends at (Z(7),y(T)) = (0,1). Suppose
(Z(t),y(t)) passes through the point (Z(to),y(to)) with y(top) = 0 so that y(t)
changes its sign. Suppose also that this trajectory has at least one switching.

Let us consider the curve (Z(t), [y(t)]). It is a trajectory of the system (7) and
ends at the point (0, 1) in the same time T'. Suppose (Z(t), |y(¢)|) is (0, 1)-optimal.

First suppose Z(tg) # 0, then (Z(to),y(to)) = (Z(to),0) is a switching point
of (z(t), |y(t)|). Since ¢(to) = 0 and y(to) = 0, (15) gives 2(to)x(to) = 0. Since
Z(tg) # 0, we obtain 19 (tg) = 0. Then 1 (¢g) = 1, therefore, A = 1 and the optimal
trajectory (Z(t),|y(t)|) cannot have other switchings, what gives a contradiction.

Now suppose Z(tg) = y(to) = 0, then the curve (Z(t),|y(t)|) for t € [to,T]
consists of the arc of the circle of radius 1 centered at (0, 1) and the arc of the circle
of radius 2 centered at (0,—1). However, as was shown above, if this trajectory
is (0, 1)-optimal, it should have a switching at the point (0,0) whereas the curve
(Z(t),|y(t)]) for t € [to — €,t0] for small € > 0 belongs to the circle of radius 1
centered at (0,1) and, therefore, has no switching at (0,0).

Thus, (Z(t),|y(t)]) is not (0, 1)-optimal. Hence, there exists a (0, 1)-optimal
trajectory (2°(t),y"(t)) starting at the point (z(0), |7(0)]) and ending at (0, 1) in
the time 70 < 7.

If y(0) > 0, the obtained fact contradicts the optimality of (Z(t), y(t)).

If 7(0) < 0, let us consider the symmetric trajectory (x°(t), —y°(¢)). It starts
at the point (Z(0),7(0)) and ends at (0, —1) in the time T° < T, what contradicts
the optimality of (Z(t),y(t)).

For an optimal trajectory which ends at (0, —1), the arguments are the same.

Therefore, we get that any nonsingular optimal trajectory having at least one
switching lies completely in one semi-plane y > 0 or y < 0 and, moreover, has no
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more than two switchings.

Now let us consider an optimal trajectory without switchings; suppose it ends
at (0,1). Then it belongs to the circle of radius 2 centered at (0, —1). If it fills
more than a half of this circle and y(0) > 0, the arguments given above (with
the trajectory (Z(t), |y(t)|)) yield a contradiction. Hence, this trajectory crosses
over the line ¥y = 0 no more than once. Analogous result holds for an optimal
trajectory without switchings ending at (0, —1).

Finally, notice that if an optimal trajectory (Z(t),y(t)) without switchi-
ngs passes through the line y = 0, it can be substituted by the optimal
trajectory (Z(t), |y(t)|) or (Z(t),—|y(t)|) (depending on the sign of 7(0)), which
lies completely in one semi-plane. The same is true for singular trajectories.

Thus, in any case one can choose an optimal trajectory which lies completely
in one semi-plane y > 0 or y < 0.

6. Optimal synthesis

Now we describe the optimal control as a function of (x,y) # (0,+£1) (Fig. 4).
(i) Let y # 0. Then u(x,y) = —sign(y) if

—V-y?—2y[+3<z< \/—y2+3|y+§—\/y2+9lyl+i

and u(z,y) = sign(y) otherwise. (This condition implies that u(x,y) = —sign(y)
i y| > 1.

(ii) Let y = 0. Then u(z,y) = 0 iff x < —/3; otherwise u(z,y) can equal 1
or —1.

Fig. 4. Optimal synthesis: v = 0 (black), u = —1 (white), u = 1 (grey)

Finally, let us summarize the solution of the optimal control problem with two
final points (7), (10).
First, suppose yg # 0. For all starting points satisfying the condition

x% + (yo + sign(yg))2 >4 (24)
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the optimal control is singular. Namely, u(t) = —sign(yp) until the trajectory
reaches the line y = 0; then u(t) = 0 until z(¢) becomes —+/3; finally u(¢) = 1 or
u(t) = —1. If
22+ (yo +sign(yo))? = 4, (25)

the optimal control has one switching: u(t) = —sign(yo) until the trajectory
reaches the line y = 0; then u(t) =1 or u(t) = —1.

Hence, for each such starting point there exist two optimal controls which
differs by the sign on the last piece of the trajectory.

For all other points the control is nonsingular and has no more than two
switchings; moreover, it is unique. Namely, if (24), (25) do not hold and

— \/—yg —2[yo| + 3 < mo < \/—yg +3yol + 3 — /2 + 90wl + 1, (26)

then u(t) = sign(yo) until the trajectory reaches the switching curve (23); then

u(t) = —sign(yo) until the trajectory reaches the circle of radius 2 centered at
(0, —sign(yo)); finally u(t) = sign(yo). If

x0=—\/~98 — 2ol +3, (27)
then wu(t) = sign(yo) has no switchings. If (24)-(27) do not hold, then
u(t) = —sign(yp) until the trajectory reaches the circle of radius 2 centered

at (0, —sign(yo)); then u(t) = sign(yo).

Now suppose yg = 0.

If 290 < —v/3, then u(t) = 0 until x(t) becomes —/3; then u(t) = 1 or
u(t) = —1. If zg = —+/3, then the trajectory has no switchings, u(t) = 1 or
u(t) = —1.

If —v/3 < 29 < 0, then u(t) = ug = %1 until the trajectory reaches the
switching curve (23); then u(t) = —sign(ug) until the trajectory reaches the circle
of radius 2 centered at (0, —sign(up)); finally u(t) = sign(ug) (the final point is
<07 UO))

If 0 < zg < /3, then u(t) = up = £1 until the trajectory reaches the circle
of radius 2 centered at (0,sign(ug)); finally u(t) = —sign(ug) (the final point is
(0, —up)). If zo = v/3, then u(t) = up = 1 until the trajectory reaches the line
y = 0; then u(t) =1 or u(t) = —1.

If 29 > /3, then u(t) = 1 until the trajectory reaches the line y = 0; then
u(t) = 0 until 2(t) becomes —/3; then u(t) = 1 or u(t) = —1.

Hence, for all starting points satisfying yo = 0 there exist two or four (if
T > \/3) optimal controls.

7. Examples
Example 1. Consider the time-optimal control problem
T=u-y+1,

y: —Uu-w,
e[-1,1, 0<t<T, z(0) =4, 2(T) =0, y(0) =4, y(T) = =£1.
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Checking the condition (24) we get that the optimal control is singular; since
y(0) > 0 we get

—1, t e [O,Tl),
U(t) = 07 le [TlaTQ)a (28)
+1, te [TQ,TL

where y(71) = 0 and T' — 75 = §. Hence, for ¢ € [0, 1] we get

{:c(t) =ay - cost+ ay -sint,
=a

y(t) 1-sint —ag - cost + 1.
Substituting x(0) = 4, y(0) = 4, y(m1) = 0 we obtain a; = 4, as = =3,
71 = 7+ arcsin(}) — arcsin(2) ~ 2.6994, z(m) = —v24 ~ —4.8990 (here and

below we keep four digits after comma). For ¢ € [y, 2] we get

{x(t) =t+2(n) -1,
y(t) = 0.

Since (1) = T + 2(11) — 71 = —V/3, we get o = —v/3 + V24 + 11 ~ 5.8664.
Finally, for ¢ € [r2,T] where T'= 75 + § ~ 6.9136 we get

x(t) = by - cost + by - sint,

y(t) = £(—by - sint + by - cost — 1),
where the sign + corresponds to the choice u = 1 or u = —1 for the last pi-
ece of the trajectory. Substituting z(m) = —v/3, y(r2) = 0 we finally obtain
by = —2sin(rs + T) ~ —1.1789, by = 2 cos(7s + ) ~ 1.6156.

We conclude that the optimal controls (28) with v = 1 and u = —1 on the last
piece steer the system from the initial point (4, 4) to the end-point (0, 1) or (0, —1)
respectively in the same time T = —/3 4 v/24 + 7 + arcsin(3) — arcsin(2) + 5 ~
6.9136. The obtained trajectories are drawn in Fig. 5.

N

Ve

Fig. 5. Two optimal trajectories, (z(0),y(0)) = (4,4)

Example 2. Consider the time optimal control problem

T=u-y+1,
y = —u-x,
€[-1,1], 0<t<T, z(0) =—0.53, z(T) =0, y(0) =0.31, y(T) = £1.
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Checking the condition (24) we get that the optimal control is nonsingular, i.e.,
it takes the values £1 only. Since y(0) > 0, the final point is (0, 1).
First, let us try to find an admissible control with one switching,

-1, te [0,7),
u(t)_{L te [rnT). 29)

Substituting such a control to the system and using the initial and final conditions,
we obtain the admissible trajectory ending at (0, 1) (up to four digits after comma)

t) = —0.53 - cost + 0.69 - sint,
{xU cost+ i t € [0,5.5867),

y(t) = —0.53 - sint — 0.69 - cost + 1,

=0.5103 - t+1.9338 -sint
{x cost + sint, t € [5.5867,6.0252];

y = —0.5103 - sint + 1.9338 - cost — 1,

i.e., the time of steering to the origin equals 7'~ 6.0252 (Fig. 6).
However, the given initial point satisfies the condition (26). Hence, the control
(29) is not optimal; the optimal control has two switchings, i.e., has the form

1, t e [0,7’1),
u(t) =< -1, te [r,m),
1, t e [TQ,T].

In order to find 71 we use the fact that the point (x(71),y(m1)) satisfies the condi-
tion (23). For t € [0, 71] we have the trajectory

x(t) = —0.53 cost + 1.31sint,
y(t) = 0.53sint 4+ 1.31 cost — 1.

Then the condition (23) implies 71 =~ 0.5921. Hence, for t € [0, 1] we have

x(t) = by - cost + by - sint,
y(t) = by -sint — by - cost + 1,
where by &~ —0.1027, by ~ 0.6748. Taking into account that the point (z(72), y(m2))

belongs to the circle of radius 2 centered at (0,—1), we get 72 =~ 5.0349. Finally,
for t € [19,T] we obtain

x(t) = cj cost + ¢y sint,
y(t) = —c1sint + cacost — 1,

where ¢; ~ 1.5732, co ~ 1.2349 and, therefore, the trajectory steers to the end
point (0,1) at the time T & 5.3779. The optimal trajectory is drawn in Fig. 7.
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e | o

Fig. 6. Admissible trajectory, T~ 6.0252 Fig. 7. Optimal trajectory, T'~ 5.3779
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IrnaroBuu C. FO., Cyxiunina FO. B. 3ajaya mBuakoail 3 gBoMa KIiHIIEBUMH TOYKa-
mu gus kKiHematwaHol mogesi BILJIA. Mu pocmimkyemo 3aady IIBHIKOII /It
6e3Mi710THOrO JiTaNbHOrO anapary (ApOHY), IO PYyXae€TbCd y ILIONIMHI HA CTAJii BUCO-
Ti. PosrmsmaeTbes KimeMaTwdHa MOIENb, B sKiil KepyBaHHAM € KyTOBA IBUAKICTh. Taka
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cucremMa OmucyeThes piBHgaHaAMu Mapkosa-/lybinca; po3B’a3aHHIO PI3HWX 33a4 ONTH-
MaJILHOTO i JOMyCTHMOrO KepyBaHHA i crabimizamii m1s momiOHuX MOoeseil IPHUCBATIeHA
Besuka Kijabkicrtb pobir. ¥ crarrax [T. Maillot, U. Boscain, J.-P. Gauthier, U. Serres,
Lyapunov and minimum-time path planning for drones, J. Dyn. Control Syst., V. 21
(2015)] Ta [M.A. Lagache, U. Serres, V. Andrieu, Minimal time synthesis for a kinematic
drone model, Mathematical Control and Related Fields, V. 7 (2017)] po3s’a3yerbcst 3a-
Jada IMIBUIKO/II, B SKill JIPOH Ma€ JOCATTH 33/JaHOTO OJMHUYHOTO KOJIa 33 HANMEHIni
MOXKJIUBHH 9aC i 3aIUIIUTHACH HA IOMY KOJIi, 00€PTAI0YNCh IPOTH TOAUHHAKOBOI CTPIiIKM.
Y Bkazanux pobOTax, 30KpeMa, IOKA3aHO, 1[0 B I[bOMY BHUIAJKY 33/a4a CIIPOILYETHCH,
a camMe, CTa€ JTBOBUMIDHOMIO. Y JaHiii pobOTI MM DPO3TISIAEMO MPUPOIHE y3arajbHEHHS
BKa3aHOI MOCTAHOBKU: B HAIMH 3a7a4i IPOH MA€ JIOCATTHU 33TaHOTO OJUHUIHOTO KOJIA 34
HaMEHIIN MOXKJIMBUN 9aC 1 3aJUMUTACH HA HHOMY, aJjie MPU [IbOMY OOMIBa HANPSIMKA
obepTaHHA € JonycTuMuMu. ToOTO APOH MOXKe 00EPTATHCS 33 TOAMHHHUKOBOIO CTPIIKOIO
abo mpOTH TOAMHHUKOBOI CTPLIKH, & HAIIPAMOK O00epTaHHS OOMPAETHC 3 MipKyBaHb MiHi-
Mmizamnii vacy pyxy. Take mepedopMya0BaHHS MPUBOIUTH 10 33439l ONTUMAIBLHOI MBU/I-
KOl 3 TBOMA KiHIIEBUMH TOYKAMHU. Y CTATTI MU OTPUMYEMO TIOBHUN PO3B’A30K Mi€l 3a1axi
MBUAKOMIT. 30KpeMa, MU MMOKA3y€eEMO, IO ONTHMAaJbHe KepyBaHHs HalOyBa€ 3Ha4YeHb +1
abo 0 i mae He Gisbiie TBOX TEepeMUKAaHb. KO ONTUMAIbHE KEPYBAHHS € CHHIYJISPHUM,
T00TO MicTUTh AingHKy u = 0, TO Taka MiISHKA € €IWHOI0, a TPUBAJIICTH OCTAHHBOI JIi-
JIHKM JIOPIBHIOE 7/3; GlIbLL TOrO, B LbOMY BHUIAJIKY OLUTHMAJIbHE KEDYBAHH: HEE/IUHE,
a KiHmera Touka Moxe Oytn sk (0,1), rak i (0,—1). SIKIIO K ONMTHMMabHE KEpyBaHHS
€ HeCUHTyJIapHuM, T06TO HabyBa€ 3HadYeHb +1, TO BOHO €auHe (32 BUHATKOM BHIAJKY,
KOJIU TPUBAJIICTb OCTAHHBOI JUISHKU JOPIBHIOE 7T/3), a ONTUMAJIbHA TPAEKTOPid HITKOM
MICTUTBCA y BEpXHi#t abo B HMKHIN mosymionuai. Takok Mu JaEMO PO3B’SI30K 3a1ati
OITUMAJIBHOIO CUHTE3Y.

Kaov06i cro6a: KiHEMATHYIHA MOJIENB; 33,/1a9a MBUIKOIIl; ONTUMAILHAN CUHTES.

S.Yu. Ignatovich, Yu.V Sukhinina. Time-optimal control problem with two fi-
nal points for a kinematic model of an UAV. We study the time-optimal control
problem for an unmanned aerial vehicle (drone) moving in the plane of a constant alti-
tude. A kinematic model is considered where the angular velocity is a control. Such a
system is described by Markov-Dubins equations; a large number of works are devoted
to solving different optimal and admissible control and stabilization problems for such
models. In the papers [T. Maillot, U. Boscain, J.-P. Gauthier, U. Serres, Lyapunov
and minimum-time path planning for drones, J. Dyn. Control Syst., V. 21 (2015)] and
[M.A. Lagache, U. Serres, V. Andrieu, Minimal time synthesis for a kinematic drone
model, Mathematical Control and Related Fields, V. 7 (2017)] the time optimal control
problem is solved where the drone must reach a given unit circle in the minimal possi-
ble time and stay on this circle rotating counterclockwise. In particular, in the menti-
oned works it is shown that is this case the problem is simplified; namely, the problem
becomes two-dimensional. In the present paper we consider a natural generalization of
the formulation mentioned above: in our problem, the drone must reach a given unit circle
in the minimal possible time and stay on this circle, however, both rotating directions are
admissible. That is, the drone can rotate clockwise or counterclockwise; the direction is
chosen for reasons of minimizing the time of movement. Such a reformulation leads to the
time-optimal control problem with two final points. In the paper, we obtain a complete
solution of this time-optimal control problem. In particular, we show that the optimal
control takes the values £1 or 0 and has no more than two switchings. If the optimal
control is singular, i.e., contains a piece u = 0, then this piece is unique and the duration
of the last piece equals 7 /3; moreover, in this case the optimal control ins non-unique and
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the final point can be (0,1) as well as (0, —1). If the optimal control is non-singular, i.e.,
takes the values +1, then it is unique (except the case when the duration of the last piece
equals 7/3) and the optimal trajectory entirely lies in the upper or lower semi-plane.
Also, we give a solution of the optimal synthesis problem.

Keywords: a kinematic model; time-optimal control problem; optimal synthesis.
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