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In this paper, we investigated a new large-scale instability that arises in an obliquely rotating convective electrically conducting fluid
in an external uniform magnetic field with a small-scale external force with zero helicity. This force excites small-scale velocity
oscillations with a small Reynolds number. Using the method of multiscale asymptotic expansions, we obtain the nonlinear equations
for vortex and magnetic disturbances in the third order of the Reynolds number. It is shown that the combined effects of the Coriolis
force and the small external forces in a rotating conducting fluid possible large-scale instability. The linear stage of the magneto-
vortex dynamo arising as a result of instabilities of « -effect type is investigated. The mechanism of amplification of large-scale
vortex disturbances due to the development of the hydrodynamic « - effect taking into account the temperature stratification of the
medium is studied. It was shown that a «weak» external magnetic field contributes to the generation of large-scale vortex and
magnetic perturbations, while a «strong» external magnetic field suppresses the generation of magnetic-vortex perturbations.
Numerical methods have been used to find stationary solutions of the equations of a nonlinear magneto-vortex dynamo in the form of
localized chaotic structures in two cases when there is no external uniform magnetic field and when it is present.

KEY WORDS: equations of magnetic hydrodynamics in Boussinesq approximation, Coriolis force, multi-scale asymptotic
expansions, small-scale non-helical turbulence, o -effect, chaotic structures

As is known, the problems of generation of magnetic fields of planets, stars, galaxies and other space objects
are studied within the framework of dynamo theory. For the first time, the term «dynamo» in connection with the
generation of magnetic fields is introduced by Larmor [1]. In his opinion, hydrodynamic motion of an
electroconductive fluid could engender a magnetic field by acting as the dynamo. In the linear theory or kinematic
dynamo with the small magnetic energy compared to the medium motion kinetic energy, the magnetic forces hardly
influence the medium flow. Currently, the kinematic theory of dynamo is practically built [2-11]. In this theory a
significant role belongs to rotational motion of space bodies which generates various waves (e.g. Rossby or inertial
waves ) and vortex motions (geostrophic, etc. [12-19]). In particular, under the influence of the Coriolis force the
initial mirror-symmetric turbulence turns into helical one characterized by breakdown of the mirror symmetry of the

turbulent fluid motion. The invariant J = Vrotv is the important topological characteristic of helical turbulence. It
measures the knottedness of vortex field force lines [20]. It was shown in [21] that the generation of large-scale field

occurs under the action of turbulent e.m.f. proportional to the mean magnetic field &=aH . Coefficient a is

proportional to the mean helicity of the velocity field o ~ vrotv and is so called « -effect. The generation properties
of helical turbulence were considered not only in magnetic hydrodynamics or in electroconductive media, but in
conventional hydrodynamics as well. For the first time the hypothesis that helical turbulence may generate large-
scale vortices was reported in [22]. It was based on the formal similarity of the equations of magnetic field induction

H and those for vorticity @ = rotv .

However, as proved in [23], the « -effect cannot occur in an incompressible turbulent fluid because of the
symmetry of the Reynolds stress tensor in the averaged Navier-Stokes equations. Thus, for the appearance of the
hydrodynamic « -effect, one helicity of turbulence is not enough, other factors of symmetry breaking of turbulent
flow are needed. As shown in [24] and [25], these factors are compressibility and temperature gradient in
gravitational field, respectively. The effect of generation of large-scale vortex structures (LSVS) by helical
turbulence is called vortex dynamo. The vortex dynamo mechanisms were developed with reference to the turbulent
atmosphere and ocean. The theory of convective vortex dynamo was built in [25-31].

According to this theory, helical turbulence gives rise to a large-scale instability leading to the formation of a
convective cell interpreted as a huge vortex of tropical cyclone type. There are many papers which deal with LSVS
© Michael I. Kopp, Anatoly V. Tur, Konstantin N. Kulik, Volodymyr V. Yanovsky, 2020
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generation and take into account the effects of the rotation [32-37]. Just another « -effect is reported in [38], where

turbulent fluid motion is modelled by means of an external small-scale force F,. This model is characterized by

parity violation (at zero helicity: F,rotF, =0 ). The effect of generation of large-scale disturbances by such a force is

called anisotropic kinetic & -effect, or AKA-effect [38]. The mentioned paper consideres the large-scale instability
in an incompressible fluid by means of the method of asymptotic multi-scale expansions. This method uses the

Reynolds number R = Yo <1 as a small parameter for small-scale pulsations of the velocity v, caused by the small-
0

scale force. In real situations, because of the low kinematic viscosity, the Reynolds number number is large.
However, in reality, the small scale turbulence generates turbulent viscosity. The Reynolds number calculated with

this turbulent viscosity is not large R=v;—t°<<l. For this reason, the theory presented below can be applied
0

approximately to real objects.

It is evident that applicability of kinematic theory of magnetic and vortex dynamos is limited. After a certain
time, the intensified fields (vortex and magnetic ones) begin to affect the flows. In this case the behavior of the
magnetic field and the motion of the meduim must be considered self-consistently, i.e. in the frame of the nonlinear
theory. The observed magnetic fields of real objects exist probably just in nonlinear mode. So, the nonlinear theory
[39] appears to be very important. In this paper the nonlinear theory of magnetic dynamo is based on generalization
of the theory of mean field (see e.g. [7]) taking into account the nonlinear effects.

However, the theory of mean field does not allow us to determine the principal order at which the instability
occurs from the whole hierarchy of perturbations. Therefore, an alternative for construction of a nonlinear dynamo
theory is the method of multi-scale asymptotic expansions [38]. This method allows to construct the nonlinear
theories of vortex dynamo for compressible media [40-41], as well as for convective media with a helical external
force [30-31]. The asymptotic multi-scale method is used to reveal large-scale instability in the thermally stratified
conductive medium in the case of helicity of small-scale velocity and magnetic fields [42-43]. Development of this
large-scale instability in a convective electroconductive medium engenders the generation of both vortex and
magnetic fields as well. Self-consistent or nonlinear theory of magneto-vortex dynamo in a convective
electroconductive medium with small-scale helicity was built in [43].

In this work, the possibility of the formation of stationary chaotic large-scale structures in magnetic and vortex
fields was shown for the first time. The particular case of the formation of large-scale stationary magnetic structures
was also considered in this work. These structures were classified as stationary solutions of three types: nonlinear
waves, solitons and kinks. Qualitative estimations of the linear stage [42] for solar conditions allow to set a good
agreement of the characteristic scales and times of the formed hydrodynamic structures with those of the structures
found experimentally [44].

In the above-mentioned papers helical turbulence was considered as a priori known, or the problem of its
generation was examined independently [45]. The question naturally arises about the possibility of generation of
large-scale vortices (hydrodynamic and magnetic) in rotating media under the action of a small-scale force with zero

helicity F,rotF, =0. The example of LSVS generation in a rotating incompressible fluid is found in [46]. The

development of this large-scale instability in obliquely rotating fluid gives rise to nonlinear large-scale helical
structures of Beltrami vortex type, or to localized kinks with internal helical structure. In [47] the new hydrodynamic
o -effect found in [46] was generalized to the case of electroconductive fluid. The corresponding large-scale
instability leads to the generation of LSVS and magnetic fields. The nonlinear stage of this instability gives chaotic
localized vortices and magneic structures. As is known [48-49], a large-scale motion caused by nonuniform heating
in a gravitation field (free convection) exists in convective zones of the Sun and other stars, as well as in the core of
the Earth and other planets. The convection in which the rotation axes of the medium and uniform magnetic field
coincide with the direction of gravitation vector, was studied in detail in [49]. However, for astrophysical problems it
is important to consider the case when the directions of the rotation axes and of magnetic fields are perpendicular, or
do not coincide with each other. The role of azimuthal magnetic field significantly increases for convective fluid
layers located in the equatorial region of the rotating object. As known from the theory of magnetic dynamo [2-7],
the toroidal magnetic field in the Earth's crust and in the atmosphere of the Sun exceeds the poloidal magnetic field.
The aim of this work is to study generation and nonlinear evolution of vortices and magnetic fields in a rotating

stratified electoconductive fluid in an external uniform magnetic field under the action of the nonhelical force FO.
Suppose that the vector of angular rotation velocity Q is deviated from the vertical direction OZ , and the vector of
the external magnetic field B is located in the horizontal plane XOY perpendicular to the direction of the gravity
force g (Fig. 1). This geometry is most suitable for the description of dynamo processes in rotating space objects.
The results obtained in the present work can be applied for various astrophysical problems.
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Fig.1. Shows schematically a thin layer of rotating electroconductive fluid of astrophysical object. For the general case the angular
velocity Q is inclined to the plane (X,Y) where the induction vector B of uniform magnetic filed is located. The gradient of
equilibrium temperature is directed vertically downwards: 7, > 7, - heating from below.

BASIC EQUATIONS AND FORMULATION OF THE PROBLEM
Consider the dynamics of perturbed state of the electroconductive fluid located in the constant gravitation g and

magnetic B fields with the constant temperature gradient VT in the system of rotating coordinates:

. . 2y, €. € OB _
%ﬂ/k%:va ‘;’ —ia—P+25Uknyk +L’_'”[&(Bk +Bi)+
t 0x, ox; pOx 4rp Ox,
+ge, O+ F, (1)
0B 0 - B,
== gifkgknpgj(vn (B, +B,))+v, e )
00 00 0
—+v,——4Adey, = y—- 3
o ey, TN T g ©)
ov. OB
= v

Here v,, P, B, © are the perturbations of velocity, pressure, magnetic field induction and fluid temperature

(i=x,y,2). Bi = const is the induction of the external homogeneous magnetic field; ; is the equilibrium density of

2
is the

the medium ,; =const, v, y are fluid viscosity and thermal conductivity coefficients respectively, v, =

m

4ro,

magnetic viscosity coefficient. o, is coefficient of electrical conductivity of the medium and £ is thermal expansion

coefficient. The system of magnetic hydrodynamic egs. (1)-(4) is written in the Boussinesq approximation [48] and

describes the evolution of disturbances relative to the equilibrium state given by the constant temperature gradient
—2
= - . — B — . .
VT =—-A4é (A>0) and the hydrostatic pressure: V[P+8_] = pg . Here we neglect the centrifugal forces, since the
T

condition g > Q’r, where r is the characteristic radius of fluid rotation, is satisfied. Now let us formulate the problem

with the geometry shown in Fig. 1. Consider a thin layer (with the thickness /) of a rotating electoconductive fluid in
which the lower and the upper surfaces have the temperatures 7; and 7,, respectively. We suppose I, > T, , i.e. heating

from below. In this case the direction of the temperature gradient VT =4 coincides with the direction of the
gravitation field g =—geé_. Here € =(0,0,1) is the unit vector in the direction of the axis Z . The temperature profile

_ . . . = T -T, . .
T depends linearly on the vertical coordinate z: T'(z)=1, —T-z. The vector of angular rotation velocity

Q= (Ql ,QZ,Q3) is constant (solid-body rotation) and inclined with respect to the plane (X,Y) where is the vector of

homogeneous magnetic field B= (El ,Ez,O) .
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Eq. (1) contains the external force ﬁ;) . It models the source of external excitation in the medium of small-scale and

high-frequency fluctuations of the velocity field v, with the small Reynolds number R :M« 1. Here we will
0

consider the non-helical external force 17“0 with the following properties:

. . - . . t
divE, =0, F,rotF, =0, rotF, # 0, F, = f,F,| —;— )
ﬂ’O tO
where 4, is the characteristic scale, ¢, is the characteristic time, f is the characteristic amplitude of the external force.
Now choose the external force in a rotating coordinate system in the form:
Fi=0,F, = f, (ZTCOSQZ + jcosgz)l),
@ =KX—oyt, Q, =KX -0, (6)
K =x,(1,0,0),%, =x,(0,1,0).

It is evident that this external force satisfies all the conditions (5). Let us consider the dimensionless variables in
eqs. (1)-(4). For convenience we keep the same notation as for dimensional variables:

X>—, t>—, Vo—, F—>—,
7 Ly Vo 0
- B = B
B—>—, B—>—, @—)i,
B, B, A, A
Al VoV P —w,
t, ==, =2  ps>—, P=p—L
077, Jo Aoz P 0 p/io

Here v,, B,, F, are the characteristic values of small-scale pulsations of the velocity, magnetic field and pressure. In

the dimensionless variables egs.(1)-(3) take the form:

ov, ov, v, OP (0] 0B, —
L4 Ry ="t — 4t vD +—=¢5 & —-(B +Bi)+
ot k ox, Ox; Ox, PETTE T Rp T 6xm( e+ Br)
+e,.%®+FJ %)
0B, L, 0B, 0 -
——Pm 1?= Rgijkgwg(vn (B, +B,)) (8)
k j
2
a—®+Rvka—®—Rekvk =pr 0 (? )
ot 0ox, ox;,
Whithe new temperature ® - ®/ R and magnetic field B — B/ R we obtain finally:
ov, ov, v, OoP ~ 0B
E"FRvka:aTz—a—Xi gijkijk +RQgijkgjm1$Bk +
~ 0B, — - .
+06,€ ax_lBk +e¢ Ra®+F, (10)
0B, L 0°B, 0 o ( =
E—Pm W—Rgifkgknpa(VﬂBp)'f'Sijké'knpgj(Van) (11)
2
a—®—Pr’1 0 (:) = —Rvka—®+ekvk (12)
ot Ox; 0ox,
AL (13)

6_xl. ox,
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T -~ _R AL . .
Here we use the following dimensionless parameters: Ra = P—a , Ra= 8pAL is the Rayleigh number in the
r vy
2047 . . : .
scale A,; D, =— - the rotation parameter in the scale A, (i=1,2,3) connected with the Taylor number
v
~ By A .
Ta,=D’; Q= 2, 0= m - the Chandrasekhar number, Pm = Y the magnetic Prandtl number, Pr = r .
Pm c pv vV, X

. . . t
the Prandtl number. The small parameter of asymptotic expansion is the Reynolds number R =0 <1 and the
0

parameters D, O and Ra are arbitrary and do not affect the scheme of asymptotic expansion. The presence of the

small parameter (R <« 1) in the system of eqs. (10)-(13) allows us to apply the theory of multi-scale asymptotic
expansions (see e.g. [30-31], [38]). In contrast to the theory of mean field [2-7] we can consistently see the dynamics of
disturbances for different spatial and temporal scales in each order by R . In particular, in the zero order of R, small-

scale and high-frequency oscillations of the velocity ¥, are excited by the external force F“O acting at the equilibrium

state. Obviously, the dynamics of small-scale fields depends on external factors such as rotation and stratification of the
medium, magnetic and gravitation fields, etc. These oscillations are characterized by zero average values. Nevertheless,
the nonlinear interactions in some orders of the perturbation theory give rise to the terms which do not vanish at
averaging. In the next section, we consider in detail how to find the solvability conditions for the multi-scale asymptotic
expansion, which define the evolution equations for large-scale perturbations.

EQUATIONS FOR LARGE-SCALE FIELDS
In accordance with the method of construction of asymptotic equations [30-31], [38] let us present spatial and
temporal derivatives in eqs. (10)-(13) in the form of the asymptotic expansion:

%—) at +R4ar9 ai_) 8,. +R2V,. (14)
X

where O, and O, are the derivatives with respect to the fast variables X, = (io,to) , whereas V. and O, are the
derivatives with respect to the slow variables X = ()? ,T') . The variables x, and X may be referred to as small- and

large-scale variables, accordingly. While constructing the nonlinear theory we present the variables 14 , B , P in the
form of the asymptotic series:

(X)) +5,(x, )+ RV, + RV, + RV, +---
B (X)+B,(x,)+ RB, + R’B, + R°B, +--- (15)

O(X,t) = %T_I(X)+ T,(x,)+ RT, + R°T, + R°T, + ---

1 1 1 —
P(x) :FP* +?P_2 +EP_1 +P)(x))+R(B+P(X)+RP+RP,+-
Let us substitute the expansions (14)-(15) into the system of egs. (10)-(13) . Then we select the terms of the same

orders of R up to the degree R’ and obtain the equations of multi-scale asymptotic expansion. The algebraic structure
of the asymptotic expansion of eqs. (10)-(13) of different orders in R is presented in Appendix A. Here it is shown that

the basic secular equations, i.e. those for large-scale fields, are obtained in the order R’

O =Vl +V, () ==V, P+ 05,8, (Vm(BéBé‘ )) (16)

ijk

0,B', —Pm”'ViB' =g,V .(vBl) (17)

0,T,—Pr'V;T ,=-V, v{;To) (18)
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Using the convolution of the tensors &€, = 6,,0; — 0,04 €&y = 00, — 0,0, and the denotations

Jml in™ jp ip~ jn

W=Ww 1» H = B_, obtain eqgs. (16)-(17) in the following form:

. - . , \va
O W, =ViW,+V, (vyvy) ==V, Pr + Q(Vk(BéBf) —j(Bé‘)zJ (19)

0,H,—Pm'V:H =V J(B) =V (v By) (20)

Egs. (16)-(18) are supplemented with the secular equations derived in Appendix A:

VP4, WD, e RaT, =0, W =0,

ijk

)

VV—klka—il =-V.P, + Qg'/kgjmz (VmBilel + vailBk )v
Euiny (VW' B +V W' B,) =0,

wv. T, =0, VW' =0, VB =0.
To obtain the system of egs. (16)-(18) which decribe the evolution of large-scale fields we have to reach the third

order of the perturbation theory. This is a rather typical phenomenon when applying the method of multiscale
expansions. As seen from egs. (16)-(17), the large-scale temperature 7', does not influence the dynamics of the large-

scale field of the velocity W_1 and the magnetic field E_l , therefore let us confine ourselves to investigation of egs.
(16)-(17). These equations acquire a closed form after calculation of the correlation functions, i.e. the Reynolds stresses

V. (vivi) , the Maxwell stresses V, (BiB.) and the turbulent em.f. £ =¢

nij

véB({ . Calculation of these

correlation functions is significantly simplified due to the «quasi-two-dimensional» approximation which is often used
for description of large-scale vortices and magnetic fields in many astrophysical and geophysical problems. In the
framework of this approximation we consider the large-scale derivative with respect to Z as more important than
horizontal derivatives, i.c.

_ 0,0 0
?az” ox’or’
Therefore, the geometry of large-scale fields has the following form:
7 = (W, (2).W,(2).0).1 = (,(2). H,(2).0) en

For the «quasi-two-dimensional» problem the system of egs. (14)-(15) is simplified:

0, W, =V W, +V ,(v;vs) = OV ,(B;B}) (22)
0, W, =V W, +V ,(v;vy) = OV, (B; BY) (23)
0,H, —Pm™'V:H, =V, (v'B})~V,(v.B)) (24)
OpH, —Pm 'V H, =V ,(B;) =V ,(v; B)) (25)
0,1, —Pr'ViT, +V, (ngO) -0 (26)

To have egs. (22) —(26) in the closed form we use the solutions of the equations for small-scale fields in the zero
order in R obtained in Appendix B. Then it is necessary to calculate the correlators contained in the system (22)-(26).
The technical aspect of this problem is considered in detail in Appendix C. The calculations performed here make
possible to obtain the following closed equations for large-scale fields of the velocity (W,,W,) and the magnetic fields

(H,,H,):

0, W, = VW, +V ey (1-W,))= 0 1)
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0, =V, =V (o) (1-1,))=0 (28)

0,H,—Pm 'V H, +V,(a? - H,)=0 (29)

0,H, - Pm”'VH, -V, (all-H,)=0 (30)

1 0

where the nonlinear coefficients ag) > Aays Ay s Ay have the form:

a :f_oz. qulQ] (1_VVI)_]
) " ,
2 4(1-m) @O +[DF W (2-W) 1 | +6
:f_oz‘ Dz‘[zQz (l_Wz)il
%) 7,

4(1-w,) G0 +[ D2+, (2-W,)+ a1, | +8,

S0~ 2 DLW PmQ(1+Bi 1 H))
H 0 —
(1+Pm2(1—W1)2).§1

D, (1-W,) PmQ,(1+ B> | H,)
(14 Po (1-m,)")- &,

) =1

The expressions which denote ¢,,, O, ,, Ql’z s My Olys Xias 1o 621,2 are also presented in Appendix C. The
coefficients Ay O and ag), afj) correspond to the nonlinear HD « -effect and the nonlinear MHD « -effect,

respectively. Thus, we have obtained the self-consistent system of nonlinear evolution equations for the large-scale
perturbations of the velocity and magnetic field which further are called the equations of nonlinear magneto-vortex
dynamo. It should be noted that the mechanism of dynamo «works» only due to the effect of rotation of the medium. If
this rotation is absent (Q2=0), then the diffuse spreading of large-scale fields occurs. In the absence of heating

(VT =0) and of external magnetic field (E =0) egs. (27)-(28) coincide with the results found in [47]. In the case of
non-electroconductive fluid (o = 0) with the temperature gradient (Vf #0) we obtain the same results as in [50]. In

the limit of non-electroconductive (o =0) and homogeneous fluid (Vf =(0) we obtain the results of [46]. To study

this dynamo model, it is necessary at first to consider the evolution of small perturbations and then to examine the
nonlinear effects.

LARGE-SCALE INSTABILITY
Let us consider the behavior of small perturbations of the field of velocity (Wl,Wz) and the magnetic fields
(H,,H, ). Then expand the nonlinear coefficients ¢, and aj® in egs. (27)-(30) into the Taylor series with respect

to the small values (W,,W,), (H,,H,):

0D ) gy ) 12 _
a(1,2)'(1_W1,2)~a0 a, Hl,z a, I/Vl,zaalo const,

(1,2) ~ ~(12) ~(1,2) | _ pAL2) (L2) _
ay”-H,~oy +a,;7-H =B, W, a; = const. (31)

After substituting (31) into eqgs. (27)-(30) we obtain the linearized system of equations :

oW, =V W~ -V, H,~ )" -V W, =0 (32)
oW, -V W, +a™ -V, H +a -V, W,=0 (33)
o0, H -V H +ay -V, H,— B -V ,W,=0 (34)
o0,H,-V,H,-a\) -V, H +p) -V ,W =0, (35)

where the constant coefficients al(g) R al(g/) R 072’2) R V(,,l ) have the following form:



12
EEJP. 1 (2020) Michael I. Kopp, Anatoly V. Tur, et al.

5D (2—Ra)(2—QEf,z)(4(Dﬁ2—Ra)+(1fea+1)2+7)+ OB —2(Ra—1)

: 12 ., (36)
- 2 4(4+(D?, - Ra)*)’ 4(4+(D2, - Ra)?)
— —2 —
a™) = f()2D1,2 (Z_Ra)(z_QBlz,z)(Dlz,z —Ra —2) N 0B +Ra(1_QBl,2) -
1,2 ' R
2 (4+(D12’2_Ra)2)2 2(4+(D12,2—Ra)2)
v SiDi, | 2+ Ra—QOBi2 + Bia(2+ Ra) B12(2+ Ra)(4(D}, - Ra)+(Ra+1)" +7)
%= ' 2 2 - 5 . (39
4 4 + (D1,2 _Ra) (4+ (D]Z’2 _ Ra)Z)
0w D,,Bi2(2+ Ra)(D;},~Ra-2) /2 D,Bi:Ra N
W 0’ (39

(4+ (D2, ~Ray’) 4 4+(D},~Ra)’

To obtain the system of equations (32)-(35) we use a simplification when the equality of Prandtl numbers is equal

to unity: Pr = Pm =1. As seen from egs. (32)-(35) , in the presence of external magnetic field the coefficients 0(1(5)

and ﬂ,,(Vl 2 define the positive feedback in the self-consistent dynamics of the fields VVl,z and H, 2 - Now let us find the

solution of the linear system of egs. (32)-(35) in the form of plane waves with the wave vector K || OZ :

leJ I,
2=l 7 lexp(—iol +iKZ) (40)
(HI,Z ﬁ]jz

After substituting (40) into the system (32)-(35) we obtain the dispersion equation:
2 2 ~(1) ~
[(Kz—ia)) —Kz(al(w)aéw)+a§m V(V”)}[(Kz—ia)) —Kz(ag)a,(f)+af’” }Vz))}+
4 ~0) (H H) (W W) p@ _ ~@ p)) —
+K (a,({)aé '—a™al ))(al( ‘B —a V(V))—O (41)

Analysis of dispersion equation (41) in the absence of external magnetic field Ehz =0

It is obvious that without external magnetic field Bi2 =0 the coefficients 0(1(121) and ﬂV(VW) vanish, and (41)

breaks down into two independent equations:
2 NP 00 () g2 2V A 20) 2
(K —io) oK || (K —iw) —ayayK* |=0 (42)

where the coefficients 0{1(2/) , 07;11’2) do not depend on B2 . Dispersion eq. (42) corresponds to the physical situation

when small perturbations of vortex and magnetic fields independently gain in intensity due to development of large-
scale instability such as ¢« -effect. Using the frequency @ = @), +il" from eq. (42) we find:

[ =Imo =+ oK -K* (43)
I, =Imo, =+Jaa? K -K’ (44)

Solutions (43) show the instability at &, > 0 for large-scale vortex perturbations with the maximum instability

_ Vo
Imax ~— 2
~ ~ ~(1) ~(2
_aay _Naa)
2

oo
172 at the wave numbers K

increment I, =

. Similarly, for magnetic perturbations the instability

increment I', = —"—"— reaches its maximum at the wave numbers K,

If oy, <0 and
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071({1)5{5) <0, then, instead of instability damped oscillations arise with the frequences @, =/ a,a, K and

Wy, = \/d;{l)&g)[{ , respectively. It is clear that in the considered linear theory the coefficients OCI(W) , aEW) , d;}) ,

dg) depend not on the amplitudes of the fields, but on the rotation parameters D, ,, the Rayleigh number Ra and the

amplitude of the external force f0 Now let us analyze the dependence of these coefficients on the dimensionless

parameters. For simplicity let us assume that the dimensionless amplitude of the external force is f; =10. Use of the

given level of the dimensionless force signifies the choice of a certain level of steady background of small-scale and fast

oscillations. It is convenient to replace the Cartesian projections D, and D, in the coefficients OZI(W) , OCSW) , 072) ,

07}12) by their projections in the spherical coordinate system (D,¢,8) . The coordinate surface D = const is a sphere,

where @ is the latitude 6 €[0, 7], ¢ is the longitude, ¢ €[0,27] (see Fig. 2).

7 A

Fig. 2. The case, when the external magnetic field B=0 shows the relationship of the Cartesian projections of the rotation parameter

D (or the angular velocity vector of rotation €3 ) with their projections in a spherical coordinate system.

Let us analyze the dependences of the coefficients ¢, «,, 071(,1), 5{2) on the effect of rotation and

stratification. For simplicity assume that D, =D, , which corresponds to the fixed longitude value

@=m4+m, where n=0,1,2...k, k are integer. In this case the coefficients for vortex and magnetic
perturbations are

a=a" =" = f2J2Dsin 6 x

4D’ sin® 0 - 2Ra - 4)2 - Ra) + Rza((D2 sin’0 —2Ra)’ +16)

% : (45)
(D*sin?0—2Ra)* +16)
2 .
o - 2
a, =ah =g? = fo \/_ D(2+ Ra)sin @ 46

2 (D*sin’0—-2Ra)> +16

respectively. As can be seen from these relations, at the poles (6@ =0, @ = ) generation of vortex and magnetic

perturbations is inefficient, since &, ;, —> 0 . It means that the large-scale instability occurs in the case when the

vector of angular rotation velocity €2 deviates from the axis Z . For homogeneous medium Ra = 0 the generation of
large-scale vortex and magnetic disturbances is due to the action of an external small-scale non-helical force and the
Coriolis force [47]. The coefficient & of vortex perturbations for a rotating stratified electroconductive fluid coincides
with the analogous coefficient & for a rotating stratified non-electroconductive fluid obtained in [50]. Therefore, the
conclusions of this paper concerning the increase of vortex perturbations may be applied to the problem considered
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here. The dependence of the coefficient ¢ on the parameter of fluid stratification (the Rayleigh number Ra ) at the
fixed value of latitude & = 772 and D = 2.5 is presented in the left part of Fig. 3.

o a
140

70
60 120
50 100
40 80
30 60
20 40

10
20

0
: 0

-5 0 5 10 15 Ra 0 1 2 3 4 5 6 7 D

Fig. 3. On the left the plot of « - effect of parameter stratification of the medium Ra (Rayleigh number), and on the right the plot of
the o - effect of the parameter of rotation D .

As can be seen, the temperature stratification (Ra # 0) may increase significantly the coefficient & and,
consequently, generate large-scale vortex perturbations faster than in the homogenecous medium. This effect is
particularly significant at Ra — 5. When the Rayleigh number increases the value of the coefficient & decreases. Now
let us consider the influence of the rotation of the medium on the coefficient ¢ . For this purpose, we consider the value
of the Rayleigh number as Ra =35 at =7 /2. For this case the functional dependence a(D) is presented in the right
part of Fig. 3. One can see that at a certain value of the rotation parameter ) the coefficient ¢ reaches its maximum

Q... - With increasing of D the coefficient & smoothly tends to zero, i.e. « -effect is suppressed by the rotation of

the medium. Now consider the dependence of the coefficient ¢, on the parameters of stratification and rotation ( Ra

and D, respectively) at the latitude & =7 /2. The dependence of the coefficient ¢, on the stratification parameter

(the Rayleigh number Ra )at € =7x/2 and D =2.5 is shown in the left part of Fig. 4.
a

80

60

40

20

-5 0 5 10 15 Ra 0 1 2 3 4 5 6 7 D

Fig. 4. On the left, the plot of &, - effect of parameter stratification of the medium Ra (Rayleigh number), and on the right the

plot of the &, - effect of the parameter of rotation D.

We can see that the temperature stratification ( Ra # 0) significantly increases coefficient «,,, and, consequently,
generates the large-scale perturbations faster than in homogeneous medium. Magnetohydrodynamic o -effect
(or a,, -effect) also increases at «slow» rotation up to the maximum value &, .. Then with the rise of the parameter

D the coefficient «,, decreases, but its sign does not change. The analysis of the dependence «,, (D) shows that at
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«fast» rotation of the medium MHD « -effect is also suppressed (see the right part of Fig. 4). Similar phenomenon,
i.e. suppression of « -effect by the rotation of turbulent medium is shown in [51].

Raf Rag
z
2 f :
: 05
: -1
1
B R R R R R
_3§
o § af
_5§
af p . 6k
0 1 2 3 D 0 1 2 3 4 5 6 7 D

Fig. 5. On the left the plot for & in the plane (D, Ra) , where the gray color shows the region corresponding to positive values
a >0 (unstable solutions), and the white shows negative values o . On the right is the plot for &, in the plane (D, Ra) , where the

gray color shows the region corresponding to positive values «,, >0 (unstable solutions), and the white to negative values o, .

Fig. 5 shows the plot which represents the influence of rotation and stratification on o and ¢, -effects in the
plane (D, Ra) . Here the regions of instability a > 0,a,, >0 are highlighted in gray. We choose the values of rotation

and stratification parameters D and Ra for the latitudinal angles & = /2 we plot the dependences of the growth rate
of the vortex I', and magnetic I, perturbations on the wave numbers K . These plots have the typical form of

a -effect (see Fig. 6).
r
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Fig. 6. On the left is the plot of the dependence of the instability increment for « -effect on the wave numbers K ; on the right is a
plot of the dependence of the instability increment for the « -effect on the wave numbers K . The plots are constructed for fixed
parameters of stratification Ra =35 and rotation D=2.5.

Analysis of dispersion equation (41) in the presence of the external magnetic field

Let us study eq. (41) at El,z # 0. In this case it is transformed into the biquadratic equation :

(K> i) —b(K* —iw) +a=0, (47)

where

— 12 (M) ) | D p() | =) =), (H) p@)\ = g2/
b=K (al o, +a, B, o a; +a ,BW)—K b,

— x4 (50,00 (1) =) | (H) p(1) (H) p@) (o, (H) ph) | =0) )\ = grd~
a=K (aH% (al a, +o," B, )+a2 By (al By +a, o ))—K a.
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The solution of eq. (47) has the form:

Kz—ia)=iK\/%i%\/52—4d (48)

Since we are interested in increasing solutions, it is easy to find the growth rate of large-scale instability from eq. (48):

I'=Imowo=AK-K, (49)

N
where A = \/ 5 s E b* —4a is the coefficient for vortex and magnetic perturbations which has a positive value at

b? >4a . The maximum growth rate of instability I', = A*/4 is achieved for the wave numbers K, =A2.In
the right part of Fig. 9 is shown the dependence of the growth rate I" of large-scale instability (49) on the wave
numbers K for given values of the inclination angle & = 772, the amplitude of the extenal force fo =10 and the

dimensionless parameters D =2.5, Ra=5, 0 =10, B =0.5. The form of this plot is typical for & -effect (see

Fig. 6). As in the previous Section, it is convenient to replace the Cartesian projections D,, and Biz by their

projections in the spherical coordinate system (see Fig. 7).

"

Fig. 7. Here is shown the relationship of the Cartesian projections of the rotation parameter D (or the angulal velocity vector of
rotation Q ) with their projections in a spherical coordinate system. The direction of the external magnetic field B is chosen so that
the angles (@ of deviation from the axis OX for the rotation vector @ and for magnetic field @) and magnetic field @,
coincide i.e. P = @Pp.

Now let us analyze the dependences of the growth rate A on the effects of rotation D , stratification Ra and the
external magnetic field B . For simplicity assume that D, = D, and §1 = Ez , and this corresponds to the fixed value
of the angle ¢, =@, =m4+m, where n=0,1,2..k, Kk is an integer. In this case the coefficients

wy ,(H) ~(1.2) p(1,2) .
a5 00, ay, Py have the form :

A=a" =" = f2\2Dsin Ox

(Dsin0-2Ra—4)2-Ra)4-0B')  Ra(2-0B')+QB’

(50)
((Dzsinzé’—ZRa)2 +16)2 4((D25in249—2Ra)2 +16)

X

2 —_—
B, =o' =a\" Z%DQBsinex
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4(4-0B )2~ Ra)(2AD*sin’0~2Ra)+ (Ra+17° +7) OB —4(Ra—1)
X +
(16+ (D*sin"0 —~2Ra)*)’ 16+(D’sin’0 —2Ra)’

D

. f(]\/_ D(2+Ra 5 +\/_(2+Ra)B]s1nl9

A, =ay) =
L 2 (D*sin’0 —2Ra)* +16

_f2 . 2DBCHROSNG (o piginio-2Ra)+ (Ra+1) +7), (52)

" ((D*sin’0-2Ra)* +16)

4DB(2+ Ra)sin @
((D?sin’0—2Ra)’ +16)

B, =B =p2=1 ++(D*sin’0—2Ra—4)—

S DBRasinf )
4 (D*sin®0—-2Ra)* +16
A A
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Fig. 8. a) is the plot of the dependence of the A -effect on the stratification parameter of the medium Ra (the Rayleigh number); b)
is the plot of the dependence of the A -effect on the parameter of rotation of the medium D ; c) is the plot of the dependence of the

A -effect on the external magnetic field B .

Fig. 8a shows the dependence of the coefficient A on the Rayleigh number Ra at the fixed latitude values
6 = /2 and the dimensionless numbers D =2.5, Q =10, B=0.2 . Assume that the amplitude of the external
force f, =10. In Fig. 8a the value of the coefficient A at Ra =0 (homogeneous medium) are shown by dashed

lines. We can see, with the increase of the Rayleigh number Ra — 5 the coefficient A considerably exceeds its value
for a homogeneous medium, i.e. reaches its peak magnitude. Further increase of the parameter Ra leads to a drop of
the value of A and, consequently, to less intense generation of the magneto-vortex perturbations. Let us choose the
Rayleigh number e.g. on the level of Ra =5 and find the dependence of the coefficient A on the rotation parameter
D at the external magnetic field B =0.2 and Q =10. The plot presented in Fig. 8b shows the dependence A(D) .

Here we observe the increase of A to a certain maximum value A, for D =~ 3. With the increase of the parameter
D the value of A diminishes, and generation of magneto-vortex perturbations becomes less efficient. «Fast» rotation
of the medium also suppresses the considered A -effect. To clarify the influence of the homogeneous magnetic field B
on A -effect, let us consider the following parameters: D =2.5, Ra =5, O =10. Fig. 8c presents the dependence
A(E) The upper dashed line indicates the level A corresponding to the case when the external magnetic field is

absent: B =0. As seen from this figure, the increase of the magnetic field value gives intensification of the magneto-
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vortex pertubations up to a certain level A, ~ 100. The lower dashed line in Fig. 8¢ shows the minimum level of
the coefficient A, ~9.63 which corresponds to the value of the magnetic field B ~0.72 for the given parameters
D, Ra and Q. This implies that «strong» external magnetic field suppresses the considered A -effect. For the
parameters D =2.5, Ra=5, Q=10 and B =0.5 one can find the dependence of the coefficient A on the angle

of deviation @ for the vector of the angular rotation velocity Q) from the vertical direction OZ . This function A(O)
is presented in the left part of Fig. 9.
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Fig. 9. On the left the plot of the dependence of the /A -effect on the angle of inclination O of the angular velocity vector Q ; on
the right the plot of the dependence of the instability increment for the A -effect on the wave numbers K .

The generation magneto-vortex perturbations does not occur (A —> 0) at & -0 or € — 7 (the pole),
whereas at @ — 77/2 (the equator) is more effective.

NONLINEAR STATIONARY STRUCTURES
When the amplitude of the perturbations W1,2 and H 1, increase due to the development of large-scale instability,

the linear theory which we consider in the previous Section becomes inapplicable. The evolution of these perturbations
is described by the nonlinear system of egs. (27)-(30). Now study the instability saturation which leads to the formation

of nonlinear stationary structures. To describe these structures, let us put 0, W, =0,W, =0,H, =0,H, =0 in the
system of egs. (27)-(30), and then integrate these equations over to Z :

dWl __ f02 \/ED%Qz
~ ~ ~ 2
Az 160 q;0; + D +2(1-W;)+2u, | +4&,

+C, (54)

de/z _ foz\/ED%Ql

BTy . p +G, (55)
dZ 16Wq 0} +| D> +2(1- W) + 2, | +4&
dH, _ £2\2DW,0,(2H, + B2) e 56
~ ~ ~ ~ 3
G 16072420 +[ D+ 20+ 2, ] +46, |
dH, _ £22DWO,(2H, + B2) e -
4

- - - o~ ~ 2
1) 167260] [ D+ 20-1) 24, ] +4

Here W, =1-W,, W, =1-W,; C,, C,, C; and C, are arbitrary integration constants. In order to obtain egs.
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(54)-(57) we put the Prandtl numbers Pr = Pm =1 , and substitute the Cartesian projections for DL2 and EI,Z in the
(12)

coefficients A12)> Ay by their projections in the spherical coordinate system (see Fig. 7). For simplicity we use the

values of the angles @, = @, = /4 and @ = 77/2. In this case, the expressions for q,,, O, ,, Q],Z s Moy Oy

X2 &, are also simplified:

. :1+QH1’2(2H1’2+§\/5)_ Ra o :l_Q(2H1,2+§\/§)2
201+ W) Ly A1+ W2)
B 2772 2.2 l_lez
ﬂlzzQle(zle"'B‘/E)"‘QH12(2H12+B‘/§) ) .
’ S o 41+ W3)
72 n I_Vf/lzz
1+le+QH12(2H12+B‘/§)' =
R ’ ’ ’ 1+,
p— a-

2

1+ W7,

51,2 = 251,2 + 21/171,221—11,2 - 21/2,22 (1- Q12,2 )Hl,z -2(1- (]12,2 )El,z + EI,ZHI,Z + Zl,le,zz + X (1+ O, )

1+ W2 +OH, ,2H, , + BN2) 1=,
51,2:— > "’2 + ’~ 2+Ra, _ 2
e (107) L,
1+ W2 +OH, ,QH +E\5).1‘V’?i
44, ,Ra 2Ra’ 1.2 1.2 12 2
1’2: ,~2 ~ Z_Ra. 2 ’ s
b (1+VV1,22) 1+W7,

_OH,,(2H,,+B\2)

) _
Ra ~ =
h = | Ra=(20-172)+ OH, ,2H,, + Bv2)) |
1

,2

A _QH1,2(2H172+E\/§)+ Ra
b2 2(1+W2) 1+

Egs. (54)-(57) constitute the nonlinear dynamic system in 4-dimensional phase space in which phase flow divergence is
(equal to) zero. Therefore, the system of eqs. (54)-(57) is conservative. The search for the Hamiltonian of this system is

a very difficult task, as the integration is complicated by the dependence of the nonlinear coefficients A1) a}}’z) on

the fields ( W, H ), that takes it beyond the class of elementary functions. A complete qualitative analysis of this
system is extremely complicated because of a high dimensionality of the phase space and large number of the
parameters in the system. According to the general ideas, we can expect that this system of conservative equations may
contain structures of resonance and non-resonance tori in the phase space and, consequently, chaotic stationary
structures of hydrodynamic and magnetic fields. The considered system of nonlinear egs. (54)-(57) can be studied using
the Poincaré cross-section method.
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STATIONARY CHAOTIC STRUCTURES IN THE ABSENCE OF EXTERNAL MAGNETIC FIELD E =0.
Let us build the Poincaré cross-sections using the standard Mathematica programs for the trajectories in the phase
space for the case of rotating elctroconductive fluid stratifified with respect to temperature (Ra # 0) without the

external magnetic field E = 0. All the numerical calculations are performed for the following parameters: f, =10,
D=2, 0=1, Ra=0.1 and the constants C, =1,C, =—1, C, =-0.5,C, =0.5. For the initial conditions
w,(0)=1.25, Vf/Z(O) =1.25, H/(0)=1.4, H,(0)=1.4 the Poincaré cross-sections presented in Fig. 10a-10b

demonstrate regular trajectories for the velocity and magnetic fields. With the increase of the initial perturbation
velocity W,(0)=1.398, W,(0)=1.398, H,(0)=1.4, H,(0)=1.4 the regular trajectories become chaotic.

They correspond to the Poincaré cross-sections shown in Fig. 10c-10d.
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Fig. 10. In the figures a) and b) are shown the Poincaré sections for a trajectory with initial conditions W,(O) =1.25, Wz(O) =1.25,
H,(0)=1.4, H,(0)=1.4. These are trajectories of regular type, which are wound on the tori. The figures c) and d) correspond to

Poincaré sections for a trajectory with initial conditions WI(O) =1.398, WZ(O) =1.398, H,(0)=1.4, H,(0)=1.4. These pictures
show stochastic layers, to which belong the corresponding chaotic trajectories. The calculations were carried out for the
case B=0.

Fig. 11a-11d present the dependence of the stationary large-scale fields on the altitude Z . It was obtained
numerically for the initial conditions corresponding to the Poincaré cross-sections presented in Fig. 10a-10d. These
figures show also the emergence of stationary chaotic solutions for magnetic and vortex fields. To prove the existence
of chaotic regime of stationary large-scale fields, we use also the method of autocorrelated function. As is known (see
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e.g. [52]), the autocorrelated function K(7) is the value which characterizes the intensity of chaos. It is defined as
averaging of the product of random functions P(¢) and P(¢+ 7) at the moment of time ¢ and f+ T, respectively,

1%
over «large» interval of time Af: K(7) = Allrn ~ IP(Z‘ )P(t+ 7)dt . So we consider the coordinate Z as the time
[—>00 t
0

t, whereas the product P(¢)P(t+ 7) consists of 16 components:

(1)
w,(t)
H,(1)
H,(t)

P(H)P(t+7) = [Wl(t+z') W,(t+7) H,(t+7) Hz(t+z')]

Fig. 11. The upper plots (a), b)) show the dependence of the velocity and magnetic field on the height Z for the numerical solution
of equations (54)-(57) with the initial conditions VVI(O) =1.25, VVZ(O) =1.25, IT‘[1 0)=1.4, [’[2 (0)=1.4 . This
dependence corresponds to regular motions of the Poincaré section which are shown in Fig. 10a-10b. Plots (c),d)) show the similar

dependence for the numerical solution of equations (54)-(57) with the initial conditions: VIN/I (0)=1.398, Vf/z (0)=1.398,

H, 0)=14, H ) (0) = 1.4 . This chaotic dependence corresponds to the Poincaré sections in Fig. 10c-10d.
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Fig. 12. The plot of the dependence of the autocorrelation function KWW ontime 7 for a trajectory with initial conditions
1"

W,(0)=1.398, W,(0)=1.398, H,(0)=1.4, H,(0)=1.4 (chaotic motion) .
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Fig. 13. A rectilinear dependence of the autocorrelation function K -

i in logarithmic scales from the time interval 7 for strongly
1"

chaotic motion.
The plot of the dependence of the autocorrelated function for the component K i onthe time 7 is presented in
1"

Fig. 12. The case of chaotic motion corresponds to the section of the trajectory with the exponential decay of the
function KWW . It is evident that in this region, the autocorrelation function KWW on a logarithmic scale is
1" 1"

approximated as a straight line (see Fig. 13). The data presented in Fig. 13 allow to determine the characteristic

correlation time 7, ~ 1324 of the stationary random process F; . If we take into account the introduced definition
1

of «time» £, it becomes clear that we have found the estimated value of the altitude Z_, ~ 1324 corresponding to
onset of chaotic motion of the large-scale fields. In Fig. 11c-118 are shown the chaotic solutions for the velocity and
magnetic fields of Z = 90 height which is much less than Z_ . However, even in this case one can see the start of the
complex intricate trajectory for the large-scale fields with the increase of the altitude Z . Therefore, such trajectories
cannot be plotted. Thus, with the increase of the altitude Z up to critical value Z

cor?

the quasi-periodic motion of the
stationary large-scale fields becomes chaotic.

STATIONARY CHAOTIC STRUCTURES IN THE PRESENCE OF EXTERNAL MAGNETIC FIELD B # 0.
Using the standard Matematica programs we construct the Poincaré cross-sections of trajectories in the phase
space for the nonlinear system of eqgs. (54)-(57) with the external homogeneous magnetic field. All the numerical

calculations are carried out for the following dimensionless parameters: f, =10, D=2, O=1, Ra=0.1,

B =0.1 and the constants C =1,C,=-1, C;=-0.5,C, =0.5. InFig. 14a-14b are shown regular trajectories of
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the velocity and magnetic fields built at the numerical solutions of eqs. (54)-(57) with the following initial conditions :

WI(O) =1.31, Wz (0)=1.31, H(0)=1.4, H,(0)=1.4. These trajectories correspond to quasi-periodic
character of motion for large-scale perturbations of the velocity (Vf/lz) and magnetic fields (H 1’2) . By increasing only

the amplitudes of the initial values of perturbations for the magnetic field 7171(0):1.31, VI72(0)=1.31,

H,(0)=1.8, H,(0)=1.8 we find that the quasi-periodic motion transforms into chaotic. This case demonstrates
the Poincaré cross-sections shown in Fig. 14c-14d.

W, H,
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Fig. 14. The figures a) and b) shown the Poincaré sections for a trajectory with initial conditions WI(O) =131, WZ(O) =131,
H/ (0)=1.4, H,(0)=1.4. This is a regular type of trajectory, which is wound on the tori. The figures c) and d) correspond to
Poincaré sections for a trajectory with initial conditions WI(O) =131, WZ(O) =131, H/(0)=1.8, H,(0)=1.8. These pictures show

stochastic layers, to which belongs the corresponding chaotic trajectory. The calculations were carried out for the case B=0.1.

Using the initial data for the regular (Vf/1 (0)=1.31, W;(O) =1.31, H,(0)=1.4, H,(0)=1.4) and chaotic
(Wl (0)=1.31, Vf/z(()) =1.31, H,(0)=1.8, H,(0) =1.8) trajectories, we can build numerically the dependence

of the stationary large-scale fields on the altitude Z (see Fig. 15a-15d). The emergence of stationary chaotic solutions

for the magnetic and vortex fields is also shown in Fig. 15c-15d. To confirm the onset of chaotic regime of the
stationary large-scale fields we plot the dependence of the autocorrelated function for the component K, , on time T
11

(see Fig. 16). The trajectories of chaotic motion correspond to the part of the plot with the exponential decay of function

KW1 V. in Fig. 16. In the logarithmic scale of the autocorrelated function KWl , this part is approximated by a straight

line (see Fig. 17). Using this plot it is easy to find the estimated value of the characteristic correlation time for a
stationary random process: 7, =2000. The obtained value of the correlation time corresponds to the altitude
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Z, ~2000 . Above this value arise strongly chaotic stationary structures of the large-scale fields. In Fig. 15c-15d are
shown chaotic solutions for the velocity and magnetic fields at the altitude Z ~ 50 which is significantly less than Z_ .
It is evident that for Z tending to a critical value Z,, the motion trajectories become more intricate and, finally,
completely chaotic.

Fig. 15. The upper part (a),b)) shows the dependence of the velocity and magnetic field on the height Z for the numerical solution of
equations (54)-(57) with the initial conditions Wl(O) =1.31, WZ(O) =131, H,(0)=1.4, H,(0)=1.4. This dependence corresponds
to regular motions of the Poincaré section shown on top of Fig. 14a-14b. Below (c), d)) show a similar dependence for the numerical
solution of equations (54)-(57) with the initial conditions: Wl (0)=1.31, WZ (0)=1.31, H,(0)=1.8, H,(0)=1.8. This chaotic
dependence corresponds to the Poincaré sections shown at the bottom in Fig. 14c-14d
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Fig. 16. The plot of the dependence of the autocorrelation function KWW ontime 7 for a trajectory with initial conditions
1"

WI(O) =1.31, VI72(0) =131, H,(0)=1.8, H,(0)=1.8 (chaotic motion) on condition B=0.1.
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Fig. 17. A rectilinear dependence of the autocorrelation function KW

i in logarithmic scales from the time interval 7 for strongly
1"

chaotic motion on condition B=0.1.

CONCLUSION
In this work we have obtained the closed system of nonlinear equations for vortex and magnetic large-scale
perturbations (magneto-vortex dynamo) in an obliquely rotating stratified electroconductive fluid in external uniformly
magnetic field. At the initial stage small amplitudes of large-scale perturbations increase due to the average helicity

Vorotv, # 0 of small-scale motion in a rotating stratified electroconductive fluid excited by the external non-helical

force Fbrolﬁ;) =0. The mechanism of amplification of the large-scale perturbations is associated with the

development of large-scale instability of & -effect type. In the absence of external magnetic field (E =0) the linear
equations of magneto-vortex dynamo are split into two subsystems: vortex and magnetic ones. In this case the large-
scale vortex and magnetic perturbations are generated du to the development of the instability of HD « -effect and
MHD ¢ -effect, respectively. Both instabilities occur when the vector of angular rotation velocity Q is deflected from
the vertical axis (JOZ . Unlike the case of a homogeneous medium [46-47], the combined effects of rotarion and
stratification of the medium (at heating from below) give rise to an essential amplification of the large-scale
perturbations. This phenomenon becomes especially noticeable at the parameters of the medium D — 3 and Ra — 5
(see Fig. 3). In this case arises the mode of the maximal generation of the small-scale helical motion caused by the

action of the Coriolis force and temperature inhomogeneity. With the external magnetic field (E # () the evolution of

the vortex and magnetic perturbations is characterized by a positive feedback due to which the growth rate of the vortex
and magnetic large-scale perturbations coincide. The «weak» external magnetic field favours generation of the
perturbations, whereas «strong» field suppresses them (see Fig. 8c). Generation of the large-scale vortex and magnetic
perturbations also depends on the angle of deflection of the vector of angular rotation velocity €. It is minimal at
0 — 0 or @ — 7 (nearby the poles) and maximal at @ — 7/2 (nearby the equator) (see the left part of Fig. 9). The
performed analysis of the influence of rotation on the growth of the vortex and magnetic perturbations shows that at
«fast» rotation they are suppressed. With the rise of the perturbation amplitude the instability is stabilized and then
becomes stationary. With these conditions arise the nonlinear stationary vortex and magnetic structures. The dynamic
system of equations which describes these structures is a Hamiltonian system in a four-dimensional phase space. The
possibility of the existence of the large-scale chaotic vortex and magnetic fields in stationary mode is proved by

numerical methods. In the absence of external magnetic field (B = 0) stationary chaotic structures arise in a rotating

stratified electroconductive fluid at the increase of the initial velocity of perturbations W, ,(0). With the external

magnetic field (B # 0) these structures are formed at the rise of the initial values of the perturbed field /,,(0).

APPENDIX
A. MULTI-SCALE ASYMPTOTIC EXPANSIONS
Let us consider the algebraic structure of the asymptotic expansion of egs.(10)-(13) in different orders in R

starting with the lowest of them. In the order R we have only one equation:
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oP;=0 = P—3:P—3(X)

In the order R~ there is the following equation:

oprP,=0 = P, :P—z(X)

(58)

(59

Egs. (58) and (59) are satisfied automatically, since P, and P, are the functions of «slow» variables only. In the

order R™' we obtain the system of equations :

oW +W QW ==0,P, =V P+ 0 W' +&,W.D, +

+Q0¢. .0 B B +Q0¢. ¢ aB’B+eRaT

ijk < jml ijk© jml
0,B',— Pm 0, B, = £,,6,,0 W'B" + &,&,,0 W'B,
0T, —Pr'oiT,=-W'o.T +W"
owi=0, 0.B',=0

The averaging of egs. (60) over the «fast» variables gives the secular equation :

=V.P,+¢&,W.D, +e, RaT =0, W5=0,

ijk

which corresponds to geostrophic equilibrium. In the zero order in R we have the following system of equations:

OV, +W oV +vio W' =—0.B,—V P, +0:v) +

+e,viD, +0¢,¢,, (0,8 By +8mBéBfl)+Q8ngjm,6mBéFk+ei RaT,+F;

0,B,—Pm™'0;B, = g,,5,,, (0 W'\ BY +0 viB", )+ £,,£,,0 v

ijk ijk knp j
0.T,—Pr 'o;T,=-W"0,T,—0,(ViT ) +v{
ovi=0, 0,B,=0

These equations give only one secular term:

VP,=0 = P,=const

Now consider the first-order approximation R'

(60)

(61)

(62)

oV + W o v +vio vy +vio W' + W'V W' =-V P, —61,(19l +1_31)+8,§vf +20,V, W' +&,v/D, +

+0¢,,¢,,(0,B B! +0,B,B; +0,B/B', +V BB )+ 0¢ ¢,
0B - Pm0,B] — Pm™'20,V B, = &5, (0 W'\Bl +0 vi Bl +0 v/ B, +V W' B" )+
+ 8,8, (0B, +V W' B))
o1, —-pPr'o;T, —Pr'20,V, T, =-W'o.T -W'V T —vio,T,—vioT, +v

oV, +VW' =0, 0,Bj+V,B' =0
This system yields the following secular equations:

WV W'\ =-V.P, +0¢,¢,,(V,B B +V,B B,

(8mBlle+VmBile)+ei RaTI

(63)

(64)
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6108 (V VLB 4V V3B, )=0 ©)

k _ i i
wiv,T,=0, VW /=0, VB, =0 (66)

For the second order R” we obtain the equations:

i k i k i k i k i k i k i _
O vy +W.0,vy +vyO0 v, + WV vy + vV, . W' +v 0, v, +v,0, W =

=—V.P, =V, B +0;v, +20,V, v, + &,vi D, +

+0¢,¢,,(0,B.,Bs +0,B,B +0,B/By +0,B,B", +V B Bf +V B/B" )+

+ng'k € imi

(6,B1B, +V, BB, )+e, Ra T,
0,B; — Pm™'0; By~ Pm™'20,V B, = £,,¢,,, (0 W/\B +0 v, B} +0 v/ B} +
= 2,48, (0 W\BY +0 viBl +0 v/ By +0 v, B", +V W'BY +V viB" )+
+ & <8jv;’B_p + VjvgB_p) (67)
o,T,— Pr'o;T,— Pr''20,V,T, =-W*0,T, -W*V,T, -
—vs0,T, = ViV, T, —v(0,T, —vs0,T , +v;
ovy+Vv, =0, 9,By+V,B;=0

As seen after the averaging of the system of eqs. (67) over the «fast» variables, in the order R* secular terms are

absent. Finally, let us consider the most significant order R’ . Here the equations have the following form:
OV, + 0, W' + WO Vi +vi0 v, + WAV vl + ViV Vi + [0, v + VIV, V' +
VOV, =0, =V, (P + P )+ 02V, 420,V ! + AW, +
j A I pk I pk I pk I pk
+&,viD, +0¢,£,,(0,B'\BY +0,B,By +0,B/B +0,B,B; +

ijk m-—

+0,B!B', ++V B Bl +V BBf+V BB )+

+0¢,,,, (VBB +V BB, ) +e Ra T,
0,Bi+0,B',—Pm™'0;B, -2Pm'0,V, B, — Pm 'AB', =
= 6,48y O VB +0 Vi B +0 VI B? +0 V!Bl +0 VIB" +
+V B +V VUBL +V VB )+ 2,8, 0 V1B, +V v'B)) (68)
0,T,+0,T ,—Pr'0;T,— Pr'20,V,T,— Pr/'AT , =
-W'o,T,-W'V.T, —vio, T, —v.V,T, -
vV, T, -V, T, -Vvio, T, —vio, T, +V;

0vi+Vy =0, 0,B,+V.B =0
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By averaging this system of equations over the «fast» variables we obtain the basic secular equations which
describe the evolution of the large-scale perturbations:

aTW_i1 - AW_ll + Vk (ﬁ) - _viﬁl + Qgifkg.fmIVm (m) )
8TBil - Pm71M51 = ijkgknpvj(vgB(f) (70)
6TT71_P7"71AT71 :_Vk v(l)(TO) "

B. SMALL-SCALE FIELDS IN THE ZERO ORDER WITH RESPECT TO R
In Appendix A we obtain the equations of asymptotic expansion in the zero-order approximation. Taking into

account the new denotations W =W ,, H = B | we write them down in the following form:

Dwvy =—0,F, +¢&,v,D, + OH, (0,8, ~0,B} )+ OB« (0,8, —0,B; ) + ¢, Ral, + F; (72)
DuBy=(H,0,+Bid, v, (73)

DT, = et (74)

oV, =0,By =0.F =0 (75)

where the operators are denoted as :
Dy =0,-8+W,8,,D, =6,-Pm 0> +W,d,, Do =0, - Pr"'0" +W,,.

The small-scale oscillations of the magnetic field and the temperature are easily found from Eqgs. (73)-(74):

- |H +B,)0 v z
B(’):( ! Ap) Pl T = (76)
Du Dy

Now we substitute (76) into (72) and find the pressure £ using the condition of field solenoidality (75) :

— ok O(H,+B))

oV,

J
P=¢,—-%D, +ee,Ra — 0 (H,0%)) (77)
U/ 82 82 Do az Du p
Using the (77) we exclude the pressure from eq. (72) and obtain the equation for the velocity field of the zero-order
approximation:
~  O((H,d,)* +H, Bid,d —ee ~ 1.
Dw—Q(( u ")A «B810,9)) 8, —| Ra—=*t+¢&,D, |Py |v; = F,, (78)
i i
Dy Do
Where P = é‘ip - ézp is the projection operator. In order to find the small-scale field V, it is convenient to present

eq. (78) in the coordinate form:
~ ~ ~ ~X
duvy +duvy +div, =Fo
~ A~ A~ ~y
61721\1(']Y +d22\/g +d23vg =F (79)

~ ~ ~ ~Z
d31V3 +d32Vg +d33vg =F

The components of the tensor d;; have the following form:

C}ll — BW _ é((Hkak )2/\+ Hkglakal) + D28xaz _DSaxay C}
Dy o

,dip =

Dsai _Dlaxaz
T_

D

3
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~ D00, —D,0> ~ ~ D,0,0. - D0’
dis =D, +— 20 Ry 0.0. 5. = p, 22 50
0 0’ Do 0
6’222 :ﬁw _Q((Hkak)z +HkB/ak61)+D3ayax_Dlayaz
Dy o
~ —~ 00, Do -D,0,0 ~  D,0’-D,0.0
dry = Ra—= + 1~y 22 y x—Dl,d31:%_Dza
0’ Do 0 0
~ D@39, -Dd ~  ~  O((H®)+HB
d32 — 38zax2 laz +D1,d33 :DW _ Q(( kak)/\ k lakal) +
0 Du
D0.0,-D,0.0. Ra — &
+12y22“‘—£+Ra61.
0 Dy 0> Do
It is obvious that the solution for the system (79) can be found using the Cramer rule:
I — 1 3 3 3 3 X 3 3 3 3 y 3 3 3 3 z
Vy = U, —X{(dzzdz.s—dz.zdzs)Fo +(d13d32—d12d33)E) +(d12d23—d13d22)E)} (80)
vy L5 5 g7 N g v (g0 g z
v, _VO_Z (d23d31—d21d33)E) +(d11d33—d13d31)E) +<d13d21—d11d23)E) (81)
zZ — 1 3 3 3 3 X 3 3 3 3 y 3 3 3 3 z
Vo =W, —K{(dzldu —d22d31)E) +(d12d31 —d11d32)E) +(d11d22 —dldeI)E) } (82)

Here A is the determinant of the system of equations (79), which in the open form is:
A=dndndyx+dudndis+dindsds —disdads —dndyxsdn —dadindss (83)
Now let us present the external force Fo in the complex form:

~ 7f0 i¢2 fo

F=i—e¢ +#'—ei¢1+c.c. 84
0 > J > (84)

Then all the operators contained in (80)-(83) act on the eigenfunctions from the left:

DW,H,661¢1 = ewﬁl DW,H,9 (IZI,—COO ) , DW,H,H@WZ = el¢2 DW,H,H (122, —, ) ,
Ae =el¢‘A(l?1,—a)0), Ae™ =e’¢2A(I?2,—a)O) (85)

To simplify the formulae, assume that kK, =1, @, =1 and introduce the new denotations :
~ * —~ *

Dy (K,,~w,) = Dw, =1=i(1-W,), Dw (&,,~@,)=Dw, =1-i(1-W,)

* N *

Du (K, ~@,)=Du, = Pm™ —=i(1-W,), Du(&,,~@,)=Du, = Pm™ —i(1-W,) (86)

~ ~k ~ ~k
Do (K,,—w,)=Do =Pr~' —=i(1-W,), Do(K,,—@,)= Do, =Pr"' —i(1-W,)
Note that the complex-conjugate terms are marked by asterisk. Further in the calculations some components in the

tensors d (IEl R —a)o) and d (122 s —a)o) vanish, and there remain the non-zero components:

A~ ~ K O B ~ 3
dl](lz'l,_a)o):DWI +w, d1z(l?1,—a)0): 09 d13 (’2'13_0)0)20’

DH1
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dzl(l?l,—a)o)zD3,dzz(lfl,—a)o):du(lzl,—a)o),d23(121,—0)0):—D1, (87)
L Ra
d31(l€1,—a)0)——Dz,dn(lfl,—a)o)—Dl,d33(l€1,—a)0)—dzz(l(‘l,—a)o)——/\*
Do,
~ ~* OH,(H,+B:) ~ . A
d]l(Kzo_a)o):DW2+Q 2( *2 ),d]z(Kz,—a)O):_D3,d13(K2,—0)0):D2,
D,
dzl(l?z,—mo):O,dzz(lzz,—wo):d11(Ez,—wo),d23(l22,—wo):0, (88)
A ~ A A Ra
d31(Kz,—a)o)=—D2,d32(1q,—a)0)=Dl,d33(/(2,—a)0)=d22(1c2,—a)0)— *
Do,
Taking into account the expressions (87)-(88) we find the velocity fields in the zero-order approximation:
fO 2\?2 l¢
0= Z—A*A* ; 2tcc.=uy tuy, (89)
A2B> + D,
B i
vozﬁ/\*ﬂ1 e’ +ce.=vytvy, (90)
2 A1Bl+D12
D i D
Woz_fo*,\*—l A fo,\*/\*—z ¢2+CC_W01+W02+W03+W04 Oon
2 4B\ +D} 2 42By+D?
where
N Uk QH N Ra
AIZ—DW12 — 12(1-1124-312) Blz—A12— . (92)
Dy, D5’1,z

% 5 5 ¢

The velocity components satisfy the following relations: W,, = (Wm) s Wou = (W03) > Yoo T (Vm) Voa = (V03) ’
*

Uy = (”01) Uy, = (”03) . In the limiting case of non-electroconductive fluid (o = 0), without temperature gradient

(V? =0) and external magnetic field (EI,Z =0) the formulae (89)-(91) coincide with the results obtained in [41].
Now we calculate the small-scale oscillations of the magnetic field Eo using the expressions (76) and (89)-(91):

- f i(H2+Ez)/§z

Bj =uo e v ce.= o o (93)

2 ~k AE K

DHZ(AZBZ +D )

~ (H, +B B i ~ ~
Bé’:vO:& l( 1) ! ¢‘+c.c.=uos+uo4 94)

/\*/\*

DH1 (41 Bi +D})

B, = wo = % iH, +B:1)D1 e +§) i(H, jB*z)D ¢” +ce= (95)
DHI(A1B1+D12) DHZ(AZBZ+D )

= Wy T Wey T W + W,

In the expressions for the small-scale oscillations (V,, BO, T;,) the component of the angular velocity D, is absent due

to the choice of the external force. Further Egs. (89)-(95) will be used while calculating the correlation functions.

C. CALCULATION OF REYNOLDS AND MAXWELL STRESSES AND TURBULENT E.M.F.
To close the system of egs. (17)-(20) which describe the evolution of the large-scale fields, it is necessary to
calculate the following correlators:
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Ups (96)

Vor N

S = WoVo Wo1 Wor ) Voi 99

()
()
+(W03) 1003 (98)
( )

+ uos “wos (100)

Wys + W03 Uo3 (101)

+ (Vo) wor (102)

* ~

G’ = WOVO =Wy, (V01) +(W01) Vol (103)

At first let us calculate the Reynolds stresses (96)-(97). For this purpose we use the expressions for the small-scale
velocity fields (89)-(91). Their substitution into (96)-(97) gives:

2
3 =f7°—A quz =, (104)
Ax B> +D22
2
T2 :_f70 _ Aqul - (105)
‘AIBI‘FDIZ
where
Qle(le""BlZ) Ra

—14 .
he (1-w,) 1P (1-w,)

To calculate the correlators of the magnetic field or the Maxwell stresses S ' and §**, we use the expressions (92)-
(94). By substituting (92)-(94) into (98)-(99) we obtain :

31 _ H2 T31 ¢ = /{"1122 T3 (106)
DH2 ‘DH1

The differences 7' — éS and T — QS *? contained in the right sides of Egs. (17)-(18) can be easily found using
the expressions (105)-(106):

PRy
T Q8" =T% I_M -7, (107)
2
2 _ 0§ =% I_Q(Hl—i'Blz) :T32Ql (108)
Pm

To calculate the group of oscillators (100)-(103) we will use the expressions for the small-scale velocity field (89)-(91)
and the magnetic field (92)-(94) . Simple mathematical operations yield:
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o fPi(H,+B)D, | B. B 1
BRI e 109)
A>B> + D, D, D,
2 . Y ~ D
G31=fT°l(AHi+BZ)Dj- AB: _ B (110)
A2 B> +D22 DH2 DHz
> H +B)D | Bi B
Gr =L BB | 2 D (i
141314-])12 DHl DH1
" i(H,+B)D, | B B
G32=fT°l(A L+ ) L. ABI —AB; (112)
A]BI+D12 DHI DH1

To close the equations for the large-scale magnetic field (24)-(25) , it is necessary to calculate the differences

G"” =G’ and G* =G corresponding to the turbulent e.m.f. components £ ,=& , and &, =& . Taking into

account the expressions (109)-(112) we obtain:

f_ozi(]']2 -I-Ez)D2 . (232 —2\32) .

£=G"-G"= = e D j (113)
4 ‘A2B2+D22 ‘DH2

%
(DH2 + D,

2 . Y 3 _A* % R
w_ Joi(H +B)D, (Bi-Bi) B+ Dﬂlj (114

51:G23_G - ~ ~ 2 ~ 2
4 AIBI+D12 ‘DH1
Using the expressions (86) and (92) let us write down some useful formulas:
~ ~ PR s R P S LN .
‘A1,231,2+D1’2 =|Adi2| |Bia| + D, (Adi2Bia+ Ai2Bi2)+ D5,
N N =2 pr2 FERY
~ 2~ 2~ — Dy, Dw, O H ,(H,,+Bi>)
Ao =|D, | +OH, L (H,, + Bio)| 52 = 1220 2
DH1,2 H DHL2
| e e | R
~ ~ —~ 1,2 1,2 a
BI,Z = AI,Z _Ra * += + P
~ D [~y
Dg,, 2 ‘D"Lz
me ma e v | T
Ai2Bia+ Ai2Bix = Az +(A1,2) —Ra| ——+= , (115)
Do, , D‘91,2
~ P PN 2 R L la P R 5
D[ =1 =W, D, | = P+ (1=, )7, D, | = P2 (1=,
* ®

~ ~k —~ —~ ~ —~
l)hrl,2 +DH1’2 = ZPm_l, DWI’2 DHI,2 +DW1,2 DHL2 = 2(Pm_1 —(I—WLZ)Z),

*

~ ~ ~ K ~ 2 ok 2
D, Dy, + Diy, Doy, = 2(Pm™ P+ (1=1,,)*), (D, ) {DWLZJ =2(1-(1-W,,)),



33
Nonlinear Dynamo in Obliquely Rotating Stratified Electroconductive Fluid... EEJP. 1 (2020)

*

~ ~ ~ Uk Uk ~ ~ Uk
Dy, ,Dg , +Dw,, Do, , = 2P+ (1-W,,)%), Dw, , Du, , + Dw,, Dn, , = 2(Pm™ +(1-W,,)%).

Let us substitute these relations into (107)-(108). So, we can find the difference of the Reynolds and Maxwell stresses:

73 _QSM :f_oz. D,q,0, (116)
~2 2 ’
2 4(1-m,) 30, +[ D3+ W, (2-W,)+ 1, | +&,
T3 —@S” :f_oz. Dq,0,

2 4(1-m) G 0 +[DF W (2= W)+ i | +&
with the following denotations:
:HQHLZ(HL#EM)_ Ra 0 :l_QPm(HquEl,z)z
L+ P (1-W,,) 1+PPA=WL) 7 e (1-m,)
_ QPmH,,(H,, +Bi2) N RaPr
1P (1-m,) T+ Pr(=W,)"

q,>

él,z =1

2 _ 2 _ 2
2 +Q2H12,2(H1,2 +§1’2)2' L= (1 le) 2
1+ Pm? (1-W,,) (1+Pm2(1—Wm)2)

—  1+Pm(1-w,,)
Hir = 2QH1,2(H1,2 +B12)-

1-PrPm(1-W,, )
1+ P (1-W,, )

b

1+ Pr(1-W,,)* +20H, ,(H, , + B12)-
—Ra -

1+ Pr(1-w,,)

_ 2 2 ~2 _ _
51,2 = 2:'1,2 +2(1_ VV]Z) Hl,z _2(1 - VV]Z) (I_Ql,z)nl,z -2(1 _‘]12,2)':'1,2 +:‘1,2H1,2 +

2
tX2 (l_m,z) +Zl,2(1+0-1,2)>

4(1-w,,) O,,RaPr 2(1-W,,) Ra*Pr?

2 2 ? 2+
1+ Pri(1-W,,) (1+Pr2(1—Wl,z))

—
P = —
—

1,2

2

1+ Pr(1-W,,)* +20H, ,(H +Elz)-1_Per(l_m’2)
1,2 1,2 1,2 , 2

1+ Pm* (1-W,,)

+Ra- > > ,
1+ Pr*(1-W,,)
. = 4‘]1,2Ra 2Ra’
12 5 7t N2
1+ Pr(1-1,,) (1+Pr2(1—WL2) )

2

) — 1=PrPm(1-W,,)

1+ Pr(1-W,,)’ +20H, ,(H,, + B1>)- =2

1+ Pm’ (1-W,,)

_Ra. 2

2

1+ Pr*(1-w,,)?
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_OH,(H,+B1)
2 2
1+Pm* (1-W, ,)

1,2

[2(1+sz (1-w,, )2)+ OH, ,(H,, +§1,2)},

2Ra Ra
Xio )2 )

- ——(l—Pr(l—W ) +
1+ P (1-W,, v

OH, ,(H,, + Bi>)(1+ Prem(1-W,,))
+
L+ P (1-W,, )

By substituting the relations (115) into (113)-(114) we find the expressions for a turbulent e.m.f. £ 1, In the explicit

form: _
mst Gl RS S
(1+Pm2(1—Wl)2)|:4(1—W1)2‘112Q1 +[ D+, (2-W,) + 1] +§1}

D, (1-W,)PmQ,(H, + B.)

gzzfoz' '
(1+Pm2(1—Wz)2)[4(1—W2)2 qzzéer[DerVVz(Z—VVz)Jrﬂz]z“L@}
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HEJIHIAHE TAHAMO B CTPATU®IKOBAHIN EJIEKTPOIIPOBIIHIV PIIVHI,
10 MOXNJIO OBEPTAETHCSA B OJHOPIJTHOMY MATHITHOMY HOJII
Muxaiino . Konn®, Anaroaiii B. Typ¢, Kocrsurun M. Kyauk?, Booaumup B. SIHoBchKkmii*?
“ucmumym monoxkpucmanie, Hayionanvna Axademin Hayx Yxpainu
np. Hayxu 60, 61001 Xapxis, Yxpaina
b Xapxiscoruii nayionanonuil yniepcumem imeni B.H. Kapasuna
matioan Ceoboou, 4, 61022, Xapxie, Yrkpaina
¢ Vuieepcumem Tynyszu, Incmumym acmpo@izuunux 00ciodicenb ma nianemonozii
npocnexm noaxognuxa Powe 9, BP 44346, 31028, Tynysa Cedex 4, @panyis

B poGoTi MU HoCTiKyBanyu HOBY BETMKOMACIITAaOHY HECTiHKICTb, sSika BUHHKA€ B KOHBEKTHBHIH €NEKTPONpPOBIMHINA pifuHi, 10
TOXHMIIO 00EPTAETHCS B 30BHIIIHHOMY OJHOPITHOMY MarHiTHOMY IOJIi 3 IpiOHOMAcIITaOHOKO 30BHIIIHBOIO CHIIOO, SIKA MA€ HYJIbOBY
croipanpHicTh. Ll cuna 30ymKye apioHOMacmTabHI OCHMIIALIT MIBUAKOCTI 3 ManuM 4uciaoM PeifHonmbaca. 3a JOMOMOTOIO METOXY
0araToMacIITaOHUX ACHMOTOTHYHHX PO3KJIAJAIB OTPHMAaHI HEMiHIIHI PIBHSHHS U1 BUXPOBHX 1 MarHiTHHX 30ypeHb B TPETHOMY
NopsAAKy 3a gucioM PeitHonbaca. Iloka3ano, mo B pe3ynbrati criteHOI Aif crmn Kopiomica i1 npiGHOMacmTaOHOT 30BHIMIHBOI CHIIN B
CJIEKTPOTPOBIHIA PiKHI, 0 00EpPTAEThCS, MOXKIMBA BeIMKOMAcINTabHa HecTikkicTh. JlocmimkeHa miHiIHHA CTajis MarHitTo-
BHXPOBOTO JMHAMO, 110 BUHHUKAE B pe3yNbTaTi HeCTiHKocTel Tuiy O -epekty. BuBueHO MeXaHi3M NOCHIICHHS BEJIMKOMACIITaOHUX
BHUXPOBHX 30ypeHb BHACIIIOK PO3BUTKY TiAPOANHAMIYHOTO (X - eheKTy 3 ypaxyBaHHIM TeMIIepaTypHOI cTpaTHdikalii cepeoBHIIa.
IokazaHo, mo «cinabke» 30BHINIHE MarHiTHE IOJIe CIpHUsE T'eHepalil BUXPOBHUX Ta MarHiTHHX BeJIMKoMacmTabHHX 30ypeHb, a
«CHJIbHE» 30BHILIHE MAarHiTHE IOJ€ NPHUTHIYye TeHEepalil0 MAarHiTo-BUXpOBHX 30ypeHb. UHCENbHHMMH MeETOJAaMH 3HaljeHi
CTalllOHapHi pillleHHs PIBHAHb HETiHII{HOIO MarHiTO-BHXPOBOTO IMHAMO Y BHUIJIAI JIOKATi30BaHMX XAaOTHYHUX CTPYKTYP Yy JBOX
BHIIA/IKAX, KOJIM HEMAa€ 30BHIITHBOTO OJHOPITHOTO MAarHiTHOTO MOJIS 1 KOJIM BOHO MPHCYTHE.

KJIFOYOBI CJIOBA: piBHSHHS MarHiTHOi rifipoanHaMiku B HaOmmkeHHi byccinecka, cmma Kopiomica, GaratomacmuralHi
ACHMIITOTHYHI pO3KJIaIaHHs, qpiOHOMAcIITa0HA HecTlipaibHa TypOyIeHTHICTh, (f -e(eKT, XaOTUIHI CTPYKTYpH.

HEJMHEWHOE TUHAMO B HAKJIOHHO BPAIIAIOIIENCS CTPATU®UIIMPOBAHHOMN
SJEKTPOITPOBOAIIEN )KUJIKOCTHA B OJHOPOJJHOM MATHUTHOM ITOJIE
Muxana . Konn?, Anaroauii B. Typ®, Koncrantun H. Kyauk®, Baagumup B. SInoBckuii®®
“Uncmumym monoxpucmannos, Hayuonanenan Axademus Hayx Yxpaune
np. Hayxu 60, 61001 Xapvkos, Yxpauna
bXapvrosckutl nayuonansuviil ynuseepcumem umenu B.H. Kapasuna
nn. Ceob00wl, 4, 61022, Xapvros, Yrpauna
¢ Vuueepcumem Tyny3vi, Hncmumym acmpogusuyeckux uccie0o8anuil u nianemoiocuu
npocnexm noaxognuxa Powe 9, BP 44346, 31028, Tynysa Cedex 4, @panyus
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B pabore MBI HcClieqOBalId HOBYIO KPYHMHOMAcCIITaOHYIO HEYCTOHYHMBOCTb, KOTOpas BO3HHMKAeT B HAKIOHHO Bpallaolencs
KOHBEKTHUBHOH JIEKTPOIIPOBOIAIIEH KHIKOCTH BO BHEIIHEM OJHOPOJHOM MAarHUTHOM IIOJIE € MEJIKOMACIITAaOHON BHEIIHEH CHIION,
UMEOLIeH HyJEeBYI0 CIUPAJIBHOCTh. JTa Cuila BO30YXAAeT MEJIKOMACIITaOHble OCHWUIALMU CKOPOCTH C MajlblM YHCIOM
PeitHonpaca. C moMompi0 METOAa MHOTOMACIITAOHBIX ACHMIITOTHYECKHX Pa3lIOKEHUI IOIydeHbl HENUHEHHbIe yPaBHEHUS LI
BUXPEBBIX W MarHUTHBIX BO3MYIIEHHH B TPETbeM MOpsAKe Mo uuciy PeitHombiaca. Iloka3aHo, 4To B pe3yiabpTaTe COBMECTHOTO
netictust cmiabl Kopromica n MenkoMacmtabHOM BHEIIHEH CHIJIBI BO BPAIIAIOIICHCS AJICKTPOIPOBOAAIIEH KHUAKOCTH BO3MOXHA
KpynHOMacmrabHasi HeyCTOHYMBOCTE. VcciaenoBaHa JIMHEIHAS CTaAnsl MarHUTO-BUXPEBOTO AMHAMO, BO3HHUKAIOIIETO B PE3yJIbTaTe
HeycTolunBocTed THma O -3¢gdekra. M3yueH MexaHH3M yCHWICHHS KPYIHOMAcIITaOHBIX BHUXPEBBIX BO3MYILECHHUH, BCIEACTBHU
Pa3BUTHA TUAPOIUHAMHUIECKOTO (X - 3 deKTa ¢ yIeToM TeMnepaTypHoil ctpatudukanuu cpeasl. [lokazano, 4ro «cnaboey BHEIIHEE
MarHUTHOE MOJIE CIIOCOOCTBYET I'€HEepalMi BHXPEBBIX M MAarHUTHBIX KPYHMHOMAaclITaOHBIX BO3MYILECHHH, a «CHJIBHOE» BHEIIHEe
MarHUTHOE I0jI€ IOJABJIAET T'eHEPAlMI0 MarHUTO-BUXPEBBIX BO3MYIIEHHH. UHMCICHHBIMH METOJaMH Hal/IeHbl CTalMOHAPHBIE
peleHns ypaBHEHHH HEITMHEHHOr0 MarHUTO-BUXPEBOTO AMHAMO B BHIE JIOKATM30BAHHBIX XaOTHUECKUX CTPYKTYpP B ABYX CIyYasX,
KOT/la HET BHEIIHETO OJAHOPOJHOTO MarHUTHOT'O TOJISt M KOTJ]a OHO MPUCYTCTBYET.

KJIIOYEBBIE CJIOBA: ypaBHeHHS MarHUTHOH THAPOJUHAMHUKM B npubmmkennun byccuHecka, cuma Kopuomuca,
MHOTOMAcIITa0HbIE ACHMIITOTHYECKUE PA3I0KEHHS, MEIKOMAcIITa0Hasi HeciupanbHas TypOyJIeHTHOCTh, (X -3 QEKT, XaOTHYECKHE

CTPYKTYPBL.
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In the article, for limited system conditions that form the spatial structure of the field, the attenuation processes of wave packets of
finite amplitude are considered. The line width of the wave field may be the result of the dissipative processes (in a quantum system it
is inverse of the lifetime of energy levels) or the result of reactive processes (in classical waveguide systems this is the spectral width
of the packet). In the case of filling the waveguide with an active two-level medium, a description is possible using a quasiclassical
model of the interaction of the field and particles. In this case, the quantum-mechanical description of the medium is combined with
the classical representation of the field. Here, the Rabi frequency plays an important role, which determines the probabilities of induced
radiation or absorption of field quanta and the oscillatory change in population inversion (nutation). Depending on the relationship
between the Rabi frequency and the line width of the wave packet, the process can change the nature of the field behavior. In strong
fields or with a significant population inversion, the line width can be neglected, while the field energy density is quite high. In this
case, one should expect noticeable nutations of population inversions with different frequencies corresponding to the local Rabi
frequency in different regions of the waveguide, the interference of which will determine the oscillatory behavior of the wave field. At
a low level of electric field intensity or a slight population inversion, the mode of changing the field amplitude becomes monotonic.
Plasma field damping (Landau damping) is considered. The role of population inversion is assumed by a quantity proportional to the
derivative with respect to velocity of the electron distribution function. If the spectral width of the packet is small, the process of wave
attenuation acquires a characteristic oscillatory form due to the exchange of energy between the wave and the plasma electrons captured
by its field. The attenuation of wide packets is almost monotonic with the formation of a characteristic “plateau” in the vicinity of the
phase velocity of the wave on the electron velocity distribution function.

KEYWORDS: attenuation of a wave pacadge, two-level active medium, interference of oscillations of population inversion, Landau
damping

Let us consider the attenuation processes of wave packets of finite amplitude in bounded systems that impose a
possible set of mode wavelengths in such a package and form the spatial field structure in the waveguides. If the
waveguide is filled with an active two-level medium (a system of dipoles), a description is possible using a quasiclassical
model of the interaction of the field and particles (see, for example, [1]). In this case, the quantum-mechanical description
of the medium is combined with the classical representation of the field. In this approach, the Rabi frequency plays an
important role, which determines the probabilities of induced radiation or absorption of field quanta [2,3] and the
oscillatory change in population inversion (nutation).

Depending on the relationship between the Rabi frequency Q=|d , || E(¢)|/h (where d, the dipole moment of the
particle and E the amplitude of the electric field, respectively) and 7, the line width of the wave packet, the process can
change the nature of the field behavior. Here, the line width is inversely proportional to the lifetime of states (the lifetime
of energy levels), which is due to relaxation processes.

The population inversion = p,—p, (where p,,p, are the numbers of particles at the upper and lower energy
levels, respectively) is related to the energy conservation law with the number of field quanta
N=|E@®)[ /4nho=pu=p,-p,. In strong fields or with a significant population inversion the line width can be
neglected, while the field energy density is quite high ¥, <Q=|d,, || E(¢)|/h (similar ratio can be given for population
inversion & >> ., -h/(w|d, ). In this case, one should expect noticeable nutations of population inversions with
different frequencies corresponding to the local Rabi frequency €2 in different regions of the waveguide, the interference
of which determines the behavior of the wave field [4].

If the opposite inequality holds 7;, >, this case corresponds to rather low levels of electric field intensity or small
values of population inversion, which describes the behavior of a two-level system, first formulated in [5]. The mode of
changing the field amplitude becomes monotonic, the characteristic time of the field change is proportional 7, = 7, / Q
while the population inversion tends to zero.

However, the wave field line width can be defined as dissipative processes (in a quantum system this is the reciprocal
of the lifetime of energy levels) or reactive processes of wave packet formation (in classical waveguide systems this is

the spectral packet width).
© Volodymyr M. Kuklin, Eugen V. Poklonskiy, Sergey M. Sevidov, 2020
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When considering the field damping in a plasma (Landau damping [6, 7] on electrons), the role of population
inversion is taken by the quantity u=n,—n = f(v,+hk/m)— f(v,)=(hk/m)-9of (v)/ov]| where f(v) is the

v=vy 2
velocity distribution function of electrons, n,,n, is the number of electrons whose velocity is less than and greater than

the wave phase velocity [8,9] . In this case, it is the final spectral width of the wave packet that can affect the character
of the velocity distribution of particles. With a large packet width, as is known [10], one can observe the process of so-
called quasilinear relaxation, which leads to the formation of a “plateau” on the particle distribution function in the
velocity space. By the way, the role of the Rabi frequency here is played by the oscillation frequency of the trapped

particles in the potential well of the field €, = \/ekE / m, (here e,m, is the charge and mass of the electron, and £ is
the wave number of oscillations, v,, = @/k the phase velocity of the wave).

If the spectral width of the packet is small Ak-v, =Aw<<Q,, the process of wave attenuation acquires a

tr >
characteristic oscillatory form associated with the exchange of energy between the wave and plasma electrons captured
by its field. In the case of the opposite inequality, the field attenuation is almost monotonous with the formation of a
characteristic “plateau” in the vicinity of the phase velocity of the wave on the electron velocity distribution function
corresponding to the state with zero population inversion, which is represented in this case
U= (hk/m)-of (v)/ov l,,, = 0 . Note that in the case of simultaneous filling of the waveguide with plasma and an active

medium [11], both mechanisms of expansion of the spectral generation width should be taken into account.

And in the quantum case of field attenuation at a finite line width (finite lifetime of inverted states) and at attenuation
of a wave packet of finite spectral width in the classical case, one can observe a transition from an oscillatory energy
exchange between particles and a wave to a regime of monotonic change in the field amplitude, with the inversion
(u=p,—p,) or the value corresponding to it (& = (hk /m)-9f (v)/dv l,-,,) tends to zero, although the nature of these

changes is different. Since the real processes of propagation of oscillations in limited systems are accompanied by the
formation of wave packets, the dynamics of which have not been studied enough, their evolution should be considered in
more detail.

The aim of the work is to elucidate the influence of the spectral line width of the wave packet on the wave attenuation
pattern in waveguides filled with active medium and plasma.

MODEL OF A RESONATOR FILLED WITH AN ACTIVE TWO-LEVEL ENVIRONMENT
Let us discuss a one-dimensional model describing the attenuation of a wave with a finite spectral line width in
limited space, filled with an active medium. Generally speaking, this process can also be considered as the transition of
the nonequilibrium state of the system to a stable equilibrium state, which is accompanied by the exchange of energy
between the wave and the active medium. We restrict ourselves to a two-level system. For perturbations of the electric
field, polarization, and population inversion slowly varying over time, describing the excitation of electromagnetic waves
in an active medium, the equations can be represented in the form [1].

82E+58E_0282E__4”82P |
YE Y, ox’ EYERR M
o°P oP 2w|d, |’
?JF%zEerz'P:——h“h' UE ()
ou 2 oP
- = < F—
ot hw ot > (3

moreover, the transition frequency @ between the levels corresponds to the field frequency, we neglect the relaxation of
the inversion due to external reasons. We define O - the decrement of field absorption in the medium, d ,, - the matrix
element of the dipole moment of the fixed dipoles (more precisely, its projection onto the direction of the electric field),
and write the population difference per unit volume as y=n-(p,—p,). Here, p, and p, the relative population of
levels in the absence of a field 7, is the inverse relaxation time of states, which in this case determines the width of the
spectral line, 7 is the density of the dipoles of the active medium. Fields will be represented as
E=[E(t)-exp{—ian}+ E*(t)-exp{iax}] and P=[P(¢)-exp{—iar}+P*(t)-exp{iax}]. Note that in doing so
< E* >=2| E(t) |’ .The number of field quanta is then equal < E> > /Axhw=2|E |’ /Athw= N .
For slowly varying quantities, the equations
0E(t)

= +0-E(t) =2inwP(1), 4)
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oP(t) |dy
PO =— —uE, (5)
ou 2i N N
§=;[E(f)P (—E*@)P@)]. ©6)
From equation (6), by simple transformations we find
oN

N 126N = L IPOE*() - P*(OEW),
ot h

where can one get the conservation law

N
N +20N +a—ﬂ =0.
ot 20t

To transform the above system of equations, we can wuse the notation u/p, =M,
Q,=d, | |E,|/h=d, | {47wu, / h]"* — the Rabi frequency corresponding to the value of the amplitude of the electric

E(t
field | E, |=[4nhou, ], E=——2O __ p__ PO 410 o r _y /0, ©=5/Q,. Note that
[47hau,] [4mhau,] Q,
the absence of time derivatives in equations (4)-(6) is associated both with the immobility of the dipoles and with the
formation of a standing wave in a limited resonator system, the shape of which does not change during the development

of the process. Using these notations, we rewrite equations (4) - (6) in complex form

oE

i
—+OE=—P
37 2 ™
oP
$+ I',P=-iME | (8)
aa—l\;[ =-2i[E*P-EP*], 9)

The generation cases described by equations (10) - (12), when the natural line width is much less than the Rabi
frequency I',, << 1, under the conditions of the formation of a standing electromagnetic wave due to reflections from its

boundaries, were considered in [4]. If the conditions I', >>1 are satisfied, the oscillatory character (nutations) of the
population inversions can be neglected and equations (7-9) can be written in the form

oN N-M

—+26N =

a7 T, (10)
%—_2N.M 11
ot r, (b

Note that the transition from equation (7) to equation (10) is similar to the transition to the case noticeable spectral
field width, when the spectral line width is greater than the inverse characteristic time of the change in the amplitude of

perturbations [12, 13]. In dimensionless variables, this condition can be written as T, >> , or something the same

P-or
Y, >>Q=d , || E(t)|/h . Obviously, the line width noticeably exceeds the Rabi frequency, while the characteristic time
of the field change is proportional 7, = ;, / Q* . This case corresponds to rather low levels of electric field intensity or

small values of population inversion y,, >> [4z®]"* |d,, | u /1" .

That is, the system of (balanced) equations (9) - (10) describes the behavior of a two-level system in the presence of
an electric field, first formulated in [5].

It should also be noted that the interval of variation of the inversion is determined by the choice x4, and the initial

conditions, that is, the inversion at the initial moment can be both equal (0) = . = p, and much smaller.

ATTENUATION OF A WAVE PACKAGE IN A RESONATOR FILLED WITH AN ACTIVE MEDIUM
In the resonator, the electromagnetic field is established due to reflection from the ends of the system partially or
completely, as in the case under consideration. However, the inversion and polarization of the quantities localized in
space, which allows us to determine these variables in individual spatial sectors. That is, the electromagnetic field can be
represented as a standing wave, and in each of the spatial sectors 1< j < .S the field intensity can be represented in the

form
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1 . i
|EJ.(T=0) |2=2E-|E(T=0) & -Sln2{272'é+05}, (12)
where ¢ is an almost constant phase associated with the absorption of field energy o . In the general case
~—|E| (x —O)/(<|E| >b) where b =mA is the waveguide length.

It is easy to see that |E[* (x=0)=<|E[*>Sin* & and & = c¢(Sin* @)/ 2b where ¢ is the group velocity of the
wave outside the waveguide. However, we neglect the radiation from the waveguide below « =0. We can verify that

z2é8in2 {27[?} =m in the case under consideration, when a countable number of waves m  fit along the length of
J
the waveguide b = mA . The total (relative) number of field quanta can be written in the form
s
N(z)=2) |E (0)[' =2|E(D)[*. (13)
j=1

It is clear that without violating generality we can consider the case m =1. The system of equations (7) - (9) in this
case is transformed as follows.

P,

a—T’+F12Pj =-iM E,, (14)
M, =9; * *

?_zz[Eij -E,*P,], (15)

. S
where E (1)= (\/%). |E(7) | .Sin{Zﬂ'é} s %Z(Mj +M *)=M.
j=1
We can also write down the conservation law, a consequence of equations (7) and (9)
1 oM M  oN oN
2097 or

Note that the time scale in this description is related to the scale of a simple model [4], as follows 7 — JS . A
remarkable circumstance is the quality identity of the calculation results for the case of a simple model [4] and the more
complicated description given below for the case of a narrow spectral line (I, =0), which indicates a rather simple

(16)

mechanism of energy exchange between the wave and the active medium. It demonstrates the importance of interference
of oscillations (nutations) population inversions to describe changes in the amplitude of the field of a steady form in a
waveguide.

Results of numerical simulation. For calculations, we use equations (13)- (15), as well as the following quantities

1 1 , '
N(r)=§ZNj(T), M(T)=EZM].(T), E (1)= 2N(T)~Sln(27réj. Below we used the initial conditions

N,=145, M,=-1, §=100, © =0. Attention should be paid to the oscillations caused by the interference of the

processes of induced radiation and absorption of field quanta in different parts of the waveguide (Fig. 1.). This
phenomenon is discussed in detail in [4].

N
M
I\AN\NV

-1
0 5 10 15 T

Fig. 1. The behavior of the relative number of quanta (bold line) and relative population inversion (thin line) over time with a
negligible line width I'), =0.

The population inversion oscillation frequency corresponds to the Rabi frequency and is proportional to the electric
field in this local region. From the equations of a simple model presented in [4] for the same initial conditions it follows
N+0.5M =N, +0.5M,=0.95. It turns out in our case with different line widths over time N — 0.95, moreover
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M — 0. With an increase in the width of the oscillation line of the field intensity (the number of quanta) and population
inversions weaken (Fig. 2.)

N
M
1 \/W 0.95

-1

0 5 10 15 T
Fig. 2. The behavior of the relative number of quanta (bold line) and the relative population inversion (thin line) over time with a
small line width I'), =0.25.

With a sufficiently large line width, the mode of changing the field intensity (number of quanta) and population
inversion becomes monotonic (Fig. 3.)

N
M
1\_

B 0.95

-1

0 5 10 15 T

Fig. 3. The behavior of the relative number of quanta (bold line) and relative population inversion (thin line) over time with a line
width I, =3.

This behavior of the number of quanta and the population inversion of a two-level system in the presence of an
electric field is characteristic of the case when the process is described by balance equations, first presented in [5]. It is
important to note that the finite width of the wave packet is able to suppress the interference of population inversion
sections oscillating with different local Rabi frequencies in the field of a standing wave.

In conclusion of the section, we note that the broadening of the vibrational spectrum can occur not only due to
relaxation of states (i.e., changes in the number of particles at the upper and lower energy levels) of the quantum system
at small (or, which is one and the same, polarization attenuation, which can be seen from the equation (16)). In the case
of a long waveguide, the field in the waveguide may exist in the form of a wave packet, the spectral width of which

Ak-c=Qr/A)[m™" —(m-1)"1=w/m’. When @/m* >, the dynamics of the field attenuation in the waveguide

can determine the spectral width of the wave packet. We consider this case below, where the processes of changing the
number of particles at the upper and lower energy levels in the absence of a field are not significant.

ATTENUATION OF THE LANDAU WAVE PACKAGE IN A HOT PLASMA

Consider the process of attenuation of plasma (Langmuir) waves on plasma electrons. Electrons effectively interact
with the wave, moving at a speed close to the phase velocity of the wave packet. For simplicity, we restrict ourselves to
the one-dimensional case [6] (see also [7]). In this one-dimensional representation, plasma electrons emit and absorb
quanta of longitudinal (Langmuir) waves - plasmons whose energy is equal (k). According to [8, 9], we determine the
number of longitudinal wave quanta emitted per unit time in the range of wave numbers dk in cases of spontaneous and
induced processes n,,u, ,dk and n,w, N, dk ,accordingly.

In this case, the particles emitting the quantum of the field — the plasmon, pass from state m to state n. In the same
wavelength range, we similarly determine the plasmon absorption rate n,w,,, N, dk , where n  is the number of particles

in the state m, and N, is the number of field quanta, %, w, , w,, are the coefficients in A. Einstein's equations which

are equal to each other in the onedimensional case, considered below [14].

anm/at:_(u +wmn-Nk).nm+an.Nk-nn’ (17)

mn
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on,/ot=-w, -N,-n +u, +w, -N,)n, (18)

To describe the dynamics of the number of plasmons, we obtain the equation
dN,/dt=u, -n {1-n/n) N, +1}. (19)

Note that the change in the plasmon energy density dE, /dt = hw(k)-u,, -n, due to spontaneous emission of particles

per unit time is equal w (k) . With this in mind, the complete equation for the plasmon energy density takes the form:
dE, /dt =w(k)-{(1-n,/n,) N, +1}. (20)
The change in the momentum of the particles upon plasmon emissionm - (v, —v,) = fik , whence it follows

v, =v +h-k/m, which is also the case if the velocity interval over which the particle distribution function changes

significantly exceeds 7k /m
u=n,—n,=f,+hk/m-fQ,)=0k/m)-of (v)/ov]._, @n

moreover, the value # has the meaning of population inversion. For the spectral intensity of spontaneous emission of

plasma particles w(k), one can obtain the expression [9]
w(k) = 2ée j dv-v- f(v)-Im[ke(kv, k)] = 27[262[0); /K] flak)/ k], (22)

and equation (19) describing the spontaneous (first term of the right-hand side) and induced radiation (second term of the
right-hand side) of Langmuir waves by plasma particles takes the form

dE, /dt = e’ (@’ (k)/kz]-{f[a)(k)/k]+Ek (k! aXk)-m)-9f (v)/dv |V:w(k)/k} . (23)
2
If the velocity distribution function has the form f(v) = (n, /v, Jr )-exp{— v—z} , then the second term determines
Vr
the linear decrement of the Landau damping of the Langmuir wave 6, whose phase velocity @/ k is on plasma particles
(we neglect spontaneous emission)

E, \/—af(kkv 9 i (v—a)z/k)z

The complex equation for the field, which describes the process of induced absorption of the plasma wave field by
plasma electrons, can be written as

dE, / dt =-268,E, = [ (k)/ n,k] af(v) 1E, . (24)

d(we) JE, . drewof ¢ . .
%?+ZW€~E,, = P af _J/kdfo:[ vodv, exp(ik,& +ip,) (25)

where ES=x-vit, Av=v-vy,, n,= j fodv, Ay, o< b1 |7/| / ky, and the initial  conditions
& =8t=0)c(-x/ky,/k,) and Av, = Av(t =0) c (-Av,,Av, ).

Results of numerical simulation. For calculations we use the equations

o = —87z7 ! 5 d{jﬂ dn-1-exp{-27ni&}s (26)
2r- ng =— Re[z A, -exp{2nmi&}] (27)

where are the modes of the wave packet 4, =| 4, |exp{ig,} , the main wave of n, =5, the satellite n=3;4;6;7, under
the following initial conditions: As = 1.0 - the amplitude of the main wave, the amplitudes of the satellites - 43 = 47=0.2;
d f hx

6= o
The behavior of the wave packet over time is 1nvest1gated by changlng the sum of squares of modules of all

As = As= 0.7; the number of particles is 5000, £ = (0,1) and 77 = L

A, * . We observe the

amplitudes |An|>.
n=3

decrease of the intensity of the wave packet, associated with the energy exchange between the field and the captured wave

plasma electrons (Fig. 4).
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I
2
1.9 0 | > <

Fig. 4. The behavior of the intensity of wave / over time for the wave packet
In single-mode mode (the case of a narrow line width of the wave packet) oscillation of the wave intensity is
observed. This mode of wave attenuation at the initial stage is known as Landau attenuation. In the calculated scheme,

the intensity of the monochromatic wave is equal to / = |A5|2 . In the developed mode the process becomes nonlinear
[9, 10] with weak fading oscillations of the field (see Fig. 5).

1

1.5

0 1 2 3 4 T

Fig. 5. The behavior over time of the intensity of wave / in single mode.

The electron distribution function in the vicinity of the phase wave velocity for different time instants for wave
packets with different line widths is shown in Fig. 6,7.

We can cite the change in the distribution function of plasma electrons with time. In the single-mode the distribution
function has a large change in oscillations of the wave amplitude (Fig. 6)
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Fig. 6. Function of electron distribution in vicinity of phase velocity of the wave for time moments t = 0; 3; 4 in single-mode mode.
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The attenuation of the packet leads to the formation of a stable state of the electron velocity distribution function
with a practically zero velocity derivative near the phase velocity of the packet (Fig. 7)
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Fig. 7. The function of distribution of electrons in vicinity of phase velocity of the wave for time moments T = 0; 2; 5 in case of
attenuation of the wave packet.

CONCLUSIONS

When considering the processes of wave attenuation in a resonator filled with an active medium and in a plasma
with a finite electron temperature, there is the reason for the transition of the nature of the change in the field amplitude
from oscillatory to monotonic with increasing line width of the wave packet.

The nature of the oscillations in a resonator filled with an active medium is associated with the interference of
oscillations of the population inversion in local regions. Inversion changes occur with the Rabi frequency, which depends
on the electric field of a standing wave formed as a result of reflections from the ends of the resonator. In this case, strong
fields or with a significant population inversion, the line width can be neglected. In this case, the field energy density is
quite high | E(t)|" /4z >> y 0’/ |d,, |' (a similar relation can be given for population inversion iz >> ¥, -h/(@|d,, ).
At low levels of electric field intensity or a small population inversion, the inverse inequalities are satisfied and the line
width should be taken into account, which leads to suppression of the interference of individual local inversion regions
along the waveguide. This mode corresponds to the behavior of the system discussed for the first time in [5]. The nature
of the change in the field amplitude becomes monotonic.

In a similar way, the width of the spectrum of the wave packet affects the character of the Landau damping [6] on
plasma electrons. In this case, the role of population inversion is played by the quantity
H=n,—n =f,+hk/m)— f(v,)=k/m)-of (v)/dv| where f(v) is the velocity distribution function of the

electrons, n,,n, are the numbers of electrons whose velocity is less than and greater than the phase velocity of the wave.

v=v,

The role of the Rabi frequency here is played by the oscillation frequency of the trapped particles in the potential
well of the field Q, = \/JekE / m, (here e,m, the charge and mass of the electron, a & is the wave number of oscillations,

and v, =w/k 1S the phase velocity of the wave).

the process of wave attenuation acquires a

In the case of a small spectral width of the packet Ak-v,, =~Aw<<Q,,
characteristic oscillatory form associated with the exchange of energy between the wave and plasma electrons captured
by its field. In the case of the reverse inequality, the monotonic character of the field attenuation is observed with the
formation of a characteristic “plateau” in the vicinity of the phase velocity of the wave on the electron velocity distribution

function corresponding to the state with zero population inversion, which is presented in this case as
u=(hk/m)-of (v)/av|_, =0.
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3ATYXAHUE BOJTHOBOI'O ITAKETA B 3ATTIOJTHEHHBIX AKTUBHOM CPEJIOM M IIJIA3MO¥ B
OI'PAHUYEHHBIX CUCTEMAX
B.M. Kykaun, E.B. Iloknonckuii, C.M. CeBunoB
Xapvrosckuil Hayuonanvhvll yHueepcumem umenu B. H. Kapasuna, Xapvkos, Ykpauna
ni. Ce0600wi 4, 2. Xapvros, YVkpauna, 61022

B pabore st ycoBHit OrpaHHYEHHBIX CHCTEM, KOTOPbIE ()OPMHUPYIOT IPOCTPAHCTBEHHYIO CTPYKTYPY HOJISI, PACCMOTPEHEI HPOIECCHI
3aTyXaHUS BOJIHOBBIX I1aKeTOB KOHEYHOW aMIuuTyisl. lllupuHa NMHUM BOJHOBOIO IOJIS OIpEAEseTcs Kak IUCCUINATHBHBIMU
mnporeccaMu (B KBAaHTOBOM cuUcCTeMe 3TO BEIUYMHA, OOpaTHAash BPEMEHHU JKU3HM SHEPreTHUUYECKUX YpPOBHEH) WIM pPEeaKTHUBHBIMU
mpoueccaMu (B KJIACCHMYECKHX BOJHOBOIHBIX CHUCTEMaxX 3TO CHEKTpanbHas IIMPHHA MakeTa). B ciyuae 3amoiiHeHHs BOJIHOBOJA
AaKTUBHOM JBYXYPOBHEBOH CPElOH ONMCaHHE BO3MOMXKHO C NOMOILBIO KBa3UKJIACCUUECKON MOJENH B3aUMOJEHCTBUSI OIS U YACTHIL.
[Tpu 5TOM KBaHTOBOMEXaHHYIECKOE OIHCAHHE CPeIbl OOBEANHSIETCS ¢ KIACCHIECKUM NPEACTaBICHUEM HOusl. 31eCh CYIIECTBEHHYIO
pomb wmrpaer dactora Pabm, ompenemnsiomas BEpOSTHOCTH HHIYIMPOBAHHOTO W3TyYCHUS WM IOTJIOMICHWS KBAaHTOB MONSA U
OCIIJUIITOPHOE M3MEHEHNE MHBEPCHUH HAaCeJICHHOCTEH (HyTanuio). B 3aBHCHMOCTH OT COOTHOIICHMSI MEXIY 3HAUCHUSIMU YacTOTHI
Pabu ¥ mUpHHBI JHHUM BOJHOBOTO ITaKeTa IPOILECC MOXKET MEHSTh XapakTep IOBEICHHS IOis. B CIIBHBIX HONSX WM IpH
3HAUUTENILHOW WHBEPCHUM HACEIEHHOCTEH IIMPUHOW JIMHUM MOXKHO IpeHeOpedb, IPH STOM ILIOTHOCTH SHEPrHU HOJIS JOCTAaTOYHO
BeJMKa. B 3TOM ciydae ciefyeT 0XKuaTh 3aMETHBIX HyTalluii HHBEPCHM HACEJICHHOCTEH ¢ pa3HON yacTOTOM, OTBeYarollei J0KalbHON
yactore Pabu B pa3HbIX 00JIACTAX BOJHOBOJA, HHTEP(EPEHIUs KOTOPBIX ONPENEINT OCLHIUIATOPHOE MOBEJCHHE MO BOJIHBL [Ipu
HHU3KOM YyPOBHE MHTEHCUBHOCTH 3JIEKTPHUYECKOTO MOJ MM HEOOMbIIOH MHBEPCHH HACEIEHHOCTEH, PEXKUM U3MEHEHHS aMILTHTYIbI
TI0JI CTAHOBHTCSI MOHOTOHHBIM. PaccMOTpeHo 3aTyxaHue 1mois B miasMe (3atyxanue Jlangay). Pons mHBepcun HaceneHHOCTEH OepeT
Ha ce0s BeNMYMHA, MPOMOPIUOHANBHAS ITPOU3BOAHOM MO CKOPOCTH OT (DYHKIMM pacHpeeseHus >IeKTpoHoB. Eciu crekTpambHas
IIMpUHA [IaKeTa MaJla, MpOIEecC 3aTyXaHWs BOJHBI NMPHOOpETaeT XapaKTepHBIH OCHMIUIATOPHBIM BHA, O0OYCIOBJICHHBIH OOMEHOM
JHEprueil Mex 1y BOIHOM U 3aXBaYCHHBIMU €€ II0JIEM MIEKTPOHAMHU ILIa3Mbl. 3aTyXaHUE MIUPOKUX AKETOB IPAKTUYECKU MOHOTOHHOE
¢ hopMupoBaHHeM B OKpecTHOCTH (ha30BOM CKOPOCTH BOJHBI XapaKTEPHOTO «IUIATO» Ha (YHKIMHU PACIpeleeHHs dJIEKTPOHOB I10
CKOPOCTSIM.

KJIIOUEBBIE CJIOBA: 3aryxaHue BOJHOBOIO IaKeTa, AByXyPOBHEBask aKTHBHAs cpela, NHTEp(HEePEeHINs OCHMULIINI HHBEPCUT
HaceJleHHOCTeH, 3aTyxanue Jlanaay.

ITPO 3ATACAHHS XBHJIBOBOTI'O ITAKETY Y 3AIIOBHEHUX AKTUBHUM CEPEJIOBUIIEM TA IIVIASMOIO ¥
OBMEXEHUX CUCTEMAX
B.M. Kykuain, €.B. Iloknoncbkuii, C.M. CeBinos
Xapxiecvruil HayionanvHutl ynieepcumem imeni B.H. Kapasina, Xapxie, Ykpaina
m. Ce0600u 4, m. Xapkis, Ykpaina, 61022
B po6oTi ast yMOB 0OMEXEeHUX CUCTeM, SIKi (OPMYIOTh MPOCTOPOBY CTPYKTYPY IIOJISI, PO3IIISHYTI IPOLIECH 3aracaHHsl XBHIBOBHX
nakeTiB KinieBoi ammtityqu. [1lupuna miHil XBHIBOBOTO MOJIST BU3HAYAETHCS SIK AUCCUMATHUBHUMHE MpoliecaMu (B KBAaHTOBIH cucTeMi
1Ie BEJINYMHA, 3BOPOTHA YacCy JKHTTS CHEPreTHYHUX PiBHIB) a00 PEaKTHMBHUMH MpoLecaMy (B KIACHYHUX XBHICBOJHHMX CHCTEMax 1€
CIEKTpalbHA IIMpHHA TaKera). Y pa3i 3alOBHEHHS XBWJIEBOJY AKTUBHUM JBOPIBHEBUM CEPEJOBMILEM OIUC € MOXIMBHM 32
JIOTIOMOT 010 KBAa3iKJIaCHYIHOI MOZENI B3a€MOii oM 1 yacTHHOK. [Ipy IboMy KBaHTOBOMEXaHIYHHUI OTHC cepeoBHUILA 00'€THY€EThCS 3
KJIaCHYHHM YSBJICHHSM IoJs. TyT iCTOTHY poib rpae gactora Pali, 1o Bu3Ha4Ya€e IMOBIpHICTh 1HyKOBaHOTO BUIIPOMIHIOBaHHS 200
TIOTTIMHAHHS KBaHTIB ITI0JIS 1 OCHWIIATOPHY 3MiHY (HyTalilo) iHBepcii 3aceleHoCTi. 3aje)HO Bij CIIBBIAHOIIEHHS MiX 3HaYCHHSIMHI



46
EEJP. 1 (2020) Volodymyr M. Kuklin, Eugen V. Poklonskiy, et al.

yacToTu Pabi i mupuHH JiHiT XBUIIBOBOTO MAKETy MOXKE 3MiHIOBATHCh XapaKTep MOBEIIHKU MOJsl. Y CHIBHHX MOJSIX a00 MpH 3HAYHIN
iHBepCii 3aCeNICHOCTI IUPHHOIO JIiHIT MOJKHA 3HEXTYBATH, IIPH LIbOMY IIIIbHICTh €HEpPrii HOJIs TOCHTh BeJiMKa. B 11boMy BUMaAKy CIij
OYiKyBaTH TIOMITHHX HyTallill iHBepcii 3aCeNeHOCTi 3 Pi3HOI0 YacTOTOIO, 1[0 BiAMOBIAAE JIOKANBHINA YacToTi Pabi B pi3HUX 007acTIX
XBHJICBOAY, iHTep(EpeHIIis IKUX BU3HAYNTH OCHIATOPHY MTOBEIIHKY OIS XBIUIL. [Ipy HU3bKOMY PiBHI IHTEHCHBHOCTI €IEKTPUYHOTO
moJisi 00 HEBENMKUH 1HBEPCii 3aCENCHOCTI, PEXKUM 3MiHH aMIUTITYAH ITOJISl CTA€ MOHOTOHHUM. PO3rIsiHYTO 3aracaHHs MOJA B IDTa3Mi
(3aracanns Jlangay). Pons inBepcii 3acenenocti 6epe Ha ceGe BeMIrHa, MPOIOPIiifHA MOXiAHII IO MBUIKICTI Bifl GYHKIIT pO3IOaiTy
eJIEKTPOHIB. SIKIIO CIIEKTpajbHa IIMPHUHA MaKeTa Malia, MPOLEC 3aracaHHs XBHJII Ha0yBae XapaKTepHOTO OCLUHUJISTOPHOrO BUIIISLY,
00yMOBJICHOTO OOMIiHOM EHEpPIi€l0 MK XBHJICHO 1 3aXOIUICHHUMH ii MOJIEM CIEKTPOHAMHU IUIa3MH. 3aracaHHsl IIMPOKHX MaKeTiB
MPaKTHYHO MOHOTOHHE 3 ()OPMYBAaHHSIM B OKOJHUII ()a30BOi MIBUAKOCTI XBWJII XapaKTEPHOTO «IUIATO» Ha (QYHKIT pO3MOAiTY
€JICKTPOHIB 32 IBHUAKOCTAMH.

KJKOUYOBI CJIOBA: 3aracanHHs XBHJIBOBOIO MaKeTy, JBOPIBHEBE aKTHBHE CEpelOBHINE, iHTephepeHIis OCHWLii iHBepcil
3aCeNeHoCTi, 3aracanHs Jlanzay.
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THEORETICAL INVESTIGATION OF FUNDAMENTAL INHERENT PHYSICAL AND
OPTOELECTRONIC PROPERTIES OF ZnSnSb, CHALCOPYRITE SEMICONDUCTOR

Shalini Tomar?, (~’Shiv Raj Bhardwaj®, ©“’Saral Kumar Gupta?® “ Ajay Singh Verma®*
“Department of Physics, Banasthali Vidyapith, Rajasthan, (India) 304022
bDepartment of Physics, B S A College Mathura, (India) 281004
*Corresponding Author: ajay_phy@rediffmail.com, Mobile: +91 9412884655
Received November 18, 2019; revised November 22, 2019; accepted December 18, 2019

Here in, we have investigated fundamental inherent physical properties like as structural, electronic, optical, elastic, thermal etc of the
ZnSnSb; by using the accurate full potential linearized augmented plane wave (FP-LAPW) method. These materials have higher energy
gaps and lower melting points as compared to their binary analogues, because of which they are considered to be important in crystal
growth studies and device applications. For structural properties, the minimization has been done in two steps, first parameter u is
minimized by the calculation of the internal forces acting on the atoms within the unit cell until the forces become negligible, for this
MINTI task is used, which is included in the WIEN2K code. Second, the total energy of crystal is calculated for a grid of volume of the
unit cell (V) and c/a values. Five values of c/a are used for each volume and a polynomial is fitted to the calculated energies to calculate
the best c/a ratio. We have presented the electronic and optical properties with the recently developed density functional of Tran and
Blaha. Furthermore, optical features such as dielectric functions, refractive indices, extinction coefficient, optical reflectivity,
absorption coefficients, optical conductivities, were calculated for photon energies up to 40 eV. We have used WC and TB-mBJ
exchange correlation potential for these properties and yield a direct band gap of 0.46 eV for this material and the obtained electronic
band gap matches well with the experimental data. The TB-mBJ potential gives results in good agreement with experimental values
that are similar to those produced by more sophisticated methods, but at much lower computational costs. The main peaks of real part
of the electronic dielectric function &1(®w) which is mainly generated by electronic transition from the top of the valence band to the
bottom of conduction band, occurs at 1.59 eV and &1(®) spectra further decreases up to 4.99 eV. The imaginary part of the electronic
dielectric constant e2(®) is the fundamental factor of the optical properties of a material. The proposed study shows that the critical
point of the e2(®) occurs at 0.42 eV, which is closely related to the obtained band gap value 0.46 eV. The maximum reflectivity occurs
in region 3.74-11.33 eV. This material has non-vanishing conductivity in the visible light region (1.65 eV-3.1 eV), the main peak occurs
at 3.80 eV, which fall in the UV region. The elastic constants at equilibrium in BCT structure have also determined. The elastic stiffness
tensor of chalcopyrite compounds has six independent components, because of the symmetry properties of the space group, namely
Ci1, Ci2, C13, Cs3, Ca4 and Ces in Young notation. The thermal properties such as thermal expansion, heat capacity, Debye temperature,
entropy, Griineisen parameter and bulk modulus were calculated employing the quasi-harmonic Debye model at different temperatures
and pressures and the silent results were interpreted. To determine the thermodynamic properties through the quasi-harmonic Debye
model, a temperature range 0 K 500 K has been taken. The pressure effects are studied in the 0—7 GPa range. Similar trends have been
observed in the considered temperature range, but above 600 K trends get disturbed which may be due to melting of material. Based
on the semi-empirical relation, we have determined the hardness of the materials, which attributed to different covalent bonding
strengths. Most of the investigated parameters are reported for the first time.

KEYWORDS: Ab-initio calculations; electronic properties; optical properties; elastic constants; thermal properties

The A" B C," semiconductors have recently received attention due to their potential usage in various nonlinear
laser devices [1-3], i.e. second harmonic generation, sum mixing, difference frequency generation and parametric
oscillation covering a broad part of the electromagnetic spectrum from ultraviolet to the infrared through the visible region.
These materials have higher energy gaps and lower melting points as compared to their binary analogues, because of
which they are considered to be important in crystal growth studies and device applications. Apart from it, the other
important technological applications of these materials are in light emitting diodes, infrared detectors, infrared oscillations,
etc [4-8].

A considerable amount of experimental and theoretical work related to the prediction of crystal structures, lattice
constants, phase diagrams and related properties has been done during the last few years [9-13]. But comparatively, less
attention, however, has been paid to the ZnSnSb, which adopts a chalcopyrite structure [14,15]. Tenga et al [16] have
studied the high temperature form of ZnSnSb, which adopted a disordered cubic sphalerite structure where Zn and Sn
atoms are randomly distributed over the same crystallographic position. A first principles investigation by the same group
suggests that the tetragonal low-temperature form of ZnSnSb, has a narrow band gap of about 0.2 eV in agreement with
the semimetal behavior of the material. Very recently, Mishra et al [17] have demonstrated the effect of the p—d
hybridization, structural distortion and cation electronegativity on the band gap of the ZnSnSb, by using Tight binding
Linear Muffin-Tin orbital method.

In the paper we present the structural, electronic, optical, elastic and thermal properties of ZnSnSb, in chalcopyrite
phase. We have presented the theoretical study of expansion coefficient (a), heat capacities (Cy and C,), bulk modulus (B
and B;), Debye temperature (0p), hardness (H) and Gruneisen parameter (y) of ZnSnSb, which are nevertheless scarce in
literature. The outline of the paper is as follows. In section II we have given a brief review of the computational scheme

© Shalini Tomar, Shiv Raj Bhardwaj, Saral Kumar Gupta, Ajay Singh Verma, 2020
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used. The calculations of the structural, electronic and optical properties along with the computed elastic and thermal
properties are described in section III; while the summary and conclusions are drawn in section VI.

COMPUTATIONAL METHODS

The calculations were done using FP-LAPW computational scheme [18,19] as implemented in the WIEN2K
code [20]. The FP-LAPW method expands the Kohn-Sham orbitals in atomic like orbitals inside the muffin-tin (MT)
atomic spheres and plane waves in the interstitial region. The Kohn-Sham equations were solved using the recently
developed Wu-Cohen generalized gradient approximation (WC-GGA) [21,22] for the exchange-correlation (XC)
potential. It has been shown that this new functional is more accurate for solids than any existing GGA and meta-GGA
forms. For a variety of materials, it improves the equilibrium lattice constants and bulk moduli significantly over local-
density approximation [23] and Perdew-Burke-Ernzerhof (PBE) [24] and therefore is a better choice. For this reason we
adopted the new WC approximation for the XC potential in studying the present systems. Further for electronic structure
calculations modified Becke—Johnson potential (TB-mBJ) [25] as coupled with WC-GGA is used.

The valence wave functions inside the atomic spheres were expanded up to /=10 partial waves. In the interstitial
region, a plane wave expansion with RutKmax equal to seven was used for all the investigated systems, where Ry is the
minimum radius of the muffin-tin spheres and Kmax gives the magnitude of the largest K vector in the plane wave
expansion. The potential and the charge density were Fourier expanded up to Gmax = 10. We carried out convergence tests
for the charge-density Fourier expansion using higher Gmax values. The Ryt (muffin-tin radii) are taken to be 2.2, 2.22
and 2.15 (in atomic unit) for Zn, Sn ans Sb respectively. The modified tetrahedron method [26] was applied to integrate
inside the Brillouin zone (BZ) with a dense mesh of 5000 uniformly distributed k-points (equivalent to 405 in irreducible
BZ) where the total energy converges to less than 107 Ry.

RESULTS AND DISSCUSSION
Structural Properties

The ternary chalcopyrite semiconductor crystallizes in the chalcopyrite structure with sapce group 7 —42d (D)}).
The Zn atom is located at (0,0,0); (0,1/2,1/4), Sn at (1/2,1/2,0); (1/2,0,1/4) and Sb at (u,1/4,1/8); (-u,3/4,1/8); (3/4,u,7/8);
(1/4,-u,7/8). Two unequal bond lengths dzn-sp and dsn-sp result in two structural deformations, first is characterized by u
parameter defined as u=0.25+ (dza.sp> — dsn.sv>)/a> where a is the lattice parameter in x and y direction, and the second
parameter n=c/a, where c is lattice parameter in z direction which is generally different from 2a.

To determine the best energy as a function of volume, we minimized the total energy of the system with respect to
the other geometrical parameters. The minimization is done in two steps, first parameter u is minimized by the calculation
of the internal forces acting on the atoms within the unit cell until the forces become negligible, for this MINI task is used
which is included in the WIEN2K code. Second, the total energy of crystal is calculated for a grid of volume of the unit
cell (V) and c/a values, where each point in the grid involves the minimization with respect to u. Five values of c/a are
used for each volume and a polynomial is then fitted to the calculated energies to calculate the best c/a ratio. The result is
an optimal curve (c/a, u) as a function of volume. Further a final optimal curve of total energy is obtained by minimizing
the energy verses [V, c/a (V), u (V)] by FP-LAPW calculations and Murnaghan equation of state [27].

Further we have used the calculated lattice constants for determination of inter atomic distance for A—C and B—-C
bonds by the following relations [15].

x=0.5-(c?/32a> — 1/16)"%; dac = [a’x? + (42 + c?) / 64]';
dpc = [22(1/2 — x)? + (4a2+ ¢?) / 64]"% d (in A) = (dac + d.c)/2. 1)

We have also calculated the bulk modulus (B in GPa) by using the semi-empirical equations developed by Verma
and co-authors [28, 29] for chalcopyrite semiconductors as follows,

kT
B=A+Sx322,Z, X(BTJ )

B=4056(2,2,Z,)""d", (3)

where kg, T, © and d is the Boltzman’s constant, melting temperature, bond volume and inter atomic distance
respectively; Z1Z,Z5 (product of ionic charges)48 for A"B'VC," semiconductors. A and S are constants and the values are
9.09042 and 38.47051 respectively for the chalcopyrite semiconductors. Table 1 presents the lattice constants and
obtained along with the bulk modulus and its pressure derivative (B"). The calculated total energy per ZnSnSb; unit as a
function of volume is shown in Fig. 1.
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Fig. 1. Calculated total energies as a function of volume of ZnSnSbz
Table 1
The various obtained parameters of ZnSnSb; calculated in WC-GGA
a(A) c(A) u d (A)°¢ B (GPa) B’
6.259* 12.901% 0.235* 2.739% 46" 7.978"
6.273% 12.546% 2.716% 35%, 47*%, 49***
QF(103°m?) T (K)* n? nP £ oo
32.2122 600 K 3.693 4.157 13.64 13.0
#this work; $SReference [15]; “Calculated from equation (1); PCalculated from equation (8); Calculated from equation (7); Q is
bond volume, *Calculated from equation (2); **Calculated from equation (3); ***Calculated from equation (3) data taken from
Reference [15].

Electronic and optical properties
The present calculations using the WC and TB-mBJ method yields a direct band gap of 0.46 eV for ZnSnSb,, as
shown in Fig. 2(a).
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As clear from the Fig. 2 that the obtained electronic band gap matches well with the experimental data (0.4 eV)
predicted by Kiselyova et al [30]. Mishra et al, [17] and Bhosale et al [31] have been reported an estimate of the theoretical
band gap of ZnSnSb, as 0.19 eV and 0.46 eV respectively. The total and partial density of state (TDOS and PDOS)
corresponding to the band structures shown in Fig. 2(b) along with the Fermi energy level for 0 GPa pressure. The position
of the Fermi level is at 0 eV. The PDOS are very useful as they give information on hybridization and the orbital character
of the states. It can be seen that in Fig. 2(b), the lowest valence bands are essentially dominated by Sb-s states, with minor
presence Sn-p and Sn-s states. The intermediate valence band is essentially dominated by Zn-d states. The other valence
bands are essentially dominated by Sb-s states. The conduction band consists essentially of Sn-s and Sb-p with a minor
presence Sn-p and Sb-s states. The comparison of the theoretical band gaps with available experimental data shows that
TB-mBJ correlation potential allows the prediction of band gap values much closer to the experimental values. The TB-
mBJ potential gives results in good agreement with experimental values that are similar to those produced by more
sophisticated methods, but at much lower computational costs [25].

The linear response to an external electromagnetic field with a small wave vector is measured through the complex
dielectric function,

g(0)= g1(0)+ iex(w), 4

which is related to the interaction of photons with electrons[32]. The imaginary part €x(w)of the dielectric function could
be obtained from the momentum matrix elements between the occupied and unoccupied wave functions and is given

by [33]
(eefips)

The real part €;(®) can be evaluated from &;(®)using the Kramer-Kronig relations and is given by[34]

2

S| E{-E} -ho]. (5)

27’ A
IS wur

&, iec.fev k

&(w) =

2\ [()'2 6'2 ( 6()')
glw)=1+ — || ——Fdw" (6)
7)o 0" —w

All of the other optical properties, including the absorption coefficient a(x), the refractive index n(x), the extinction
coefficient k(x), and the energy-loss spectrum L(x), can be directly calculated from &(®) and &(®) [33,35].
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Fig. 3. The calculated (a) real e1(®) and (b) imaginary &2(®) parts of complex dielectric constant for ZnSnSbz

Fig. 3(a) and 3(b) displays the real and imaginary parts respectively of the electronic dielectric functions &(®)
spectrum for the photon energy ranging up to 40 eV. The main peaks of real part of the electronic dielectric function g;(®)
which is mainly generated by electronic transition from the top of the valence band to the bottom of conduction band,
occurs at 1.59 eV and €1(o) spectra further decreases up to 4.99 eV. Optical spectra exhibit anisotropy in two directions
(along basal-plane and z-axis) with a very small difference (0.01517) in the static limit. The imaginary part of the
electronic dielectric constant & () is the fundamental factor of the optical properties of a material. The proposed study
shows that the critical point of the &>(®) occurs at 0.42 eV, which is closely related to the obtained band gap value 0.46
eV. This point corresponds to the I'— I, splitting which gives the threshold for the direct optical transitions between the
absolute valence band maximum and the first conduction band minimum and is known as fundamental adsorption edge.
An estimation of dielectric constant for the comparison can be given by the relation developed by Verma et al [13] for
chalcopyrites as follows,

w=5(2,2,)' &, )
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where dxy is the inter atomic distance of (A-C and B-C bond). ZxZy is product of ionic charges of A-C and B-C bond
and the values are 6 and 12 respectively. A and S are constants with the values 0.83 and 0.27 respectively for ATBVC,Y
semiconductors.

Fig. 4(a),(b) present the refractive index n (@) and the extinction coefficient k (o) respectively. The refractive index
spectrum shows an anisotropic behavior (An (0eV)=0.02052), hence only the average value is listed in Table 1.
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Fig. 4. The calculated (a) refractive index and (b) extinction coefficient for ZnSnSba

The refractive index increases with energy reaching a maximum value in the visible region for all compounds. The
peak values the refractive index has a value of 4.39 at 1.61 eV. The extinction coefficient k (®) is related to the decay or
damping of the oscillation amplitude of the incident electric field, the extinction coefficient k (@) decreases with
increasing the incident photon energy. The peak value obtained for the extinction coefficient occurs at the point where
the dispersive part of dielectric constant (¢; (®)) has a zero value (Fig. 4(a)) for all the compounds. The extinction
coefficient k (@) decreases with increasing the incident photon energy.

The refractive index (n) of these compounds can also be evaluated by using the relation given by Verma et al[36]
for chalcopyrites as follows,

n=03122,2,)""d*, (8)

Where d is the inter atomic distance and Z,Z,Z; (product of ionic charges) = 48 for ATB™VC," semiconductors.

The calculated optical reflectivity R () and absorption coefficient are o (w) displayed in Fig. 5(a),(b) respectively.
The maximum reflectivity occurs in region 3.74 eV - 11.33 eV. The absorption coefficient indicates the fraction of light
lost by the electromagnetic wave when it passes through a unit thickness of the material. It is clear that polarization has a
minor influence on the spectrum. From the absorption spectrum, we can easily find the absorption edge at 0.45 eV. When
the photon energy is more than the absorption edge value, then adsorption coefficient increases. The absorption
coefficients further decrease rapidly in the high energy region, which is the typical characteristic of semiconductors.
Optical conductivity parameters are closely related to the photo-electric conversion efficiency and mainly used to measure
the change caused by the illumination. Fig. 6 shows the optical conductivity of ZnSnSby. It’s clear that the material has
non-vanishing conductivity in the visible light region (1.65 eV - 3.1 eV), the main peak occurs at 3.80 eV, which fall in
the UV region.
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Fig. 5. The calculated (a) reflectivity (R (®)) and (b) absorption coefficient (a(®)) for ZnSnSbz
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Fig. 6. The calculated photoconductivity (c(®)) for ZnSnSbz

Elastic Properties

The determination of the elastic constants requires knowledge of the curvature of the energy curve as a function of
strain for selected deformations of the unit cell. The deformations [37] are shown in Table 2 and chosen such that the
strained systems have the maximum possible symmetry. The WIEN2K package [20] facilitates this task by providing a
force-driven optimization of the internal cell geometry. The elastic stiffness tensor of chalcopyrite compounds has six
independent components, because of the symmetry properties of the D)} space group, namely Ci1, Ciz, Ci3, C33, Ca4 and
Ces in Young notation. The calculated elastic constant for the tetragonal phase of ZnSnSb, are listed in Table 3. The
calculated elastic constants fulfill the mechanical stability criteria for the tetragonal systems:

Ci1> |Cial, (C11#+C12) Ca3> 2C13%, Cag> 0, and Cee> 0.

In order to check the internal consistency of calculated elastic constants we can compare the bulk modulus reported
on Table 1&3 with an equivalent combination of the Cj’s.
Table 2.

The lattice parameters of the deformed tetragonal unit cell, the expression relating the 6 and € variables, the finite
Lagrangian strain tensor (Voigt notation) and the value of the second derivative, (1/2V)(d?E/de?), in terms of the elastic
constants (¢ being deformation coordinate and E the energy)

Strained cell £ Strain (1) dE%/d €2
(a+8,a+8,572 90,00,90) @9’ 2.5 00,0 Ly +emste,ile,
a a’ 22 2a 4 8 2
(a+6,a+6,¢,90,90,90) (“f)z -1 £.£,0,0,0,0) L, vy
a 22 4
(a,a,5 +C§,90,90,90) (”f)z -1 (0,0,%,0,0,0) éCm
c
(a+0Yy £ 1
(a,a+8,¢,90,90,90) 2 0.£.0.0.0,0 S
a
(a,a,c,90,90 + 5,90) sin o (0,0,0,0,¢,0) Cu
(a,a,¢,90,90,90 + ) sin & (0,0,0,0,0,¢) Ces
Table 3.
Elastic constants C;; (in GPa) of ZnSnSb, compared with available data
Cn Cn Ci Cs Cy Css
63.4%, 78.7* 39.2%,49.2% 33.1%,46.7* 65.6%, 73.8* 49.9% 27.1* 74.4%, 24.6*
B (GPa)* G (GPa)” Y (GPa)” v# Ka (GPa!)* Ke (GPa'h*
45 33 80 0.20 0.0072 0.0080
*Calculated from equation (29); *this work

Bulk modulus should be found from above by the Voigt approximation (uniform strain assumption) [38-40]:

1
B, =§(2C11 +C,, +2C, +4C,;), 9)
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BR _ (Cn +C12)C33 _2C123 . (10)

C,+C,+2C,; -4C,
Voigt and Reuss approximations provide, in fact, an estimation of the elastic behaviour of an isotopic material, for
instance a polycrystalline sample. Such a medium would have a single shear constant, G, upper bounded (Gy) and lower

bounded (Gr) by

1

G, :%(M+3C“ -3C, +12C,, +6C), (11)
-1
18B 6 6 3
Gy =15 2V + t——+—— ; C"=(C,+C,)C;; -2C};. (12)
c (Cu _Clz) C44 C66

In the Voigt-Reuss-Hill approximation [41], the B and G of the polycrystalline material are approximated as the
arithmetic mean of the Voigt and Reuss limits:

B, +B

p-BrtBe (13)

2
G- @ , (14)
Finally the Poisson ratio and the Young modulus are obtained as

b 3B-2G ’ (15)

2(3B+G)
9BG

Y= . (16)

3B+G

Using the single crystal C;; data, one can evaluate the linear compressibilities along the principles axis of the lattice.
For the tetragonal structure, the linear compressibilities k, and k. along the a- and c-axis respectively are given in term of
elastic constants by the following relations;

Ka:_l@a: C,-C;, . (17)
adp Cy (Cll +C12)_2C13
_ 1dc C,+C,-2C; (18)

K,=———= .
‘ cip Gy (C11+C12)_2C123

Pugh [42] proposed that the resistance to plastic deformation is related to the product Gb, where ‘b’ is the Burgers
vector, and that the fracture strength is proportional to the product Ba, where ‘a’ corresponds to the lattice parameter. As
b and a are constants for specific materials, the Ba/Gb can be simplified into B/G. This formula was recently exploited in
the study of brittle vs ductile transition in intermetallic compounds from first-principles calculations [43, 44]. A high B/G
ratio is associated with ductility, whereas a low value corresponds to the brittle nature. The critical value which separates
ductile and brittle material is around 1.75, i.e., if B/G > 1.75, the material behaves in a ductile manner otherwise the
material behaves in a brittle manner. We have found that B/G ratio is 1.35, classifying the material as brittle. The c/a ratio
is ~ 2.06, indicates the behavior similar to its binary analog.

Thermal Properties
To investigate the thermodynamic properties of Zn-chalcopyrite, we have used Gibbs program. The obtained set of
total energy versus primitive cell volume determined in previous section has been used to derive the macroscopic
properties as a function of temperature and pressure from the standard thermodynamic relations. Gibbs program is based
on the quasi-harmonic Debye model [45], in which the non-equilibrium Gibbs function G*(V; P, T) can be written in the
form of:

G (V;P,TY=E(V)+PV +4,[0,;T] (19)

where E(V) is the total energy per unit cell, PV corresponds to the constant hydrostatic pressure condition, 6p is the Debye
temperature, and A, is the vibrational term, which can be written using the Debye model of the phonon density of states
as [46, 47]:

A,[60,:T] = nkT {% +3ln(l—¢ 77)-D [?ﬂ (20)

where n is the number of atoms per formula unit, D(6/T) represents the Debye integral, and for an isotropic solid, 0 is
expressed as [46]:

h il A B
eD:;[aﬂ VAn} f(o)5 @1
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M being the molecular mass per unit cell and Bs the adiabatic bulk modulus, approximated by the static
compressibility [45]:
d’E()
dv’?

By=B(V)=V (22)

f (o) is given by Refs. [45,48, 49]; where o is the Poisson ratio.
Therefore, the non-equilibrium Gibbs function G*(V; P, T) as a function of (V; P, T) can be minimized with respect

to volume V,

oG*(V;P,T

[—( 22 J =0. (23)
oV or

By solving Eq. (23), one can obtain the thermal equation of state (EOS) V(P, T). The heat capacity Cyv and the
thermal expansion coefficienta are given by [41],

Z 30/T
S = nk{4p(§j—3lna—e"’”)} (25)
a=25 (26)
BV
where vy is the Griineisen parameter, which is defined as:
dIno¥)

- 27

TN @7)

Through the quasi-harmonic Debye model, one could calculate the thermodynamic quantities of any temperatures
and pressures of compounds from the calculated E-V dataat T=0 and P = 0.

We have also provided a prediction of the hardness (H in GPa) and six independent elastic constants (C;; in GPa) by
using the semi-empirical equations developed by Verma and co-authors[50, 517,

H =K BX*! (28)
B = Bulk modulus; K = 0.59for A"TBIVC,V
k T 0.15
Q,-=4,-X((ZZB—Z'")QJ (i=1,3,4,6andj=1,2,3,4,6) (29)
19243

A11 = 160, A]g = 100, A13 = 95, A33 = 150, A44 = 55, A66 = 50
where Z; Z, and Zsare the ionic charges on the A, B and C elements respectively and the value of product of ionic charge
is 48 for A'BVC,V [50]. The calculated values are presented in Table 3.
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Fig. 7. The calculated values of (a) Volume (V) and (b) Bulk modulus (B) at different temperature and pressure for ZnSnSbo.

To determine the thermodynamic properties through the quasi-harmonic Debye model, a temperature range
0 K-500 K has been taken. The pressure effects are studied in the 0—7 GPa range. Similar trends have been observed in
the considered temperature range, but above 600 K trends get disturbed which may be due to melting of material. Hence
for convenience we have taken 600 K as the melting temperature (T.) in the proposed study. Fig. 7(a) presents
relationships between the equilibrium volume V (bohr?) and pressure at various temperatures. Meanwhile, V increases
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slightly as the temperature increases, whereas the equilibrium volume V decreases dramatically as the pressure P increases
at a given temperature. This account suggests that the ZnSnSb, under loads turns to be more compressible with increasing
pressure than decreasing temperature. Fig. 7(b) presents the bulk modulus slightly which decreases with increasing
temperature at a given pressure and increases with increasing pressure at a given temperature.
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Fig. 8. (a) Debye temperature and (b) Thermal expansion coefficients at various temperature and pressure for ZnSnSba.

The variation of the Debye temperature Op (K) as a function of pressure and temperature illustrated by proposed
results is displayed in Fig. 8(a). With the applied pressure increasing, the Debye temperatures are almost linearly
increasing. Fig. 8 (b) shows the volume thermal expansion coefficient a(10/K) of ZnSnSbsat various pressures, from
which it can be seen that the volume thermal expansion coefficient a increases quickly at a given temperature particularly
at zero pressure below the temperature of 300 K. After a sharp increase, the volume thermal expansion coefficient of the

ZnSnSby is nearly insensitive to the temperature above 300 K due to the electronic contributions.
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Fig. 9. Heat capacity vs temperature at various pressures for ZnSnSba.

As very important parameters, the heat capacities of a substance not only provide essential insight into the vibrational
properties but are also mandatory for many applications. The proposed calculation of the heat capacities Cp and Cvy of
ZnSnSbyverses temperature at pressure range 0-7 GPa are shown in the following Fig. 9. From this figure, we can see that
the constant volume heat capacity Cv and the constant pressure capacity Cp are very similar in appearance and both of
them are proportional to T3 at low temperatures. At high temperatures, the anharmonic effect on heat capacity is
suppressed; which is called Dulong-Petit limit, with the increasing of the temperature, whereas Cp increases
monotonically with the temperature. Fig. 10(a) shows the entropy vs temperature at various pressures for ZnSnSb,. The
entropies are variable by power exponent with increasing temperature but the entropies are higher at low pressure than
that at high pressure at same temperature. The Griineisen parameter y is another important quantity for the materials. In
Fig. 10(b), we have shown the values of Griineisen parameter y at different temperatures and pressures. It shows the value
y increases as the temperature increases at a given pressure and decreases as the pressure increases at a given temperature.

Table 4.

Selection of thermal properties of ZnSnSb, at 300 K; isothermal and adiabatic bulk moduli (B and Bs in GPa), Hardness
(H in GPa), Gruneisen parameter (y), Debye temperature (0p in K) and thermal expansion coefficient (o in 10-5/K),

B (GPa) Bs (GPa) H (GPa) y 0p (K) o (105/K)
47.1 484 2.64 1.86 235 4.94
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In Fig. 11, we have shown the values of hardness (H in GPa) at different temperatures and pressures. It shows the
hardness decreases as the temperature increases at a given pressure and increases as the pressure increases at a given
temperature. The values of hardness are reported for the first time at different pressure and temperature. Table 4 present
the thermal properties such as isothermal bulk modulus, hardness, Griineisen parameter, Debye temperature and thermal
expansion coefficient at 300 K.

550 |-

195} | —®—0GPa—@—1GPa
3 GPa—w—5GPa

L I 7GPa
450 _ 1.90 |

500 |-

400 |-

350 |- 1.85 | -——"

=
300 |- | —
200 [ / —m—0GPa . _
wf / —®—1GPa |
o / 7 GPa L

.

0

S (J/mol.K)

n 1 1 n 1 n 1 n 1
0 100 200 300 400 500 0 100 200 300 400 500

Temperature (K) Temperature (K)
. (@ . . (b)
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Fig. 11. Hardness vs temperature at various pressures for ZnSnSba.

SUMMARY AND CONCLUSION

We have successfully simulated the ZnSnSb, compound based on the DFT method using the full potential linear
augmented plane waves (FP-LAPW), as embodied in the WIEN2k code, and applied the TB-mBJ exchange potential on
this system to predict its band gap more precisely. Besides, the calculated partial DOSs indicated that majority of the
valence electronic bands correspond to the p orbitals of antimony atoms which are consistent with those of the other
semiconductors of the same group. The proposed result shows that TB-mBJ has significantly improved the electronic
structure of the system. A direct band gap of 0.46 eV, which is very close to the experimentally measured value of 0.40
eV, was obtained. We have compared electronic, optical and elastic properties with the calculated values of theoretical
models [13, 28, 29, 36, 50, 51]. The values are in good agreement with the proposed method and theoretical models.
Thermal properties such as Griineisen parameter, volume expansion coefficient, bulk modulus, specific heat, entropy,
Debye temperature and hardness are calculated successfully at various temperatures and pressures, and trends are
discussed. To the best of our knowledge, most of the investigated parameters are reported for the first time and hoped to
stimulate the succeeding studies.
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TEOPETUYHE JOCJJIII)KEHHA @YHIAMEHTAJIBHUX ®I3UYHUX TA OIITOEJEKTPOHHUX
BJACTHUBOCTEM HAINIBIPOBITHUKOBOI'O XAJKOIIIPUTY ZnSnSh2
I1I. Tomap?, LI.P. Bxapasaii®, C.K. T'ynra®, A.C. Bepma?
“@isuunui paxyromem, banacmxani Bio anim, Padacacman, (Inoia) 304022
bDizuunuii paxynomem, BSA Konedoe Mamypa, (Inois) 281004

B crarTi mociipkeHo HeBig'€MHI (yHIaMEHTalIbHI (hi3H4HI BIACTUBOCTI, TaKi SK CTPYKTYpHI, SIEKTPOHHI, ONTHYHI, IPY>KHi, TEIIOBI
Tomo s ZnSnSbz, BUKOPUCTOBYIOUM TOYHMI NMOBHUHM IOTEHMIaJ JiiHeapu3oBaHOi po3mmpeHoi miockoi xsuwia (FP-LAPW). Li
MaTepiajii MaloTh OiJIbII BUCOKI HEPreTHYHI IIIMHHU Ta HYDKY1 TEMIIepaTypH IIIaBJICHHS HOPIBHSHO 3 X OiHAPHUMU aHAJIOTaMH, Yepe3
[0 BOHU BBAXAIOTHCS BAXJIMBUMHU B JIOCHI/DKEHHSX POCTY KPUCTANiB Ta B 3aCTOCYBaHHI I MPUCTPOiB. It CTPYKTYpHHX
BJIACTUBOCTEH MiHiIMi3allis MPOBOAUTHCS B JBa €TalH, NEPLIMi MapamMeTp U MiHIMi3y€eThCsl LIISIXOM OOUMCIICHHSI BHYTPILIHIX CHIL, 10
JIIOTh HA aTOMHU BCEPEANHI OAMHUYIHOI YapyHKH, TIOKH CHJIM HE CTAHYTh HE3HAYHHMH, JJIsI [IbOTO BUKOPHCTOBYEThCs 3aBaanHs MINI,
10 BxoauTh 10 kogy WIEN2K. ITo-apyre, 3aranpHa eHepris KpucTana 00UUCIIIOEThCS A CiTKH 00'eMy oquHUYHOI YyapyHkH (V) Ta
criBBiZHOIIEHHS c/a. 71 KOKHOTO 00'eMy BHKOPHCTOBYIOTHCS I'SITh 3HAYCHB C€/a, 1 3aCTOCOBYETHCS IMOJIHOMIiaJbHA IMiATOHKA IO
OOUHCIIeHHX eHeprii, mob oTpUMaHHs HaHKpaIOTro CIiBBITHOUIEHHS c¢/a. MU NpeacTaBuIIN eIEKTPOHHI Ta ONTHYHI BIACTHBOCTI 3
HEIOaBHO PO3poOJIeHNM (yHKIioHANOM miabsHOCTI Tran i Blaha. Kpim Toro, ontudHi XapakTepUCTHKH, Taki SK MieJEKTPHIHI
GyHKIIT, TOKa3HUKH 3aJIOMJICHHS, KOE(Ili€HT 3racaHHs, ONTHYHA BiJOWBHA 3/aTHICTh, KOCQIII€HTH MOTIUHAHHSI, ONTHYHA
MPOBIHICTB, po3paxyBanu i eHepriii Gorona no 40 eB. [[ns nux BiaactuBocteit Mu BukopuctoByBau WC i TB-mBJ oOMinuwmi
KOpEeJISLIHUI MOTeHIia) 1 OTpUMay BelNn4nHy 3a00poHeHol 30HH y aiamna3oni 0,46 eB s 1poro Marepiaiy, i otpuMaHa 3a00poHeHa
30HHU Jiana3oHy ao0pe BimmoBimae excriepumeHtansHuM ganuM. [lorennian TB-mBJ pae xopoury 3roay 3 eKcliepUMEHTaIbHUMU
3HAUCHHSMU, TOAI0HUMH JI0 THX, IO OTPUMYIOTHCS OLTBII JOCKOHAIMMHU METOAAMH, aJie 32 3HAYHO MEHIITNX 004NCIIFOBATEHUX BUTPAT.
OcCHOBHI HiKH peabHOI YaCTHHU eNEKTPOHHOI JieTeKTpHIHOI yHKIIIT £1(®), IKa B OCHOBHOMY I'€HEPYEThCS €IEKTPOHHIM IIEPEX00M
BiJl BEpIIMHHU BAJICHTHOI 30HU JJO HIKHBOI 30HU IPOBIAHOCTI, HacTymnae mpu 1,59 eB, a ciekrpu €1(®) gani 3meHmIyoTses 10 4,99 eB.
VsBHA dYacTHHA ENEKTPOHHOI MiCJEKTPHYHOI IOCTIHHOI €2(®) € OCHOBHMM (DAaKTOPOM ONTHYHHX BIIACTUBOCTEH Matepiaiy.
[IporoHOBaHe OCIIIKEHHS TT0Ka3ye, 0 KPUTHYHA TouKa £2(®) BUHUKae npu 0,42 eB, 110 TiCHO MOB'A3aHe 3 OTPUMAHUM 3HAYCHHSIM
mrinuay B aianasoni 0,46 eB. MakcumainbHa BiJOMBHA 3/1aTHICTh BUHUKAE B 00macTi 3,74-11,33 eB. lleit MaTepian Mae He 3HHKAIOUY
MPOBIAHICTh Yy 30HI Bumumoro csitia (1,65 eB — 3,1 eB), ocHoBHuii mik Hactae npu 3,80 eB, sikuii morpamwisie y Y@ 00671acTs.
Bu3Ha4yeHO TakoX Npy»KHI KOHCTaHTH IpH piBHOBa3i B cTpykTypi BCT. TeH3op npyxHO1 )KOPCTKOCTI CHOITYK XaJIbKOMIPUTY Ma€ IIiCTh
HE3aJeKHUX KOMIIOHEHTIB Yepe3 BIACTUBOCTI CHMeETpil mpoctopoBoi rpymu, a came: Cii, Ci2, Ci3, C33, Cas Ta Co6 y HOTamii FOHra.
TennoBi BIAaCTHUBOCTI, Taki SK TEIUIOBE PO3MIMPEHHS, TEIUIOEMHICTh, Temmeparypa Jlebas, eHTpomis, mapamerp ['proHaii3eHa Ta
o0'eMHMIT MOmynb, Oynu OOYMCIIEHI 3a JOMOMOTOI0 KBasirapMoHi4HOi Mojeni [lebas mpm pi3HHX TeMmeparypax i Tucky. s
BH3HAYEHHS TEPMOJMHAMIYHHIX BIACTHBOCTEH 3a JOMOMOTo0 KBa3irapMoHidHoi Mozeni Jle6Gast Oyio B3sTO TeMIepaTypHHH Jiarna3oH
0 K-500 K. Edexru tucky mocnimkeno B mianazoni 0 — 7 I'Tla. IToxiOHi TeHaeHWIi crocTepiraloThCs i B pO3MIISTHYTOMY Jliana3oHi
Temreparyp, ane Bume 600 K TpeHam mnopynryrotecs, 1o Moke OyTH IOB'S3aHO 3 IUIaBICHHSAM MaTepiany. Buxomsum 3
HaMiBEMITIPUYHOTO BiJHOLICHHS, MU BU3HAYMIM TBEPAICTb MaTepialiiB, [0 MOB’I3aHO 3 Pi3HOIO CHIIOI0 KOBAJCHTHOTO 3B’s13Ky. IIpo
OITBLIICTD JOCHIIKYBAaHUX MTapaMETPiB MOBIAOMIISIETHCS BIEPIIIE.

KJIIOUYOBI CJIOBA: obuncnenHst Ab-initio; eleKTpOHHI BIACTHBOCTI; ONTHYHI BJIACTHUBOCTI; MpPY)KHI KOHCTaHTH; TEIUIOBI
BJIACTHBOCTI

TEOPETHYECKHUE UCCIEJOBAHUA ®YHIAMEHTAJIbHBIX ®PU3HYECKUX U OIITO3JIEKTPOHHBIX
CBOMCTB OJYIIPOBOJHUKOBOI'O XAJIKOIIMPUTA ZnSnSb2
1. Tomap?, UL.P. Bxapagaii®, C.K. T'ynra®, A.C. Bepma?
“Quzuyeckuil paxyromem, banacmxanu Buovsanum, Paoxcacman, Hnous, 304022
b@usuueckuii parxynromem, BSA Konneooe Mamyp, Hnous, 281004
B crartee uccnenoBaHbl HeoTheMJIeMble (YHIAMEHTalbHbE (M3UYECKHE CBOMCTBA, TaKUE KaK CTPYKTYPHbBIC, 3JIEKTPOHHBIC,
ONTHYECKHE, YNpyTHe, TEIUIOBbIe W T.A. M ZnSnSb2, ncrons3ysl TOUHBIN HOJNHBIA MMOTEHIMAN JIMHEAPH30BAHHOH pacIIMpeHHON
mwiockoit BoaHbI (FP-LAPW). Ot MaTepuansl UMEIOT OoJiee BRICOKHE SHEPIeTHUCCKIE I U HU3KHE TEMIIEPaTyphl IIaBJICHHUS 10
CPaBHEHHIO C X OMHAPHBIMH aHAJIOTaMH, IO3TOMY OHH CUMTAIOTCS! BAXXKHBIMH B UCCIIEOBAaHHUSAX POCTa KPUCTAIOB M B IPHMEHEHNHT
JUISL yCTPOHUCTB. J[IIsl CTPYKTYPHBIX CBOMCTB MUHUMHM3AIMS ITPOBOMIIACE B JIBA ATAlla, HEPBEIH MapaMeTp «U» MUHUMU3UPYETCS Iy TeM
BBIYHCIICHUS] BHYTPEHHUX CHJI, JEHCTBYIOIIMX Ha aTOMbI BHYTPU SIMHUYHON SYEHKH, OKA CHIIBI HE CTAaHYT HE3HAUUTEIILHBIMU, JUIS
3TOoro ucnoib3yercs 3aaaua MINI, koropast Bxoaut B ko WIEN2K. Bo-BTopbIX, 00111ast SHEPrHsi KPUCTAIIA HCUUCIISCTCS TS CETKH
ob0bema exuHNYHOM stueiiku (V) u cooTHOweHUs «c/ay». st Kaxaoro odbeMa UCHONb3YIOTCS MATh 3HAUCHUH «C/ay, U IPUMEHSIETCS
MOJIMHOMUAJIbHAS. TIOATOHKA BBIYMCICHHBIX SHEPrHi, Ul TONYyYeHUs] HAWIYdIIero COOTHOLIEHHS «c/a». MBI TpeacTaBuin
JNIEKTPOHHBIC M ONTHYECKHE CBOHCTBA HEAABHO Pa3pabOTaHHBIM (yHKIHOHAIOM IoTHOCTH Tran n Blaha. Kpome Toro, ontuaeckue
XapaKTepHCTHKU, TaKWe KaK IUIIEKTPHUeCKHe (YHKIWM, ITOKA3aTeNu NpeIoMiIeHHs, Kod(p(UIMEHT 3aTyXaHHs, ONTHYECKas
oTpakaTelbHas CIIOCOOHOCTh, KOA()(MUIMEHTHI MOTJIOMEHUS, ONTHYECKasi IPOBOAUMOCTD, PACCUUTAHbI ISl SHEPTHil (POTOHOB 10
405B. [lns atux cBoictB MBI ucnons3oBad WC n TB-mBJ oOMeHHBIN KOppETAHOHHBIN MOTCHIMAN U IOMYYHIN BEIHIHHY
3alpellieHHoH 30Hb! B Auanas3oHe 0,46 3B ju1g aToro Matepuaa, ¥ nojy4eHHasl IIMPHHA 3aIPEIICHHON 30HbI XOPOILIO COOTBETCTBYET
9KCIIepUMEHTAIBHBIM AaHHbIM. [lotennman TB-mBJ naet xoporiee coryacue ¢ SKCIiepUMEHTaIbHBIMHA 3HAUCHUSIMH, NTOJO0HBIE TEM,
YTO TMOTY4aroTCsi 6oyee COBEPIIEHHBIMH METOJAMH, HO MPH 3HAUUTENLHO MEHBIINX BBIYUCIUTENBHBIX 3aTpaTaX. OCHOBHBIE MHKU
peanbHOM YacTH NEKTPOHHON THANEKTPUIECKON QyHKIUH €1(®), KOTOpas B OCHOBHOM T€HEPUPYETCS NEKTPOHHBIM IEPEX0J0M OT
BEPIIMHBI BAJICHTHOH 30HBI O HIDKHEH 30HBI MPOBOAWMOCTH, HacTymaeT mpu 1,59 5B, a cnektpsl €1(®) Jayiblie YMEHBIIAIOTCS 10
4,99 5B. MHnMas 9acTh JIEKTPOHHON AMDICKTPUUECKON MOCTOSIHHOHM €2(®) SBISIETCS OCHOBHBIM (DaKTOPOM ONTHUYECKHUX CBOMCTB
Marepuaia. [Ipemiaraemoe McciieoBaHNe TTOKa3bIBAET, YTO KPUTHUIECKas TOUKa €2(®) Bo3HMKaeT mpu 0,42 3B, 4To TecHO cBs3aHO ¢
MOTyYeHHBIM 3HaueHHeM mienn B guamazoHe 0,46 5B. MakcumanbHas oTpakaTelbHas CIOCOOHOCTh BO3HHKAeT B oOiacTu
3,74 - 11,33 3B. DToT MaTepuan UMEET HE UCUE3AOINYI0 POBOJIUMOCTD B 30HE BHIMMOro cBeta (1,65 3B — 3,1 3B), 0OCHOBHO#M MUK
HactymnaeT npu 3,80 3B, xoropsrit nonanaer B YO obmacts. OnpeneneHsl yIpyrue KOHCTaHTBI IPpU paBHOBecuH B cTpykType BCT.
Tenzop ynpyroil *ecTKOCTH COEIMHEHUH XalbKOIHPHTA UMEET ILECTh HE3aBUCHMBIX KOMIIOHEHTOB 4Yepe3 CBOMCTBA CHUMMETPHUU
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npoctpancTBeHHOU rpynnbl, a uMeHHO: Cii, Ci2, Ci3, C33, Ca4 u Ces B HOoTaumu [Onra. TemnsioBble CBOMCTBA, TaKHMe KaK TEILIOBOE
pacupenue, TemIoeMKOCTh, Temneparypa Jlebas, sHTpomnus, napaMeTp ['proHaiizeHa W 0OBEeMHBIH MOMYJb, OBUTH BBIYHCIICHBI C
TIOMOIIBIO KBa3UTaPMOHHYECKUX Moienu Jle6as mpy pasmuyHbIX TeMIlepaTypax U JaBieHusX. s onpeaeneHus TepMOANHAMHYECKUX
CBOWCTB C IMOMOIIBIO KBa3UTapMOHHYECKHUX Mozaenn Jlebas Oputo B3aTo TemneparypHsiii auana3oH 0 K-500 K. DddexTsr napnenns
uccnenosansl B quana3one 0-7 ['Tla. [TomoOHbIe TeHICHINT HAOMIOAAIOTCS H B PACCMATPUBAEMOM JTHANIA30HE TEMIIEPATyp, HO BBIIIE
600 K TpeHas! HapymaroTcs, 9TO MOXKET OBITH CBSI3aHO C INIaBIEHHEM MaTepuana. Vcxoms U3 IOy MINPHIECKOr0 OTHOLICHHS, MBI
OIIPENENIIN TBEPIOCTh MaTepuaa, YTO CBSI3aHO C PAa3HOM CHIIOW KOBaJeHTHOH cBsi3U. O GONBIIMHCTBE HCCIIEAYEMBIX NapaMeTpoB
coo0IIaeTcs BIEPBLIE.

KJIIOUEBBIE CJIOBA: pacuerbl Ab-initio; 3JeKTpOHHBIE CBOICTBa; ONTHYECKHE CBOICTBA; yNpyrue MOCTOSHHBIE; TEIUIOBBIC
CBOMCTBa
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IN PLASMA ION IMPLANTATION SYSTEMS
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Generation of metal plasma in vacuum arc discharge is always accompanied by a production of macroparticles (MPs). The MP
contamination in coatings is the most important technological problem in plasma immersion ion implantation (PIII). For the case of
PIII with long pulse duration, the results of theoretical study of MP charging and dynamics in the plasma sheath are presented. To
describe the MP charging in the sheath the sheath model is combined with orbital motion limited (OML) theory. The MP charging in the
sheath is studied with taking into account emission processes from MP surface as well as kinetic electron emission (KEE) from the
high voltage substrate. The charge and dynamics of MP are governed by local parameters of counter fluxes of ions and secondary
electrons from the substrate. The MP charge depends on the MP local position within the sheath. The dominant role in MP charging is
shown to be played by KEE from the substrate, which is an important feature of PIII. KEE from the substrate changes the potential
profile within the sheath, the sheath thickness, and current balance on MP surface. MP charge is obtained to be negative because it is
caused by higher current density of secondary electrons from the substrate than that of ions. The latter is possible for KEE yield
larger than a unit. The substrate biasing influences both the release of secondary electrons from the substrate under ion impact and their
acceleration in the sheath. The increasing of negative substrate bias is demonstrated to result in the increasing of absolute value of
negative MP charge, and, thereby, the increasing of electrostatic reflection of MP from the substrate. The negative substrate biasing is
shown to be the effective alternative method to reduce MP contaminations in coatings without applying any magnetic filters.

KEY WORDS: plasma immersion ion implantation, macroparticle, kinetic electron emission

Vacuum arc is known to provide a means for producing metal plasma for thin film deposition and ion implantation
[1, 2]. The favorable characteristic features of the vacuum arc metal plasma are the high ion flux, high ionization degree,
and multiple ion charge [3-5]. Ion bombardment of a substrate surface changes its physical, electrical, and chemical
properties. Substrate biasing is an established technique to control the ion bombardment energy. The amplitude of the bias
is a key parameter, which results in a qualitatively different kind of surface modification. Low-energy ion bombardment
with energies from several tens of electronvolts to several hundreds of electronvolts is used for thin film deposition.
Plasma immersion ion implantation (PIII) is an effective surface modification technique. The typical bias in PIII
belongs to the range from 1 to 100 kV, with the lower values for semiconductor applications and higher values for
metallurgical applications [2]. Besides, the bias is usually pulsed to allow the plasma to replace depleted ions between
the pulses.

The macroparticles (MPs) contamination in many PIII applications, particularly semiconductor applications, is the
most important technological problem [6]. The MP size occurs in the range from fraction to tens microns. The
incorporation of MPs into the coating degrades the quality of the films, e.g. produces surface roughening,
protuberances, bumps and pinholes. The experimental observations reveal that the number of MPs can be reduced by
substrate biasing [7]. We have recently considered the effect of negative substrate biasing on MP contamination in
vacuum arc deposition (VAD) [8]. The energy of multiply charged ions at the substrate is increased by applying a
negative bias. The multiply charged ions may cause a release of secondary electrons from the substrate surface.
Secondary electron emission (SEE) occurs through two general processes, known as kinetic electron emission (KEE)
and potential electron emission (PEE). Because of the relatively low kinetic energy of the ions (below 1 keV), only PEE
is of importance in the VAD. In contrary to VAD, KEE is an important feature of PIII [9].

The aim of this work to study the effect of substrate biasing on MP contamination in ion implantation system with
taking KEE into account.

SHEATH MODEL FOR ION IMPLANTATION

In PIII, the substrate is immersed into a vacuum arc produced plasma, and series of negative high-voltage pulses
are applied to the substrate. Applying a high voltage negative bias to the substrate accelerates and implants the ions. A
collisionless dynamic sheath model for implantation of singly charged ions has been introduced by Lieberman [10].
Later, this model has been extended to take the multiple charge state into account [11]. According to Lieberman model
[10], when a high voltage pulse of amplitude -V} is applied, the electrons are driven away from the substrate region on a
time scale of inverse electron plasma frequency w,. ™. This time is very short, of about few nanoseconds. This leads, in
turn, to production of a region of positive space charge known as the ion matrix sheath. Then, on the slower time scale
of the order of inverse ion plasma frequency w,;/, the ions are accelerated toward the substrate by the electric field
© Elena V. Romashchenko, Aleksander A. Bizyukov, Igor O. Girka, 2020
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inside the sheath and the ion current density reaches a maximum. Subsequently, the sheath edge expands outwards
uncovering more ions until the end of the voltage pulse. The ion matrix sheath evolves into a quasi-static Child law
sheath with time-varying current density [10]

: [zzj” " m

Jo=—¢ S
C 9 0 S(l‘)2
where s is the sheath thickness, m; is the ion mass, &y is the permittivity constant, e is the elementary charge, Z is the ion
charge state.

The sheath expansion velocity s(?) is given by

m;

) 1/3
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is the ion plasma frequency, and
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is the matrix sheath thickness.
In metal plasma produced by a vacuum arc, an equilibrium steady-state ion sheath can be formed [13,14].
The steady-state Child law thickness, which is the maximum sheath thickness that can be reached, is [12]

) 12
u
Smax = So(gu_oj > (6)
B
where the characteristic ion velocity uy is
1/2
2ZeV,
Uy = (A] , (5)
m;
the Bohm velocity ug is
12
ZkpgT,
uB ) [ knf. e J ’
' (6)

kg is the Boltzman constant, 7 is the electron temperature.
The stationary Child law sheath is established for the time [6]

3
3 3] -
tC = _[smaXJ —— a)p} 5 (7)

and approximate expression for this time is

3/4
:ﬂw{w%] . ®)

For example, for the magnitude -2 kV of the substrate bias, the sheath reaches its quasi-stationary position in metal
plasma during about few ps. Therefore, in the case of application of low implantation voltage and long pulse duration (in
limiting case: DC), the steady-state sheath model can be considered.

The ions accelerated by electric field of the sheath deliver significant kinetic and potential energy to the substrate.
The high kinetic energies make it possible for them to penetrate deeply into the surface, to change the atomic
composition and structure in near-surface region of the target material, and, thereby, to change the properties of the
surface material [12]. When ions impact the substrate with high energies, they cause the PEE and KEE from the substrate.
The implantation current density is the sum of the ion current density j; and secondary electron current density ji.

j:j,-+jse=[1+ljji. ©
VA
Recognizing that there are two contributing process we can write the total SEE yield y as

Y=7p + 7k (10)

where y, is the potential SEE yield, and y is the potential SEE yield.
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At high sheath voltages (>1kV), the electron emission mechanism is mainly determined by the kinetic energy of the
arriving ions, and KEE becomes dominant. Therefore, the contribution to the total SEE yield by KEE is much larger than
that by PEE, y = y. The KEE yield v, is proportional to the square root of the kinetic ion energy, which is, in turn,
determined by the applied voltage Vy, y ~ (Vy)'2.

In the coordinate system applied in the present paper, a plasma-sheath interface is taken to be the origin, x=0, and
the position of the substrate is determined by the sheath thickness. The flux of secondary electrons is accelerated away
from the substrate in the sheath electric field that accelerates the ion flux towards the substrate. To obtain the potential
distribution @(x) within the sheath one has to consider both particle fluxes in Poisson’s equation - to and from the
substrate:

2
d ‘;D:_i[zni_nse]’ (11
dx )
where n; and n, are the ion and electron density, respectively.
The expressions for the densities of ions and secondary electrons can be obtained from the equations of continuity
and energy conservation

(12)

n — jse me
se B
e \/ 2¢(®-V,) (13)

where m, is the electron mass, &, is the initial energy of ions.
The quasi-neutrality condition at the sheath edge is
ny = Zn;(0) + ny,(0) (14)

and

where n is the bulk plasma density.

The Bohm criterion is oversatisfied at the sheath edge because of supersonic velocity of implanted metal ions. The
boundary conditions for integration of Poisson’s equation (11) are: @(0)=0; d®/dx=0. The potential variation in the
sheath can be found numerically by integrating the Eq. (11). The MPs are assumed to have no effect on the sheath
structure.

MP CHARGING
We consider the MP with the radius a as a spherical probe immersed into the counter fluxes of ions and secondary
electrons from the substrate. In addition, secondary electrons from MP surface can be produced by electron and by ion
impacts.
The MP charge Q is one of the most important characteristics for the MP dynamics. The MP charge Q is
determined by the MP potential V; with respect to the local sheath potential:

O(x)=CV4(x), (15)
where C is the capacitance of the MP. If the MP radius is much smaller than the Debye length Ap=( &,T. /nse’ )' then
the capacitance is

C=4nsy(1+afip)~4nsya . (16)

The MP charging time depends on competition of different currents onto and from the MP surface. The steady-
state potential to which a MP is charged is determined from the balance of particle currents to the grain:

]i(Vd)+Ise(Vd)+Ii—e(Vd)+[e—e(Vd)zo7 (17)

where /; is the ion current, /. is the current of fast secondary electrons emitted from the substrate, /.. is the secondary

electron current from the MP surface caused by the impact of ions, /... is the current of secondary electrons emitted

from the MP surface due to fast electron bombardment.
We calculate the currents /; and /. to the MP surface by using the orbital motion limited (OML) approach [15]. For

V, <0,

Ii:ﬂazj{l—zzezd} (18)
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where u; is the ion velocity, u. is the velocity of secondary electrons; I; =0, if 2ZeVy /mu?>1; and I, =0, if
2eVimeus <1.

The secondary electron yield ¢ is described by Sternglass’s universal curve [16]

Exp[—Z be J (22)

gem

e

6=74-6,-

em

where ¢, is the primary electron energy, and &., is the energy for which the secondary yield J,, is maximum.
In the case of PIII, the value of the SEE yield J is comparable with value of the SEE yield .

RESULTS AND DISCUSSION
The model described above is applied to the case of titanium cathodic arc plasma used for PIII. The specific
plasma parameters are taken as typical values from experiments: the electron temperature is 7. =1 eV, the plasma bulk
density is n=10'm=, mean initial kinetic energy of ions is & =54 eV, mean ion charge is Z=2.
Using substrate bias of about -1kV, the energy of titanium ions with Z=2 at the substrate surface is of at least 2

keV. The resulting ion energy for substrate bias V', =-2 kV is of at least 4 keV. For these values of substrate bias KEE is
dominant.
1.2 T T T

8 by,

€ a -'Ir € em
Fig.1. The secondary electron emission yield ¢
The secondary electron emission yield J for electron impact on a solid as a function of primary electron energy

To begin with, one needs to know the SEE coefficients. The expression (22) makes it possible to find the SEE
yield ¢ as a function of the energy of incident electrons &, (Fig. 1). Titanium has J,, =0.83 and &.,, =300 eV. The SEE
yield ¢ depends strongly on the electron energy, which reaches a maximum value at the sheath edge and a minimum
value at the substrate. The substrate voltage bias provides the upper limit to the coefficient 6. The measured total SEE
yield y is presented in Ref. [9]. For an accelerating substrate bias V) =—6 kV, SEE yield y is about 2.7. Therefore,
knowing that y ~ (V)"2, the corresponding SEE yields y for substrate bias V) =—1 kV, and -2 kV, are equal 1.1, and 1.6,
respectively.

Equation (11) is numerically integrated to give the dependence of the potential distribution @(x) within the sheath
on the normalized coordinate z= x/ Ap. Numerical solutions of (11) with (18)-(21) allow to determine the MP charge as
a function of the MP position z for given sheath potential profile @ (x). The profile of MP charge for different values of
substrate bias is shown in Fig. 2.

The negative MP charge is caused by higher current density of secondary electrons from the substrate than that of
ions. An increase in substrate bias leads to larger absolute values of negative MP charge. The negatively charged MP is
decelerated by electric field of the sheath. That is why for large repulsive field, MP cannot reach the substrate.
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CONCLUSION
SEE is relevant for charging of MP in the near-substrate plasma. The substrate biasing directly influences the
release of secondary electrons from the substrate because the KEE is dependent on the kinetic energy of the incident
ions. In implantation sheath, KEE from the substrate contributes to the MP charging more significantly as compared
with emission from MP surface due to high voltage bias of the substrate. The obtained results are in good agreement
with the experimental data. PIII is demonstrated to be controllable technique for modification of surface without MPs.
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BIIBUTTSI MAKPOYACTHUHKH BIJI 3APSJIKEHOT IIJTKJIATKA
¥V IJTASMOBHUX CUCTEMAX IOHHOI IMITJIAHTAIIIT
O.B. Pomamenko, O.A. Bizwokos, 1.0. I'ipka
Xaprxiecokuil nayionanvruil ynieepcumem imeni B. H. Kapasina
m. Ce0600u, 4, 61022, Xapxis, Yrpaina

IeHeparist MeTasneBol IUIa3MH y BaKyyMHO-IyTOBOMY PO3PsiZi 3aBXIU CYIIPOBOUKYETHCS BUPOOHUITBOM MakpodacTHHOK (MY).
3abpynuenHs noBepxoHb MU € HaWOiIbII BaXKIMBOIO TEXHOJIOTIYHOIO MPOOJIEMOIO MY IUIa3MOBIiM iMepciifHill iMIutanTanii ioHIB
(TIIII). Pe3ynpraTé TEOPETHYHOIO JOCIIDKEHHS 3aps/pKaHHs Ta quHaMika MU y ruiasmoBoMy miapi npencrasieHo aist Bunaaky [1I11
3 iMIysbcamu JOBroi TpuBaiocti. st onucy 3apsypkaHas MY y mapi TeopeTHuHy MOJIeNb Mapy MOEIHAHO 3 TEOPi€r0 0OMEKEHOTO
op0itanbHoro pyxy (OOP). 3apsimkanss MY y mapi JOCTiDKeHO 3 ypaxyBaHHSAM SIK eMiCiiHHX mporeciB 3 moBepxai MY, Ttak i
kinetnuHoi enekrponnoi ewmicii (KEE) 3 migkmanke 3 BHCOKMM MOTEHIaloM 3CyBy. 3apsig i auHamika MY BHU3HA4alOTHCS
JIOKaJbHAMH TIapamMeTpaMH HPOTHIIC)KHUX IIOTOKIB 10HIB Ta BTOPUHHHUX CJIEKTPOHIB 3 MiAKIAAKH. 3apsa MU 3amexuTsh Bix
nonoxenHss MY ycepeanni mapy. [lokaszaHo, mo gominyrody poib y 3apsmkanai MY Bigirpae KEE 3 migknanku, sika € BaXITHBOIO
practusictio IIIII. KEE 3 migxmagky 3MiHIoe nmpodink moTeHmialy ycepeAwHi Iapy, TOBIIMHY HIapy Ta OalaHC CTpyMiB Ha
nosepxuio MY. Otpumano, mo MY 3apspkaeTbcss HETaTHBHO BHACTIJOK TOTO, IO T'yCTHHA CTPYMy BTOPHHHHX EJIEKTPOHIB 3
MiAKIaAKA € OUIBLIO0 3a TyCcTHHY cTpyMy ioHiB. Ile MoximBo, koian koedinienr KEE Oimbmmii 3a oguHMIIO. 3aCTOCYBaHHS
HEraTHBHOIO MOTEHIialy 3CyBy OO MiAKJIAIKH BIUIMBAa€ HA BUPUBAHHS BTOPMHHUX €JEKTPOHIB 3 IIIKJIAJKH iOHAMH Ta Ha iX
npucKopeHHs y miapi. OTpuManHo, 1m0 30UIbLICHHS HEraTHBHOTO 3CYBY MOTCHILIaNy IMMiAKIAJKH IPH3BOIUTH 10 30iMbLICHHS
a0COJIOTHOT BEMMYMHH HEraTHMBHOTrO 3apsay MY, Ta TakuM 4YMHOM, 10 30iIbLICHHS eJIeKTpoCTaTHYHOro Biabuttss MY Big
migknaakd. [1okazaHo, 1o 3aCTOCYBaHHS HETaTHMBHOTO MOTEHLIANy 3CYBY A0 MiIKIAIKH € €(PEKTUBHUM albTEPHATUBHUM 3aCO00M
3MeHIIeHHS 3a0pyaHeHs MY moKpuTTiB 06€3 3aCTOCYBaHHS MAarHiTHUX (iIBTPIB.

KJIIOYOBI CJIOBA: nia3moBa iMepciiiHa IMITTaHTaIlis i0HiB, MAKpOYacTHHKA, KIHETHYHA EIEKTPOHHA eMicis

OTPAXKEHUE MAKPOYACTHIIBI OT 3APSIKEHHOM ITOJIOKKA
B INTASMEHHBIX CHCTEMAX HOHHOM UMILTAHTAITAA
E.B. Pomamenko, A.A. busiokos, U.A. I'npka
Xapvroeckuil nayuonanvhwiil ynusepcumem umenu B. H. Kapazuna
nn. Ceo600wi, 4, 61022, Xapvros, Ykpauna
I'eneparus MeTalIMYECKOH IUIA3Mbl B BAaKyyMHO-IYyTOBOM pa3psijie BCETJa COMPOBOXKIAETCS MPONU3BOACTBOM Makpodactur (MY).
3arpssHeHne TOKpHITHH MU sBisieTcs Hambosiee Ba)KHOW TEXHOJOTMYECKOM NPOOIEMON MpH IUIa3MEHHOH HMMEPCHOHHON
nmitantanuu MoHoB (ITMVM). PesynbraThl TEOpPETHYECKOTO HCCIENOBaHUS 3apsAkd M auHamMukn MU B IIasMeHHOM ciioe
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npencrasieHsl A ciydas [IMU ¢ ummynascamu Gombiioit mutensHocty. s uccnenoBanus 3apsaxku MU B ciioe TeopeTuyeckas
MOJIEIIb CJIOSI CKOMOMHHPOBaHA ¢ Teopuei orpanuueHHoro opouransHoro aswxenus (OO/). 3apsaka MY B croe u3yyena ¢ ydyerom
KaK MUCCHOHHBIX MPOLECCOB C MOBepXHOCTH MUY, Tak M ¢ y4eToM KHHETHYecKOW anieKkTpoHHOU smuccun (KOD) ¢ momnoxku c
BBICOKMM MOTEHIIMAIOM cMemIeHus . 3apsay 1 quHaMuka MU onpenensroTcs JToKaabHBIMH ITapaMeTpaMy BCTPEUHbIX TOTOKOB HOHOB U
BTOPHYHBIX DJIEKTPOHOB C MOUIOKKHU. 3apsia MY 3aBucur ot monoxenus MY B cioe. IlokazaHo, 94TO TOMHHHPYIOIIYIO POJb B
3apsnke MY wurpaer KOO, xoropast siBisieTcss BaxHO# ocoberHocThio [TMUN. KOO ¢ monoxkku m3MeHsieT npoduiib MOTECHIAANIA
BHYTPH CJIOSI, TONIIMHY cJI0sI 1 GaiaHc TOKoB Ha nmoBepxHocTs MU. [oyueno, uto MU 3apspkaeTcst OTpUIIATEIBHO BCIIEICTBHE TOTO,
YTO IUIOTHOCTh TOKAa BTOPUYHBIX ODJIEKTPOHOB C IIOJUIOKKH OOJIBIE, YeM IUIOTHOCTh TOKa HMOHOB. ODTO BO3MOXKHO, KOTja
kodpdurnment KEE Gonbmie enununnpl. [IprnokeHne oTpUIATENFHOTO NOTEHINANAa CMEIIEHUS K MOJIOKKE BIMAET Ha BBHIPHIBAHUE
BTOPUYHBIX 3JIE€KTPOHOB U3 MOJIOXKM HOHAMH M Ha HUX ycKkopeHHe B cioe. IlomydeHo, uTo yBenMYEHHE OTPUIATEIBHOTO
MOTEHIMANIa CMENEHHUsI TTOUI0KKH MPUBOAUT K YBEITHMUECHHIO a0COTIOTHON BEIMUUHBI OTPUIATENBHOTO 3apsaa MY, u Tem caMbIM, K
YBEIHMYEHHIO 3JEKTpOocTaTHdeckoro orpaxeHus MY or nommoxkku. Iloka3aHo, 4TO HMpHMEHEHHE OTPHIATENFHOTO IOTEHIHANa
CMEIIEHHsI K MOMIOXKKE SBIAeTCS 3(P(HEeKTHBHBIM aTbTEPHATHBHBIM METOAOM YMEHBIICHHS 3arpsi3sHEHHs MOKpeITmid MY 6e3
IIPUMEHEHHS MarHUTHBIX (DHIIBTPOB.

KJ/IFOYEBBIE CJIOBA: nnasMeHHasi HMMEPCHOHHAs UMILIAHTAIUsA HOHOB, MaKpO4acTHIa, KHHETUYECKas 2JICKTPOHHAS DMUCCUS
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Low power consumption, small device size and better controlled onto the charge carriers are the factors, that made Single-
electron transistor (SET) a suitable candidate for molecular electronics; yet there are some improvements that can be done
in order to use it practically. The single electron transistor (SET) operates through the tunnelling of electron via two tunnel
junctions. Choosing a suitable island material plays a key role in the tunnelling of electron through the tunnel junctions.
In the present work, the First principle calculations of carbon-nanotube and boron-nanotube based Single-Electron
Transistors have been performed. The three types of configurations of nanotubes i.e. zigzag (5,0), armchair (3,3) and
chiral (4,2), of the smallest possible diameter (approximately 4A°), have been used. The calculations have been carried
out using Atomistic toolkit (ATK-VNL) simulation package which is a density functional theory (DFT) based package.
In the present work, local density approximations (LDA) as well as generalized gradient approximation(GGA) have been
used to demonstrate the properties of nanotubes-based SET. These approaches have been implemented for a nanotube
that is lying just above the gate dielectric. On the either side of the dielectric the electrodes are present, source in the left
and drain in the right. The metallic electrodes made of gold (W=5.28eV) and the dielectric material of the dielectric
constant 10eo have been used. The charging energies and additional energies of both types of nanotubes-based SET in
the isolated as well as in the electrostatic environment have been calculated using the approximations. The calculated
values of the charging energies in the electrostatic environment have been found to be less than the charging energies in
isolated configuration that shows the renormalization of molecular energy levels. Variations of total energies against gate

voltages and Charge stability diagrams (CSD) have been discussed.
KEYWORDS: Carbon Nanotube, Boron Nanotube, Single-Electron Transistor (SET), Electron Affinity, lonization Energy, Addition
Energy, Charge stability diagram (CSD)

Recent developments in the semiconductor electronics industry depict that Moore’s law has become realistic as the
size of storage devices decreasing day by day since past decades. Now, one can have billions of information in a small
pocket, which has become possible only due to the advancement in molecular electronics. After reaching to the ultimate
limit of microelectronics, for a device size of 10 nm or less, single-electron effects came into the existence [1-3]. Single-
electron transistors are based on the very simple Coulomb blockade principle and can control the flow of even a single
electron i.e. the elementary charge.

A Single-electron transistor (SETs) is a technique by which the flow of single electron can be controlled and hence
it requires very less amount of power consumption [4-11]. This device, in general, consists of three metallic electrodes
i.e. source, drain and gate. In between the two electrodes, source and drain, an island (metal/semiconductor) is placed just
above to the gate electrode and isolated from the gate by a thin dielectric slab. In SETs, a free electron is trapped onto the
nano-meter sized island and can tunnel through it by quantum mechanical tunnelling which is known as Coulomb
blockade [12-16]. Island is capacitively coupled to the electrodes by two small junctions and electron will be trapped onto
the island until the energy supplied by the voltage source is greater than the coulomb energy (e%/2C) of the system. Gate
works as a key controller in the device because by changing the gate voltage, charge on the island can be controlled.
Figure 1(a) is the schematic representation of a conventional SET device while fig 1(b) represents the electrostatic model
of a conventional SET device.

C1, R1 C2 ,R2

] =

Ve

(a) (b)
Fig. 1. (a) Schematic representation of a Single-electron transistor (SET) device.
(b)The electrostatic model of a conventional SET device.
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Nanotubes, one of the most important nano materials, have been generously studied and can be categorized into two
types i.e. organic and inorganic. Organic nanotubes such as Carbon nanotubes, which were discovered by Iijima, show
astonishing electrical properties and these properties depend upon the diameter and chirality [17,18], while the inorganic
nanotubes similarly include boron-nitride, Si, gold etc. [19,20,21]. Pure boron nanotubes were discovered later, and it has
been predicted that all boron nanotubes are found to be metallic in nature [22-27]. In this study we have used carbon and
boron nanotubes of (5,0), (3,3) and (4,2), i.e. zigzag, armchair and chiral configuration respectively, as island in SET. It
is found that these configurations are the smallest possible nanotubes (that can be experimentally synthesized) with a
diameter of about 0.4 nm [28]. We have used two approximations i.e. Local Density Approximation (LDA) and
Generalized Gradient Approximation (GGA) to compare the carbon nanotube and boron nanotube-based transistors.
Further, CNT based SET and BNT based SET has been used to study in isolated and SET configurations. Additional
energies, charge stability diagrams and variations of total energies to that of the gate voltages have been calculated.

COMPUTATIONAL METHODOLOGY
Computational details

In order to model Single-electron transistor (SET), the basic requirement is an optimized structure, for which Density
Functional Theory (DFT) based Atomistic Toolkit-Virtual Nanolab (ATK-VNL) [29] package has been used. After
optimization, the modeling of SET and all calculations have been executed by using the same in which the double zeta
polarized basis set are used to expand the wave functions while local density approximation (LDA) as well as Generalized
Gradient Approximation (GGA) have been used [30].To design SET, parameters are chosen to be 14, 3.4A and 34, which
are gate electrode thickness, gate-oxide thickness, and source-drain thickness widths respectively. Dielectric material of
dielectric constant 10€o0 [31] has been used. Source-drain and gate electrodes in SET are supposed to be of metallic type
and here metal with work function 5.28 eV [32-33] i.e. gold is considered. In device analysis, perpendicular components
of electric field at the boundaries are made zero by using Neumann boundary conditions. In molecular energy spectrum,
energy zero is set to absolute energy.

Basic theoretical details

Density functional theory (DFT) [34-36] is normally utilized to analyze the electronic structure of multifarious
systems, holding a lot of atoms for example huge molecules or solids. It is established on electron density rather than
wave functions and handles both exchange and correlation. The chief purpose of this theory is to substitute the many-
body (MB) wave function with the electronic density as the essential measure. While the MB wave function is based on
3N erratic, three spatial erratic for every of the N electrons, the density is simply a function of three erratic and is a
straightforward measure to deal with both conceptually and practically. This theory has a widespread application to
quantum mechanical many body problems (QMMBP), where the system of interacting electrons is mapped in an exclusive
mode onto an effective non-interactive system with the same total density. Every property is therefore a functional of
density. Because density decides potential; which determine Hamiltonian, energy and wave functions; from which all the
properties can be determined.

The chief difficulty with DFT is that the precise functional for exchange and correlation are not recognized apart
from for the free electron gas. However, approximations survive which allow the calculation of definite physical quantities
fairly exactly. In physics, the majority broadly used approximation is LDA, where the functional depends only on the
density at the coordinate where the functional is evaluated:

E..[n]= stc(n)d3r

Generalized gradient approximations (GGA) are immobile local but also obtain into account the gradient of the
density at the similar coordinate:

E[ny,n, ] = J“("XC(nT’nWVnT’VN )d’r

RESULTS AND DISCUSSION

At first, we did the optimization of the nanotubes and then all six configurations [CNT (5,0), CNT (3,3), CNT (4,2),
BNT(5,0), BNT(3,3) and BNT(4,2)] have been modeled in SET configuration using the DFT based ATK-VNL software.
All calculations have been carried out using two approximations LDA and GGA. Idea behind using the two
approximations was to compare the results from both the methods. In order to expand the wave functions, double zeta
polarized (DZP) basis set has been used. Neumann boundary conditions, i.e. the value of electric field set to zero, have
been applied. The modeled SET configuration for CNT (5,0) is shown in Fig. 2, in which it can be seen that the nanotube
has been placed just above the dielectric slab connected to the third i.e. gate electrode and the complete system is
surrounded by the metallic electrodes. Within the metallic region, on each electrode the potential is fixed to applied bias.

After the completion of modeling, the SET configurations have been used to analyze the charge stability diagram
(CSD) and variation of total energies with respect to the gate voltages. The total energies for the neutral state in SET
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environment for carbon nanotube of (5,0), (3,3) and (4,2) configurations are found to be -3118.49721 eV, -1859.83117 eV,
and -8783.33288 eV respectively, while for boron nanotube of (5,0), (3,3) and (4,2) configurations are found to
be -1540.39202 eV, -925.66558 eV, -4319.81442 eV respectively by using LDA approximations. On the other hand,
when GGA approximations are used then the total energies for the same are found to be -3112.89942 eV, -1858.27950 eV,
-8763.08354 eV, -1535.00817 eV, -924.07263 ¢V and -4301.51111 eV respectively. To calculate charging energies i.e.
affinity energies and ionization energies, it is required to calculate total energies of distinct charge states (-1, -2, 0,
1, 2). Affinity energy, Ea, is the energy emitted/absorbed by adding one electron to the molecule on the other hand,
ionization energy, Ey, is the energy emitted/absorbed by deducting one electron from the molecule. In equation form these
may be written as follows:

Ea=E'-E°
Ei=E"-E°

where E%is the energy of the molecule at neutral state, E*! is the energy of positively charged molecule and E! is the
energy of negatively charged molecule.

Source

Gate

Fig. 2. SET configurations of CNT (5,0)

For all configurations of CNT and BNT, the calculated values of charging energies by LDA and GGA
approximations are shown in the tabular form. In the table below, Table, charging energies have been calculated by using
both the approximation methods for isolated configuration and for SET configuration respectively. As it is clear from the
table that the value of charging energies is decreasing for most of the structures of CNT as well as for BNT from isolated
to SET environment. This decrease in charging energies shows the stabilization of the charge by electrostatic
surroundings.

Table.
Charging and additional energies for CNT and BNT in isolated and electrostatic surroundings
by using both the approximation.

LDA GGA
E[(CV) EA(GV) EADD:EA-E[(CV) El(eV) EA(eV) EADD:EA-E[(CV)

(5,0) | 5.59236 -2.96275 -8.55511 5.51546 -2.93499 -8.45045

SO CNT | (3,3) | 7.35366 -0.86581 -8.21947 7.29691 -0.8811 -8.17801
(4,2) | 4.92968 -2.79152 -7.7212 4.8809 -2.74619 -7.62709

(5,0) | 6.30343 -3.79847 -10.1019 6.23544 -3.73954 -9.97498

BNT | (3,3) 8.86497 -5.02667 -13.89164 8.75737 -5.00505 -13.76242
(4,2) | 5.88888 -5.02643 -10.91531 5.77556 -4.9287 -10.70426
(5,0) | 6.47731 -4.93234 -11.40965 6.50309 -4.55857 -11.06166

CNT | (3,3) | 6.26139 -4.35388 -10.61527 6.29442 -4.37368 -10.6681

SET (4,2) | 5.35121 -5.02946 -10.75916 5.44697 -5.14483 -10.5918
(5,0) | 5.87573 -4.5 -10.37573 5.87078 -4.43984 -10.31062

BNT | (3,3) | 7.19601 -2.14373 -9.33974 6.86654 -3.14544 -10.01198
(4,2) | 5.43252 -4.50399 -10.35896 54218 -4.89782 -10.31962

Improvement in the conductance can be observed by calculating the additional energy, which is the difference of

affinity energy (Ea) and ionization energy (E),

Eada=Ea—E;
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From the Table it can be seen that there is a remarkable decrease of the additional energies for SET environment of
CNT (5,0), CNT (3,3) and CNT (4,2) structures for both the approximations used. Decrease in additional energy shows
the stabilization of the charges in the structures. A very small reduction is seen for the BNT (5,0), while for BNT (3,3)
and BNT (4,2) values of energies are not decreasing. This may happen due to the instability of the structures. From the
table it is also clear that CNT (5,0) has the lowest additional energy among all the configurations. Also, it is clear that by
using LDA, we are obtaining the lowest energy for the same. On the other hand, by using GGA, we are obtaining the
lowest energy for armchair type CNT i.e. (3,3). While in the case of boron nanotube [20-22], we are obtaining good results
for BNT (5,0) by using GGA method.
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Fig. 3. Variation of total energies against gate voltage by using LDA
(a) — CNT (5,0), (b) — CNT(3,3), (c) - CNT(4,2), (d) — BNT(5,0), (¢) — BNT(3,3), (f) - BNT4,2)

Fig. 3 and 4 show the variation of total energies [by considering LDA (Fig.3) and by GGA (Fig.4)] with respect to
gate voltages for distinct charge states in which different color map is used i.e. blue (-2), green (-1), red (0), turquoise (1),
and violet (2). Different color map depicts different charge state. From the fig. 3 it is clear that for CNT (5,0), CNT (3,3),
BNT (5,0), and BNT (3,3) configurations, the system has minimum energy in the neutral state i.e. 0 charge state. Since 0
charge state represents the stability of any system therefore the system is stable in zero charge state. One more thing that
can be noted from the Fig. 3 is that when a negative bias is applied then positive states are getting stable. This indicates
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the fact that on applying negative biasing, gate will be negatively biased, and an electron will be eliminated from the
CNT/BNT and making it positively charged.

As a result, the HOMO level of CNT/BNT appears to be above the electrode’s Fermi level. At the same time, when
positive bias is applied then negative charge states are getting stable. This indicates that when positive bias is applied,
gate will be positively charged then an electron is attracted towards CNT/BNT and making it negatively charged. As a
result, the LUMO level of CNT/BNT appears to be above the electrode’s Fermi level. Configuration (4,2) is not showing
that much promising stabilization properties as from both the Fig. 3 and Fig. 4 it is clear that system is not so stable in
their neutral state as the minimum energy of the system is not for the zero-charge state.
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Fig. 4. Variation of total energies against gate voltage by using GGA
(a) — CNT(5,0), (b) — CNT(3,3), (c) — CNT(4,2), (d) - BNT(5,0), (¢) — BNT (3,3), (f) - BNT (4,2)

Charge stability diagrams (CSD) have been plotted for the investigation of conductance and are shown in Fig. 5 and
Fig. 6 [by using LDA and GGA respectively]. CSD explains the dependence of conductance on the source-drain and
voltage. In this diagram, for different gate voltages the charging energies of CNT/BNT in SET surroundings have been
plotted. A certain number of energy levels i.e. charge states are present for a fixed value of source-drain and gate voltage.
Different colors represent the different energy levels i.e. blue (0), light blue (1), green (2), orange (3) and red (4) in CSD
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and conductance depends upon the number of charge states in bias window. As much as the width of the central dark
region decreases, less the charging energy will be needed to bring SET into conduction state.
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Fig. 5. Charge stability diagram (CSD) for CNT_SET (a,b,c) and BNT _SET (d,e,f)
CSD shows different number of charge states for different bias with blue (0), light blue (1), green (2), orange (3) and red (4)
[by considering LDA]

From the Fig. 5 and Fig. 6 it can be shown that central dark blue region is minimum for CNT (5,0) when calculations
are done using LDA. On the other hand, when GGA method has been used to calculate total energies, BNT (5,0) is
showing the minimum dark blue region. As much as the width of the central dark region decreases, less the charging
energy will be needed to bring SET into conduction state. If we compare all the devices structures, calculating by using
LDA as well as GGA, then we can state that CNT (5,0) by calculating LDA is showing better results because it has the
minimum charging energy and the smaller coulomb blockade region among all other candidates, i.e. for this configuration
electron is trapped in the coulomb diamond for a less time as compared to other configurations. Since the charging energy
is the amount of energy that is required for an electron to tunnel through the tunnel junction, so it can increase the amount
of the current flow and can make the SET operation fast.
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[by considering GGA]

CONCLUSIONS

In the present work, the calculations exhibit the application of DFT to obtain the perceptivities into the different
properties of nanotubes based Single-Electron Transistor working in a Coulomb blockade regime. SETs with the different
islands i.e. carbon nanotube and boron nanotube have been modelled and compared for their conductivity and fast
switching property with the help of charge stability diagram (CSD) and the variation of the total energies against gate
voltage for different states of charges. Due to the stabilization of the charges, the charging energies have decreased for
electrostatic surroundings. Addition energy for the island CNT(5,0) has been found to be the lowest for electrostatic
environment. Charge stability diagrams (CSD) have been compared and suggest CNT(5,0) for better performance and
fast switching properties for the area of the coulomb blockade region is reduced as compared to other islands, therefore
for this island less amount of energy is needed to bring SET in the ON state. Therefore, nanotubes-based SETs have been

successfully modelled and studied by both the approximation methods and we found the good results from LDA for the
island CNT (5,0).
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NEPIIONNPUHIIUIIN PO3PAXYHOKY OJJHOEJEKTPOHHUX TPAH3UCTOPIB
HA HAHOTYBKAX BYI'JIEHIO TA BOPY
Cpanxa Yayxan, Anxzkaii Cinrx Bepma
Kadgheopa ¢izuxu, banacmani Bio anim, Padocacman, 304022, Inois.

Huspke crioxuBaHHS €HEprii, HEBEIWKUH pO3Mip MPHCTPOIO Ta Kpalla KepOBaHICTH HOCIIB 3apsmy — me (akTopw, sKi 3po0min
onHoenekTpoHHuit Tpansucrop (SET) mpumaTHUM KaHIMIATOM JUIS MOJIEKYJIAPHOI €JIEKTPOHIKH, ajie € JesSKi BIOCKOHAJICHHS, SKi
MOXHa 3poOUTH It foro mpakTHYHOro BuKopucTaHHsA. OnxHoenekrponuuit Tpansuctop (SET) mpaiioe Ha OCHOBI TyHETIOBAaHHS
CJICKTPOHIB 4epe3 [Ba TYHENBHHX Nepexoau. Bubip BigmoBigHOro OCTPIBHOrO Martepiaiy Bilirpae KIIOYOBY POJb Y TYyHENIOBaHHI
SJICKTPOHIB Yepe3 TyHeNbHI Iepexoau. B naHiit poOOTi BUKOHAHI pO3paxyHKH IEPLIONPHHINIIB OJHOCICKTPOHHHUX TPAaH3UCTOPIB Ha
OCHOBI BYIJICILIEBUX Ta HAHOTPYOOK Ha OCHOBi Oopy. BukopucToByBamu Tpu Tumm KoH}irypauiid HaHOTPYyOOK, ToOTO 3ur3ar (5,0),
kpicio (3,3) Ta xipambHuit THn (4,2), 3 HaWMEHIIUM MOMXJIMBMM OiamerpoM (mpubiusuo 4A°). Po3paxyHKH NpOBOJHMIIMCS 32
JonoMororo makery mozaemoBaHHs Atomistic Toolkit (ATK-VNL), sikuif € makeTtoM Ha OCHOBI Teopii (yHKIIOHANBEHOI OIITBHOCTI
(DFT). V wiit poboti mnst nemonctpanii BaactuBocteid SET Ha OCHOBI HAHOTPYOOK BHKOPHCTOBYETHCS HAOIIDKEHHS JIOKAJTBHOT
minsHOoCTi (LDA), a Takox y3aransHeHe HabmmkeHHs rpagienta (GGA). Ii migxoxu Oynu peanizoBaHi Juist HAHOTPYOOK, IO JISKATh
TPOXH BHINE [ieJIeKTPHYHOro 3aTBopy. Ilo oOmmBa OOKHM IieNeKTpHKa IPUCYTHI ENEKTPOAH, JKEpEeNo JIBOpyd 1 CTiK CIHpasa.
BukopucroByBanucs MertaineBi enekrponu i3 3omora (W = 5,28eB) ta mienexTpuyHoro mMatepiany 3 HielekTpuaHoIo ctanoro 10eo.
Eneprii 3apsiqxu Ta monatkoBi eHeprii o6ox tumiB SET Ha 0CHOBI HaHOTPYOOK SIK B i30JbOBAaHOMY, TaK i B €IEKTPOCTATHYHOMY
CepeloBHIIl OyaM pO3paxoBaHi 3a JIONOMOrorn HaOmmkeHb. OOYMCIICHI 3HAYEHHS EHEpriil 3apsyDKaHHsA B eJEKTPOCTATHYHOMY
CepeOBUI BUSBHJINCh MEHIIUMH, HDK SHEprii 3apsUpKaHHs B i30JbOBaHii KOH(QIryparii, 1o mokasye nepeHOpMyBaHHs PiBHIB
MoJIeKyJsipHOi eHeprii. O6roBopeHo Bapiallii 3aragbHOI eHeprii Bi HAPyTu Ha 3aTBOPY Ta Aiarpamu crifikocti 3apsay (CSD).
KJIFOYOBI CJIOBA: HaHoTpyOKa BYTJICIIO, HAHOTPYOKa O0py, ogHoeneKTpoHHH TpaH3uctop (SET), copigHEeHICTh eNeKTPOHiB,
eHeprid ioHi3allil, eHepris 1oJaBaHHs, Jiarpama cTiikocTi 3apany (CSD)

MNEPBONPUHIUIIBI PACYETA 3JIEKTPOHHBIX TPAH3UCTOPOB HA HOTPYBKAX U3 YIJIEPOJA U BOPA
Cpanxa Yayxan, Anskaii Cunrx Bepma
Quszuueckuii paxynomem, Banasthali Vidyapith, Padscacmxan, 304022, Hnous

Huskoe mortpebienue sHepruu, HEOOJBIION pa3Mep YCTpOMCTBAa M Jiydllas YHpaBisIeMOCTh HOCHTENEH 3apsjga — 9TO (akTopsl,
KOTOpbIE CAENATM OTHOAIEKTPOHHBIN Tpan3zuctop (SET) mpuromHsIM KaHOUIATOM U MOJEKYJIPHOW JJICKTPOHUKH, HO €CTb
HEKOTOPBIE YCOBEPIIEHCTBOBAHMSI, KOTOPbIE MO>KHO C/IENIATh IS €70 MPAKTUUECKOT0 UCTIOIb30BaHuUs. OIHOAIEKTPOHHBIH TPaH3UCTOP
(SET) paboTaeT Ha OCHOBE TYHHEITHPOBAHHS JIEKTPOHOB Uepe3 ABa TYHHEIBHBIX Iepexoa. BIOOp COOTBETCTBYIOIMIETO OCTPOBHOTO
MaTepuaga UrpaeT KIOYeBYIO pOJIb B TYHHEIMPOBAHUHU JIEKTPOHOB depe3 TyHHENbHBIE Tepexoipl. B maHHOI paboTe BBIIOIHEHBI
pacdeTs! IEepBONPHUHIUIIOB OJHOIICKTPOHHBIX TPAaH3UCTOPOB HAa OCHOBE HAHOTPYOOK yriepona u Oopa. Mcmome3oBanu Tpu Thma
KOH(Uryparuii HAHOTPYOOK, To ecThb 3ur3ar (5,0), kpecso (3,3) u xupansHbiid THH (4,2), ¢ HAUMEHBIINM BO3MOXKHBIM JTHAMETPOM
(mpumepHo 4A°). Pacyers! nmpoBoIMiIKCh ¢ HOMOLIbI0 nakera MopenupoBanust Atomistic Toolkit (ATK-VNL), kotopslii siBisieTcst
[IaKeTOM Ha OocHOBe TeopuH ¢yHkimoHanbHOUW moTHOCTH (DFT). B atoli pabGore mnst nemoncrpanmu cBoiictB SET Ha ocHoBe
HaHOTPYOOK UCIONIB3yeTCs NpUOIKEeHUS ToKanpHOH iotHocTH (LDA), a Takke 00001menHoe npubnmxenue rpaguesta (GGA). Otu
MOAXO/BI OBIIM Peaan30BaHbl Ul HAHOTPYOOK, JIEKAIIUX UyTh BBIIIE JU3NIEKTpHYecKoro 3arBopa. [o obe cTopoHbl AuaneKTpuKa
MIPUCYTCTBYIOT IEKTPOABI, HICTOYHUK CIEBA U CTOK EJT0. MICIomb30BaIich MeTaJUIMIeCKue 3IeKTpoabl u3 3010ta (W = 5,28 3B) n
JUIIEKTPUIECKOTO MaTepHalla ¢ JUIEKTPHIeCKON NocTosHHON 10€0. DHeprum 3apsaky U DOMOJHUTEIbHBIE SHEPTHH 000MX THIIOB
SET nHa ocHOBe HAHOTPYOOK KaK B M30JIMPOBAHHOM, TaK U B JIEKTPOCTATHYECKOM CpeJie OBUIH pacCUUTAHbI C HOMOIIBIO TPUOIKEHHH.
BrrunciieHnble 3HaYeHHUs SHEPrHil MOA3apSAKH B DJIEKTPOCTATHIECKOH Cpele OKa3aiHCh MEHBIIMMH, YeM PHEPIUH IOJ3apsIKd B
M30JIMPOBAaHHON KOH(MUTYpAaIUH, YTO ITOKA3bIBAET IEPEHOPMUPOBKY YPOBHEH MOJICKYIJISIpHO# dHepruu. OOCy KIeHBI Bapuanuy oomiei
SHEPruu OT HaNpPsDKCHUS Ha 3aTBOPE M JuarpaMMsbl ycroiunBocty 3apsna (CSD).

KJIFOYEBBIE CJIOBA: yrieponHast HaHOTpyOKa, HaHOTpyOKa 6opa, ogH031eKTpoHHbIH Tpan3ucTop (SET), cpoacTBo K 35IeKTpoHy,
SHEpTusl HOHU3AIMH, 100aBOYHAs SHEPrus, [uarpamMma crabuiabHocty 3apsaa (CSD).
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In this work the study is performed for the specimens of Fe-B-C alloys with boron content of 0.005-7.0 wt. % and carbon content of
0.4-6.67 wt. %, the rest is iron. According to the findings of microstructure analysis, XRD and differential thermal analyses, the
primary phases and the temperatures of their formation are determined. Depending on boron content (in the range of 1.5-8.80 wt. %)
and carbon content (0.5-6.67 wt. %) in the Fe-B-C alloys, the primary phases in the process of crystallization are y-Fe, boron
cementite Fes(CB) and boride FeoB. The outcomes of the experiment carried out in this work determine the phase composition and
phase transformations occurring in the alloys and the liquidus surface is constructed. The findings show that the liquidus temperature
for Fe-B-C system alloys is low compared to binary Fe-B and Fe-C alloys. At the liquidus surface of the Fe-B-C alloys, there is a
point at boron content of 2.9 wt. % and carbon content of 1.3 wt. % with the lowest temperature of 1375 K and it is the point of
intersection of monovariant eutectics. This fact is in a good agreement with the results of other authors. The microstructure of alloys
located at the curves of monovariant eutectics is represented by the y—Fe+Fe:B and y—Fe+Fe3(CB) eutectics and the primary crystals
of FezB iron boride in the shell of Fe3(BC) boron cementite. In this paper it is shown experimentally the existence of a quasi-binary
section and the coordinates of the peritectic point are fixed: the boron content is 5.0 wt. %, carbon content is 3.0 wt. % and the
temperature is 1515 K. The free energy of the Fe-B-C melt is calculated for the first time by the quasi-chemical method and the
surface of thermodynamic stability of the Fe-B-C melt is plotted, depending on temperature and boron and carbon content in the
alloy. The results obtained in the paper show that in order to obtain a homogeneous Fe-B-C melt, which does not contain any
microheterogeneous structure in the form of short-order microregions, it is necessary to perform the overheating more than to 180 K
for the region where the primary phase is iron, and no less than to 200 K for the regions with boron cementite and boride.

KEY WORDS: Fe-B-C system alloys, Fe2B boride, Fe3(CB) boron cementite, eutectics, thermodynamic stability of a melt.

The Fe-B-C system alloys have good physical properties, such as hardness and wear resistance, corrosion
resistance [1-4].

The processes occurring in the melts of alloys are known to affect the phase composition of the alloys after
crystallization. To predict these processes, the thermodynamic stability of the melt should be determined.

The study of the phase composition of Fe-B-C alloys is paid much attention [4-8]. Investigation of Feg63Bo.16Co.6
(at. %) and Feg76B0.0sCo.15 (at. %) alloys shows that formation of cubic boron carbide Fe,3(BC)s occurs after annealing
at 1073 K. After annealing of these specimens at 1273 K, the formation of Fe3(BC) boron cementite is observed, and by
means of DTA (differential thermal analysis) it is determined that the solid state is formed at 1400 K [5, 9].

The authors of [4] note that when boron content is 1.0-3.0 wt. % in the Fe-B-C alloy after crystallization the
formation of y-iron primary phase occurs at the temperature of 1422 K. This is in agreement with the results of the
authors [6]. With increase in boron content in the alloy up to 3.8 wt. %, the primary phase after crystallization is Fe,B
boride.

The liquidus surface of the Fe-B-C alloys was first obtained by G. Tammann, the ternary eutectic point is
represented at this surface at boron content of 2.9 wt. % and carbon content of 1.5 wt. %, and at the temperature of
1383 K. The authors of [8] points out that the eutectic point occurs at boron content of 2.6 wt. % and carbon content of
1.5 wt. %, at the temperature of 1339 K, and in Ref. [10] it is stated that there is a minimum of boron and carbon
content and the temperature at 1.5 wt. % boron and 2.5 wt. % carbon at 1402 K on the liquidus surface.

Thus, currently the temperature of liquidus surface as a function of boron and carbon content for the Fe-Fe;B-
Fe3(CB) alloys is not unanimous. For the moment there are no data available on the homogeneity and thermodynamic
stability of Fe-B-C melts.

The purpose of this study is to derive of the liquidus temperature dependence on boron and carbon content in the
alloy and to determine the homogeneity limit of the Fe-Fe,B-Fe3(CB) melt.

MATERIALS AND METHODS
The investigation was carried out for the specimens with boron content of 0.005-7.0 wt. % and carbon content of
0.4-6.67 wt. %, the rest was iron. To obtain the Fe-B-C alloys, we used such constituents: carbonyl iron (with iron
content of 99.95 wt. %), amorphous boron (with boron content of 97.5 wt. %), graphite (with carbon content of
99.96 wt. %). The smelting of specimens was performed in a Tammann furnace in the alundum crucibles in argon

© Natalia Yu. Filonenko, Alexandra N. Galdina, 2020
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atmosphere. The cooling rate of the alloys was 20 K/min. To determine the chemical composition of alloys, chemical
and spectral analyses were used [11]. To reveal the peculiarities of phase transformations in the Fe-B-C system alloys,
differential thermal analysis (DTA) of 72 specimens was performed by means of derivatograph.

The phase composition of alloys was studied by method of X-ray microanalysis by means of JSM-6490
microscope with ASID-4D scanning head and “Link Systems 860” software energy-dispersive X-ray microanalyser,
and by means of optical microscope “Neophot-21”. The X-ray electron probe analysis was carried out using internal
standards. The X-ray and X-ray diffraction analyses were performed with DRON-3 diffractometer in monochromated
Fe-K, radiation.

RESULTS AND DISCUSSION
Study of the liquidus temperature in the Fe-B-C system alloys and the primary phases in relation to boron and
carbon content, shows that at 3.0 wt. % boron and 0.65 wt. % carbon the formation of y-Fe primary crystals occurs
while crystallization in the temperature range of 1417-1420 K. In the temperature range of 1397-1403 K the y-Fe+Fe,B
eutectics formation occurs, and at 1393-1396 K the y-Fe+Fe;(CB) eutectics appears. The y-Fe«—>a-Fe transformation
takes place at the temperature of 996 K (Fig. 1).

A
T,K 1393 K
2000 —_1403 K
Tk 996 K
1000
0 t, hrs
b

Fig. 1. The microstructure, X800 (a), DTA curve (b) of the alloy with boron content of 3.0 wt. % and carbon content of 0.65 wt. %

The microhardness for iron is 389.5 GPa, for the y-Fe+Fe;B eutectics — 897.2 GPa, and for the y-Fe+Fe;(CB)
eutectics — 755.4 GPa.

A
T.K 1403 K
2000 —<_ 1431K
973K
1000 |
0 t, hrs'
a b

Fig. 2. The microstructure, X500 (a), DTA curve (b) of the alloy with boron content of 3.43 wt. % and carbon content of 2.25 wt. %

Investigation of the alloys with 0.3-5.5 wt. % boron and 2.1-6.6 wt. % carbon shows that the primary crystals in
the process of crystallization are Fe3;(CB) boron cementite formed within the temperature range of 1427-1431K. At
further cooling the formation of the y-Fe+Fe3(CB) eutectics with lamellar morphology is observes in the temperature
range of 1387-1403 K (Fig. 2). The y-Fe«>a-Fe transformation is detected at the temperature of 973 K.

The results of durometric analysis reveals that the microhardness of boron cementite is 723.1 GPa, and that for the
v-Fe+Fe;(CB) eutectics is 675.8 GPa.
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For the alloys with 2.2-8.8 wt. % boron and 0.5-2.1 wt. % carbon during the crystallization the formation of
primary crystals of Fe,B iron boride occurs. In certain parts of the structure the primary borides are observed
surrounded with the shell consisting of Fe3;(BC) boron cementite and the a-Fe+Fes3(BC) eutectics with morphology
similar to that of the boride eutectics (a-Fe+Fe;B) (Fig. 3a).

The results of differential thermal analysis indicates that the primary crystals of boride are formed from the melt in
the temperature range of 1498-1533 K and surrounded with boron cementite shell appeared during the peritectic
transformation L + Fe,B — Fe,(CB) at 1388-1433 K; the y-Fe+Fe3(CB) eutectics is formed at the constant

temperature of 1399 K, which implies the possibility of the four-phase transformation L+ Fe,B — y —Fe+ Fe,(CB)

and the transformation y-Fe«—a-Fe at 925 K (Fig. 3c). The microhardness for iron boride is 1123.6 GPa, for boron
cementite — 789.1 GPa, and for eutectics — 863.2 GPa.
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Fig. 3. The microstructure (a), diffractogram (b), DTA curve (c) of the alloy with 2.5 wt. % boron and 4.0 wt. % carbon

The findings show that the liquidus temperature for Fe-B-C system alloys is low compared to binary Fe-B and Fe-
C alloys. This is in agreement with the results of other authors [12].

The study of microstructure, XRD and DTA for 72 specimens allows us to construct the liquidus surface for the
alloys of Fe-B-C system (Fig. 4).

One of the important factors affecting the formation of the alloys structure under cooling is determination of the
liquid stability, i.e. the temperature when the homogeneity of the liquid is observed and there are no any
microcrystalline formations.

The Helmholtz free energy is known to be a function of independent variables F = F(V,T,x,), where V is a
volume, 7 is a temperature, x; is a weight content of elements, i=1, 2, 3, 4 (x;=Xre, X2=XB, X3=XC, X4=XV (vacancy)). Provided
that there are no any external force and change in volume (¥ =const, p =const) the total differential of Helmholtz

free energy is written in a form

4
dF =dU —d(TS)+d(pV)==SdT +_p,dx,,

i=l1

oF
where U is the internal energy. Correspondingly, the thermodynamic forces are the entropy S = _(ﬁ , and the

Xi

oF
chemical potential of the constituent in compound [, = (a— .
X,
i)t

To determine the phase stability, let us find the variation of Helmholtz free energy:

=1 .0 0 0 o o |
OF =Y — 6T —+ 8 —+ 8, —+0;,—+8&,— | F. (M
n! oT Ox, ox, Ox, ox,

The general condition of the phase stability by Gibbs is that arbitrary variations of the internal energy and external
parameters of the system should not cause both reversible and irreversible processes in the system (to keep the system
in equilibrium), so they must be such that [13]:

SU =T8S + pSV —pu,6x, — n,0x, — n;0x, — u,0x, > 0. (2)

n=1

So, to determine the thermodynamic stability of the Fe-B-C system melt, we use the approach proposed by the
author of [14].
The determinant of stability for the melt is:
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The case of D=0 was first defined by J. W. Gibbs as a critical state of matter [15]. During the supercritical
transitions the determinant and coefficients of stability pass through finite minima that correspond to the growth of
fluctuations. The locus of these minima is a low-stability curve. It should be noted that for different coefficients of
stability, the curves of lowered stability may not be coinciding. For these reasons the curve of lowered stability for D,
which includes all equilibrium characteristics of the system and therefore best describes its stability, is used as a basis.
The threshold case of supercritical transitions when fluctuations in the system reach the maximum level, the
determinant and coefficients of stability pass zero minima, is the critical state. So, let us find when dD=0.

The Helmholtz free energy we find by the quasi-chemical method as:

F=1(N,Nyv,,+ N,Nyv,, + NNv,; + N,N,v,, + N,N,v,, + N,N,v,, +
+N,Nv,, + NN, ) +11kT (N, + N, + N, + N,)In(N, + N, + N; + N,) —, “)
—N,InN,-N,InN,-N,InN,-N,InN,)

where T is the temperature (K), v, is the interaction energy of components (J/mol).

To calculate the free energy of the melt, we used the values of energies of interactions between the components
from the works [15-20]. The sum is taken over all i and j provided i # j .

From Eq. (4) we obtain the thermodynamic functions of the melt:

S:—(g—;j :—k((x1+x2+x3+x4)ln(xl +x, +txy+x,)—x In(x)—x, In(x,)—x; In(x;) - x, ln(x4))

W, = (G_Fj =22xv,, +11x, v, +11x,v,; +11x,v, +&T (In(x, +x, +x, +x,) —In(x,))
Txyx3x,

ox,
Ja
Ky, = 2_ =11xy, +22x,v,, +11x,v,, kT (In(x, +x, +x; +x,) —In(x,))
x2 T x3x4
W, = S—F =11x,v, +22xv,, +11x,v,, kT (In(x, +x, +x; +x,)—In(x;))
x3 Txy x5y
n, = S—F =11x, v, +11x, v, +11x;, v,, +kT(In(x, +x, +x, +x,)—In(x,))
x4 Tx Xy X3
a}/l] 5”.
. = 22w, +AT (1/(x, +x, +x, +x,)=1/x,), = k(In(x, +x, +x, +x,)~In(x)),
xl Txyxpx3 aT X)Xy X3y
0
a—u' =11v12+kT/(x1+x2+x3+x4),
x2 Txyx3xy
oy, o,
o =11v13+kT/(x1+x2+x3+x4), — =11v,4+kT/(x1+x2+x3+x4)
3 Ty xy X4 4 Txyxyx3
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To determine the stability of the melt, the condition dD =0 should be fulfilled:

dD = (a—D] ar+| L a2 a2 a2 a =0 )
aT XXX X axl Txyx3x, axz T x3x, ax} Tx x5 X, ax4 Tx x, x:
The condition (5) holds when
(a_Dj = 0’ a_D = 0’ a_D = 0, a_D = 0, a_D =0. (6)
or X33 axl Txy X3, axz Tx; X3, ax3 Tx X, ax4 Txy X3

The resulting system of equations (6) is solved numerically using the mathematical package Maple. The solution
of system of equations (6) is shown in Fig. 4.

The experimental results obtained in this study enable to construct the liquidus surface, and calculated data allow
plotting the surface of thermodynamic stability of the melt (Fig. 4). The liquidus surface of the Fe-B-C alloys was first
obtained by G. Tammann; the ternary eutectic point with 2.9 wt. % boron and 1.5 wt. % carbon at 1383 K was mapped
on this surface. The ternary eutectic point is the intersection of the curves of monovariant binary eutectics.

The liquidus surface study presented in [10] indicates that the ternary eutectic point occurs at boron content of
1.5 wt. % and carbon content of 2.5 wt. % and at the temperature of 1402 K.

The results obtained in this work reveal that at the liquidus surface in Fe-B-C alloys there is a minimum at boron
content of 2.9 wt. % and carbon content of 1.3 wt. % at 1375 K. The findings are in good agreement with data given
in [5], where it is pointed out that the solidus temperature is 1400 K. In this paper it is shown experimentally the
existence of a quasi-binary section and the coordinates of the peritectic point are fixed: the boron content is 5.0 wt. %,
carbon content is 3.0 wt. % and the temperature is 1515 K.

The process of the formation of the primary phases has a great effect on the structural state and phase
transformations in the alloy. At the moment there are lack of data on determining and investigating the homogeneity of
the melt of Fe-B-C alloys without any microcomplexes. According to the outcomes, to obtain the homogeneous Fe-B-C
melt (without any microheterogeneous structure in the form of short-range microregions) where the primary crystals are
v-Fe phase, it is necessary to perform the overheating more than to 180-200 K. For the alloys with boron and carbon
content close to the quasi-binary cross-section, to obtain the homogeneous melt it is necessary to perform the
overheating of alloy more than to 220-250 K.
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Fig. 4. The state diagram of the Fe-B-C system (O — Fe3(CB), A — Fe2B, 0 — y-Fe) and the surface of thermodynamic stability
of the melt (mmm — the Fe-B diagram, — the Fe-C diagram,mss — the eutectics curves, ssssss — the surface of
thermodynamic stability of the Fe-B-C melt)

CONCLUSION

In the paper the phase composition and phase transformation occurring in the alloys with boron content of
0.005-7.0 wt. % and carbon content of 0.4-6.67 wt. % (the rest is iron) is studied. It is shown that formation of the
primary phases y-Fe, Fe,B and Fes;(CB) takes place depending on boron and carbon content in the alloys.

The liquidus surface is plotted experimentally for the Fe-B-C system alloys in the concentrarion range of
0-8.85 wt. % boron and 0-6.65 wt. % carbon and it is shown that the ternary eutectic point occurs at the liquidus surface
in the alloys of Fe-B-C systems with boron content of 2.9 wt. % and carbon content of 1.3 wt. % at the temperature of
1375 K.

In this paper, using the quasi-chemical methos, we obtain for the first time the temperature dependence of the
Helmholtz free energy of the Fe-B-C melt. We obtain the dependences of the temperature of thermodynamic stability of
the melt on boron and carbon content in the alloy and plot the surface of concentration anomaly without any
microcomplexes in the melt. According to the outcomes, it is necessary to perform the overheating more than to 180 K
to obtain the homogeneous Fe-B-C melt, which does not contain the microheterogeneous structure in the form of short-
order microregions.

The work was performed within the specific project “Resurs” KC063.18 “Development of chemical composition
and technological decisions for the manufacture of railway wheels for different application and their maintainability” of
the NAS of Ukraine.
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MOBEPXHS JIKBIAYCY TA CIIIHOAAJIb CIIVTABIB CUCTEMM Fe-B-C
H.IO. ®inonenxo®™’, O.M. 'angina®
13 «ninponemposcvka depocasha meduyna axademia MO3 Yipainuy
49044, Yxpaina, m. uinpo, eyn. Bonooumupa Beprnadcvrozo, 9
b Inemumym woproi memanypeii im. 3.1 Hexpacosa HAH YVipainu (IYM HAHY)
49107, Yrpaina, m. /[uinpo, ni. Axk. Cmapooybosa K.@., 1
¢/[ninposcokuil nayionanvnuu ynieepcumem imeni Onecs I'onuapa
49010, Yxpaina, m. [[uinpo, npocn. I aeapina, 72

B nauiit po6oti nocnmipkeHHs 3aiiicHIOBaIM Ha 3pas3kax ciuiaBiB cucremu Fe-B-C 3 BmicTom Gopy 0,005-7,0% (mac.) Ta kapOony
0,4-6,67% (mac.), iHIme — 3aii30. 3a pe3yabTaTaMH MiKPOCTPYKTYPHOTO, PEHTI€HOCTPYKTYPHOTO Ta AU(EPEHIIHHOr0 TepMiiHOTO
aHayi31B BU3HAYEHI MEPBUHHI (a3u Ta TeMIepaTypH ix yTBopeHHs. B 3anexxHocTi Bix BMicTy 6opy (B inTepsaini 1,5-8,80% (mac.)) Ta
xapb6omny (0,5-6,67% (mac.)) B crumaBax cuctemu Fe-B-C nmepBunnnMu ¢azamu npu kpucranizanii € y—Fe, 6oporiementur Fes(CB) ta
6opun Fe:B. 3a pesynpraTamMu eKCIEpHMEHTY, IIPOBEACHOTO B JIaHii poOOTi, JOCTiIKEeHO (a30BUil ckiiaa Ta (pa3oBi IEepeTBOPEHHS,
mo BiOyBaIOTHCS B CIUIABax, Ta MOOyA0OBaHa ITOBEPXHS JIKBixycy. JlociipkeHHs, IPOBE/IeH] B JaHiil poOoTi, IOKa3aiu, Mo CIIaBU
cucremu Fe-B-C MaroTe HU3BbKY TeMIlepatypy JiKBiIyCy y nopiBHsHHI 3 6iHapHuME citaBamu Fe-B ta Fe-C. Ha noBepxHi mikBigycy
cmnaiB cuctemn Fe-B-C icHye Touka mpu BMmicTi 60py 2,9% (mac.) Ta kap6ony 1,3% (Mac.), sika Mae HalilMEHIIy TeMIIepaTypy
1375 K Ta € TOUKOIO NEepeTHHY MOHOBApiaHTHUX EBTEKTHK, 1[0 KOPEJIOE 3 pe3ybTaTaMy iHIIHX aBTOPiB. MiKpOCTPYKTypa CILIaBiB,
pO3TalIOBaHMX Ha JIHIIX MOHOBapiaHTHHX EBTEKTHK, TpejcraBieHa: eBrekTukamu y—Fe+Fe:B, y—Fe+Fe;(CB) ta nepBuHHUMHU
kpuctanamu 6opuny 3amiza Fe:B B o6omonmi 3 6oponementuty Fe3(BC). ExcriepiuMenTtanbHo B JaHiil poOOTI MOKa3aHO iCHYBaHHS
KBa3i0iHApHOTO Mepepisy Ta BU3HAUYEHI KOOPAWHATH TOUYKH MEPUTEKTUKH: Ipu BMIcTi 6opy 5,0 % (mac.) Ta kapbony 3,0 % (mac.) Ta
temmeparypi 1515 K. Brepme kBa3ixiMiYHUMH METOJJOM OTPHMAHO BUIBHY €HEprilo Ta MOoOYAOBaHO ITOBEPXHIO TEPMOAWHAMIUHOT
crifikocTi po3miaBy Fe-B-C B 3anmexxHOCTI BijJ TeMmeparypu Ta BMICTy Oopy it kapOoHy B ciuiaBi. OTpuMaHi B poOOTi pe3yiIbTaTH
MOKa3ajM, IO U JOCSTHEHHs onHopimHoro posmiaBy Fe-B-C, mo He MiCTHTh MIKPOHEOAHOPOIHOI CTPYKTYpH Y BHIVIAI
MIKPOAISIHOK 3 OJIMKHIM TOPSIKOM, HCOOXITHO BUKOHATH MEPErPiB: VI AUISHKH, JI¢ TICPBUHHOIO (a30k0 € 3aji30, OUTBII HIXK Ha
180 K, a msst misIstHOK, 110 MIiCTSATh OOPOLIEMEHTHT Ta 6opu, — He MeHI Hix Ha 200 K.

KJKOUYOBI CJIOBA: craBu cuctemu Fe-B-C, 6opun FeoB, 6opouementur Fe3(CB), eBrexTHka, TepMOAWHAMiYHA CTIHKICTh
PpO3ILIaBy.

HOBEPXHOCTDb JIUKBUAYCA U CIIMHOJAJIb CIIVTABOB CUCTEMBI Fe-B-C
H.IO. ®uaonenxo®’, A.H. l'anguna®
IV «/{nenponempogckas eocydapcmeennas meouyurckas axaoemus MO3 Ykpaunory
49044, Yrpauna, 2. [{nenp, yn. Braoumupa Bepnadckoeo, 9
bUncmumym uepnoti memannypeuu um. 3.14. Hexpacosa HAH YVipaunvr (UM HAHY)
49107, Yxpauna, e. qnenp, yn. Ax. Cmapooybosa K.®., 1
“/[nenpoeckuti nayuoHanvrvill yHusepcumem umenu Onecs [onuapa
49010, Yxpauna, 2. [nenp, npocn. I aecapuna, 72
B nmanHOi1 paboTe mccienoBaHus OCYIIECTBIUTH Ha oOpasiax cruiaBoB cucteMsl Fe-B-C ¢ conepskanuem 6opa 0,005-7,0% (mac.) u
yriepoma 0,4-6.67% (mac.), ocrampHoe — keme30. Ilo pesynbraraM MHKPOCTPYKTYPHOTO, PEHTIT€HOCTPYKTYpHOTO H
i depeHIanbHOro TePMUIECKOTr0 aHAJIM30B ONpeeIeHbl MepBUYHbIe (a3bl U TeMIepaTyphl uX oOpa3oBaHus. B 3aBucumocTH ot
conepkanus 6opa u yriepona (6opa B untepsaine 1,5-8,80% (mac.) u yrnepoaa 0,5-6,67% (mac.)) B cmiaBax cuctembl Fe-B-C mpu
KpUCTAIIM3aLuK NepBUYHbIMU (pazamu sBistotes: y-Fe, 6opouementur Fes(CB) n 6opun Fe:B. Ilo pesynsraTtam skcnepumeHTa,
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IPOBEJCHHOrO B JIaHHOHM paboTe, MccienoBaHbl (Ga3oBblidi cocTaB U (ha30Bble MPEBpPAILIEHHS, KOTOPbIE MPOUCXOAAT B CIUIABaxX, U
MOCTPOCHA MOBEPXHOCTh JIMKBUAYyca. MccnenoBanus, mpoBeAeHHbIE B JaHHOW paboTe, Mokas3aid, 4To cIulaBel cuctemsl Fe-B-C
HMEIOT 0oJiee HU3KYIO TeMIepaTypy JIMKBHUIyca 10 cpaBHEHHIO ¢ 6uHapHbIME ciutaBaMu Fe-B u Fe-C. Ha moBepxnoctu nukBHayca
cmaBoB cucteMel Fe-B-C cymectByer Touka ¢ comepkanmeMm Oopa 2,9% (mac.) m yrumepoma 1,3% (mac.), KoTopas nMeeT
HaMMEHBIIyIo Temmnepatypy 1375 K u sBinsieTcst TOUukoi mepecedeHnss MOHOBApPHAHTHBIX BTEKTHK, YTO KOPPETUPYET C pe3yIbTaTaMu
JIPYTHX aBTOPOB. MUKPOCTPYKTypa CILIABOB, PACIIONIOKEHHBIX Ha JIMHUSIX MOHOBApUAHTHUX 3BTEKTHK, IPEICTaBICHA: SBTCKTUKAMHI
v-Fet+Fe:B, y-Fet+Fe3(CB) m mepBumunblMH Kpuctayuamu OopuuoB xeme3a Fe:B B oGomouke u3 OGopomnementura Fes(BC).
DKCIIEpUMEHTAIBHO B JaHHOW paboTe IOKa3aHO CYIIECTBOBAHHE KBa3HOMHAPHOTO CEYCHUsl M ONpPEAEIeHbI KOOPIMHATHI TOYKH
NIEPUTEKTUKU: TIpU coleprkanuu 6opa 5,0% (mac.) u yriepona 3,0% (mac.) u temneparype 1515 K. BriepBeie ¢ ucnosnb3oBaHneM
KBa3UXHMUUYECKOTO METO/Ia TONTydeHa CBOOOHAS SHEPTHUsl U IOCTPOSHA TIOBEPXHOCTh TEPMOIMHAMUYECKOH yCTOIHYMBOCTH pacriaBa
Fe-B-C B 3aBucuMOCTH OT TeMIIEpaTyphl U cojepkaHusl 6opa U yrieposa B ciuiae. [lomyueHHsle B paboTe pe3yabTaThl MOKa3aly,
YTO UIA JOCTWKEHHUsS OXHOpPOAHOro pacmiaBa Fe-B-C, KOTopelii HE COAEPKHT MHUKPOHEOIHOPOTHOH CTPYKTYphl B BHJIE
MHKPOYYaCTKOB € OJIIDKHUM ITIOPSIIKOM, HEOOXOANMO BBIIONHHUTE MEPETPEB: IS yJacTKa, IAe MepBUIHON (ha30il ABISETCS XKeleso,
6onee uem Ha 180 K, a rie mepBuuHBIME (ha3aMul SBISTIOTCS. G0poneMeHTUT U 6opu — He MeHee yeM Ha 200 K.

KJIIIOYEBBIE CJIOBA: cmiaBer cuctembl Fe-B-C, Gopun Fe:B, Oopouementur Fes(CB), sBTekTHKa, TepMOIMHAMHYECKAS
YCTOMYMBOCTH pacIliaBa.



83
EAsT EUROPEAN JOURNAL OF PHYSICS
East Eur. J. Phys. 1. 83-95 (2020) DOI:10.26565/2312-4334-2020-1-07

PACS: 81.40. -z

EFFECT OF KIND OF DEFORMATION ON YOUNG'S MODULUS,
DAMAGE PARAMETER, TEXTURE AND STRUCTURE OF ALLOY Mg - 5% Li (wt)

Valentin Usov?®*, \© Heinz-Giinter Brokmeier*, \*' Nataliia Shkatulyak®,

Elena Savchuk9, Norbert Schell
aSouth Ukrainian National Pedagogical University named after K. D. Ushinsky, Department of Technological and Professional
Education, Staroportofrankovskaya Str. 26, 65020, Odessa, Ukraine,
bInstitute for Materials Science and Engineering - Department of TEXMAT - University of Technology Clausthal
Agricolastrasse, 6, D-38678, Clausthal-Zellerfeld, Germany
“South Ukrainian National Pedagogical University named after K. D. Ushinsky, Department of Physics
Staroportofrankovskaya Str. 26, 65020, Odessa, Ukraine
dNational University "Odessa Maritime Academy", Department of Physics
Didrichson's street, 8, 65000 Odessa, Ukraine
¢German Engineering Materials Science Centre (GEMS), Helmholtz-Zentrum Geesthacht

Max-Planck-Str. 1, D-21502 Geesthacht, Germany
*Corresponding Author: valentinusov67@gmail.com

Received December 14, 2019; revised December 24, 2019; revised January 13, 2020; accepted January 21, 2020

Effect of deformation by extrusion, rolling after extrusion (in combination with annealing and changing the rolling direction), and
subsequent alternating bending (AB) with the number of cycles 0.5, 1, 3, and 5 on the elastic modulus (£), damage accumulation
parameter (damage parameter ®), crystallographic texture, and substructure parameters of the binary Mg-5%Li alloy have been
studied. The damage parameter (0 < o < 1), which is interpreted as the relative reduction in the effective load-bearing cross-sectional
area due to damage accumulation, was found by the change in the elastic modulus after various above types of deformation. At this,
we used to compare equivalent deformation and equivalent elastic energy models. The substructure parameters (crystalline domains
sizes D, lattice distortion &, dislocation density p) were estimated by analyzing the physical broadening of the lines diffraction on the
crystal lattice of studied alloy of the penetrating hard X-ray synchrotron radiation. It was found that in the studied alloy, sheet forms a
texture, at which the hexagonal prism axis is 90° deviated from the normal direction (ND) to the sheet up to transverse direction (TD)
after extrusion of the ingot at 350°C in combination with its further rolling in the direction of extrusion axis (rolling direction RD) to
a thickness of 4.5 mm and annealing at 350°C after each pass. At this the crystallographic directions (1120) and (1010) coincide
with RD. The texture, at which the hexagonal prism axis is deviated from ND to TD by angles ranging from 15 to 70° (unlike from
texture of basal type of the pure magnesium) is formed after further rolling of studied alloy to a thickness of 1 mm with the changing
of the RD on 90° in combination with annealing at 350°C after each pass. The crystallographic direction (2131) coincides with RD.
The anisotropy of above mentioned characteristics was found. Correlation and regression analysis showed that the anisotropy and the
values of E, D, €, and p, are decreased, and the values of o are increased with an increase of alternating bend cycles’ number. It is
shown that changes in the above characteristics are mainly due to the crystallographic texture formed during thermomechanical
processing and subsequent alternating bending of Mg-5%Li alloy sheets, which is confirmed by data of correlation and regression
analysis.

KEYWORDS: extrusion, rolling, alternating bending, texture, anisotropy, Young's modulus, damage parameter, substructure.

Magnesium and its alloys have recently attracted scientific and practical interest due to the increased demand for
weight loss in a number of industries such as automotive, acrospace. Low density and high specific strength are the
basis for such interest [1]. However, pure magnesium and its usual alloys with aluminum and zinc of the AZ31 type
exhibit insufficient formability during stamping and deep drawing [2]. It is known that magnesium shows a pronounced
anisotropy of mechanical properties after deformation. Anisotropy of the mechanical properties arises mainly due to the
pronounced texture, which develops during plastic deformation, which is typical for metals with a hexagonal crystal
structure. Moreover, in the production of sheet material, texture can, in principle, affect the production process and the
resulting mechanical properties. The deformation behavior of hexagonal metals as a whole significantly complicates the
variety of possible deformation mechanisms, such as basic, prismatic, pyramidal sliding and a number of twinning
modes. In addition, activation of deformation mechanisms depends on the c¢/a ratio [3]. Thus, there is a need for the
development of new magnesium alloys with high corrosion resistance and good mechanical properties. It was shown
that alloying magnesium with a small amount of lithium can significantly increase the ductility and corrosion resistance
even in an alloy with a hexagonal lattice [4].

Usually, sheet and rolled metal would be straightened by roller straightening machines before use in order to
reduce residual stresses and increase flatness [5]. In the process of straightening, sheet metal is subjected to alternating
tensile deformation of the convex side and compression on the concave side of the sheet due to alternating bending
(AB). Significant changes in the microstructure and texture occur during the AB process, despite a slight deformation
[6]. The crystallographic texture formation in Mg — 5% Li (wt) alloy sheets was studied in [6], after the ingot extrusion
and subsequent rolling at a change in direction, as well as the effect of the subsequent AB on the microstructure, texture
and anisotropy of mechanical properties. It was found that the intensity and scattering of the texture depend on AB
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cycles number. The most significant changes in texture were observed after 3...5 cycles of AB. Texture changes
affected the anisotropy of mechanical properties. Regular changes in the anisotropy of both mechanical properties and
the microstructure, represented by equiaxed grains containing twins, occur during alternating bending.

At the same time, it is not investigated the tendency to destruction of Mg-5%Li alloy sheets obtained as a result of
deformation by extrusion and subsequent rolling with a change in direction and further alternating bending. As was
mentioned above, the alternating bending is used to increase flatness and reduce of residual stresses in the sheet metal
before its use. In this case, sub- and microdefects accumulate in the metal during deformation: point (vacancies and
interstitial atoms), linear (dislocations), surface (submicrocracks), bulk (micropores). Association of these defects
during the increase in deformation leads to formation of microcracks, which are combined into the main crack that can
lead to failure [7, 8].

The damages accumulation concept of the continuum mechanics turned out to be promising for describing the
macroscopic behavior of a material during deformation. To characterize the accumulation of damage, the so-called
damage parameter o is used, which was proposed already in the early works of Kachanov [7] and Rabotnov [8], and is
also being developed in our time [9 - 11].The damage parameter 0 < ® < | characterizes the totality of microstructural
changes in the material caused by the appearance and accumulation of microdefects under operational loads. The
damage parameter is interpreted as the relative reduction in the effective load-bearing cross-sectional area due to the
accumulation of damages. Material degradation is caused by a gradual decrease in the effective area, which actually
bears tensile loads and determines the tensile strength of the sample. With this interpretation, the damage parameter can
be represented as follows:

W= (S - SO)/SO’ (1)

where S, and S is the cross-sectional area of the intact sample and the current cross-sectional area of the tested
sample, respectively; (S, - ) is the area occupied by microvoids and microcracks.

The damage parameter can be obtained by measuring of elastic modulus changes, with this interpretation.
According to the hypothesis of equivalent deformation [9], the damage parameter ® can be found from the relation

w=1_E/E0’ )

where Ey and E are the elastic modulus of the intact sample and the current modulus value of the tested sample,
respectively.
If we use the model of equivalent elastic energy [10], then we can define ® as a tensor of the fourth rang

1,

w=1-(E/ ) 3)

Only one component of the tensor in (3) is nonzero for uniaxial tension [11]. The damage parameter ® can be
found at the uniaxial tension by changing the elastic characteristics, taking into account the representative element of
the volume of orthotropic symmetry. It means that the most complex anisotropy that can be represented is orthotropic.
The effective elastic properties remained orthotropic with good accuracy even with a high density of interacting cracks,
as was shown by the micromechanical analysis [7]. As it was experimentally shown in [12], an assessment of the
damage parameter based on the Lemaitre equivalent deformation model [9] gives higher values of the damage
parameter compared to models based on the equivalent elastic energy pattern [10, 11] and which give very similar
numerical values. Therefore, the assessment of the damage parameter @ according to (3) is the best in comparison with
(2) when analyzing the anisotropy of damage to sheet material [12].

The crystallographic texture, which is formed in the process of plastic deformation, also has a significant effect on
the accumulation of structural defects and, accordingly, damages [13].

At the same time, the lack of sufficient physical justification of the models (kinetic equations) gives rise to
ambiguity in experimental estimates of the damage parameter ®, depending on the method of its determination for the
same sample of the material under study [12]. The relationship between the damage parameter and the change in the
structural state and texture under external influences can still be obtained only on the basis of the corresponding
correlation and regression analysis.

Goal of this article is the study of the effect of extrusion processing with followed rolling and alternating bending
as well as texture on elastic properties, damage parameter, crystalline domains sizes D, lattice distortion €, and
dislocation density p of Mg-5%Li alloy.

MATERIALS AND METHODS
The original cylindrical blanks of the Mg-5%Li alloy were subjected to processing in two successive modes
(conditionally I and II).
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Processing Mode I. The cylindrical Mg-5% Li ingots with a diameter of 60 mm and a length of 120 mm were
extruded at 350°C. Thus slabs 60 mm wide and 6 mm thick were obtained. Then the slabs were rolled in the
longitudinal direction to a thickness of 4.5 mm in two passes. Heating to 350°C was conducted after each pass.

Processing Mode II. The alloy strips of 4.5 mm thick obtained after processing in the first mode were rolled then
in the transverse direction to a thickness of 2 mm in 10 passes with reduction of 10% per pass. The heating was
conducted to 350°C after each pass. Then, the rolling direction changed by 90 ° each time, and thus the sheet was rolled
to a thickness of 1 mm with a decrease of about 10% per pass.

The sheets of the investigated alloy, processed in accordance with mode II, were next subjected to straightening by
means of the alternating bending. Process of sheets straightening by means of the alternating bending was modeled on a
manual three-roller device. The diameter of the bending roller was 50 mm. The metal moving speed at the bending was
approximately 150 mm/s. The one cycle consisted of bending in one direction (0.25 cycles), returning to a flat state (0.5
cycles), bending in the opposite direction (0.75 cycles) and straightening (1.0 cycle). Studies were performed after 0.5,
1.0,3.0 5.0 of AB

Young's modulus was measured dynamically by the frequency of natural bending vibrations of flat rectangular
samples 100 mm long and 10 mm wide. The measurement error of Young's modulus did not exceed 1%. [14]. Samples
were cut out through every 15° from the rolling direction (RD) up to the transverse direction (TD) from the original
sheets processed in accordance with mode II, as well as from the same sheets after 0.5, 1.0, 3.0, and 5.0 cycles of
alternating bending. Samples for studying the texture and substructure parameters were also cut out.

We found the damage parameters using changes in the Young's modulus of the processed samples relative to
original samples in the corresponding sheet directions according to relations (2) and (3).

Diffraction patterns were recorded to analyze line broadening for defect density description. The high energy
materials science beamline HEMS@Petra III /Hasylab DESY (Hamburg-Germany) equipped with a Perkin-Elmer area
detector was used to obtain two-dimensional pattern [15]. Synchrotron radiation with energy of 87 keV and a
wavelength of 0.014235 nm a high penetration depth, similar to thermal neutrons [16], allowed the study in the
transmission mode. Beam size was 0.5 mm. Calibration of the instrumental set-up, see figure 1, was performed by a
LaB, standard. The calibration includes determination of the sample to detector distance (0.901m), the wavelength and
the instrumental line broadening. The shooting scheme is shown in Fig. 1.

1

pC-1 ——f[pc2 ||

Fig. 1. Sketch of the set-up using synchrotron radiation beam; (a) diffraction pattern measurement; (b) (b) pin whole technique; (c).
example of an area detector image; ((a): 2D detector (1); beam stopper (2); sample (3); vertical and horizontal slots, respectively, (4)
and (5); a diode (6); monochromator (7); PC1 and PC2 are rotation and displacement devices, respectively. In scheme (b): a
monochromatic beam (8); a sample (9), and a detector (10)).

The microstructure parameters (crystalline domains sizes D, values of crystal lattice distortion & = Adhkl/ At

and dislocation density p) were calculated using standard 1-dimensional diffraction pattern generated by Fit2D [17]
from area detector pictures. The analysis of the line broadening was carried out using the Origin-6G computer program.
Crystalline domains sizes D, values of crystalline lattice distortion and dislocation density p were estimated by means of
Williamson-Hall methods [18, 19].

The texture analysis was performed using the method of inverse pole figures (IPF) on the measurements in the
normal direction (ND) to the rolling plane (ND IPF) and the rolling direction (RD IPF) taken on a DRON-3M
diffractometer by using of the MoKa radiation in reflection mode from two sides of sheets after the corresponding
number cycles of AB. The pole densities of IPF were found from the integrated intensity of the diffraction lines with
allowance for the sample without texture. A textureless sample was manufactured from small recrystallized sawdust of
the investigated magnesium alloy. The Morris normalization was used, when constructing the IPFs [20].

EXPERIMENTAL RESULTS AND DISCUSSION
Inverse pole figures of the investigated alloy are presented in Fig. 2. The texture of the sheet processed according
to I mode is characterized by the presence of a relatively weak basal component (pole density 1.14 in Fig. 2a) and a
very strong component (1010) (pole density 6.64 in Fig. 2a). This corresponds to the texture, at which the normal to
the basal plane (0001) is deflected by 90° to the TD. In this case, the rolling direction of such a sheet coincides mainly
with the crystallographic directions (1120) with scattering up to (1010) (Fig. 2b). The addition of lithium to
magnesium changes the balance of the deformation mechanisms, which in turn affects the texture.
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Fig. 2c, d is showed the ND IPF and RD IPF of the alloy under study after treatment in the mode II. It can be seen
that the hexagonal prism axis is deviated from ND on about 15 to 70° towards the TD, in contrast to the basal rolling
texture of pure magnesium. The crystallographic direction (2131} (pole density 3.70) coincides mainly with the RD
(Fig. 2d). At the same time, it should be noted that the region of increased pole density on inverse pole figure of the
rolling direction occupies a rather wide region between poles (3032), (1120) and (1010).
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Fig. 2. Experimental inverse pole figures of alloy Mg-5% Li: (a, b) are after extrusion and rolling in longitudinal direction
(Proceeding Mode 1); (c, d) are extrusion and rolling with changing direction (Proceeding Mode II), (e-m) are after processing in
accordance with the mode II and subsequent alternating bending using different number of cycles: 0.5 (e, f); 1.0 (g, h); 3.0 (i, k), and
5.0 (1, m) cycles. (f, h, k, m) correspond to the stretched side of the sheet; (e, g, i, 1) correspond to the compressed side of sheets of
alloy

Doping of magnesium with lithium reduces the c¢/a axis ratio and thereby activates not basal sliding mechanisms.
In particular, at elevated temperatures, the role of the prismatic <a> slip of dislocations in Mg-Li alloys can be
significant [4]. Formation of the texture components of the basal type deviated up to the TD is probably facilitated by
activation of the prismatic <a> slip, as well as twinning (Fig. 3).
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The type, nature and degree of texture scattering after alternating bending depends on the cycle’s number of
alternating bending, as mentioned above. A more detailed description of the texture and microstructure after the AB can
be found in [6].

Fig. 3. Microstructure of Mg-5%Li alloy machined by Proceeding Mode [

The integrated diffraction spectra of the Mg-5% Li alloy treated in according with the processing mode 11, as well
as after a different number of cycles of alternating bending are shown in Fig. 4.

Lattice distortion is evaluated usually on the basis of the classical Williamson-Hall method [18]. This method gives
good results in the absence of anisotropy of the broadening of diffraction lines.

Anisotropy of the physical broadening of the diffraction lines due to the crystallographic texture of the samples in
the studied alloy (Fig’s. 2, 4) was found. Therefore, further analysis was performed using the modified Williamson —
Hall method [19]. The method for processing the width of diffraction peaks makes it possible to estimate the
dislocations density. Assuming that the strain broadening of the lines is due to dislocations and that the average
dislocation contrast factor (E) is known, the full width at half maximum (FWHM) of the X-ray diffraction peak (XRD)
with allowance for instrumental correction and correction for absorption can be represented using a modified equation
Williamson — Hall as follows [19]:

FWHM = 2 + ("Mzﬂ p'/2 (KEl/2>2 +0 (KEl/2)4 (6)

Here D, b, and p are, respectively, the crystalline domain size, the absolute value of the Burgers vector of the
dislocation, and the dislocations density. So called dislocation arrangement parameter M is depended on the outer
effective cut-off radius of dislocations, K = (2sin8) /A, 0 is the diffraction angle, A is the radiation wavelength, O is the

1
highest order of the value KC /2.

For the convenience of further analysis, we introduce the following notation:
212 1 2 1 4
FWHM = y; (0.9/D) = C; [ 22 oYz = ; (KC /2) %0 (KC /2) - Ax?
The relation (6) takes such form at the new notation:
y =C + Bx + Ax? (6a)

In metals and alloys with a hexagonal lattice, one should take into account the manifold of 11 different slip
systems and the corresponding Burgers vectors [21]. They can be divided into three main slip systems with the
following Burgers vectors: b; = 1/3(1120) ({a) type), b, = (0001) ({c) type) and b; = (1123) ({c + a) type). The
average dislocation contrast factor (E) for various slip systems during deformation of pure magnesium can be
determined from [21]. However, as mentioned above, alloying magnesium with lithium leads to the change as the c/a
ratio as well the elastic constants magnitude. So for pure magnesium (c/a) = 1.624 [22]. For the studied alloy Mg-5%Li
c/a=1.610, according to our data.

The elastic constants of the Mg-5%Li alloy were calculated by us earlier [23]. The results are shown in Table 1.
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Elastic modules of single crystal of Mg-5%Li alloy

Table 1

Elastic modules of single crystal of Mg (mass) 5 % Li alloy, GPa

Cl1

Cl12

CI13

C33

C44

51.2

20.1

17.1

64.7

19.8

The average values of the parameters of the dislocation contrast of the studied alloy were calculated using the
freely distributed computer program ANIZC [24]. For this purpose, we used the elastic constants given in the Table 1.In
this case, we took into account the influence of both edge and screw dislocations of the <a>, <a + ¢>, <c> type in the
ratio of 0.6, 0.38, 0.02 respectively [25] for the diffraction lines shown in Fig. 4.
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Fig. 4. Integral diffraction spectra of the alloy Mg-5%Li: (a) after treatment by proceeding mode II, extrusion and rolling with
changing direction; (b— e) after subsequent alternating bending using various numbers of cycles: 0.5 (b); 1.0 (c); 3.0 (d), and 5.0 (e)

cycles
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The average value of the Burgers vector of dislocations turned out to be 0.151 nm. In [25] the influence of equal
channel angular pressing (ECAP) on the crystalline domains sizes, lattice distortion, and the dislocation density of the
AZ91 magnesium alloy were studied. It was shown that the parameter M (6) decreases from 2.5 to 1.6 during
processing. We accepted the value of the parameter M equal to 2 to assess the dislocation density of studied alloy Mg -
5% Li (wt).

As a result of our calculations, we obtained the following relationships of type (6a) both for the original samples
obtained by processing in modes I and II, and for samples after alternating bending (Table 2).

Table 2
Modified Williamson-Hall Equations for Mg-5%Li alloy
Processing Cycles n“n?ber of . Approximation
mode agz:gggg Equations (62) reliability factor R?
I 0 y =0.02184 + 0.0006x + 0.00044x?> 0.98
11 0 y =0.02282 + 0.0055x + 0.00007x> 0.98
11 0.5 y =0.02487 + 0.00062x + 0.00005x? 0.99
11 1.0 y =0.02360 + 0.00067x + 0.00001x? 0.98
11 3.0 y =0.02493 + 0.00074x + 0.00009x? 0.99
11 5.0 y =0.02554 + 0.00078x + 0.00003x? 0.99

If the magnitude of the coefficient B is known, then the dislocation density can be estimated, as this follows from
equations (6) and (6a). The results of analysis of the substructure (distortion of the crystal lattice €, crystallite domains
sizes D and dislocation density p) after processing according to the I and II Modes, and also after different number n of
AB cycles are presented in Table 3.

Table 3
Substructure parameters of the Mg-5%Li alloy after various processing
Processing . .
Structure Processing Mode 11 Alternating bending
Characteristics Mode | Cycles number, n
0 0,5 1 3 5
D, nm 41 39 38 37 36 35
£x104 5.86 2.03 231 2.39 291 3.15
px10', m? 2.19 2.11 2.51 3.13 3.82 4.25

The sizes of the crystalline domains D decrease, while the lattice distortion € and the dislocation density p increase
with increasing of the cycle number of alternating bending (Table 3). Strong correlations take places between the value
of the substructure parameters of the alloy processed according to mode II and the number n of AB cycles. The
corresponding regression equations and approximation reliability coefficients have the form:

D = 0.014n? — 1.44n + 38.73; R? = 0.96, )
£ x 10% = —0.034n2 + 0.386n + 2.063; R = 0.99; (8)
p x 101 = —0.087n2 + 0.831n + 2.232; R? = 0.98 )

Table 4 presents values of the elastic modulus £ in different directions of the sheets of the alloy under study and
the anisotropy coefficients n after processing according to mode II as well as after different number of cycles of the
subsequent alternating bending. The value of anisotropy coefficients 1 can be found by the ratio:

N = [(Fnax — Fin)/Finin] - 100%, (10

where F is the value of the corresponding property.

The directionally averaged values of the elastic modulus E decrease with an increase in the number of AB cycles
(Table 4). The analysis showed that there is a strong correlation between the directionally averaged elastic modulus
values £ and the number n of AB cycles. The corresponding regression equation and approximation reliability
coefficient have the form:

Eq = 0.29n2 — 2.30n + 50.96; R? = 0.85 (11)
To study the effect of alternating bending on the damage parameter ®, we assume that the samples of the studied

alloy immediately after treatment in the mode II have not damages and are characterized by elastic modules E,, and
after the corresponding number of AB cycles, the samples are characterized by elastic modules E.
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Table 4
Modules of elasticity (£) and coefficients of anisotropy (1) after various treatment of Mg-5%Li alloy sheets

Processing mode

Angle
Wi%h Processing mode IT (0) — Alterilzz)ting bending cycles3n3mber —
rolling : : : :
direction E, GPa n, % GEf;a n, % E, GPa n, % E, GPa M, % E, GPa n, %
0 50.3 48.2 46.8 44.2 46.2
15 50.6 48.1 46.8 453 46.1
30 51.3 48.0 47.1 47.9 46.2
45 52.1 52 48.2 33 49.5 10.9 49.4 11.8 46.2 33
60 52.6 48.7 51.0 49.1 46.7
75 52.8 493 51.1 47.2 47.3
90 52.9 49.6 51.9 46.2 47.6
AVVaelrjfe 51.8 5.2 486 | 3.3 492 10.9 47.0 118 | 466 33

The values of the damage parameter ® according to relations (2) and (3) are presented in Tables 5 and 6.
The analysis showed that there are strong correlations between the damage parameters w; and w, averaged over
the directions in sheets of the investigated alloy, on the one hand, and the number of AB cycles, on the other hand
(Tables 5, 6).

Table 5
Damage parameters ®; and anisotropy coefficients after various processing of Mg-5%L.i alloy sheets
Processing mode
évni%llle Alternating bendini cycles number
rolling Processing mode II (0) 0.5 1.0 3.0 5.0
direction w,=1-— E/EO n, % o1, n, % of M, % oY M, % ®1 n, %
0 0.042 0.070 0.121 0.082
15 0.049 0.075 0.105 0.089
30 0.06.4 0.082 0.066 0.099
45 0 0 0.07.5 79 0.050 332 0.052 144 0.113 38
60 0.074 0.030 0.067 0.112
75 0.067 0.032 0.106 0.104
90 0.062 0.019 0.127 0.100
favlireai‘? 0 0 | 0062 | 79 | 0051 | 332 | 0.092 | 144 | 0.00 | 38
Table 6
Damage parameters ®, and anisotropy coefficients after various processing of Mg-5%Li alloy sheets
Angle .Processi‘ng mode
with . Alternating bending cycles number
rolling Processing molc}e 11 (0) 0.5 1.0 3.0 5.0
direction Wy, =1— (E/Eo) 2 M, % 2 M, % 02 M, % 02 M, % 2 l};
0 0.021 0.035 0.063 0.042
15 0.025 0.038 0.054 0.046
30 0.033 0.042 0.034 0.051
45 0 0 0.038 81 0.025 | 340 0.026 149 | 0.058 | 40
60 0.038 0.015 0.034 0.058
75 0.034 0.016 0.055 0.054
90 0.032 0.009 0.065 0.051
é;izzaf)‘z 0 0 0032 | 81 | 0.026 | 340 | 0.047 | 149 | 0.051 | 40
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The corresponding regression equations and approximation reliability coefficients R? have the form:

w; = —0.005n% + 0.044n + 0.016; R? = 0.85, (12)

w, = —0.002n? + 0.022n + 0.008; R? = 0.86. (13)

The value of the damage parameter averaged over all directions in the sheets, increases with an increase in the
number of AB cycles to 5 in accordance with relations (12) and (13). Anisotropy of the both elastic modulus and
damage parameters takes place, both in the original sheet processed according to the mode II and after alternating
bending (Tables 4-6).

The anisotropy of the elastic modulus reaches its maximum value after 3 cycles of AB. Anisotropy coefficients of
the damage parameters are maximal after 1 cycle of AB. Minimum of the anisotropy is observed after 5 cycles of AB
(Tables 4-6).

The effect of the crystallographic texture on the anisotropy of elastic properties, as well as of lattice distortion,
crystalline domains sizes, dislocation density and damage parameters after the corresponding number of alternating
bending cycles can be established by comparing the values of the above properties in different sheet directions with the
pole density values at the corresponding inverse pole figures for the normal direction (ND IPFs). Changes in the texture
can be described quantitatively by a change in the normalized values of the pole density exceeding 1 (which
corresponds to a sample without texture) on the IPF ND (Fig. 2). We assume that only crystallite orientations whose
normalized pole density is greater than unity contribute to the anisotropy of properties. In this case, it is necessary to
renormalize the pole density taking into account only the above orientations.

For this purpose, first we average the values of the pole density (exceeding 1) on the ND IPF’s obtained for two
sides of the sheets after each number of cycles of alternating bending (Fig. 2). Sums of the average values of the above
pole densities we use as normalization factors Y, Piy;; for the corresponding number of cycles to determine the relative
contribution to the texture of each of the above Pgy; for each number of cycles. For this, we find the relations
P/ Y Py for the corresponding number of AB cycles. In principle, the last relation has the sense of the volume
fraction of the corresponding texture component in the above approximation.

The contribution of each texture component to the corresponding properties we will taken into account in the form
of sums of the products Pf;, on its volume fraction of PR, /Y. PR, ie. (PR X (P /2 PR)). We will call them
“relative normalized values of the pole density” P,.,;. These values are summarized in the Table 7.

Table 7
Normalized values of pole densities exceeding 1 on the IPF ND
Cycles number 0 0.5 1.0 3.0 5.0
Pro 3.43 2.92 2.89 2.51 2.53

The analysis showed that there are significant correlations between the P,..; values (Table 7), on the one hand, the
crystalline domains sizes D, the lattice distortion ¢, the dislocation density p (Table 3), the elastic modulus E,,, averaged
over the direction in the sheets of the studied alloy (Table 4) and damage parameters w;, w, (Tables 5, 6), on the other
hand.

The corresponding regression equations and approximation reliability coefficients have the form:

D = —2.40P2, + 18.11P,; + 5.08; R? = 0.90 (14)
£-107* = 1.22P2, — 8.37P,,; + 16.35; R? = 0.95 (15)
p-10* = 1.48P2, — 100.95 + 22.20; R? = 0.93 (16)
E = —0.19P2, + 4.32P,,; — 34.70; R? = 0.98 (17)
w; = —0.007P%, — 0.058P,; + 0.293; R? = 0.98 (18)
wy = —0.004P2, — 0.025P,; + 0.142; R2 = 0.97 (19)

Kearns texture coefficients are often used to quantify the texture of hexagonal materials [26]. These coefficients f;
(the index j means the corresponding direction in the sample (ND, RD or TD) express the degree of directivity of the
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c-axes of the crystalline HCP cell of grains with a given geometric direction in the polycrystalline material and can be
found from the inverse pole figure by the ratio [27]:

fi = (cos?a;); = ¥; A;P;cos?ay (20)
Where P;; = ﬁ I;/Ir is the ratio of the integrated intensity I; of i-th reflection at the j-th IPF to the
corresponding value for the sample without texture I; A; are the statistical weights of the i reflection (Z AP = 1) [20];
a; is the deviation angle of the i-th crystallographic direction of the c axis the j direction in the sample.

To find the Kearns texture coefficients by equation (20), we used the IPF in Fig. 2, the values of A; taken
from [28]. We calculated the angles @; according to well-known formulas using the above mentioned ¢/a = 1.61 ratio
for Mg-5% Li alloy.

The Kearns texture coefficients calculated by ND IPF (fyp) and by RD IPF (fgp) for the sheets obtained by
processing in the Mode I were, respectively, 0.232 and 0.142. Kearns texture coefficients (fyp) and (fgp) of the original
alloy sheet processed by mode II are shown in Table 8. In Table 8 are also shown the Kearns texture coefficients
calculated by the ND IPF of both sheets sides (fy;, 1) Iy (2)) as well as after averaging by two sides sheets alloy (fy (aV))
after various number of alternating bending cycles.

Table 8
The Kearns texture coefficients calculated from the IPF data in Fig. 2.
Processing Mode 11
Alternating bending
Cycles number
0 0.5 1.0 3.0 5.0
f f; 1) () (av) 1) () (av) 1) ) (av) 1) ) (av)
ND RD ND ND ND ND ND ND ND ND ND ND ND ND

0.390 | 0.393 | 0.435 | 0.407 | 0.421 | 0.409 0.388 | 0.398 | 0.399 | 0,411 0.404 | 0.417 | 0.411 0414

The mismatches in the distribution of pole density at the ND pole figures of the opposite sheets sides after the
corresponding number of cycles of alternating bending were revealed, as can be seen in fig. 2 (e — m). This is due to the
fact that on the convex side, the surface layers of the sample undergo tensile deformation (Fig. 2 f, h, k, m), while the
layers on the opposite side of the sheet undergo compression deformation (Fig. 2, e, g, i, ). During extension, on the
contrary, the metal layers on the convex side of the sheet undergo compression deformation, while the metal layers on
the concave side of the sheet experience tensile deformation. Similar discrepancies were found earlier in the work [27]
at the investigation of the crystallographic texture of Zr-2.5% Nb alloy strip. The strip was obtained by straightening
part of the pipe after cut along axis. Discrepancies in the distribution of pole density on the ND IPFs of the opposite
sides of the sheets of the alloy under study after a different number of alternating bending cycles naturally reflected on
the values of the corresponding Kearns texture coefficients (Table 8).

The Kerns texture coefficient f yp Of the studied alloy original sheet processed according to Mode II, as well as
the average Kerns texture coefficients f f\% after a different number of alternating bending cycles (Table 8) , we used to
further analyze their relationship with the sizes of the crystalline domains D, of the crystal lattice distortion e,
dislocation density p (Table 3), as well as with the averaged by the sheet directions Young's modulus £ (Table 4) and
damage parameters @, and @, after the corresponding number of alternate bending cycles (Table 5, 6).

The analysis showed that there are significant correlations between the f f\% values (Table 8), on the one hand, the
crystalline domains sizes D, the lattice distortion &, the dislocation density p (Table 3), the elastic modulus E,,, averaged
over the direction in the sheets of the studied alloy (Table 4) and damage parameters w4, w, (Tables 5, 6), on the other

hand.
The corresponding regression equations and approximation reliability coefficients have the form:

= 10880( (‘”’)) —8865,7f) + 1841,5; R = 0.97 1)
£-107* = —3192,8(£%")" + 2607,2 Fi —529,3; R = 0.79 (22)
p-10™ = —69045,5(£%")" + 5024 4 F5Y — 1142; R* = 0.85 (23)

E = 13430,0(£%”)° - 11010,0 + 2303,1 R? = 0.97 (24)

~257,6(£%) + 211,319 = 43,2, R? = 0.97 (25)

= ~130,8(£%)" + 107 21\ — 21,93, R2 = 0.97 (26)
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CONCLUSION

It was studied the effect of the processing regime I (deformation by extrusion, rolling after extrusion in
combination with annealing), as well as the effect of successive regime II (strips after processing in accordance with the
regime I, were rolled further in combination with annealing and changing the direction of rolling) on the texture,
.substructure characteristics (crystalline domains sizes, lattice distortions, and dislocation density) of the Mg-5 % Li
(wt.) alloy sheets.

It was found that after the Mg-5% Li alloy treatment in accordance with regime I, a texture is formed in the sheets,
at which the axis of the hexagonal prism is 90° deflected from ND to TD. The crystallographic directions (1220) and
(1010) coincide with RD. In that case the crystalline domains size D = 41 nm, lattice distortions value & =5.86 - 1074,
and dislocation density p =2.19 - 101*m=2 .

After the Mg-5% Li alloy treatment in accordance with regime I, a texture is formed in the sheets, at which the
axis hexagonal prism is deviated from ND to TD by angles ranging from 15 to 70°, in contrast to the texture of basal
type after rolling of the pure magnesium. The crystallographic direction (2131) coincides with RD. In that case the
crystalline domains size D = 39 nm, lattice distortions value € =2.03 - 10™*, and dislocation density p =2.11 - 10*m ™2,

The effect of subsequent alternating bending of the Mg-5 % Li (wt.) alloy sheets processed in accordance with
regime II on texture, substructure characteristics (crystalline domains sizes, lattice distortions, and dislocation density),
elastic properties and damage parameters of sheets has been also studied. It was found that values of crystalline domains
sizes D and elastic modulus E averaged over all directions in the sheets are decreased, and magnitudes of lattice
distortion &, dislocation density p, and damage parameters ® are increased with increasing numbers cycles of alternating
bending. The character of changes can be described by the corresponding regression equations (7) - (9) and (11).

It is observed the anisotropy of the both elastic modulus and damage parameters, both in the original sheet
processed according to the mode II and after alternating bending. The anisotropy of the elastic modulus reaches its
maximum value after 3 cycles of the alternating bending. Anisotropy coefficients of damage parameters are maximal
after 1 cycle of alternating bending. Anisotropy minimums of the elastic modulus and damage parameters are observed
after 5 cycles of the alternating bending.

Changes in the values of crystalline domains sizes D, lattice distortion &, dislocations density p, elastic modulus E,
and damage parameters ® are mainly due to the crystallographic texture formed during thermomechanical processing
and cycle’s number of subsequent alternating bending of sheets. The corresponding regularities have been described by
regression equations (14) - (19), as well as (21-26).
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BILIUB BUY JE®OPMAILILL HA MOJIYJIb FOHT' A, TIAPAMETP ITIOLUKO/)KEHOCTH,
TEKCTYPY I CTPYKTYPY CIVIABA Mg - 5% (Bar.) Li
Banentun Ycos?, Xaiinu-I'iontep Bpoxmeiiep™e, Hataxis Ikaryasik®, Onena Capuyk?, Hopoept Illesn®
*[Tis0eHHOYKPAiHCLKUIL HAYiOHATbHULL nedazociunutl yHisepcumem imeni K. JI. Yuwuncoroeo, kagedpa mexnonoziunoi i npogecitinoi
ocsimu, gyn. Cmaponopmoghpanxiscoka. 26, 65020, Odeca, Yrpaina
bIuemumym mamepianosnaecmea ma inocenepii - gpaxynomem TEXMAT - Texnonoziunuii ynieepcumem Knaycmany
Agricolastrasse, 6, D-38678, Knaycmanv-Lennepgenvo, Himeuuuna
¢Ilis0ennoykpaincoruil Hayionanvhull nedazoziunuil yuigepcumem imeni K. /[, Ywuncokoeo, kageopa ¢hizuxu
eyn. Cmaponopmogpankiscora. 26, 65020, Oodeca, Vkpaina
Hayionansnuii ynieepcumem "Odecvka mopcoka axademis", (pizuunuii paxyromem
syn. [iopixcona, 8, 65000, Ooeca, Yxpaina
¢Himeyvkuil yenmp Koncmpykmugrozo mamepianosuascmea (GEMS), Llenmp imeni I'envmeonvya
eyn. Makca ITnauxa, 1, D-21502 I'ecmxaxm, Himeuuuna

BuBueHno BB AedopMalii eKcTpy3i€ro, MPOKAaTKOIO Micisi eKCTPy3ii (B MOeAHAHHI 3 BiAManaoM i 3MIHOIO HAampsSMKY MPOKATKH) i
MOJANBIIOT0 3HaKo3MiHHOTO BUTHHY (3I) 3 wmcmom mwmkmiB 0,5, 1, 3 1 5 Ha Momyns mpykHocti (E), mapamerp HakommdeHHS
TIOIIKO/DKEHD (TTapaMeTp MOIIKOKYBAHOCTI M), KpUcTanorpadidHy TeKCTypy 1 mapaMeTpu cyOCTpyKTypH OiHapHOTO ciiaBy Mg -
5% Li (Bar.). [Tapamerp nomkomkyBaHocTi (0 < @ < 1), sikui iHTEPIPETYETHCS SIK BiTHOCHE 3MEHIICHHS e()eKTHBHOI HeCY4oi ILIomIi
MOMIEPEYHOr0 Mepepisy dYepe3 HAKOMMYEHHs MOLIKO/KEHb, OYyB 3HAiAeHHH 31 3MIHH MOAYJS MPY)KHOCTI MICHS PI3HHX
BHIIIE3a3HAUYEHNX THIIB nedopmarii. [Ipy mpoMy MH BHKOPHCTOBYBaIM Ul MOPIBHAHHS MOJENTI E€KBIBaJCHTHOI aedopmarii ta
eKBiBaJIeHTHOI mpykHOi eHeprii. Ilapamerpm cyOCTpykTypu (po3Mipm KpHCTamiyHHX JoMeHiB D (067acTi KOrepeHTHOTro
po3citoBaHHS, MikpojaedopMaril KpUCTATIYHOI IPAaTKU €, MUIBHICTh JHUCIIOKAIIH p) OLIHIOBANNCS IUIIXOM aHANi3y (i3HIHOrO
PO3IIUPEHHS JiHIH Audpaxuii >KOPCTKOro NPOHHKAIOYOr0 PEHTTEHIBCHKOTO CHHXPOTPOHHOTO BHIIPOMIHIOBAHHS HA KPHCTAJIYHIN
rpaTii AOCIIKYBAHOTO CIUIaBy. Byio BUsBIICHO, 110 MiCist eKCTPy3il 3nuTka crutaBy np 350°C i mopansinoi MpOKAaTKK B HAMPSMKY
oci ekcrpysii (HampsiMok mpokatku HII) mo toBmmam 4,5 MM B moegHanHi 3 BimmamoM mpu 350°C micias KOXHOTO HPOXOAY
YTBOPIOETHCS TeKCTypa. [Ipn Takiif TeKcTypi Bich MIECTUTPAaHHOI NPHU3MH BinxmisieTbes Ha 90° Bix HopMansHoro Hanpsimy (HH) no
nonepeunoro Hanpsimxy (ITH). TIpu mpomy kpuctanorpadiuni nanpamku (1120) i (1010) 36iratotscs 3 HII. Texcrypa, pu skiit
BiCh rekcaroHanbHol mpusmu Bigxumserbes Big HH mo ITH na xytu Bim 15 mo 70° (Ha BiaMiHy Bif TEKCTypH 0a3HMCHOrO THILY
YHCTOrO MarHiio), GopMyeTbesl MIiCHsA MOJANBIIOI MPOKATKH IOCTIMHKYBAHOTO CIUTaBy A0 TOBIMMHHM | MM 3i 3miHoto HIT micms
KOJKHOTO TIPOXoxy Ha 90° B moexnanmi 3 Bimmamom mpu 350°C. Kpucranorpadiuni manpsvku (2131) s6iratorses 3 HII. Bussiena
AHI30TPOINisl BUIIEBKA3aHUX XapaKTepPUCTUK. B pesynbraTi KopessLiiiHOro i perpeciiiHoro asamizy OyJIO BCTaHOBJICHO, IO
aHi3oTpormis 1 3HaueHHs £ i D 3MEHIIYIOThCSI, a 3HAYCHHS €, p 1 ® 30UIBLIYIOTHCS 31 301MbIICHHSM YHCIa [HUKITIB 3HAKO3MIHHOTO
puruHy. [loka3aHo, MmO 3MiHM BHWIIEBKA3aHUX XapaKTEPUCTUK OOYMOBIICHi, B OCHOBHOMY, KPHCTAJIOrpagidHOI0 TEKCTYpOIO,
c(opMOBaHOIO B HpoIeci TepMOMEXaHITHOT 0OPOOKH 1 MOAAIBIIOrO 3HAKO3MIHHOTO BUTHHY JIUCTIB ciuiaBy Mg - 5% Li (Bar.), mo
MATBEPDKYETHCS JAHMMH KOPEILILIHOTO 1 perpeciifHoro aHamiszy.

KJIOUOBI CJIOBA: excrpy3is, NpoKaTKa, 3HaKO3MIHHMH BUTMH, TEKCTypa, aHi3orpormis, Moxyns HOHra, mnapameTp
TOIIKO/KYBAHOCTI, CyOCTPYKTYypa.
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WzydeHo BnusHEE AedhopManuyl SKCTPY3HEH, MPOKATKON MOCIE SKCTPY3UH (B COYETAHWU C OTXKHTOM M M3MEHEHHEM HalpaBIICHUS
MPOKATKK) M TOCJIeAYyIoIIero 3HakonepeMennoro usruda (3M) ¢ uuciom nukios 0,5, 1, 3 u 5 Ha Moy ynpyroctu (E), mapameTp
HAKOIUICHUS TOBPEKACHUH (IapaMeTp MOBPEKICHHOCTH (), KPHCTALIOTPa)UYECKYI0 TEKCTYPY H IapaMeTpbl CyOCTPYKTYpBHI
6unapHoro cmiaBa Mg - 5% Li (Bec.). [Tapamerp mospexaenHocTH (0 < ® < 1), KOTOPBIA MHTEPIPETUPYETCA KAK OTHOCUTEIHHOE
yMeHblIeHHe S(G(MEKTUBHOM HECyIIeld IUIOMAAM IOMEPEYHOr0 CEUEHHUS H3-3a HAKOIUIEHHWs IOBPEXIEHHM, ObUI HaigeH I10
M3MEHEHUIO MOIYJS YNPYTOCTU IIOCIE Pa3IUYHBIX BBIMICYNIOMSHYTHIX THIOB AedopmManuu. [Ipn 3TOM MBI HCHONB30BAU Ui
CpPaBHEHHS MOJICNIM DKBUBAJICHTHOH aedopMaldi M JKBUBAJICHTHOH yrpyroi sHepruu. [lapamerpsl cyOCTpYKTYpHI (pa3mepsl
KPUCTAIMYCCKAX JTOMCHOB D (00JIaCTH KOTEPEHTHOTO PAaCCEsSHHS), MUKPOHCKAXKCHUS PEIICTKH €, IUIOTHOCTH JUCIOKAIHIA P)
OLICHMBAJIKCh MyTeM aHaiu3a (GU3NYECKOro YIIHPEHUs JUHUI Anpakuny Ha KPUCTAJUIMYECKOW pELIeTKe HCCIIEAyeMOro CIuiaBa
MTPOHMKAIOLIETO KECTKOTO PEHTTEHOBCKOTO CHHXPOTPOHHOTO M3IMydeHHs. Bbuto 00Hapy>keHO, YTO MOCIe SKCTPY3HH CIUTKA CIIIaBa
npu 350°C u mocnenyromield MPOKaTKH B HANpaBJICHHW OCH SKCTpy3uHu (Hampasienue npokatku HIT) mo tommussel 4,5 MM B
couetannu ¢ oTxuroM npu 350°C mocie Kaxaoro mpoxoa oopasyercs TeKcTypa. [Ipu Takoi TeKCType OCh IIECTUTPAHHON MPU3MBI
oTkIoHsieTcss Ha 90° ot HopManbkHoro HanparieHus (HH) k nonepeunomy Hampasienuto (ITH). IIpu stom kpucramiorpaduyeckue
manpasnexns (1120) u (1010) coBmagator ¢ HIL. TexcTypa, mpu KOTOPOit 0Ch TeKCaroHaIbHOM mpu3Msl oTkIoHseTcst or HH o TTH
Ha yriel oT 15 mo 70° (B OTJMYHE OT TEKCTYpbl 0A3MCHOIO THUIIA YHUCTOrO Maruus), (POpMUpPYETCs MOCie AaTbHEHIICH MPOKaTKU
ucciexryeMoro cruiasa 1o ToiamuHsl 1 MM ¢ usmenenue HIT va 90 © B codueranuu ¢ omxurom npu 350°C mocne kaxaoro rnpoxoja.

Kpucrannorpaduueckue Hamnpasiaenus (2131) cosmagaror ¢ HII. O6Hapy» eHa aHM30TPOIMs BBILICYKA3aHHBIX XapaKTEPHCTUK. B
pe3ynbTaTe KOPPEISIMOHHOTO U PErpecCHOHHOTO aHann3a ObLIO YCTAaHOBJICHO, YTO aHU30Tponus U 3HadeHus E u D ymeHbiarorces,
a 3HAYCHHUS € P M O YBSIMYMBAIOTCS C YBEIMYCHHEM 4YHCIa LHUKIOB dYepedyromierocs usruba. Iloka3aHo, 4TO W3MEHEHHS
BBILICYKA3aHHBIX XaPaKTEPUCTHK OOYCIOBIEHBI, B OCHOBHOM, KPHCTALIOrpadHIeCKON TEKCTYpOol, chOPMHUPOBAHHOM B Ipolecce
TEPMOMEXaHMYECKOI 00pabOTKM H MOCIEIYIOIIEro 3HAKOIEPEeMEHHOTO u3rmba mwcroB crmaBa Mg - 5% Li (Bec.), 4to
MIOATBEP)KAACTCS JAHHBIMU KOPPEJISLIMOHHOTO ¥ PErPecCHOHHOrO aHaIIH3a.

KJ/IFOYEBBIE CJIOBA: s3kcTpy3us, IpOKaTKa, 3HAKONEPEMEHHBIH M3rH0, TEKCTypa, aHM30Tpomus, Moayns lOHra, mapamerp
MOBPEKACHHOCTH, CYyOCTPYKTypa
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The processes of radiation-chemical structuring of modified epoxy acrylic compositions were studied depending on the nature of
epoxy oligomers and modifiers. ED-20 and ED-22 grades epoxy oligomers were chosen as epoxidian oligomers; 3,4-
epoxyhexahydrobenzal-3,4-epoxy-1,1-bis(hydroxymethyl)cyclohexane (UP-612 grade), 3,4-epoxycyclohexylmethyl-3,3-
epoxycyclohexanecarboxylate (UP-632 grade) were chosen as cycloaliphatic oligomers; diethylene glycol diglycidyl ether (DEG)
was chosen as aliphatic oligomer. To modify the epoxy oligomers, unsaturated acrylic monomers, such as acrylic acid and methyl
acrylic acid ester; aromatic and aliphatic oligoester acrylates, such as a,o-methacryl(bis-diethylene glycol)phthalate (MDP-1 grade),
a,m-methacryldi(diethyleneglycolphthalate) (MDP-2 grade), o,m-methacryl(bis-triethyleneglycol)phthalate (MGP-9 grade) and atri-
(oxyethylene)-a,o-dimethacrylate (TGM-3 grade); condensation product of linseed oil dimerized fatty acids and
polyethylenepolyamine, such as oligoamide L-20 grade; condensation product of ricinoleic acid, castor oil and maleic anhydride,
such as unsaturated polyester PE-220, were used. The thermophysical and relaxation properties of cross-linked polymers, obtained
under exposure to y-radiation of Co® and electrons accelerated by the absorbed radiation dose of 50-150 kGy at the beam current of
2-4 mA and electron energy of 240-300 keV, were studied. The distance from the exhaust window of the accelerator to the irradiated
surface of the samples was 63-80 mm. The thermophysical properties of the cured polymers were evaluated using thermomechanical
studies on a thermomechanograph with the temperature rise of 1°/min and the pressure of 0.54 MPa in the temperature range of
293-673 K, as well as the differential thermal and thermogravimetric analyzes on a system derivatograph by L. Paulik, R. Paulik, L.
Erdei in the temperature range of 293-973 K with the rise rate of 7°/min. The relaxation properties and molecular mobility of the
cross-linked polymers were studied by the dielectric method. The dielectric loss tangent was determined in the temperature range of
143-393K at the frequency of 1 kHz using a digital automatic bridge of alternating current R-589. The test sample temperature was
measured using a potentiometer on a copper-constantan thermocouple, which was placed in the measuring cell along with the test
sample. The samples were cooled by placing the cell in a vessel with liquid nitrogen. As a result of the studies, the influence of the
chemical nature of epoxy oligomers and unsaturated modifiers on the processes of structure formation and molecular mobility of
polymers, obtained under conditions of radiation-chemical curing, was established. It was determined, that when modifying epoxy
oligomers with acrylic acid, methyl acrylic acid ester, oligoester acrylates of MGP-9 ((o,m-methacryl(bis-
triethyleneglycol)phthalate)) or TGM-3 ((tri-(oxyethyleneglicol)-a,m-dimethacrylate)) grades, the structuring of compositions, based
on the DEG-1 aliphatic epoxy oligomer and UP-612 cycloaliphatic oligomer, was more efficient than the compositions based on
unsaturated ETO oligomers grade such as 2-ethylhexylepoxytallate oligomer and epoxidian oligomers of ED-20 and ED-22 grades. It
was established, that the modifier oligoamide of L-20 grade, containing primary and secondary amino groups, increased the radiation
sensitivity of the compositions, based on epoxidian and cycloaliphatic oligomers, and reduced the inhibitory effect of atmospheric
oxygen. The optimal composition and the main technological parameters were determined, what allowed to obtain materials with
high physical and mechanical properties and adhesive strength to various metals. The application of the developed materials under
industrial conditions will make it possible to organize a continuous high-speed radiation-chemical process for producing polymer
coatings on metals, providing improved working conditions, lower energy consumption, as compared to the thermochemical process
of the coatings production, and will increase the corrosion resistance of metals.

KEY WORDS: radiation-chemical structuring, ionizing radiation, differential thermal analysis, macromolecule, epoxy oligomer

The operational properties of materials, as well as their physical and chemical characteristics, substantially depend
on the structure of the cured polymer, the configuration and flexibility of macromolecules, their kinetic properties [1,2].
An important task of technological progress is still the development of technologies providing lower energy
consumption and improved working conditions, what allows increasing the service life of products and equipment. One
of the directions in the development of high-strength, heat-resistant, and chemically resistant protective materials for
metal surfaces is the formation of cross-linked polymers under the thin-layer radiation-chemical structuring [3]. The
properties of polymers, obtained under the radiation-chemical structuring, are studied insufficiently. Here, an important
role is played by the choice of polymer compositions based on materials produced by industry, the possibility of their
modification in order to increase the operational properties of the materials obtained on their basis. It is also important
to establish the relationship of the service properties of the selected materials with the structure of the obtained cross-
linked polymer, molecular characteristics and concentration of the starting components of the compositions under study.
Besides, these properties have a significant impact on the strength and performance characteristics of products, obtained
in mass production (hermetic sealing, mass production of protective coatings and products), where these structuring
methods contribute to obtaining various types of products with the required set of properties. A special industry of
widespread use of polymer composite material (PCM) is general instrument engineering, the manufacture of electronic
equipment, where high adhesion, low residual stresses, fast curing speed in mass production, low shrinkage, and high
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moisture protection are extremely important. Important indicators of a PCM, obtained under the ionizing radiation
exposure, are its thermophysical properties, strength, adhesion to various substrates, and the level of residual stresses,
arising at PCM quick structuring under the radiation-chemical curing [4].

The object of this study was to develop the compositions, based on epoxy oligomers, structured at low absorbed
radiation doses under conditions of free access of atmospheric oxygen, which could be recommended as metal
protective coatings with high adhesion and other operational properties. In this case, one of the effective ways to
increase the radiation sensitivity of compositions based on epoxy oligomers, such as modification of them with various
unsaturated reactive oligomers (RO) and monomers was used, and the relationship of the properties of the obtained
cross-linked polymers with the chemical nature and composition of the starting components was established [5].

RESEARCH METHOD

The above mentioned set of properties was studied on the basis of thermo-mechanical research, differential-
thermal and thermo-gravimetric analyzes, and of the research of macromolecules relaxation properties.

The thermophysical and relaxation properties of cross-linked polymers, obtained under exposure to y-radiation of
Co® and electrons, accelerated by the absorbed radiation dose of 50-150 kGy at the beam current of 2-4 mA and the
electron energy of 240-300 keV, were studied. The distance from the outlet window of the accelerator to the irradiated
surface of the samples was 63-80 mm.

The thermophysical properties of the cured polymers were estimated using thermo-mechanical studies on a
thermo-mechanograph with the temperature rise of 1 K/min and the pressure of 0.54 MPa in the temperature range of
293-673 K, as well as by the differential thermal and thermo-gravimetric analyzes using the derivatograph of the system
by L. Paulik, R. Paulik, L. Erdei in the temperature range of 293-973 K with the rise rate of 7°/min [6].

The relaxation properties and molecular mobility of the cross-linked polymers were studied by the dielectric
method. The dielectric loss tangent was determined in the temperature range of 143-393 K at the frequency of 1 kHz
using a digital automatic bridge of alternating current R-589.

The temperature of the test sample was measured using a potentiometer connected to a copper-constantan
thermocouple, which was placed in the measuring cell along with the test sample. The samples were cooled by placing
the cell in a vessel with liquid nitrogen.

To study the properties of the obtained polymer coatings on metals, standard methods were used [7].

EXPERIMENTAL RESULTS AND DISCUSSION
Thermomechanical studies of compositions based on epoxy oligomers of various chemical nature, modified by
unsaturated reactive oligomers (RO) and monomers, which are structured directly under exposure to the ionizing
radiation, were carried out. The compositions were cured in bulk by y-radiation of Co® with the dose of 50-100 kGy.
The nature of the thermomechanical curves of the cured epoxy oligomer — acrylic acid (AA) compositions (the
absorbed radiation dose was 63 kGy) (Fig.1) indicates, that the cured products have high rigidity, low deformation
(8-15%) and sufficiently high heat resistance (the samples are destroyed at 593 K) [8,9].
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Fig. 1. Thermomechanical curves of polymers based on compositions AC, CC

The composition containing a cycloaliphatic epoxy oligomer CC (cycloaliphatic composition) is structured to form
a more rigid structure (the glass transition temperature of the polymer based on this composition is 403 K, which is
80 K higher than that of the composition based on the aliphatic oligomer of DEG grade (AC - aliphatic composition),
which is 323 K.

When heating the samples obtained under irradiation with the dose of 420 kGy, some decomposition of polymers
with gas release is observed, what indicates to the polymer destruction.

The composition, containing the unsaturated aliphatic epoxy oligomer 2-ethylhexyl epoxytallate of the ETO grade
and AA, is not cured with the dose of 100-150 kGy under the effect of both y-radiation and accelerated electrons.

The compositions, containing the diane epoxy oligomer of ED-20 grade and AA, modified with the PE-220
oligoester, are cured at the dose of 100 kGy to form sufficiently brittle blocks, that are destroyed at mechanical
treatment. It is impossible to obtain from them the samples for thermomechanical studies.
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The thermomechanical studies of the cured compositions, containing an aliphatic oligomer as an epoxy oligomer,
in the presence of modifying components (Fig. 2), showed that the presence of acrylic acid methyl ester (AM) in the
composition provides a more elastic polymer composition AC-MM (aliphatic composition - acrylicacid methyl ester
modified). The value of deformation in the highly elastic state of the cured composition, containing AM, is 5-7% higher
than that of the cured compositions without it (AC-N — aliphatic composition - not modified). In this case the glass
transition temperature remains unchanged.
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Fig. 2. Thermomechanical curves of polymers based on compositions AC-N, AC-MM, AC-PM

The heat resistance of the composition in the presence of AM is also higher. The destruction temperature is 613 K,
while for the composition without it is 555 K.

Modification of the compositions with oligoester PE-220 (PE-220 — polyester) (AC-PM - aliphatic-polyester
modified composition) provides samples with lower heat-resistant (destruction at 423 K), with the values of highly
elastic deformations higher, than those, when modified with MGP-9 grade oligomer (Fig. 2, AC-MGM (aliphatic
composition — methacryl glycol modified), what confirms the conclusion, that PE-220 does not participate in the
formation of the cross-linked polymer, but plays the role of a plasticizing agent.

The polymers, obtained by curing the compositions with the participation of the cycloaliphatic epoxy oligomer of
UP-612 grade and in the presence of modifying additives, are characterized by greater rigidity (Fig. 3, composition
CC-P —cycloaliphatic composition-polymer, UP-612 grade oligomer not modified, CC-PM - cycloaliphatic
composition — polymer, UP-612 grade oligomer modified by acrylic acid methyl ester). The presence of AM in the
compositions causes a decrease in the glass transition temperature of the samples and an increase in highly elastic
deformation (Fig. 3, compositions CC-P and CC-MP). The cured compositions with the participation of the diane epoxy
oligomers and oligoamide of L-20 grade have a lower glass transition temperature than in the presence of PE-220
(Fig. 3, compositions DC-PM ((epoxydian (ED-20 grade oligomer) composition - with PE-220 grade oligomer modified
by acrylic acid methyl ester)), DC-LM ((ED-20 grade oligomer) composition - with L-20 grade oligoamide
(condensation product of linseed oil dimerized fatty acids)) modified by acrylic acid methyl ester).
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Fig. 3. Thermomechanical curves based on the compositions CC-P, CC-PM, DC-PM, DC-LM

For the polymers, based on compositions involving oligoamide L-20 (composition DC-LM), an additional cross
linking of the polymer at the temperature increase is observed. On the thermomechanical curve this is indicated by a
smooth decrease in highly elastic deformation.

The samples, obtained by structuring the composition based on ED-20 and UP-612, which is modified with
MGP-9, are destroyed at 563-573 K and practically do not deform, what indicates the formation of rigid brittle
structures.

Thus, the thermomechanical studies have shown, that during the radiation-chemical curing the epoxy compositions
have the cross-linked structure and are characterized by a fairly high heat resistance (563—613 K). More rigid cross-
linked polymers are formed at structuring the compositions, based on cycloaliphatic epoxy oligomers and the MGP-9
grade modifier, as compared to the compositions based on the aliphatic diane oligomer and unsaturated oligomer



99
Study of Radiation-Chemical Structuring of Composition Based on Epoxy Oligomers EEJP. 1 (2020)

PE-220. With inclusion of AM into the composition, the highly elastic deformation increases, the glass transition
temperature decreases, and the heat resistance increases.

For the compositions containing the aliphatic DEG oligomer, as well as in the presence of L-20 grade oligoamide
an increase in temperature causes intensification of the structuring process and a decrease in highly elastic deformation.

The behavior of the compositions cured under the impact of electrons, accelerated by the absorbed radiation dose
of 120 kGy, and under exposure to high temperature and oxygen, as well as the polymers thermal stability were studied
using DTA (differential thermal analysis) and TG (thermogravimetric) analysis [9,10].

The table presents the data on estimation of the thermal stability of compositions, which are cured by the absorbed
radiation dose of 120 kGy and heat-treated at 393 K for 15 minutes.

Table
Thermal stability of polymers obtained when the compositions are irradiated by the absorbed radiation dose of 120 kGy
and heat-treated at 393 K for 15 min

Composition Temperature, K, at which the mass loss is, % Temperature of maximum
10 20 30 40 50 mass loss rate, K

DC-LMM 510 576 633 663 693 653

DC2-LMM 513 610 653 676 713 685

CC-LMM 553 590 616 653 700 615

DC-LMT 550 610 653 690 718 683

Modification of the compositions by oligoester acrylate of TGM-3 grade ((DC-LMT — epoxydian (ED-20 grade
oligomer) composition — with L-20 grade oligoamide modified by acrylic acid methyl ester and tri-(oxyethyleneglicol)-
a,o-dimethacrylate)) promotes the formation of polymers with greater thermal stability than when they are modified by
MGP-9 (DC-LMM composition — epoxydian ((ED-20 grade oligomer) composition — with L-20 grade oligoamide
modified by acrylic acid methyl ester and o,m-methacryl(bis-triethyleneglycol)phthalate)). The epoxy oligomers with
lower molecular weight form polymers with higher thermal stability (DC2-LMM and DC-LMM).

The relaxation properties of the compositions cured by y-radiation of Co® and accelerated electrons were
determined by the dielectric method, which is one of the most sensitive methods for studying molecular relaxation used
to determine the physical properties of polymers [11].

The research of the processes of the compositions dielectric relaxation depending on the molecular weight and
nature of the epoxy oligomer (Fig. 4) showed, that in the molecules, containing the epoxy-oligomer of ED-22 grade
(ED — epoxy diane oligomer), the dipole-segmental relaxation process is very weak. Even a slight decrease in the
molecular weight of the oligomer, as compared to the ED-20 grade epoxidian oligomer, is accompanied by a shift of the
maximum of dipole-segmental relaxation processes toward higher temperatures and indicates the formation of more
rigid structures in the cured compositions. In the compositions, based on the cycloaliphatic oligomer, the maximum of
the dipole-segmental relaxation processes is in the region of lower temperatures as compared to the polymers, based on
the epoxydian oligomer.
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Fig.4. Temperature dependence of tgd cured compositions based on ED-20, ED-22, UP-612, UP-632

On the whole, the dipole-segmental and dipole-radical relaxation processes in the cured compositions under study
are observed in the temperature range of 223-283 K and 173-193 K, respectively.

In the compositions, containing the cycloaliphatic epoxy oligomer, in the process of radiation-chemical structuring
the destruction processes also occur, resulting in an increase in the materials electrical conductivity at elevated
temperatures, what leads to a distortion of the maximum position due to the segmental motion of macromolecules.
However, according to the research data, it can be concluded, that the maximum dipole-segmental losses for these
polymers are in the region of lower temperatures as compared to the cured compositions, containing Diane epoxy
oligomers, what indicates the formation of a more micro-heterogeneous structure in the compositions, containing
cycloaliphatic oligomers, and the structure imperfection of their spatial lattice.

The results of studying the influence of the nature of oligoesters with different length of the aliphatic chain and
different content of aromatic nuclei on the relaxation properties during the radiation-chemical structuring (Fig. 5)
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indicate, that the greatest plasticizing effect is observed when MDP-2, which has a greater amount of aliphatic and
aromatic fragments in the molecule, as compared to other oligoester acrylates, is present in the compositions. The
maximum dipole-segmental loss of the cured compositions with the participation of MDP-2 is shifted toward lower
temperatures and makes 252K. The smallest plasticizing effect is made by MDP-1, which has a shorter aliphatic chain
as compared to MGP-9, and a more compact molecule as compared to MDP-2. The maximum dipole-segmental loss in
polymers with MDP-1 is shifted toward higher temperatures and makes 283K. MGP-9 and TGM-3 are in an
intermediate position (the temperatures of the maxima of the dipole-segmental relaxation process are 254 K and 261 K,
respectively).
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Fig. 5. Temperature dependence of the tgd cured compositions based on TGM-3, MGP-9, MDP-1, and MDP-2

On the basis of the results of the research on the thermophysical and relaxation properties of radiation-curable
epoxy composites, subject to the molecular characteristics and quantitative composition of the systems, the optimal
compositions were chosen, allowing to obtain protective coatings on various metal surfaces (copper, aluminum, steel)
with high adhesive strength (grade 1 by the method of lattice notches), bending strength = 1 mm, impact strength =5 J,
hardness = 0.900 rel. units, high chemical resistance, good dielectric properties (py = 5,3-10"* Ohm'm; tg & at
1 kHz=0.01 — 0.035; ¢ = 2.0 — 6.0). The highest hardness and glittering effect of the materials are provided by
cycloaliphatic oligomer UP-612 and modifier MGP-9.

CONCLUSIONS

Thus, the processes of radiation-chemical structuring of modified epoxy acrylic compositions, subject to the nature
of epoxy oligomers and modifiers, were investigated. The thermophysical and relaxation properties of cross-linked
polymers, obtained under exposure to y-radiation of Co® and electrons, accelerated by the absorbed radiation dose of
50-150 kGy, were studied. The influence of the chemical nature of epoxy oligomers and unsaturated modifiers on the
processes of structure formation and molecular mobility of polymers was established.

It was determined, that when modifying epoxy oligomers with acrylic acid, methyl acrylic acid ester, MGP-9 or
TGM-3 oligoester acrylates, the structuring of compositions, based on the DEG-1 aliphatic epoxy oligomer and UP-612
cycloaliphatic oligomer, was more efficient than with the compositions based on unsaturated ETO grade oligomers such
as 2-ethylhexylepoxytallate oligomer and epoxidian oligomers of ED-20 and ED-22 grades. It was established, that the
modifier oligoamide of L-20 grade, containing primary and secondary amino groups, increased the radiation sensitivity
of the compositions, based on epoxidian and cycloaliphatic oligomers, and reduced the inhibitory effect of atmospheric
oxygen.

As a result of the research, the optimal composition and the main technological parameters were determined, what
made it possible to obtain materials with high physical and mechanical properties and adhesive strength to various
metals. The application of the developed materials under industrial conditions will make it possible to organize a
continuous high-speed radiation-chemical process for deposition of polymer coatings on metals, which provides
improved working conditions, lower energy consumption as compared to the thermo-chemical process of the coating
production, and will increase the corrosion resistance of metals.

REFERENCES

[1] V.L Irzhak, B.A. Rozenberh, N.S. Enikolopiyan, Cemuamuie noaumepsr [Cross-linked polymers], (Moscow, Nauka, 1979)
pp- 250. (in Russian)

[2] A.L. Volynskii and N.F. Bakeev, Surface Phenomena in the Structural and Mechanical Behaviour of Solid Polymers, New
York: Taylor & Francis, 2016.

[3] A.L Vilensky, Radiation-Chemical and Structural Changes in Polymers Irradiated with High-Energy Ions. J. Synch. Investig.
12, 619-622 (2018).

[4] Sh.M. Mammadov and A.A. Garibov, Radiation physics and chemistry of polymers, (LAP Lambert Acad. Publishing,
Germany, Saarbrucken, 2015), pp. 668.

[5] E.N. Mochalova, I.V. Lounev, M.F. Galikhanov, [.A. Gabrakhmanov, R.R. Fatikhova, Y.A. Gusev and R.Y. Deberdeev. Study
of electret and dielectric properties of epoxiamine polymer materials. Butlerov Communications, 49(1), 91-97 (2017). ROI: jbc-
02/17-49-1-91

[6] Simultaneous Thermal Analyzer - STA 449 F5 Jupiter® Method, Technique and Applications, 2015, pp. 16.



101
Study of Radiation-Chemical Structuring of Composition Based on Epoxy Oligomers EEJP. 1 (2020)

[71 M. Karyakina, Jla6opamopnuiii npakmukym nO UCHbIMAHUIO JAKOKPACOYHbIX Mamepuanos u nokpvimuu [Laboratory
workshop for testing paints and coatings], (Khimiya, Moscow, 1979), pp. 240. (in Russian)

[8] Y. Rabek, Oxcnepumenmanvhuvie memoowt ¢ xumuu nonumepos [Experimental methods in polymer chemistry], (Mir, Moscow,
1983), pp. 384. (in Russian)

[9] A.P. Belokurova, V.A. Burmistrov, T.A. Aheev, Tepmomexanuueckuti memoo uccnedoganus noaumepos [Thermomechanical
method for the study of polymers], (Ivanovo, 2006), pp. 36. (in Russian)

[10] V.M. Sutyahin, A.A. Lyapkov, Qusuxo—xumuyeckue memooul ucciedoganus noaumepos [Physico-chemical methods for the
study of polymers], (Tomsk, 2008), pp. 130. (in Russian).

[11] LY. Averko-Antonovich, R. T. Bikmullin, Memoow uccaedosanus cmpyxkmypor u ceoiicme noaumepos [Methods for studying
the structure and properties of polymers], (Kazan', 2002), pp. 604. (in Russian)

ORCID IDs
Lidiya F. Podhornaya https://orcid.org/0000-0001-5549-6726,
Vyacheslav L. Avramenko https://orcid.org/0000-0002-6968-1321
Oleh H. Karandashov https://orcid.org/0000-0002-3192-6944

JTOCIIKEHHA PAIAIITHO-XIMIYHOT'O CTPYKTYPYBAHHS KOMIIO3HIIII
HA OCHOBI ENIOKCHJIHUX OJITOMEPIB
JLIL ITiaropua, B.JI. ABpamenko, O.I'. Kapannamos
Hayionanvnuii mexuiunu yHisepcumem « XapKiecoKuil NOAIMeXHIYHULL IHCIMUmymy»
syn. Kupnuuosa, 2, 61002, Xapkis, Yxpaina

JlocipkeHO TIpolecH paialiifHO-XIMI9HOTO CTPYKTYypyBaHHS MOM(IKOBAaHHX EMNOKCIAKPUIOBHX KOMIIO3MIIH B 3aJE€XKHOCTI Bif
MIPUPOIM ETOKCHUAHHUX OJIIrOMepiB 1 MOAU]IKATOpiB. Y SKOCTI EMOKCHAHUX ONiroMepiB Oynu oOpaHi €HOKCHIIaHOBI OJNIiroMepu
mapok EJ1-20, E/I-22; y sikocTi mukioanipaTHyHuX oiiromepiB Oymu obpasi 3,4-emokcurekcaringpobensans-3,4-emoken 1,1-6ic-
(rizpoxcumetwi) -LikiorexcaH, Mapku YII1-612, a Takox 3,4-eMOKCHIIKIOreKCIIMETiII-3,3-eMOKCUIIMKIIOreKCaHKapOOK iIaT, MapKu
VII-632; i pirmiuiginoBuit edip nmiermnenraikomto JEI Oy oOpanuit B sikocti amidatuunoro omiromepa. s moamdixarii
CIOKCHIHUX OJIrOMEpiB BHKOPHUCTOBYBAIN: HEHACHUYCHI aKPWJIOBI MOHOMEpH, Taki sK aKpWiIOBa KHCIOTa Ta CKIaAHUN edip
METIUTaKPUIIOBOI KUCIIOTH; apOMaTHy4Hi 1 amidaTudHi oniroedipHi akpuiaaTu, Taki SK o, ®-MeTaKkpui (Oic-TieTHICHTIIKOb) (Tajar
(mapkun MDP-1), o, o-metakpinai (mieTuneHrinikonbdranar) (Mapka MDP-2), o, o-Merakpun (Oic-TpHETHICHTIIKONb )) ¢ranat
(mapxku MGP-9), Tpu- (OKCieTHIICHTIIIKONE) -0, ®-guMeTakpuiar (Mapka TGM-3); mpoaykT KOHIEHcAIil JiMepi30BaHHUX >KUPHHUX
KHCIIOT JUITHOI OJIif 1 MoJieTHJIEHNoiaMiH, Takoro sk omiroamix Mapku L-20; mpoAayKT KOHIEHcAIil PHUIMHOIEBOi KHCIOTH,
KacTopoBoi oJii i MaJie{HOBOrO aHTinpuay, Takoro sk HeHacuueHuil noisiedip PE-220. BusueHo Terurogizuuni 1 penaxcauiiHi
BJIACTHBOCTI CITYACTUX MOJIMEPIB, OTPUMAHKX Mif mi€ro y-BunpominoBanus Co® i enekTpoHiB, MPUCKOPEHUX MOTIMHEHO 030K
BunpominioBanus 50-150 xI'p npu ctpymi B myuky 2-4 MA i eHeprii enekrponiB 240-300 keB. Bixcranp Bij BHIIYCKHOro BikHA
MPUCKOPIOBaYa 10 ONPOMIHIOBaHOI MOBepXHi 3paskiB cranoBmia 63-80 mwm. Terogi3udHi BIACTUBOCTI 3aTBEPAIIMX MOTIMEpiB
OIIHIOBAX 3a JOIMOMOTOI TEpMOMEXaHIYHHX JOCHiKEeHb Ha TepMoMexaHorpadi mpu migioMi Temmepatypu 1°/XB 1 THCKY
0,54 MIla B inTepani Temmneparyp 293-673K, a Takox mMeToq0oM Au(EpeHIiaTbHOTO TEPMIYHOTO 1 TEPMOTPABIMETPHYHOTO aHATI31B
Ha pepuBarorpadi cucremnu JI. Ilaymik, P. ITaynix, JI. Epnei B intepBaini temmeparyp 293-973 K 3i mBuakictio mimiiomy 7°/XB.
PenakcariiiHi BIacTHBOCTI 1 MOJEKYJSIPHY PYXJIMBICTB CITYaCTMX MHOJNIMEPIB BHBYAIM JiEJIEKTPUYHHM METONOM. Bu3HaueHHsS
TAQHIeHCa KyTa JieJeKTPUYHHMX BTpar 3JilicHioBann B TemreparypHoMy iHtepBaii 143-393K npu wacrori 1 k[ mudpoBum
aBTOMATHYHAM MOCTOM 3MiHHOTO cTpyMmy P-589. BumiproBaHHs TeMmepaTypy IOCHTIKYBaHOTO 3pa3Ka MPOBOMIH 33 JOIOMOTOI0
MOTEHIIOMETpa Bil TEPMOIIAPH Mi/Ib-KOHCTaHTaH, sika nepedyBajia y BUMIPIOBAIBHOMY BiJICIKY pa3oM i3 JOCHIIKYBaHUM 3Pa3KOM.
OXO0JO/DKEHHST 3pa3KiB 3IIMCHIOBAIM HUISXOM PO3MIIIEHHS Bi[CIKy B MOCYIMHY 3 PiIKHM a30TOM. B pe3ynbrari IOCIiKEHb
BCTaHOBJICHO BIUTMB XiMiYHOI IPHPOIH EOKCUIHUX OJIroMepiB i HEeHaCHYEHUX MOAN(DIKAaTOPiB Ha MpoIiecH POPMyBaHHS CTPYKTYpHU
1 MOJIEKYJIApHY PYXJIMBICTH IOJIIMEPiB, OTPUMAaHUX B YMOBaX paiamiiHO-XiMIYHOTO 3aTBepAiHH:A. BusHadeHo, mo npu Moaudikarii
STIOKCU/IHHUX OJIITOMEpiB aKPHUIIOBOIO KHCJIOTOI0, METHIIOBHM €(ipoM aKpHIOBOI KHCIOTH, oniroedipakpmiarom MI'®-9 a6o TTM-3
CTPYKTYpyBaHHS KOMIO3HWIiH Ha ocHOBI amidatmynoro emokcumonmiromepa JEI-1 i muxmoamidaruanoro omiromepa YII-612
3MIHCHIOEThCS OUTBIN €EKTUBHO y TMOPIBHSHHI 3 KOMITIO3MIIISIMH Ha OCHOBI HeHacuueHoro oiiromepy OET i emokcumiaHOBHX
omiromepie EJI-20 i EJI-22. BcranosneHo, mo moaudikatop oniroamin JI-20, mo MICTUTH NEpBHHHI 1 BTOPHHHI aMiHOTPYIIH,
MiABUIYE pafialliiHy 4yTIUBICTh KOMIIO3MLi Ha OCHOBI SMOKCHIIAHOBUX 1 LUKIOATI(GAaTHIHUX ONIrOMEpIiB i 3MEHILYE iHriOyI0dy
JiI0 KHCHIO TOBITps. BH3HAa4YeHO ONTHMAaNbHUH CKJaJ KOMIIO3WI Ta OCHOBHI TEXHOJIOTIYHI MapaMeTpd, L0 J03BOJSIOTh
OTPUMYBATH MaTepiald 3 BHCOKMMH (i3MKO-MEXaHIYHUMH BJIACTHBOCTAMH 1 aire3ifHO MILHICTIO M0 pIi3HHX MeTaliB.
3acTocyBaHHS pPO3pOOJICHHX MaTepialiB y MPOMHCIOBHX YMOBaxX [O3BOJIUTH OpPTraHi3yBaTh Oe3MepepBHUI BHCOKOUIBHIKICHHUN
paniamiifHO-XiMIiYHHI TIpolleC OTPUMAaHHS TOJIMEPHHX IOKPHUTTIB Ha MeTajax 3 MOJINIICHUMH yMOBaMH Mpalli, MEHIIUMH
CHEPrOBUTPAaTaMH B MOPIBHSIHHI 3 TEPMOXIMIYHMM IIPOIIECOM OTPHMAaHHS ITOKPHUTTIB, 1 3a0e3MeUnTh MiIBHIIEHHS KOPO3ifHOT
CTIMKOCTI MeTaJliB.

KJIIOUOBI CJIOBA: papiamiiiHo-XiMi4HE CTPYKTypyBaHHs, 10Hi3ylo4€ BHIIPOMIHIOBaHHSI, MU(EpeHLIHHO-TepMIYHMI aHaIi3,
MaKpOMOJIEKYJIa, eIOKCHAHUH OiromMep

HCCJIEJOBAHUE PAIUAIIMOHHO-XUMHUYECKOT'O CTPYKTYPHPOBAHUS KOMITO3AIUI
HA OCHOBE 31IOKCHJHBIX OJIMTOMEPOB
JI.®. Iloarophas, B.JI. ABpamenko, O.I'. Kapanaamos
Hayuonanvuwiii mexnuueckuil ynugepcumem « XapbKo8CKUU NOAUMEXHUYECKUL UHCIMUMY Y
ya. Kupnuuosa, 2, 61002, Xapvros, Ykpauna
VccnenoBansl IpoIecchl paJMalioOHHO-XHMHYECKOTO CTPYKTYPHUPOBAHUST MOAN(DHUIIMPOBAHHBIX AMTOKCHAKPHIOBBIX KOMIO3ULHUK B
3aBUCHMOCTH OT IIPHPOJBI MOKCHIHBIX OJMIOMEPOB M MOJU(UKATOPOB. B KadecTBe SHOKCHIHBIX OJIMIOMEPOB OBUIM BBIOpPAHBI
SMOKCHAMAHOBBIE onuromepsl Mapok OJ1-20, D/I-22; B kauecTBe NIHMKIOATH(ATUYECKUX OJIMTOMEPOB OBLIM  BHIOpaHBI
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3,4-snokcurexcaruapodensans-3,4-snokcu  1,1-6uc-(rugpoxcumernn)-uukiaorekcad,  mapku  YII-612, a  Ttakxe  3,4-
SMOKCHUIMKIIOT€KCHIMETHI-3,3-3MOKCHIIMKIOTeKcaHKapOokeunar, Mapku YII-632; um aurmunuaunoBelid 3GUp AWATUIICHIIIMKOIS
DI Obu1 BbIOpaH B KadecTBe anmudatudeckoro onuromepa. Jias MoanpUKanuy SMOKCHIHBIX OJMTOMEPOB HCIIOIB30BAIH:
HEHACHIIIEHHbIE AKPHUJIOBBIE MOHOMEpHI, TAaKWe KaK aKpHIoOBas KHCIOTA W CIOXHBIH 3(GHpP METHIAKPHIOBOH KHCIIOTHI,
apoMaTHdecKue U annpaTHdeckue OMUrod(UpHBIC aKPHIIATHL, TaKHEe KaK 0, (O-METAKpHJI (OHC-TUITUIICHTIINKONE) GTanar (MapKu
MDP-1), o, o-Metakpuian (AudTHiIeHIMKOIb(TAaNaT) (Mapku MDP-2), o, @-MeTakpui (OMC-TPUITHICHIIINKONG) ) (TanaT (MapKu
MGP-9), Tpu- (OKCHITHIEHINIMKONB) -0, ®-guMerakpwiar (Mapka TGM-3); mpoayKT KOHAEHCAIMU AMMEPHU30BAHHBIX S>KHUPHBIX
KHCJIOT JIBHSHOTO Macjia W IOJIMITHJICHIIONHAaMHMHA, TaKOro Kak ojuroamun Mapku L-20; mpoIayKT KOHIEHCALMH PULIMHOJIEBOM
KHCJIOTBI, KacTOPOBOTO Macja ¥ MJICMHOBOTO aHTHJIPWJAA, TaKOro Kak HeHachleHHbl mnoamddup PE-220.M3y4enst
TemoMU3NIECKHE M PENAKCAIMOHHBIE CBOMCTBA CETYATHIX MOJMMEPOB, MOJYYEHHBIX MO JelicTBHeM Y —wusnydenns Co®® u
YCKOPEHHBIX 3JEKTPOHOB IOMNIOMIeHHONW n030i m3myuyenust 50-150 xI'p npu Toke B myuke 2-4 MA M DHEPrHUM 3JIEKTPOHOB
240-300 x3B. PaccrostHHe OT BBIIYCKHOTO OKHA YCKOPHUTENS OO OONydaeMoi MOBEPXHOCTH 00Opa3loB cocTaBisio 63-80 M.
Temnodusmueckne CcBONHCTBA OTBEPXKICHHBIX IOJIMMEPOB OIEHMWBAIM C MOMOIIBIO TEPMOMEXAaHWIECKHX MHCCICJOBAHUA Ha
TepMoMexaHorpade mpu mnogbeme Temreparyps! 1 °/mun u masnennu 0,54 MIla B uaTepBane temmeparyp 293-673K, a Taxxe
METOOM AndQepeHnnaIbHOr0 TEPMUUECKOTO0 W TEepMOTPaBHMETPUYECKOTO aHAIM30B Ha JepuBaTtorpade cucremsl JI. Ilaynmk,
P. [Maynuk, JI.Opneu B umHTepBaie temmeparyp 293-973 K co ckopocthio moabema 7 °/MuH. PenakcaloHHbIC CBOMCTBA U
MOJIEKYJSIPHYIO IIOJIBIDKHOCTh CETYaTHIX IIOJIMMEPOB M3ydYall JAWdJIEKTpUueckuM MertopoM. OrmpeleneHne TaHreHca yria
JHUJICKTPUYECKHUX TIOTEPh OCYILIECTBISLIA B TemiieparyproM uHtepBaie 143-393K npu yactore 1 k11 undpoBbIM aBTOMAaTHYECKUM
MOCTOM TepeMeHHoro toka P-589. M3mepenue TemmepaTypsl HccieyeMoro oopasiia MpoBOAMIN C MOMOIIbIO MOTEHIIMOMETPA OT
TepMOIapbl MeJb-KOHCTAaHTaH, KOTOpas HAaXOAWIACh B M3MEPUTEIBHON sdelike BMECTEe C HCCIeAyeMbIM oOpas3moM. OXnaxmeHue
00pa3IoB OCYIIECTBILUIN ITyTeM MOMEIIECHHS sSTMeHKH B COCY/I C )KUIKIAM a30TOM. B pesynbrare nccieoBaHMi yCTaHOBICHO BINSHHE
XUMHYECKOH MPHUPOABI SMOKCHIHBIX OJUTOMEPOB M HEHACHIIIEHHBIX MOJH(UKATOPOB HA Mpouecchl (GOPMUPOBAHUS CTPYKTYPHI U
MOJIEKYJISIPHYIO TTOJIBIDKHOCTD HOJIMMEPOB, IOTYYCHHBIX B YCJIOBUSX PaIHallMOHHO—XUMHYECKOTO OTBepkacHUs. OmpeneseHo, 9To
Opy  MOAM(GHKAIMH  OHOKCHIHBIX  OJMIOMEPOB  aKPWJIOBOMH  KHCJIOTOM, METHJIOBBIM J(UPOM  aKpWIOBOH  KHCIOTBHI,
onurodpupakpuinataMu MI'®-9  wmun TITM-3 cTpyKkTypHpoBaHHE KOMIIO3MLMI Ha OCHOBE anM(aTHYECKOTO DIOKCHOIUroMepa
J9T-1 u nuxnoanudarudeckoro omuromepa YII-612 ocymectsisiercss 6osiee 3h(GEKTUBHO MO CPABHEHUIO C KOMIIO3ULIMSIMH Ha
ocHOBe HeHachleHHoro onuromepa OOT u snokcuananoBbix onuromepoB 3J(-20 u D]/I-22. YcraHoBieHO, 4yTo MoauduKarop
omuroamun JI-20, copepkamquii TEpBUYHBIE M BTOPHYHBIE AMHHOTPYIIBI, TOBBIMIACT PaJHAMOHHYIO YyBCTBHUTEIBHOCTH
KOMITO3UIINIT HAa OCHOBE SMOKCHIMAHOBBIX M IUKIOATH()ATHIECKUX OJMIOMEPOB U YMEHBIIAET HHTHONPYIOIIee AHCTBHE KHCIOPOAa
Bo3xyxa. OmpezeneH ONTHMAJbHBI COCTaB KOMIO3WIUA M OCHOBHBIC TEXHOJOTMYECKHE MapaMeTphl, MO3BOJIIONINE MOJydaTh
MaTepHajbl C BRICOKUMH (pU3UKO-MEXaHUIECKUMH CBOMCTBAMHU U a[r€3MOHHON IIPOYHOCTBIO K PA3IMYHBIM MeTauiaM. IIpuMenenne
pa3pabOTaHHBIX MAaTepHalOB B IPOMBIIIICHHBIX YCIOBHUSX II03BOJIMT OPraHU30BaTh HENPEPHIBHBIH BBHICOKOCKOPOCTHOU
paIMalMOHHO-XUMHYECKUH IPOIECC IMONTYyYSHUs] MOJUMEPHBIX IOKPHITHH Ha MeTalaX C YJIy4YIICHHBIMH YCIIOBHSIMH Tpyla,
MEHBIIUMHU 3HEPro3aTpaTtaMy 1O CPaBHEHUIO C TEPMOXMMHMYECKHM IPOIECCOM MONy4YeHHs MOKPBITHHA M 00ECHeYUT MOBBIILIECHUE
KOPPO3UOHHOM CTOMKOCTH METAJJIOB.

KJIIOUEBBIE CJIOBA: paanaifoHHO-XUMHYECKOE CTPYKTYpHpPOBAaHHE, HOHU3UPYIOIIee H3NydeHue, auddepeHnaibpHo-
TePMHUIECKUH aHAIIH3, MAKPOMOJIEKyIa, SMOKCHIHBIN OJIUroMep
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CASCADE ENERGY TRANSFER IN INSULIN AMYLOID FIBRILS DOPED
BY THIOFLAVIN T, BENZANTHRONE AND SQUARINE DYES
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The three-step Forster resonance energy transfer (FRET) within the cascade of four dyes, including the classical amyloid marker
Thioflavin T as a primary donor, two jumper dyes, benzanthrone ABM and squaraine SQ4, and terminal acceptor SQ1, was tested as
a possible tool for detection and characterization of insulin amyloid fibrils. The results obtained confirm the occurrence of highly
efficient multistep FRET (msFRET) in the chromophore ensemble in the presence of insulin fibrils formed at elevated temperature
under pH 2 (InsF1) or pH 7.4, 0.15 M NaCl (InsF2), while negligible FRET efficiencies were obtained for the control unfibrillized
protein, suggesting the specificity of msFRET to cross-f-sheet architecture characteristic of amyloid fibrils. Specifically, the
efficiencies of FRET for the donor-acceptor pairs ThT-ABM, ABM-SQ4 and SQ4-SQ1 at maximum acceptor concentrations (~0.4
uM — 1.6 uM) were estimated to be 86%/94%, 48%/34% and 66%/32%, respectively, in the presence of InsF1/InsF2. The most
significant differences between InsF1/InsF2 and the control protein were observed for the donor-acceptor pair ThT-ABM, suggesting
that ABM is the key mediator in the whole process of msFRET. Assuming the isotropic rotation of the fluorophores, the average
donor-acceptor distances were estimated in the presence of InsF1, yielding the values 1.3 nm, 5.3 nm, and 3.9 nm for the ThT-ABM,
ABM-SQ4 and SQ4-SQ1 pairs, respectively. The obtained distances are indicative of different fibril binding sites for the
chromophores in the insulin fibrils, although due to their high specificity to the fibrillar structure, the dyes are most likely to localize
in the surface grooves of B-sheets running along the main axis of amyloid fibril. Remarkably, the differences in the insulin amyloid
morphology can be clearly distinguished using msFRET. As evidenced from TEM, InsF2 were thinner, shorter and contained
amorphous aggregates, as compared to InsF1. Thus, different amyloid formation pathways under neutral and acidic pH resulted in the
changes in the dye affinity for to the fibril binding sites, and, as a consequence, in the distinct msFRET efficiencies, especially for the
pair SQ4-SQ1. The ability of ThT to serve as an efficient amplifier for the two near-infrared dyes, SQ4 and SQI, with the
benzanthrone fluorophore ABM as a jumper dye, allows detection of fibrillar insulin in the optical window of the biological samples,
with the Stokes shift of the four-chromophore being ca. 240 nm. The proposed msFRET-based approach can be employed not only
for insulin amyloid detection but also for distinguishing between different amyloid fibril morphologies and gaining further insights
into the mechanisms involved in the development of the injection-localized insulin amyloidosis.

KEYWORDS: ABM, cascade resonance energy transfer, insulin amyloid fibrils, quantum yield, Thioflavin T.

Forster resonance energy transfer (FRET) is known as a physical process by which an excited state fluorophore
(donor) non-radiatively transfers energy to another fluorophore via distance-dependent long-range dipole-dipole
interactions [1]. Due to this feature, FRET technique has proven to be highly informative in the structural
characterization of a wide variety of biological macromolecules and their assemblies [1-4]. The efficiency of FRET
depends on the distance between the chromophores employed as energy donor and acceptor, orientation of the donor
and acceptor transition dipoles, and the donor quantum yield [1,5]. Numerous studies indicate that the maximum FRET
efficiency can be achieved via multiple interacting FRET pathways rather than independent channels, by which the
energy travels from an initial donor chromophore through the intermediate donors/acceptors onto a final acceptor
chromophore [6,7]. Therefore, during the past decades the multistep FRET (msFRET), manifesting itself in the energy
transfer within multiple chromophore systems through cascade route, attracts increasing attention [8,9]. To exemplify,
the msFRET was applied for protein labeling [10], simultaneous enzyme detection in multicomponent biological
samples [9], genotyping of single nucleotide polymorphism [11], DNA sequencing [12], estimating the stoichiometry of
protein complexes [13], determination of the tumor necrosis factor [14] and analysis of multiprotein interactions in
living cells [15], screening of multiple enzyme inhibitors [7], developing the light harvesting systems and molecular
photonic wires [6,7,16,17]. The vast majority of the above implementations of msFRET are based on the application of
DNA as a framework for arraying multiple fluorophores at precise positions and controlling the inter-chromophore
distances in such a way that the energy transfer occurs on the nanoscale [6,7,11,12,17].

Recently we have found that amyloid fibrils can also serve as a molecular scaffold for controlled positioning of a
multitude of chromophores communicating via the two-step FRET [18,19]. Moreover, we have demonstrated that the
technique based on the msFRET can be effectively used for the identification and characterization of insulin amyloid
fibrils along with classical Thioflavin T (ThT) assay, thus allowing the increase of amyloid detection sensitivity [19,20].
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For further investigation of the ability of amyloid fibrils to act as a molecular framework for arraying multiple
fluorophores, herein we directed our efforts to the identification of a set of fluorophores capable of reinforcing the
amyloid-sensing potential of the classical amyloid marker ThT. More specifically, the aim of the present study was to
examine the applicability of the chromophore system, containing Thioflavin T, benzanthrone dye ABM, and two
squaraine compounds, SQ1 and SQ4, to detecting and characterizing the insulin amyloid fibrils of different
morphology.

EXPERIMENTAL SECTION
Materials
Bovine insulin, dimethyl sulfoxide (DMSO), Tris, Thioflavin T (ThT) were purchased from Sigma. Benzanthrone
dye ABM [21], and squaraine dyes, SQ1, SQ4 [19], were synthesized in the Daugavpils University and University of
Sofia, respectively. All other reagents were used without further purification.

Preparation of working solutions

The insulin stock solutions 10 mg/ml (InsF1) or 0.3 mg/ml (InsF2) were prepared in 10 mM glycine buffer (pH
2.0) or in 10 mM Tris-HCI buffer (0.15 M NaCl), respectively. The reaction of the protein (stock solutions)
fibrillization was conducted at 37 °C for 5 days (InsF2) and for 10 hours, followed by incubation at 55 °C for 8 hours
(InsF2) under constant agitation on the orbital shaker (108 and 143 r.p.m. for InsF1 and InsF2, respectively). The
kinetics of amyloid formation was monitored using the Thioflavin T assay [22], revealing the dye fluorescence intensity
increase at 480 nm ca. 142 and 591 times for InsF1 and InsF2, respectively (data not shown). Hereafter, the fibrillar
protein and its non-fibrillized counterpart (the insulin solution in glycine or Tris-HCI buffers that was not subjected to
heating and agitation) are denoted as InsF1/InsF2 and InsN1, respectively, where indexes 1 and 2 correspond to glycine
and TRIS buffers, respectively.

The dyes stock solutions were prepared in DMSO (SQ1 and SQ4) and ethanol (ABM), while ThT was dissolved in
10 mM Tris buffer (pH 7.4). The fluorimetric measurements were carried out in 10 mM Tris-HCI buffer (pH 7.4).

Insulin fibril samples for transmission microscopy were contrasted by 1.5% (w/v) phosphotungstic acid, dried and
viewed with the EM-125 electron microscope (Selmi, Ukraine), as described previously [19].

A B

B o

500 nm 500 nm

Fig. 1. Transmission electron microscopy photographs of the insulin amyloid fibrils prepared in 10 mM glycine buffer (pH 2) (A) 10
mM Tris-HCI buffer (0.15 M NaCl, pH 7.4) (B).

Spectroscopic measurements

The absorption spectra of the examined dyes were recorded with the spectrophotometer Shimadzu UV-2600
(Japan) at 25 °C. The dye concentrations were determined spectrophotometrically using the extinction coefficients
el =9.3.10° M'em!, £24%° =2.3.10° Mlem™, &2 =4.21-10°M'em™ and g% =3.6-10° M'em for ABM,
SQ1, SQ4 and ThT, respectively. Steady-state fluorescence spectra were recorded with RF-6000 spectrofluorimeter
(Shimadzu, Japan). Fluorescence measurements were performed at 25 °C using 10 mm pathlength quartz cuvettes.
Fluorescence spectra were recorded within the range 460—800 nm with the excitation wavelength 440 nm. The
excitation and emission slit widths were set at 10 nm.

The efficiency of energy transfer was determined from the quenching of the donor fluorescence in the presence of
acceptor using the theory described in our previous paper [19]. Briefly, the following formulas were used [1]:

go1-los (1)
ID
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where 7, and ], , are fluorescence intensities of the free donor and in presence of the acceptor, respectively. The donor

fluorescence recorded upon addition of the acceptor was corrected for inner filter effect [19]. The Forster radius was
calculated using the Mathcad 15.0 software and the equations:

R,=979(kn*0, )" J = TFD (e (A)AdA/ T F,(1)dA @)
0 0

where J is the overlap integral; F,(2) is the donor fluorescence intensity, e, (1) is the acceptor molar absorbance

at the wavelength A , n, 1s the refractive index of the medium; @, is the donor quantum yield; K’ is the orientation

factor [19]. Finally, quantum yield of the dyes was estimated from the equation:

(1-10")8,n,’

Q=0 o ysn

(€))

where O is the quantum yield of the standard, 4, and A are the absorbances at the donor excitation wavelength, S,

and S are the areas under the fluorescence curve, n, and n_ are the refractive indexes of the solutions in which

fluorescence spectra of the donor and standard are measured, respectively.

RESULTS AND DISCUSSION

The three-step sequential FRET was observed in the system of four dyes including the ThT (donor), ABM (the
main mediator), squaraine dyes SQ4 (acceptor for ABM) and SQI (acceptor for SQ4) in the presence of fibrillar insulin
and control unfibrillized protein (Fig. 2). A sequential chromophore addition to InsF1 and to the control unfibrillized
protein, starting from the terminal acceptor (SQ1) and ending by the primary donor (ThT), resulted in the following
SQ1 fluorescence intensity increases at 680 nm: SQ1+SQ4 (~2), +ABM (~20), +ThT (~100) for InsF1 and SQ1+SQ4
(~1.2), +ABM (~14), +ThT (~15) for the control protein (Fig. 3A,B). Notably, increase in the fluorescence intensity of
the terminal acceptor SQ1 (~100 for InsF1) in the presence of ABM in the four-chromophore system was higher than
that in the case of 4-dimethylaminochalcone (DMC) [19], suggesting that the examined benzanthrone dye is better
enhancer of SQ1 fluorescence in the msFRET occurring in the insulin amyloid fibrils. As illustrated in Fig. 3C, titration
of the fibril-bound ThT with ABM is accompanied by the decrease in ThT fluorescence intensity at 480 nm, allowing
the calculation of FRET efficiency. The sample containing InsF1, ThT and ABM was then titrated with SQ4, followed
by the titration with SQ1 (data not shown), and FRET efficiencies within the pairs ABM-SQ4 and SQ4-SQ1 were
determined. Similar approach was employed to determine the msFRET efficiencies for the donor-acceptor pairs bound

to InsF2.
@ I @ 11 @ 111

Fig. 2. Scheme of a three-step sequential energy transfer between 4 chromophores.

Interestingly, addition the dyes in the following order: SQ1, SQ4, ABM (0.3 uM), ABM (1.6 uM) to the InsF2-
ThT system, resulted in the increase of SQI1 fluorescence at 680 nm by ~4, ~8, ~18, ~75 times, respectively (Fig. 3D).
These data indicate that ABM acts as a jumper dye in the FRET between ThT and SQ4, since the squaraine
fluorescence intensity increases with increasing the ABM concentration (Fig. 3D). Furthermore, final increase in SQ1
fluorescence at 680 nm was about 100 (18) times for InsF1 (InsF2) at the SQ1, SQ4 and ABM concentrations, 0.46,
0.25, and 0.3 uM, respectively. The differences observed between InsF1 and InsF2 suggest the sensitivity of msFRET
to amyloid fibril morphology (Fig.3A,D). The donor quantum yields ( Q, ) presented in Table 1 were calculated using

eq. (3). Notably, the ThT quantum yield was increased two orders of magnitude upon the dye binding to fibrillar insulin,
that is in a good agreement with our previous data [19].

The FRET efficiencies () evaluated for the donor-acceptor pairs ThT-ABM, ABM-SQ4 and SQ4-SQ1 at the
maximum acceptor concentrations (InsF1: 0.8 pM, 0.4 uM and 1.2 uM; InsF2: 1.6, 0.3 and 0.4 uM for ABM, SQ4 and
SQ1, respectively) are given in Table 2. Similar to our previous study with DMC [19], the energy transfer efficiencies
for all donor-acceptor pairs in the cascade were higher in the presence of fibrillar insulin, as compared to the control
unfibrillized protein, suggesting the specificity of msFRET for amyloid state of polypeptide chain.
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Fig. 3. Changes in the emission spectra of the squaraines (SQ1 and SQ4) upon addition of donors (ThT and ABM) in
the presence of the fibrillar insulin InsF1 (A) and control protein (B). Fluorescence spectra of fibril-bound ThT upon
titration with the main mediator ABM (C) or SQ1, SQ4, ABM (D). The protein and ThT concentrations were 5.6 and
3.6 uM (A-C), 1.8 and 0.16 uM (D), respectively. SQ1 and SQ4 concentrations were 0.46 and 0.25 uM, respectively.
ABM concentration was 0.3 uM (A,B), and was varied from 0.2 to 0.8 uM (C) and from 0.3 to 1.6 uM (D). The
samples were incubated for 3—16 minutes after addition of each aliquot of the dye stock solutions to the InsF2-ThT
mixture (D).

Notably, the benzanthrone dye ABM is the key mediator in a whole msFRET process, because the energy transfer
efficiency for the pair ThT-ABM was the highest (Table 2). ABM appeared to be a better mediator than DMC, because
only ~ 60 % FRET efficiency was observed for ThT-DMC pair in the presence of insulin amyloid fibrils [19].

Notably, FRET efficiency for the pair Q4-SQ1 was 2-fold lower in InsF2, as compared to that in InsF1 (Table 2).
Furthermore, only 4% FRET efficiency was observed for this donor-acceptor pair immediately after the addition of SQ1
to the ThT-ABM-SQ4-InsF2 system, and it reached the value of 32% only after 19 hours of sample incubation at room
temperature (Table 2), probably because of steric restrictions for the binding of bulky SQ1 molecule to InsF2. The
distinct FRET efficiencies in the ensemble of four dyes in the presence of InsF1 and InsF2 can be explained by
variations in fibril morphology resulting from different pH, concentration, and ionic strengths [26]. As seen in Fig. 1A,
the mature fibrils of 1.0+0.2 um in length and 30+£6 nm in diameter were formed under acidic pH in the absence of
NaCl [27]. Instead, shorter (0.9+0.7 pum), thinner (24+6 nm) and blurred aggregates were observed upon insulin
incubation at physiological pH (7.4) and ionic strength 150 mM (Fig. 1B). In fact, InsF2 fibrils seem to be immature,
e.g., broken fibrils or protofilaments, resulting in the different appearance of InsF1 and InsF2 structures (Fig. 1) [28].
Thus, a more pronounced loss of insulin tertiary structure induced by acidic pH provides fast and complete maturation
(InsF1, Fig. 1A), while some amount of amorphous aggregates are formed at pH 7.4 presumably due to screening of the
electrostatic repulsion between the protein molecules (InsF2, data not shown). The latter is in good agreement with the
results of Yoshihara and co-workers, who reported common amyloid structural properties of insulin fibrils formed at pH
1.6, 0.1 M NaCl, such as high beta-sheet content and exposed C-terminal and N-terminal parts of the B-chain [28]. In
turn, the aggregates prepared at pH 7.4, 0.14 M NaCl were featured by the presence of unordered structures and
exposed only the C- terminal part of the B-chain. Remarkably, both electrostatic and hydrophobic intermolecular
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interactions govern insulin amyloid fibril assembly, and thus, at low pH insulin molecules exist as monomers, which
may form amyloid nuclei.

Table 1
Donor quantum yields in the presence of fibrillar insulin (InsF1)
Donor 0, Standard
ThT 0.011 ThT in buffer (Q=10*) [23]
ABM 0.10 DSP-6 in ethanol (Qs=0.05) [24]
SQ4 0.039 Nile Blue in water (Qs=0.01) [25]

In turn, both pH 7.4 and 0.15 M NacCl reduce electrostatic repulsion, enabling amorphous aggregates formation, and,
furthermore, it is the insulin dimer, which most likely forms amyloid nuclei in this case [26, 28]. Notably, addition of
NaCl resulted in decrease in the lag time of insulin growth at pH 1.6 [26]. Next, 15-times greater lag time and 12-fold
slower insulin fibril growth rate were observed in 0.1 M NaCl at pH 7.4, as compared to the corresponding values at pH
1.6, 0.1 M NaCl [26]. Furthermore, insulin amyloid aggregates were not formed at pH 7.4 without stirring, suggesting a
slower nucleation than at pH 1.6 (presumably due to slow structural transformations of the insulin dimer).

Table 2
FRET efficiencies in the system containing ThT, ABM, SQ4, SQI, fibrillar (InsF1/InsF2) or control (InsN1) insulin at
the maximum acceptor concentration

Donor-acceptor pair Epsri, % Epsn, Yo Epsr2, %
ThT-ABM 86 12 94
ABM-SQ4 48 25 34

SQ4-SQ1 66 4 32

It should also be emphasized that ThT affinity for insulin amyloid fibrils formed at pH 1.6 was about 2-3 times
smaller than for the protein aggregates prepared at pH 7.5, although the binding stoichiometry in both cases was
reported to be ~0.1 [29]. This fact may result in about 4-fold greater fluorescence increase of ThT in the presence of
InsF2, as compared to that in InsF1 (591 and 142 for InsF2 and InsF1, respectively), and, as a consequence, to different
FRET efficiencies (Table 2). Interestingly, a very high FRET efficiency was recorded in InsF2 for the ThT-ABM pair,
although its value for the pair SQ4-SQ1 was close to that for the control unfibrillized insulin, suggesting low affinity of
SQ1 for insulin fibrils prepared at pH 7.4. The observed effect can be explained by the low accessibility of the InsF2
binding sites for SQ1 whose molecule is the longest among the four employed chromophores (SQ1 length is ~2.1 nm
[19]). Thus, the InsF1 and InsF2 species can be clearly distinguished using msFRET within the above four-
chromophore cascade, specifically, through estimating the FRET efficiency for the SQ4-SQ1 donor-acceptor pair.
Furthermore, two types of binding sites were observed for ThT in the insulin fibrils formed at pH 7.4 [29], presumably
accounting for a slightly greater FRET efficiency for the ThT-ABM pair in InsF2 as compared to that for InsF1 (Table
2). The above considerations indicate that the examined four-chromophore system can be employed not only for insulin
amyloid detection, but also for distinguishing between different amyloid fibril morphologies.

The overlap integral values (J) derived by numerical integration, the Forster radii and the donor-acceptor distances
(calculated using the FRET efficiency values at the maximum acceptor concentration, 0.8 uM, 0.4 uM and 1.2 uM for
ABM, SQ4 and SQ1, respectively) are presented in Table 3.

Table 3
FRET parameters obtained under assumption of isotropic rotation of the fluorophores in the presence of InsF1
System J, M'em 'nm* R, ,nm r, nm
ThT-ABM 2.12:10™ 1.8 1.3
ABM-SQ4 1.27-10'° 5.2 5.3
SQ4-SQ1 1.20-10'° 4.4 3.9

The pairs ABM-SQ4 and SQ4-SQ1 showed the greatest J values due to small shifts (~22 nm and ~14 nm,
respectively) between ABM(SQ4) fluorescence and SQ4(SQ1) absorption maxima, and high extinction coefficients of
SQ4(SQ1). The largest value of the Forster radius (Table 3) was obtained for the pair ABM-SQ4 due to the greatest
value of SQ4 extinction coefficient. The recovered distances are suggestive of the different binding sites for the
chromophores within fibril structure, although due to their high specificity to the fibrillar assemblies, the dyes are most
likely to localize in the surface grooves of the B-sheets running along the main fibril axis. Furthermore, the ABM and
DMC seem to reside in the different fibril grooves due to two-fold lower ThT-ABM distance (Table 3), as compared to
that for the pair ThT-DMC (~2.4 nm) [19]. As a consequence, ABM is localized further from SQ4, while the » value for
the DMC-SQ4 pair was 4.5 nm [19]. Notably, similar distances between SQ4 and SQ1 were obtained in the two studies,
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providing additional evidence for the similar morphology of insulin amyloid fibrils prepared under acidic pH and
elevated temperature [19].

CONCLUSIONS

In summary, cascade FRET within the four-chromophore system containing benzothiazole dye Thioflavin T
(primary donor, excited at 440 nm), benzanthrone dye ABM (main mediator), and the two novel squaraine dyes SQ4
and SQI (terminal acceptor possessing the emission maximum at 680 nm), was shown to be suitable for detection and
characterization of insulin amyloid fibrils prepared at pH 2 (InsF1) or at pH 7.4, 0.15 M NaCl (InsF2). The examined
energy transfer cascade produced a greater enhancement of SQ1 fluorescence in the presence of InsF1 compared to that
containing DMC instead of ABM [19]. Furthermore, ABM appeared to be the main mediator in a whole msFRET
process (occurring in the presence of InsF1/InsF2) due to the highest FRET efficiencies (86 %/94 %) observed for the
donor-acceptor pair ThT-ABM. Notably, a negligible msFRET occurred in the presence of control nonfibrillized
insulin, suggesting a high specificity of the chromophores to the fibrillar structures. Both, different enhancements of the
terminal donor fluorescence and distinct FRET efficiencies in the chain ThT-ABM—SQ4—SQl reflect different
morphology of the fibrillar species InsF1 and InsF2, suggesting the applicability of msFRET for distinguishing between
the various types of insulin aggregates. For instance, about 6-fold greater increase in ThT emission in the presence of
InsF2, as compared to that of InsF1, can be due to: i) the greater affinity of ThT for InsF2, and ii) the higher rigidity of
InsF2 binding sites for the dye. The estimated donor-acceptor distances for the pairs ThT-ABM, ABM-SQ4 and SQ4-
SQ1 in the presence of InsF1, assuming the isotropic rotation of the fluorophores, fall in range 1.3 nm — 5.3 nm,
suggesting that the dyes occupy different sites on the amyloid surface, most likely represented by the B-sheet grooves
running parallel to the main fibril axis. The obtained results can be useful for the development of sensitive fluorescence
techniques for amyloid fibril detection in vivo, based on the cascade FRET within the systems containing classical
amyloid marker Thioflavin T, a near-infrared fluorescent dye and effective enhancers of its fluorescence.
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KACKATHUM MEPEHOC EHEPTIi B AMIJIOITHUX ®IBPAJIAX THCYJIIHY, TOMMOBAHHAX TIO®JIABIHOM T,
BEH3AHTPOHOBHUM TA CKBAPATHOBUMHY BAPBHUKAMUA
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[IpoTecToBaHO MOXKJIMBICTh BUKOPUCTAHHS TPHOXETAITHOTO iHAyKTHBHO-pe3oHaHcHoro nepenocy exeprii (IPIIE) y cucremi 30HxiB,
10 BKJIIoYana KracnuHuid aminoigauii Mmapkep tiognasin T (ThT), Oensanrponosuii memiatop ABM Tta ckBapainosi 6apsauku SQ1,
SQ4, nmns nmeTekTyBaHHS Ta XapakTepu3amii aminoimHux ¢iOpwa iHcynmiHy. BusBieHO BHCOKI 3HAa4YeHHS €QEKTHBHOCTI
6aratoeranHoro IPIIE y nanomy ancam6ii xpoMogopiB 3a HasIBHOCTI aMiIoixHUX (GiOpHIT iHCYIIiHY, CHOPMOBAHUX IIPH i JBUIIEHUX
temneparypax ta pH 2 (InsF1) a6o pH 7.4, 0.15 M NaCl (InsF2), y Toit uwac sk nesmaunmii IPIIE cmocrepiramm y
HediOpui3oBaHOMY OiNKy (KOHTpOJIB), IO CBIAYUTH MPO CHEHUGIYHICTh 30HIIB Kackaxy 10 Kpoc-P-CKIam4aToi apXiTeKTypu
aminoigaux ¢i6pun. 3okpema, edextusHicts IPIIE mms noHopHo-aknentopuux map ThT-ABM, ABM-SQ4 ta SQ4-SQI 3a
MakcHMalbHOI KoHUeHTpauil akuenrtopa (~ 0.4 pM — 1.6 uM) cranoBuna 86%/94%, 48%/34% Tta 66%/8%, BiamosinHo, y
npucytHocTi InsF1/InsF2. Haii6inem cyrtreBi Biaminnocti mix InsF1/InsF2 ta koHTponbHHM OiKOM BHSBIECHO AJIsL JTOHOPHO-
akgentopaoi napu ThT-ABM, mio cBigunTs npo ximo4doBy poib ABM sk memiatopa y mporneci 6aratoeransoro IPIIE. Ilpu ominmi
BiJICTaHEW MiX JOHOPOM 1 akmenTopoMm y ¢iOpunsipHux arperatax InsF1, 3a ymoBHM i30TpomHOro oOepTaHHS 30HAIB OTPHUMaHi
3HaueHHs 1.3 vM, 5.3 M 1a 3.9 HM g map ThT-ABM, ABM-SQ4 ta SQ4-SQ1, Bigmosinno. Ili pe3ynsraT cBim4aTh Ipo pi3Hi
caliTi 3B’s13yBaHHS (GiOpWII OIS 30HIIB Kackamy, Xoda 3aB[SKH iX BHCOKill crenudidaocTi 10 GiOPMWIIpHUX CTPYKTYp, OapBHUKH
MaroTh OyTH JIOKQJIi30BaHi y MOBEPXHEBHX JKOJIOOKAX [-JHCTIB, IO MPOCTATAIOTHCS Y3I0BXK TOJIOBHOI oci aminoinHoi ¢ibpmmu. Coig
3ayBaXKUTH, IO PI3HUIE Y MOPGOorii aMinoinHux (GiOpus Moxke OyTH YITKO OXapaKTepH30BaHA 3a JOMOMOIOK 0araToeTarmHoOro
IPTIE. 30okpema, 3a JaHUMH €JIEKTPOHHOI MiKPOCKOIIii BUsBIICHO, 110 Gibpunu InsF2 Oynau Ginbll TOHKUMH, KOPOTKMMH Ta MICTHIH
amopHi arperatd, y nopiBusiaHi 3 InsF1. BoueBuns, pizni nusixu GpopmyBanHs aminoigaux GiOpus npu HEUTPaIbHOMY Ta KUCIOMY
3HaueHHsAX pH, mpusBenu A0 pi3HOI adiHHOCTI 30HAIB IO CaWTIB 3B’s3yBaHHSA (iOpmi, Ta, SK HACHIOOK, IO PI3HHX 3HAYEHBb
etpexrusrocTi [PIIE, ocobmuBo s mapu SQ4-SQ1. 3natnicte ThT cmyryBatu edextuBHUM miacmmoBadeM mig SQ4 ta SQ1, oo
(uryopecriroroTs y OIIbKHIN iHppadepBoHilt o0yacTi, IpH BUKOPHUCTaHHI GeH3aHTpOoHOBOTrO (hiryopodopy ABM y sixocti MeniaTopa
JIO3BOJIAE NETEKTyBaTH (IOpWIM IHCYJIiHY B ONTHYHOMY BiKHI OiOJIOTIYHHX 3pa3KiB 3aBISKH CTOKCOBOMY 3CYBY YOTHPBOX-
xpoModopHoi cuctemu Omu3pko 240 HM. 3ampomoHOBaHMN MiaXid, M0 Oa3yerhcs Ha OaratoeranHomy IPITE, wmoxHa
BHUKOPHUCTOBYBATH HE JIMILE JUIS ICTSKTyBaHHs aMitoiqHuX GiOpwi iHCyiHy, ane i 1 qudepeniiroBaHas Mopgoorii ¢iopuspHIx
arperatiB Ta BCTAaHOBJICHHS MEXaHi3MiB PO3BHUTKY iH’€KI[IHO-JIOKAIi30BaHOT0 iHCYIIHOBOTO aMisloino3y.

KJIOUYOBI CJIOBA: ABM, kackamHuii iHIyKTOBHO-PE30HAHCHHUII mepeHoc eHeprii, amiaoinHi ¢iOpuiau iHCYyIiHY, KBaHTOBHUI
Buxin, Tiodmain T.
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[IporecTpoBaHO BO3MOXKHOCTH HMPUMEHEHHS TPEXITAHOI0 WHIYKTHBHO-pe30HAaHCHOro mepeHoca sHeprum (MPIID) B cucreme
30HJIOB, KOTOpas BKJIIOYajna Kiaccmdeckuil ammiaongueli Mapkep TtHotumaBuH T (ThT), GenzanrponoBeii memmatop ABM n
ckBapanHOBbIe Kpacutenu SQ1, SQ4, mis JeTeKTUPOBaHMS M XapaKTepU3alud aMWIOWAHBIX (GUOpHLT MHCyJMHA. OOHAapYXKeHO
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BBICOKHME 3HaueHHsa dd¢exrtuBHOCTH MHOrosranHoro MPIID B nmanHoM aHcambiie XpomMo(OpoB B HPUCYTCTBUM aMUJIOMHBIX
¢bubpwLT HHCYIUHA, COPMHUPOBAHHBIX MpHU MoBbIIeHHBIX TemnepaTypax u pH 2 (InsF1) wi pH 7.4, 0.15 M NaCl (InsF2), B o
BpeMmsi Kak HesHauutenbHblii VIPIID HaGmiomamu B HepuOpwIIM3npoBaHHOM Oenke (KOHTPOJb), YTO CBUJACTENBCTBYET O
cnenn(UIHOCTH 30HI0B KacKala K B-CKIaayaToil apXUTEKType aMHIOMAHBIX (Gudpmul. B wactHocTH, 3ddexktuBHOCTS UPIID mis
nonopHo-akuentopHeix nap ThT-ABM, ABM-SQ4 n SQ4-SQ1 npu makcuManbHOU KoHIeHTparun akienrtopa (~ 0.4 uM — 1.6 uM)
coctaBuna 86%/94%, 48%/34% n 66%/8%, coorBerctBeHHO, B mpucyrcTBuH InsF1/InsF2. Hamboxnee cymiecTBeHHBIE OTIMYMS
Mexay InsF1/InsF2 n xoHTponbHBIM GenxoM OOHapy»keHbI Ul JOHOpHO-akuentopHod mapsl ThT-ABM, 4ro cBUeTensCTBYeT O
xioueBoi posin ABM kak menuaropa B npouecce MHorostansoro MPIID. Ipu onenke paccTosHUI MeXTy TOHOPOM M aKLENTOPOM
B (uOpHUIApHBIX arperatax InsF1, mpu yciioBuM N30TPOITHOTO BpallleHUs 30HI0B NONy4YeHs! 3HaueHus 1.3 uM, 5.3 M u 3.9 M s
nap ThT-ABM, ABM-SQ4 u SQ4-SQI, cooTBeTCTBEHHO. DTH pe3yJIbTaThl CBUACTENBCTBYIOT O Pa3HBIX CaWTax CBSI3bIBAHUS
Gbubpui U1 30HAOB Kackaja, XOTs Oiaronaps MX BBICOKOW cHelMpUYHOCTH K (UOPHILIAPHBIM CTPYKTYpaM, KPaCHUTENH JOJKHBI
JIOKaJIM30BaThCA B TIOBEPXHOCTHBIX JKEJIOOKaX [-IHCTOB, KOTOPBIE MPOCTHPAIOTCS BAOJIb OCHOBHOW OCH aMIJIOWAHOHN (hHOPHILTHL.
CrnemyeT OTMETHTH, YTO pa3Nuuust B MOP(OIOTMH aMHIOMAHBIX (GUOPMIT MOXHO YEeTKO OXapaKTepH30BaTh IPH IOMOIIH
MHorosTanHoro MPIID. B wacTHOCTH, COTNIAaCHO AAHHBIM 3JIEKTPOHHOW MHKpockonud, ¢uOpmimisl InsF2 Opmmm Gonee ToHKMMU,
KOPOTKHMH U cojepkainu amopduble arperatsl, B omimune oT InsF1. OgeBumno, pasHble myTu (OpMHpPOBaHHS aMIJIOMIHBIX
arperaToB IPY HEWTPALHOM M KHCJIOM 3Ha4ueHusx pH, o0ycioBimBaoT pa3Hyto aQuHHOCTE 30H/I0B K caifTaM CBsI3bIBaHHS (UOPHILI,
U, CJIeJ0BATEIbHO, pa3Hble 3HaYeHUs ¢ dektuBHOCTH MHOrodtanHoro MPIID, ocobenHo mis mapsl SQ4-SQ1. Crocobnocts ThT
ciyxuth d¢dektuBHbM yemmuteneM it SQ4 u SQI, kotopeie ¢uyopecuupyior B OmmkHe# uH(pakpacHoi o0nactH, HpH
UCHOJIb30BaHUH OeH3aHTPOHOBOTO (uryopodopa ABM B kauecTBe Meamaropa, MO3BOJISIET ACTEKTUPOBATH aMHJIOU/HBIE arperarbl
HHCYIIMHA B ONTHYECKOM OKHE OMOJOTHYECKHX 00pa3loB Oiaromaps CTOKCOBOMY CIBHTY YETHIPEXXPOMOGOPHOH CHCTEMBI OKOJIO
240 um. IlpemmokeHHBIH TOXON, KOTOpHIA Oaszupyercs Ha MHorostamHoMm MPIID, MoXHO HCIONB30BaTh HE TOJNBKO LIS
JICTeKTUPOBAHMS aMIJIONAHBIX (UOPWILT MHCYNIMHA, HO W a1 quddepeHmpoBanus Mopdoaorun (GpUOPWIUIIPHEIX arperatoB n
BEISICHEHHSI MEXaHU3MOB Pa3BUTHS HHBEKI[HOHHO-JIOKAIH3HPOBAHHOTO HHCYJIMHOBOTO aMIJION/103a.

KJIIOUEBBIE CJIOBA: ABM, kackajiHblii WHIYKTHBHO-PE30HAHCHBIM MEPEHOC JHEPIUH, aMWJIOWAHBbIE (GUOPHILIBI MHCYIIUHA,
KBaHTOBBIN BBIXOJ, THO(IaBHH T.
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Superconducting Magnetic Energy Storage (SMES) is an exceedingly promising energy storage device for its cycle efficiency and
fast response. Though the ubiquitous utilization of SMES device is restricted because of the immense cost of cryogenic refrigeration
system to sustain the superconducting state but with the continuous evolution of high Tc superconductors, SMES is turning into a
major contender to the existing energy storage devices in the future. Among its several parts, the superconducting coil is considered
to be the most crucial segment of this technology and the inductance generated in the coil determines the quantity of stored energy.
In this paper, the possible geometrical configurations of SMES coil have been demonstrated. High Tc superconducting tapes are
usually employed to form these configurations worldwide. BSCCO (Bismuth strontium calcium copper oxide)-2223 tape
superconductor has been considered for studying the conceptual designs of superconducting coil of SMES. Before estimating the
results, the value of critical current at different magnetic field densities and temperatures have been addressed through the study of
superconducting tape characterization. Numerical results and the relationship among the several parameters for both the solenoid and
toroid configurations in different specifications have been presented. Based on the results, the size ratio in solenoid and the mean
toroid diameter in toroid arrangement is found to play the vigorous roles in the generation of inductance and hence the energy
storage. The results also match the propensity of other studies. Suggestions for maximum energy gain from a specific solenoid
configuration have been provided. Future research scopes with alternative superconducting tapes and limitations of this study have
been briefly conferred.

KEYWORDS: SMES, inductance, energy storage device, solenoid, toroid.

Superconducting magnetic energy storage (SMES) is one of the benedictions of superconductivity. SMES stores
energy in the form of magnetic field produced by the flow of direct current in a superconducting coil which has been
cryogenically cooled to a temperature below its superconducting critical temperature (Tc). The stored energy can be
released back to the network by discharging the coil [1]. Discovery of high-Tc materials as well as the development of
other equipment is making SMES a better option in energy storage facilities [2]. SMES is considered as one of the most
efficient energy storage systems and its lifetime is also relatively higher than the other storage systems [2]. SMES can
be used in several ways like FACTS (Flexible AC Transmission System), UPS (Uninterruptible Power Supplies),
System stabilizer and so on [3]. The essential parts of a SMES system consist of superconducting coil with the magnet
(SCM), power conditioning system (PCS), cryogenic system (CS) and control unit (CU) [3]. Of them, the
superconducting magnet coil or inductor is the most important part for technical as well as electrical perspective. The
SCM is considered as the heart of the SMES technology. It is well known that the storage energy depends on fixed
operating current I (of course below the critical current, 1) and the inductance of the magnet coil. The possible way of
increasing energy storage is to increase the inductance of the respective coil. Therefore, it is necessary to study the
magnet coil which can be done by observing its characteristics. Since the beginning, there have been many experimental
and theoretical studies led on this topic. There are three types of coils that may be considered; Solenoid, Multiple
solenoid and toroid coil. Here, we will present the study on conceptual designs and theoretical considerations of
superconducting magnet coils (solenoid and toroid) of SMES system for energy storage purpose. Before going to the
key section, pertinent formulas utilized in this study have been introduced for understanding the study goal.

INDUCTANCE, ENERGY AND VOLUME OF A SMES COIL

When a DC current is passed in a normal conductor the energy would be dissipated due to the resistance of the
wire. But when the flow of DC current in a wire made of the material that possesses superconducting behavior, a
magnetic field is generated due to the flow under proper condition. This means that the energy will be stored in the form
of a magnetic field in a persistent mode and will remain the same until utilized. A very steady DC current will also exist
in a closed circuit due to the zero resistance environment of a superconductor. This principle works on a
superconducting coil storing electrical energy in the form of magnetic field and the stored energy will be inductive. It
can be written in the form [4, 5],

E:§L12 )

where, L = Inductance of the coil, / = current that flows through the coil.
© Md. Abdullah Al Zaman, M.R. Islam, H.M.A.R. Maruf, 2020
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While designing a SMES system the calculation of inductance of the coil is very important to understand how
much energy can be gained from this and how to accumulate or connect the other components including the protection.
Typically there are two kinds of SMES magnet topologies:

1. Solenoid and
2. Toroid.

SOLENOID CONFIGURATION
Solenoid configuration is frequently used due to its simple winding process, high stray field and non -uniform
stress. Fig.1(a) and 1(b) are showing the construction of the superconducting magnet in the solenoid configuration in a
SMES system.
The inductance of a solenoid coil can be written in the form [5],

N2D; (a+1)?

L =muy (?ﬁl) 1 +0.9(“_“)+0,64(“—‘1)+0.84(a—_1)’ -

4B a+1 2B

where N is the total number of turns of the solenoid, Dy is the outer radius and D; is the inner radius of the solenoid coil.
o and f are the size ratios which are determined by the following formulas,

D
a=2
Dj

and B = Di 3)

where H is the total height of the coil and
H = Wyn, @

where: n,, = the number of pancake and W,= width of the superconducting tape.
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Fig. 1(a) SMES Coil in solenoid configuration Fig. 1(b). Three dimensional representation of

SMES Coil in solenoid configuration
The total number of turns of the coil N of the solenoid is determined by the relation

N=nXn, 5)
Here, n is the number of turns in each pancake and is written as

__ Outer Diameter(Dy) —inner diameter (D;)

” (6)
where ¢ is the thickness of the tape conductor.
Using Eq. (1) for inductance L and replacing I by 1., the energy stored in a solenoid coil for a critical current I,
_ 12 N2D; (a+1)?
B=5 o (55 Y Ay PP oy M
Here, L. (>]) is the maximum current sustain in a superconducting coil, determined by the relation
L = JAs, (8)

where J= critical current density of the superconducting tape in (A/m?), A= Area through which current flows
And the area (in m?) can be written as
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A=Wyt (€))

The total volume of the SMES coil in solenoid arrangement can be written as (Figure 2)

V, = nrfH (10)
And the volume of the inner empty space
V, = nrH, (1
Vy=mrH
Vy =mr;’H 7 |
mn? nry?

N ‘ |
Q\ )

= | //’

Fig. 2. Schematic for volume analysis of SMES coil

l_
T_

where 77 is the outer radius and 7, is the inner radius which can be calculated from

= % and 1, = % (12)
So the volume of the superconducting material is
VSC = Vl - V2 = 7TT’12H - T[TZZH (13)
TOROID CONFIGURATION

In the toroid arrangement, the winding process is relatively complex but there are no limits to the stray field and
the stress can be optimized more efficiently than the solenoid arrangement of the superconducting coil for the SMES
system [6]. In Fig. 3(a) and 3(b) are showing the construction of the toroid configuration.

‘39129 W$MT/A

the windings (d)

\

# = \ 17_
4 ﬂ ( \\ 5,

Mean Diameter of the torus
(D) -
(Polaroidal Diameter or
Toroidal Diamter)
3(a) 3(b)
Fig. 3(a). SMES Coil[7] in Toroid configuration Fig. 3(b): Three dimensional representation of SMES Coil in

Toroid configuration

In the Fig. 3(a) and 3(b) D is the mean diameter of torus, d is the inner diameter of winding and g is the thickness.
For a thin winding torus, the exact analytical expression of inductance is written as [4, 7].

L= "D - VPT=a7), (14)

where py= permeability in the vacuum.
Using equation (14), the energy stored in a toroid coil now can be written as

2
E= ~LI>=*%[D - VD7 = d?] (15)
The total section or area of superconductor corresponding to the inner radius shown in Figure 2(b) is [7]

Asc:ng(D_d_g) (16)
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Using equation (8) and (16), equation (15) can be written as,

2
E=2En262(D—d - g)?[D - VD? = d?] (17)
The volume of the superconducting material [7]
Vsc =m?g(D —d — g)(d + g) (18)
Let us define,
_4a =9
a—Dandﬂ—D (19)
The energy and volume equations in terms of size ratio can be expressed as
2
= —°r —a-— - —a
E=#En2p2p51 B)?1 - V1—a?] (20)
Vsc =m?*D*(1 —a — ) (a + ) (21

HTS TAPE CHARACTERIZATION

Superconducting tapes or more specifically high temperature superconductor (HTS) tapes plays the major role in
determining the quantity of inductance as well as the energy stored in the SMES system. But before utilization we have
to understand the characteristics of the tapes that provide the proper idea about the quantity of the inductance that can
be generated. Now a days, there are several options to this and the silver coated Bi2223 (Bismuth strontium Calcium
Copper Oxide) HTS tape has been chosen for this study. These tapes are responsive to both the perpendicular and
parallel magnetic field. The critical current that flows through the tape is also dependent on temperature. Lower the
temperature, higher the critical current at a specific magnetic field density [9] [16]. The critical current also differs for
perpendicular and parallel magnetic field.

For this study we have only considered the perpendicular component of the magnetic field. Figure 4 is showing the
relationship of the current with the magnetic flux density at some certain temperature. From these we can find out the

critical current in the HTS tape. These figures are taken from the experimental results [8] determined by Kozak J.
et.al. (2009).
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Fig. 4. (i-iv) - Ic-B relationship of Bi2223/Ag HTS tape with the perpendicular field component at different low temperatures [8,9]

From the characterization we have the critical values of current for the different perpendicular magnetic field at
some specific temperatures (shown in Table 1).
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Table 1.
Value of the critical currents at different temperatures for different perpendicular magnetic field component [ 8]
Temperature Magnetic flux density Critical Current Ic
77K 0.15T 25A
64K 0.30T 50A
35K 1.0T 180A
13K 1.5T 264A
STUDY METHODOLOGY

From section II we can see that the inductance is dependent on the several parameters like the inner diameter,
outer diameter etc. for solenoid arrangement and in the toroid arrangement the toroid diameter and inner diameter of the
pancake. So, several cases will be considered in this study. After the study of the inductance and energy the volume
energy relationship will be presented. A comparison between these two configurations will also be presented. All the
primary numerical calculations have been done with the help of SMES-PCC (superconducting magnetic energy storage-
parameter calculation & characteristics) computer program developed by us. It is useful in calculating the inductance,
energy and some other parameters required for designing a SMES coil [18]. Also MATLAB has been employed for
additional calculations. The block diagram (Fig. 5) is showing the considerations and steps in this study.

STUDYING SMES COIL

SOLENOID TOROID
{

Varying the outer diameter
and keeping the no. of pancakes
and inner diameter fixed

I

Varying the inner diameter
and Kkeeping the no. of pancakes
and outer diameter fixed

1

Varying the no. of pancakes and
inner diameter keeping the outer
diameter fixed

!

Varying the no. of pancakes and
outer diameter keeping the inner
diameter fixed

1]

Varying the no. of pancakes,
mean toroid diameter and
inner diameter keeping the

outer diameter fixed.

Estimating the volume of the
superconducting material

Estimating the volume of the
superconducting material

Fig. 5. Block diagram for describing the several steps and considerations in the study.

RESULTS
The tape specification is given in Table 2. As mentioned in the methodology, we have started with a fixed no. of
pancake layers and inner diameter and considered some possible cases. Fig. 6 is illustrating the coil specification and
the design. All the necessary illustrations have been drawn with Edraw-Max software.

Table 2.
Superconducting tape specification [5, 8, 9]
Tape specification Bi2223/Ag HTS tape
Width of the tape (Wp) 4.2 mm or 0.0042 meter
Thickness of the tape (t) 0.31 mm or 0.00031 meter
Critical current I, at 77K,0.15T 25A
Critical current I, at 64K,0.30T 50 A
Critical current I at 35K,1.0T 180 A
Critical current I at 13K,1.50T 264 A
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42 mm

Tnner Diameter

Outer Diameter 14 pancake layers 168 mm

Fig. 6. Illustration of Pancake layers and solenoid arrangement (for 14 pancakes)

Fig. 7. is illustrating different values of outer diameter while keeping the inner diameter fixed. Fig. 8 is illustrating
the considerations for the different values of inner diameter while keeping the outer diameter fixed. In Fig. 9, it is
observed that the inductance increases when the inner diameter is retained constant and varying the outer diameter,
greater the outer diameter greater the inductance and hence the energy, shown in Fig. 10. The opposite results are
obtained when the outer diameter was kept constant and gradually increasing the inner diameter (Fig. 11).

Fixed inner
diameter with
variable outer

diameters

1.05 meter
0.90 meter
075 meter [
0.60 meter
0.45 meter
0.35 meter

Fig. 7. Constant inner diameter with variable outer diameter

Fixed outer
diameter with
variable inner

diameters

0.80 meter
065 meter
0.45 meter
0.35 meter
0.25 meter
0.15 meter

0.80 meter

Fig. 8. Constant outer diameter with variable inner diameter
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Fig. 11. Variation of inductance and energy with outer diameter at
25A @77K, 0.15T (keeping the inner diameter fixed)
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Fig. 12. Variable Pancakes consideration

Now we will observe the variation when the no. of pancakes varies with outer and inner diameters. Fig. 12 is
showing the variation of pancakes with outer diameter (keeping inner diameter fixed) and inner diameter (keeping outer
diameter fixed).

The calculated results (Fig. 13,14) indicate that the inductance as well as energy increases when the inner diameter
is kept constant and vary the outer diameter and pancakes and vice versa. Quite interesting results obtained when we
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kept the outer diameter constant and gradually increase the inner diameter and number of pancake layers. In this case
the inductance rises up for a certain configuration but ultimately the inductance starts to decrease after reaching a

maximum value (Fig. 15).
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outer diameter fixed)

Now considering the volume of the superconducting materials and the corresponding energy stored. The
maximum energy can be obtained when we keep the inner diameter constant and vary the outer diameter at 264A
@13K, 1.5T. Considering the variation of pancakes with the constant inner diameter and varying outer diameter, the
volume of the superconducting material has been calculated. We see that the energy is positively related with the
volume (Fig. 16) i.e. greater the volume greater the energy output.
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Fig. 17. Toroid design considerations Fig. 18. Relationship between inductance, mean toroid

diameter, inner diameter of the pancakes

Now we can study the toroid arrangement of SMES magnet. Fig. 17 is illustrating a few of the considerations.
There are mainly two variables that determine the toroid inductance. The first one is the toroid diameter and the next
one is the inner diameter of the toroid windings. So keeping the outer diameter fixed, varying the toroid diameter, inner
diameter and pancakes we have calculated the values of inductance, shown in Fig. 18.
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diameter (264 A @13K, 1.5T) (At 264A, 13K@1.5T,)

From Fig. 18,19,20 it is clear that the inductance as well as energy in the toroid arrangement increases with the
increase of mean toroid diameter as well as the inner diameter.

DISCUSSION AND CONCLUSION

The theoretical considerations of superconducting magnet have been demonstrated in Fig. (6, 7, 8, 12 and 17) and
the results are in Fig. 9-11, 13-16, 18-21, provide the understanding of the relationships among the parameters that
determines the amount of the energy stored in the system. In the study of the solenoid coils or magnets, it is observed
that the outer diameter should be as great as possible to ensure the maximum amount of energy stored considering the
smallest possible inner diameter. This can also be understood in terms of size ratio i.e. the ratio between the inner and
outer diameter, greater the size ratio greater the inductance. Also the increasing number of pancake raises the amount of
stored energy. But when we want to employ less amount of superconducting material and ensure maximum energy we
have to optimize the configuration with inner diameter (Fig. 15). In the case of toroid the mean toroid diameter as well
as inner diameter of the pancakes plays the most substantial role in determining the quantity of energy stored in the
system. The obtained results are completely in coherence with the former theoretical and experimental studies [5, 7, 8,
9, 10, 16]. Though we have neglected the inter-distance between the pancakes in solenoid arrangement but it did not left
any major impact on our results. This inter-distance between the pancake layers which is very tiny but definitely
contribute to the height of the coil. If not omitted, the results should be the same, determined by others [8, 9].

We have calculated inductance for the toroid arrangement using thin torus winding (low thickness, g). The overall
results suggest that the designs we have illustrated (regarding pancake layer, critical current, etc.) are not efficient for
this arrangement (toroid), even the material volume does not affect much in stored energy compared to the solenoid
arrangement.

It is essential to mention that for our theoretical study we have considered the same critical current for all the
configurations while calculating the energy. Practically when the dimensions or the structural parameters changes there
should be changes in the magnetic field as well as the critical current. So the practical implementations for some of
these configurations will definitely deviate from the theoretical results.

However, for this study BSCCO tape superconductor has been considered but there are some other alternatives
like YBCO tapes [13, 14] or the comparatively contemporary MgB, based superconductors [15] which are capable of
attaining greater current densities ensuring greater amount of energy under the same condition as described in the HTS
tape characterization. Also studies can be extended for other conceptual designs with LTS superconductors, like Nb-Ti
which has greater current density.
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JOCJIZKEHHS KOHIENTY KOHCTPYKIII HATIMPOBIIHOI KOTYIIKHA
J1JIS1 3BEPITAHHS EHEPI'Ii B HHME
M. Aéayaiaa Aab 3aman?, MLP. Icaam®, X.M.A.P. Mapy¢*
“Kagedpa mexcmunvroi mexwixu, Ilieniunuii ynigepcumem bawnenaoew, /Jaxa, Baneradew
bKagpeopa pizuxu, Yuisepcumem Yimmazone, Yimmazone 4331, Banznadew
“@izuunuii paxynomem, Yimmazconacokuii indcenepHo-mexnonociynuil ynigepcumem, 4immazone, 4349, Banenaoew

Haampoinaunit HakormmayBay MmarHiTHOI eHeprii (HHME) — Han3BuuaiiHO mepcHeKTUBHUA NPUCTPii 1uist 30epiranHs eHeprii yepes
e(eKTHBHICTh HOTO LUKy Ta MIBHAKUH BiAryk. Xoda MoBCronHe BuKopHucTaHHs mpuctporo HHME oOmexeHe depes3 BennuesHy
BapTICTh KPIOT€HHOI CUCTEMHU OXOJIOKEHHS ISl MIATPUMKH HaJIIPOBIIHOTO CTaHY, aje 3 MOCTIHHOIO €BOJIONIEI0 HAANPOBITHHUKIB 3
BucokuM Tc, HHME mnepeTBoproeThcsi Ha TOJOBHOIO KOHKYPEHTa iCHYIOUHMX IPHCTPOIB aKyMyJIOBaHHs eHeprii B MailOyTHbOMY.
Cepen [eKiIbKOX HOrO YacTHH HAAMPOBIAHA KOTYIIKA € HAWBaXJIMBIIIAM CErMEHTOM Ili€i TEXHOJOril, a iHAyKTHBHICTb, IO
CTBOPIOETHCSI B KOTYIII, BH3HAYa€ KUTBKICTh HAKONMWYEHOI eHeprii. Y miif poOOTi MpoAeMOHCTPOBaHI MOXKIJIHBI T€OMETPUYHI
koH¢irypanii korymka HHME. Haanposinai cTpiuku 3 BucokuM Tc 3a3BHMUail BHKOPUCTOBYIOTECS Y BChOMY CBITI JUIsl ()OpPMYyBaHHS
X KoHQirypauiif. Y po6oti posrisiHyra HaxnposinHa crpiuka 3 BCKMO (BicMyT-cTpoHLii-KabLid-MigHUH OKcHa)-2223 mist
BHBYCHHS KOHIIENITYIbHIX KOHCTPYKLiH HaanposiaHoi korymkdn HHME. Cnovatky Oynu BU3Ha4YeHi 3HAUE€HHA KPUTHYHOTO CTPYMY
MIPH Pi3HIA MIITFHOCTI MAarHiTHOTO MOJISA Ta TEMIIEpaTypi IUIIXOM BHBYCHHS XapaKTEPHCTHK HAAMPOBIIHUX cTpidok. [IpencraBieHi
YHCEIbHI Pe3yJIbTaT! Ta CIIBBIIHOIEHHS MK JEKUIbKOMA IapaMeTpaMy SIK JJIsl COJICHOIHOT, TaK 1 IS TOpOinHOI KOHQIryparii y
pisHux cnenudikamisx. Buxonsun 3 pe3ysbTariB, BCTAHOBICHO, IO CITiBBIJHOIICHHS PO3MIPIB y COJICHOIII Ta CEpeHii aiamerp
TOpOiZa B pO3TalllyBaHHI TOPOI/IB Biirpae BaXJIMBY pOJIb Y TeHepallii iHIyKTUBHOCTI, a OTXe, i B HAKONWYCHHI eHepril. Pe3ynbraru
TaKOX BIAMOBINAIOTH MOCHIKEHHSAM IHIIMX aBTOpiB. HamaHo mpomosumii om0 MakCHMaabHOTO MiACWIEHHS €Hepril s
KOHKpPETHOI coyeHOinHoi KoHGiryparii. Takox Oyl KOPOTKO TpeNncTaBiIeHI MaiOyTHI cdepH MOCTIHKEHb 3 albTepHATHUBHIMHU
HA/IMPOBITHUMH CTPIYKaMH Ta X 0OMEKEHHS.

KJIFOYOBI CJIOBA: HHME, iHnyKTHBHICT, HAKOIIMYYBay €HEPrii, COJICHOI N, TOPOIx.

HCCJEJIOBAHUE KOHIIEIITA KOHCTPYKIIMHA CBEPXIIPOBOIAIIENA KATY KU
JJIA1 XPAHEHUSA DOHEPTUH B CHMD
M. A6ayana Ans 3aman®, H.I'. Mcaam®, X.M.A.P. Mapy*
“Kagedpa mexcmunvrou mexuuxu, Cegepuvwiii ynueepcumem banenaoew, Jlaxxa, Banenadew
bKageopa ¢pusuxu, Ynueepcumem Yummazone, Yummazonz 4331, Banenadew
‘@usuueckuti haxynomem, Yummazoneckuil UHMCeHEPHO-MeXHON02UYecKull yrugepcumem, Yummazone, 4349, Baneradew

CBepXnpoBoIsIIHi HaKOMUTENb MarHUTHOU sHeprun (CHMD) — upe3BeI4aiiHO NepCIeKTHBHOE YCTPOMCTBO JUIS XPaHSHUS SHEPTUH
n3-3a 3G PEeKTHBHOCTH €ro LUKJIa U OBICTPHIA OTKIMK. XOTs MOBCEMECTHOE MCIoib30Banue ycrpoiictBa CHMD orpanudeHo u3-3a
OTPOMHOH CTOMMOCTH KPUOT€HHOW CHCTEMBI OXNaXKICHHs IS MOJJEPKaHUSI CBEPXMPOBOJSIIETO COCTOSHUS, HO C TOCTOSTHHOM
9BOJIIOIMEH CBEPXMPOBOJHUKOB ¢ BBIcOKMM Tc, CHMD mpeBpamaercs B TIaBHOTO KOHKYpPEHTa CYIIECTBYIOUINX YCTPOICTB
aKKyMyJIUpOBaHMsSI 3Hepruu B OyaymeM. Cpeanm HECKOJBKHX €ro dYacTeldl CBepXMpOBOJIIAs KaTyIIKa SBISIETCS BaKHEHIINM
CETMEHTOM 3TOH TEXHOJIOTHH, a HHAYKTUBHOCTB, CO3/laBaeMasl B KaTyIIIKe, ONpeelsieT KOJIMIeCTBO HaKOIUICHHOH 3Hepruu. B aroit
paboTe MpoaEeMOHCTPUPOBAaHBI BO3MOXKHBIE TIeoMeTpHueckre KoHgurypaumu katymku CHMD. CepxmpoBopsiye JEHTHI ¢
BBICOKMM Tc OOBIYHO HCHOJB3YIOTCS BO BCeM Mupe s (GOpMHpOBaHMS 3TUX KoHburypammit. B pabGore paccmoTpeHa
cBepxmpoBonsmas JsieHTa ¢ BCKMO (BHCMYT-CTpOHIMH-KaTbUMH-MEIHBIA OKCHI)-2223 Ui W3y4YCHHS KOHIENTYaJTbHBIX
KOHCTpYKIMH cBepxnpoBogsmeil karymkn CHMD. Crauana ObuM OmnpeneieHbl 3HAaYSHUs KPUTHYECKOIO TOKa JUIS Pa3IM4HON
IUIOTHOCTH MArHUTHOTO TIOJISI M TEMIIepaTypbl IyTeM H3Y4YeHHs XapaKTepPUCTHUK CBEPXIPOBOMAIIMX JIeHT. IIpencraBieHHbIC
YHCIICHHBIE PE3yNbTaThl U COOTHOIIEHUE MEXIY HECKONbKAMHU IapaMeTpaMH Kak A COJCHOMAHBIX, TaK M TS TOPOUAANBHBIX
KOH(MUTYpaIri B pa3NU4HBIX crienudukanusax. Mcxomns u3 pe3yabTaToB, yCTAHOBIEHO, YTO COOTHONIEHUE Pa3MEpOB B COJICHOUME U
CpefHHH aMeTp TOPOHJIa B PACIOJIOKEHHH TOPOHUIOB UIPAeT BaXKHYIO POJb B T€HEPAIlMU WHIYKTHBHOCTH, a CIEJOBAaTEbHO, H B
HaKOIJIGHHU SHEPTUH. Pe3ysbTaThl TAKXKE COOTBETCTBYIOT UCCIICIOBAHHSM MPOBEICHHBIMHU JPYTHMH aBTOpaMu. J{aHbI MpeIoKEeHHS
N0 MaKCHMaJIbHOMY YCHIICHWsI SHEPIMU /Ul KOHKPETHOW COJICHOWAHBIH KoHpurypamuu. Taioke OBUIM KpaTKO MPEICTaBIICHBI
Oymymue cepbl UCCIeA0BAHNH C aTbTePHATHBHBIMU CBEPXITPOBOSIIMMH JIEHTAMH 1 UX OTPaHUICHHUS.

KJIFOYEBBIE CJIOBA: CHMD3, UHIYKTUBHOCTb, HAKOIUTENb SHEPTHH, COJIEHOU A, TOPOUSI.
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A hydrodynamic model of production systems with a flow method of organizing production is considered. The basic macro-
parameters of the state of the production flow line and the relationship between them are determined. The choice of a lot of moment
approximation for modelling the production line is justified. It is shown that the conveyor-type flow line is a complex dynamic
system with distributed parameters. The boundary value problem is formulated for the longitudinal vibrations of the conveyor belt
when the material moves along the transportation route. It is assumed that there is no sliding of material along the conveyor belt, and
the deformation that occurs in the conveyor belt is proportional to the applied force (Hooke's elastic deformation model). The
significant effect of the uneven distribution of the material along the transportation route on the propagation velocity of dynamic
stresses in the conveyor belt is shown. When constructing the boundary and initial conditions, the recommendations of DIN 22101:
2002-08 were used. The mechanism of the occurrence of longitudinal vibrations of the conveyor belt when the material moves along
the transportation route is investigated. The main parameters of the model that cause dynamic stresses are determined. It is shown
that dynamic stresses are formed as a result of a superposition of stresses in the direct and reflected waves. Analytical expressions
are written that make it possible to calculate the magnitude of dynamic stresses in a conveyor belt and determine the conditions for
the occurrence of destruction of the conveyor belt. The characteristic phases of the initial movement of the material along the
technological route are considered. The process of the emergence of dynamic stresses with the constant and variable acceleration of
the conveyor belt is investigated. The dynamics of stress distribution along the transportation route is presented. It is shown that the
value of dynamic stresses can exceed the maximum permissible value, which leads to the destruction of the conveyor belt or
structural elements. The transition period is estimated, which is required to ensure a trouble-free mode of transport operation during
acceleration or braking of the conveyor belt. The use of dimensionless parameters allows us to formulate criteria for the similarity of
conveyor systems.

KEY WORDS: hydrodynamic model of a transport system, two-moment description, Hooke model, balance equations, PDE
production model

The methods of statistical physics are one of the tools for modelling production systems with the flow method of
organizing production [1], [2]. The developed models of production systems in the hydrodynamic approximation are
widely used in the design of highly efficient flow production line control systems at leading world enterprises [3]. The
values of the macro parameters of the state of the production system are determined through the values of the state
parameters of a large number of products that are in different stages of processing in technological operations along the
technological route [4]. The main macro-parameters of the state used to describe production systems with the in-line

method of organizing production are the density of products in inter operational backlogs [;(]0 (t,S ) and the intensity

of product processing [;(]1 (t,S ) for technological operations. The trajectories of the movement of individual products

along the technological route are determined by the laws established by the technological process of manufacturing the
finished product and are reflected in the route maps of the enterprise. As a result of technological processing, the
product passes from one state to another as a result of exposure to technological equipment and the interaction between
individual products [1, 4]. The set of points that specify a continuous change in the state of the product determines the
technological path of the product in the phase state space. The change in the condition of the product as a result of the
influence of technological equipment occurs as a result of the transfer of technological resources to products. The
balance equations for the macroscopic parameters of the production system with the flow type of organization of
production are determined, to a large extent, by the technological laws of the interaction of products with each other
and technological equipment.

DISTRIBUTED MODEL OF THE PRODUCTION LINE
In a multi-moment approximation, the system of balance equations for the macro parameters of the production
flow line has the form [1-3]:

Al Arl@s) |
R —IG(t,S,,u)d,u, (1)
0
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where S 1is the technological position at which the product is in the technological route at a time ¢ (waiting for

[#rtswan=lehas. k=0, ra.5)=2
0

processing or processing), S € [0, S d] ; (1S 1) is function of the distribution of subjects of labour by state in the phase

technological space; [;(]1,/, (¢,S) is the rate of processing products along the technological route at the position
determined by the coordinate S (the processing rate of the product in accordance with the technical documentation or
equipment data sheet). The pace of processing products [){]W(I,S) in most cases is considered a given. G(¢,S,u) is a

function that determines the process of equipment transferring technological resources to the subject of labour [1]. The
system of equations (1) is not closed. Closing conditions are determined from the specific operating conditions of the
production line. To describe the state of a production system with a flow method of organizing production, in the vast

majority of cases, the first two moments [;{]0 (¢,S) or [}(]1 (,S) of the distribution function of subjects of labour by
the states y(7,S,1) are used. When constructing models in the one-moment description, the closure condition is often
applied:
olrl.5)  olrh@.s)
+ =0, t,5)= t,5).
> o [ @.5) =[xl .9)

The disadvantage of the one-moment description is that such a description does not provide an opportunity to
study the fluctuations of the flow parameters of the production line. To describe production lines for which the presence
of fluctuations in flow parameters is of practical importance, a two-moment description can be used:

b olrhes) e 65 Aehs) K
St g _IG(t,S,ﬂ)du, TR AT f&9x) @) = I uG(t,S, wydu , Q)
0 0

oo

(L, :_(!.#ZX(ES:#)CI# =z}, (h&%+ _([[# —%J 268, )dye -

Such systems may include conveyor-type production lines, for which fluctuations in flow parameters exceeding
the limit level can lead to break down of technological equipment. As an alternative approach for studying fluctuations
in the flow parameters of production lines, kinetic models of production lines can be called [5]. However, kinetic
models are currently not widely used for designing highly efficient production line control systems. In this regard, the
main focus of this article will be on the study of fluctuations in the flow parameters of the production line using a two-
moment model in the form (2).

CONVEYOR TYPE PRODUCTION LINE MODEL

Among the models of conveyor systems, two large groups should be distinguished. The first group includes
models for calculating the flow parameters of the conveyor line. When building models of this group are used: the finite
element method (FEM) [6]; finite difference method (FDM) [7]; Lagrange equations [8]; aggregated equation of state
[9,10,11]; equations for neural network layers [12]; system dynamics equations [13] and multiple regression equations
[14-16]. The models of the first group are used in the tasks of operational planning of production activities of the
enterprise. For a given quality criterion, the algorithms of optimal control of the flow parameters of the transport system
are built on the foundation of these models. The second group includes models for the force calculation of structural
elements of the transport system [16-22]. Of particular practical interest are the models that determine the conditions
for the destruction of the conveyor belt [6,8,23-29]. This allows you to determine the design parameters of the
conveyor belt and the dynamic load modes, which ensure the stable operation of the transport system. The energy
consumption required for the transport system (belt conveyor type 2LU120V) can be represented by the expression
[30-32]:

N({)=Ny +mM(1), 3)
where N,, is the power of the conveyor idling; 7] is increment of power consumption with an increase in the mass of

cargo on the conveyor by 1 ton. According to the experiment for a belt conveyor type 2LU120V N,, =160(kW) ,
n;=1,11(kW/t). The theoretical calculation of the standard energy costs required for the operation of the 2LU120V
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conveyor line [31, p.62] of length S; =730 (m), with an average belt speed a(f)=3.15 (m/sec), maximum
productivity [Z]1(fa0): 1450(¢/h) and mass per linear meter of moving parts [Z]OC =138.1(kg/m) in the normative

=123.84(kW), n; =1.23(kW/t). The maximum
amount of material in the transport system with a uniform distribution of material on the conveyor belt is

loading mode gives the following values model coefficients: N,

M a5 =100(7) for the maximum allowable linear density [y]  =134(kg/m):
(7 (0) . _ 14500/ k) M 100(7)
= LS, = 73 =100(¢) , =% - ~134(kg / m) .
max =TS = mrseq) ) = 1000) 2] s, 7300m)  rkelm)

Experimental studies and theoretical calculations show that the maximum allowable linear density [;(] and

0 max
mass per linear meter of moving parts [}(]OC are comparable quantities. The unit cost of energy for the movement of

the material of a unit mass can be represented in the following form

N(t) _ Nxx _ [/Z]OC
M(t)_M(t)+n1_nxx [X]o +ny, (4)

where n,, is unit costs of electricity for moving a running meter of conveyor belt. Expression (4) demonstrates two

ways to reduce the unit cost of energy. The first way is to reduce the weight of a running meter of moving parts [Z]OC ,
in particular, by changing the thickness of the cross section of the conveyor belt. The second way is to increase the load
on conveyor systems [Z]O - [Z]O max When applying algorithms to control the speed of conveyor belts [25, 32, 33],

which makes it possible to save up to 30% in the specific energy spent on moving the material [25, 30]. As a result of
using conveyor belt speed control systems, a 30% reduction in specific energy costs is achieved by increasing the load
on conveyor systems, for which the traditional filling level of conveyor belt material is 60—100%. However, as a result
of controlling the speed of the belt, there is a constant acceleration and braking of the conveyor belt loaded with
material. This causes additional stresses on the material of the conveyor belt and, as a result, its damage. One of the
ways to avoid damage to the conveyor belt is to increase the thickness of the conveyor belt, and therefore the mass of a

running meter of moving parts . An increase in the mass of a running meter of the conveyor belt leads to an
g gp e g Y

increase in the specific energy costs required to move the extracted material of a single mass. In this regard, in the
present work, the main attention is paid to the interconnection of the stream parameters of the conveyor and the design
parameters of the conveyor belt.

To build a model of the transport system, we use the two-moment description equations (2) in the following
form [35]:

olrk.5)  olrh.5)
ot aS

eht.$) , Aeh.5) _ 1 551, 0.5)=5(5)aaw [[j[‘]] e O
0

5s)e, ot aS

The system of equations (5) corresponds to the case when the material does not crumble during transportation
along the technological route. We will also assume that the material does not spread along the technological route:

o e B L))
j ( B S)] 265, ) = P(1S) b by ©)

We introduce the notation for the speed of the belt in the equilibrium 4, and nonequilibrium state <,u> [35]:

[z]@.9)
= Thws

Taking into account (6), we multiply the first equation (5) by ([;(]1 t,8)/ [}(]0 (t,S)) and subtract the result from

the second equation (5), we obtain a system of equations for a two-moment description of the transport system:

B[Z]gft’S)ﬁ[zgg’S)=5(S)ﬂ(t), [ehe.) < >+[;c]( 18) =" < )5 7e.5) - 50




124
EEJP. 1 (2020) Oleh M. Pihnastyi, Valery D. Khodusov

For a conveyor line, the force moving the material acts on the element of the conveyor belt and can be represented
in the form (Fig. 1):

dm%= R(t,S +dS)—R(t,S) - dFy , dm={x)yt,8)+ 1)y )S » (8)
R(t,S+dS)=0o(t,S +dS)Bh, R(S)=o(t,S)Bh, R(t,S +dS) - R(t,S) = %ds ,

where dm is total mass acting on the belt; B is width of the conveyor belt;; 4 — the thickness of the conveyor belt; Fy
is the sum of the total resistance to movement of the belt [21, p.12]:

FW = FH+FN+FSt+FS .
Primary resistances Fy are associated with the friction of resistance along the conveyor belt, with the exception of

special resistances. Primary resistance Fy , assuming a linear relationship between the resistances and the transported
load, are determined by the expression [21, p.13]:

a¥y=dS- fe- gl [rhon + (e e.9)+ [l osdc ).
where f is coefficient of resistance to movement includes rolling resistance of driving rollers and belt indentation
resistance [21, p.13]; (m / sec2); [Z]O g is linear load from rotating parts [21, p.8]; J¢ is conveyor section angle

[21, p.9]. The linear load from the rotating parts [;(]0 r can be calculated as the ratio of the mass of the rotating
element (roller) mp to the distance Sp between axes of symmetry of the rotating elements [22, p.153]
[2lor =22
0R — SR :

The force Fy, taking into account the effect on the movement of secondary resistances, can be expressed in terms

of the value of primary resistance to motion Fy [21, p.17]:
Fy =(C-1)Fy.

For belt conveyor systems with filling factors ¢ in the range from 0.7 to 1.1, the standard values of the coefficient
C are presented in [21, p.17]. For a conveyor section of length S; > 2.0 km this coefficient is equal C =1,05. The force
Fs;, characterizing the gradient resistance of the conveyor belt and the transported material, is calculated for each
section of the part as follows [21, p.17]:

dF, =dS -sind¢ ~gm( [;(]O(t,S)+[;(]OC) :
The calculation of the force Fg, associated with special resistances in the transport system, is presented in

[21, p.18]. The value of Fg is determined by the design features of the transport system. For most conveyor-type
transport systems, it is assumed

Fg <<Fy.
Divide (8) by dm , get the value f'(¢,S) :
d(p) _ 1 IR(L,S) 1 IFy ©)
i~ (eh@.)+lede) o5 rhe.s)+lrke) os
For the model under consideration, it is believed that stress and strain are related by a linear relationship
o(1,8) = Ee(t,5), £(t,8)~1072, (10)

where E is elastic modulus; &£ is relative deformation of the conveyor belt element. If we introduce the absolute
elongation of the conveyor belt @(z,S) at a point in time ¢ for the technological position S, then the ratio of the
elongation da(t,S) of the element of the conveyor belt to the length of the segment dS is the relative deformation of

the element
2a(t,S)

£(t,8)= Y (11)
If we substitute (9) - (11) in (7) then obtain the equations of oscillation of the conveyor belt
d d 2
(), () ) BhE 9’w(t,S) 1 oFy 1)

s [rhe.)+lrhe) as? (b5 +[rhe) 95

ot
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d
dS (), t.5)+ ke )%
/ o(t,S +dS)Bh
, PHOENOCORD
&m ([Z]o .8)+ [Z]oc )d‘? | = ,,, with PHOENOTEC

transverse
reinforcement

o (t,S)Bh > 5

POLYFLEX
Multi-ply belt

Fig. 1. The forces acting on the element of the conveyor belt

The speed <y> of the conveyor belt, on which the material is located consists of the speed of the belt in the
do(t,S)

equilibrium £, and vibrational —Q parts:

_ da(t,S) dao(t,S) Jdw(t,S) da(t,S)
() =y + e’ d ot +u) F

Since the relative deformation of the element £(¢,S) is small (11), then

da(t,S) _ 9a(t,S)

dal(t,S)
dt ot ’

ot

We substitute the expression for the speed of movement of the conveyor belt in the oscillation equation (12),
obtain

(13)

(u)e(t,8) =

(,u)s(t,S) << %

8#_.,+aza)(t,5)+(ﬂ +aa)(t,S)]i( +E)a)(t,S)]:
ot or’ 4 ot as\ " ot

BhE o w(t,S) 1 oF,
(], @.$H+xl.) 0 (lx], @.9+[x],.) oS

Belt speed for steady motion is a known quantity that is set by program control of the conveyor line
Oy, (1,) Aty (1,5)
+ .
ot Vo8
One of the main features of conveyor-type transport systems is that within the conveyor section for a steady-state mode

of operation, the material at each point of the transport route moves at the same speed, which is equal to the speed of the
conveyor belt

(14)

Ty (6,8)=

Ofdy, Ofdy, Oty
=— _—, ——=0. 15
W O=757 M 5 o5 (1)
We introduce the notation
BhE
C,2(t8)= : (16)
o ([Z]o t,8)+ [Z]oc)
and taking into account expression (15), we represent equation (14) with small perturbations

o%w(t,S) [ Qa1 S)) %w(t,S) ) d%w(t,S) 1 OFy

ALY + > 2 =51, ) et — fy (0. (17)
or2 ad ot IN x s ([Z]o (“.8)+ ke ) os T

The speed of the conveyor belt (u) can have a large gradient, for example as a result of sudden acceleration or

deceleration of the conveyor belt. In this paper, we will pay attention to the steady mode for which condition (10) is
satisfied, i.e., there are no large gradients for variable speed. Using the passage to the limit using the limit ratio

( >azw(r,S) _ ()26 (et + A8, )~ (w)e(t, )

18
1S ot At (18)
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and taking into account (13), it follows

(19)

(w)e(t+At,S)—{p)e(t,S) L (Bw(t +At,S) Ba)(t,S)j %01, S)
At At ot ot ot
When you change the length of a segment of the transport route, the density ([;(]0 S+ [I]OC) changes. Let the
length of the segment dS changes and becomes equal (dS + da)(t,S)), dS >>da(t,S) . In this case, the linear density
will change and becomes equal ([;(]0 @,S)+ [;(]OC )+ (A[;(]O @,S)+ A[;(]OC ) For this segment of the transport route we

have
dS([xly @.8)+ [l )= (dS +dente. )Nl 1.) + [zl )+ (Ao 2.8) + Al ).
Neglecting the value of the second-order of smallness da)(t,S)(A[}f]O t,8)+ A[Z]OC ), we get
0=~ dS(ALzlyt.8) +Alxlye )+ @t )y .9) +[ehoc )

where from
daxt,S) Alrly 0.8) + Alxloe
ds el @)+ xloe

This allows us to represent the square of the function C 12 (¢,8) as an expansion in the vicinity of the unperturbed

density [;(]0,/, ,9)

Alxly, @8+ Aly]
C.2(LS) = BhE 1— 0y 0c |_ o 2 S)i—e).
sz(t) )= BhE

[Z]o,/,(l, S)+lrhe

The function C,/,2 (¢,8) determines the propagation speed of disturbances along the conveyor belt [36]. Thus,

using assumption (10) on the linear dependence of stress and relative deformation, the system of equations for
determining the vibrations of the conveyor belt takes the form:

Ark (.9 Ark@.s)

STy ()= = (S (20)

d%w(t,S) ) d%w(t,S) 1 OFy

——2_C, (S - - . 21
0 T TGS he) a5 Y @b

We assume that at the initial moment of time the linear density of the material is distributed along the transport
route according to the law
0, S<0,

L sso selo;s,]. (22)

[x],(0.8)=H(ES)¥(S), H(S)= {

We supplement the system of equations (20) with boundary conditions for an equation that describes oscillatory
processes in a transport system. Stresses o(£,0) and o(¢,S,;) are determined by the tension forces of the conveyor belt

T; and T, (fig.2).
We write the system of equations for the forces 7; , that determine the movement of the belt at the characteristic
points of the horizontal conveyor section:

Ty =T exp(kpr) ; L=0+Fyes3)+Fy (-3  Ty=kd;3, I =Ty + Fy (4-1) + Fy (4-1)5
Sq
Fu(e=3)=Sq - fc - &mhor +[rhc): Fu(a-1)=Fa(-3)* fc &m j[){]o(t,S)dS ,
0
5C ZO,

FN(2-3) = (C=1)Fy (2-3)» Py (a-1) = (C=1)Fyy (az1)
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Sq
Fs¢(2-3) = Sq -sind¢ - gk =0, Fst(4-1) = Fst(2-3) +sindc - gm J[Z]o(t, $)dS =0,
0
Sq
Fy (2-3) = Sy Ok Sa Fy (a-1) = £y Olrloe Sa + £, I[Z]O(I,S)ds )
0

where Fy, (2-3),Fy (4-1) are forces associated with the acceleration or deceleration of the conveyor belt. We believe

that the effects associated with a change in the angular velocity of rotation of the drum are small due to the insignificant
magnitude of the moment of inertia of the rollers. Traction moment rotates drum “B”. Drum “A” rotates under the
action of the frictional force of the belt, resisting movement. Then from the equality

Ty =Ty + Fyy (a-1) + Fy (a-1) = kT3 + Fyy (a-1) + Fy (a-1) = ks (7 + Fy (2-3) + Fy (2—3))Jr Fw (4-1) + By (4-1)5
is determined the tension of the tape at characteristic points
exp(kyor)

exp(kpe) — kg’ @)

T, = Ty explkya) = (k, Fy (23) ThsFy (2-3) + Fw (41) T Fy (4—1))

. ksFy (2-3) + ksFy (0-3)+ Fw (4-1) + Fy (4-1)
? exp(kya) — k, ’

_ksFw (a-3) HKsFy (2-3) + Fw (a-1) + By (4-1)
exp(kpt) =k

I3 =T, + Fw(2-3) + Fy (2-3) +Fy (2-3) + Fy (2-3)»

exp(ky)

gy —k, W) "l @)

Ty =Ty exp(kpo) = Fy (4-1) = Fy (4-1) = (ksFW (2-3) T ksFy (2-3) + Fw (4-1) + Fy (4—1))
where k; is coefficient of adhesion between the drum and the belt; kg is drum loss coefficient “A”; « is the total girth
angle of the drum. For a steel drum in the absence of moisture k; =0.3, k,=1.03[31] and =7 we get
exp(kpor) =2.56.

Taking into account the values of the acting forces 7} , 74 (21), we write down the boundary conditions

_ L _ . 0wt,S) _ 1 exp(kp )
U(f»Sd)—E—ETSZSd _E(kSFW (2-3) tksFy (2-3) + Fw (4-1) + Fy (4—1))Wa (24)
(1.0) = L _h=Fwe)=Fy e _ dot,S)| £ 901, 5) Py (o)t Fy (o) .
Bh Bh S lgo S ss, Bh

We supplement the system of equations with initial conditions. Consider the steady mode of operation of the
conveyor line, when at the initial time there are no oscillations

2a(t,S)

- =0. (25)

t=0

The stress of the conveyor belt at the initial time is determined by the initial distribution of the material along the
technological route ¥(S) and the acceleration of the conveyor belt f,, (¢). Then

O'(O, S) = E% = O'(0,0)'FFw\{/ (4_1)(0, S)+Fy,\}l (4_1)(0,S) , (26)
t=0
_ Ty _ . 0e(0,S)
700 Bhl_y £ S ls=o
S
Fipg (41)(0.8) = fc - g j ((xlor +lxloc +¥())aC Fy (4-1)(0,8) = (C = 1)Fpy (4-1)(1.S) ,
0

N
Fyy (4-1)(0,8) = f,,<0>j (xhor +xhe +¥(O)ac [x]h(0.5)="%(5)
0
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Fww (4-1)(0,5) = Fig (4-1)(0,8) + F (4-1)(0,5) -

Combining the system of equations (20), (21) with the boundary (24) and initial (25), (26) conditions, we obtain a
two-moment model of the transport system that allows us to study dynamic stresses in the conveyor belt depending on
changes in flow parameters [;(]0 @S, [;(]1 (¢,8) . Equations (7) and (9) can be used to study the scattering of the

material during its transportation.
I

D

Iy
(D 7\
A\&/ \/s

>
>

|
3 b

Fig. 2. The scheme of the tension of the conveyor belt

CONVEYOR LINE MODEL IN DIMENSIONAL FORM
Using the notation

t S by @9) ¥(S) T,
= = 9 s Sl s E—— = ) = /1 )—— s
T Td é: Sd O(T § ) [X]()max l//(§ ) [X]()max 7(7) ( ) Sd [X]()max
e =ty L, 5(8) = S45(5), 27)
d
equation (20) with boundary conditions (22) takes a dimensionless form:
00, (t, 00y(,

L0 s oto) e D_sEy@.  HOH-HEOWE,  0=HO (28)

The solution of equation (28) allows you to determine the state of the linear density of the material 8y(z,&) along
the transport route at an arbitrary point in time at an arbitrary point &

2(G(G(r)- &)

The linear density of the material along the transport route 6y(7,£) at an arbitrary point in time 7 can be

-1 B Z
6.6 = (1)~ H(E-G) LD | e Giowre-Ga). 6o = j glada, 7=G7¢). (@)
0

determined, if the intensity y(7) of the rock input to the entrance of the conveyor line and the speed of the conveyor
belt g(7) are known. The material flow along the conveyor line 6;(7,£) can be obtained as a result of the product of the
linear density of the material 6, (7,&) and the speed of movement of the material g(7)

-1 B
67,8 = (H(&)~ 1(E~6(0) LT CO=D o) . 1 GloypE-G(oea). (30)
(G (G0-2)

An analysis of the solution (29), (30) is given in [33]. Using the notation

a(t,S) OpSy UJoc Ledor
)= max = 5 > Oc = , Or= 5 31
“ (T é:) max @ E ¢ [X]Omax K [X]Omax ( )
— Cngm ([X]()max + [Z]OC )Sd V= ([X]Omax + [X]OC )fl// (I)Sd v 2 _ BhE T_d 2
b O'th ’ ! O'th > g i[x]OmaX +[Z]0C i Sd ’

equation (21), which describes oscillatory processes in a transport system, takes a dimensionless form

Or
[ e ———
0y(7.£) +6c

y(r.f) _, 29’my(1.§) 146

2 2
= e mwha e )

with boundary conditions (24)
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1
o(t,S;)  dmy(1,)| B¢ O _[60 (7,&) exp(ky )
= = (k. +1 kg +1 d
oy aé" |§:1 (s+ )(Vb+vf)1+ec+(s+ )Vb1+ac+(‘/b+vf)0 1+8C exp(kba)—ks ’
(32)
1
o(t0) _dap(.5)| _dmm®.H _FwentFy ) ey Gk ., )I bc +80(7.8) 4
b b tVy >
o), oé |§:0 oé |§:1 o,Bh o& |~le 1+ 6¢ 1+6c
(33)
and initial conditions (25), (26)
dwy (7,$) 0, (34)
T |,
1 1
0(0,8) _ 9@y (0,S) _ 9wy (0,¢))| Iec +Or +Y (&) J"9c +y(©)
- - —yy | RIS gey | ZE TS g 9,(0,8) = , 35
o Y E 1 eV | T 009 =v©) (35)
where
1
0(0,54) _ 9y (0,9)| fc Or I v exp(k; )
o) & |-y (ks + )(V”Wf)nec +Hlks 1+6c +(Vb+vf)0 1+6c s exp(ky ) — kg

SOLUTION ANALYSIS FOR SMALL LOADED CONVEYOR LINES
Consider the solution of the system of equations (30)—(35) for the case of the initial movement of the conveyor,
when the conveyor line is underloaded. The specific weight of the material along such conveyor lines is small compared
to the specific weight of the conveyor belt

0p(7.8)<<bc,  w(§)=6x(0.5)<<6c.
Based on the above assumption, the system of equations (30) - (35) takes the form

_1 _
65,0 = (H(&) - H(E-60) T D= oy e Gy -Gene@).
267 (GO -4)

2 2
d @Dy (Taé) — ng 0 wo(f,f) 1+0C _ngvf _ngvb 1+6_R (36)
oz 9&?2 Oc fc

with boundary conditions (32), (33)

day (t,8) fc Or fc exp(kp )
GO (k, +1 1+ 2R (k +1 37
SR (( st )V”1+9C iy g+ )Vf1+o9c exp(kyo)—k, ) 37)
(9| @ b, (HH—RJ
o |y 0 |y T1vec "ivec ec)

and initial conditions (34), (35)

aw() (Ta 5)
o7

dwy(0,6) _dwp(0.6)| 6c ) . 6
=0 T Vb1+ec(1+ac](l £) V-’1+6C(1 £. (39

During the initial movement of the conveyor belt, three characteristic phases should be distinguished: a) the period
of time of the initial start-up, when the conveyor belt goes from rest to moving along the entire route; b) the phase of
formation of the static force along the conveyor belt; c) the phase of acceleration of the conveyor belt to the rated speed.
Let us dwell on the analysis of the last phase of the start of the conveyor belt. The acceleration phase of the conveyor
belt to the rated speed is characterized by a constant value of the traction moment [37, p. 95] and a constant value of the
acceleration of the elements of the conveyor belt. This allows us to simplify equation (36)
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82(00(2',5) =V12 asz(T’f)_ 2

Voo, (39)
a7 a&?
C C
with boundary conditions
dwy (7, day (,$)
08#5) =, %—é: = -, (40)
5 £=1 5 £=0
o = (e, +1, 5|14 8R (ke +1) fc explkp®) |
’ 1+0C GC : 1+0C CXp(kbOK)—kS
) 1+9C
Vg 2 2
o =y e—c 1+9_R +v ec =(vy 9C 1+0_R +Vv, HC HC = V2 :VL
2o e )T  vee \Pwec o) awee ) 2 1k6e o 1v8e 2
g HC g HC
and initial conditions
0wy (1,&) day (0,
08—5 =0, MZOQ—OMO—SE)» . (41)
T 7=0 aé:

where vlz , V22 ,Q1, o, are constant coefficient, ¢, (7) is the stresses, due to vibration of the traction drum as a

result of providing the required traction moment.
The solution to equation (9) is sought in the form

@ (7,8) = @y (7,8) + @1 (7,5) - (42)
Choose a function @y (z,¢) in the form
@01 (7,) = AD)E* + B@)E + Coy

where C; is an unknown constant. We define the coefficients A(7), B(7) in such a way as to ensure the presence of
boundary conditions for the function @ (7,<) in the form

IO (.9 _, do (.9 _ I (1,6) _ 9a(1.6) _ 901 (1,$)
o |y N P P o

Then the coefficients A(7), B(7) we obtain as a result of solving the system of equations
do (7,8)|  _doy(z.8)| _day (7.8)| — oy —2A(0) - B(r) =0 ,
0 e 0 ey 0 e
dwy (7,$) :awo(f,é:)| _awo1(7»~f)|
L T P

From the solution of the system of equations follows

20(1—&21—3(7)20.

2
o 1v 1%
A(T):i:—%, B(T)=0!1—0521=0!1—L2,
2 21/1 V|

1v)® o vy
w1 (7,6) ==& +| o ——5 |+ Coy -
2y Vi

Substituting solution (42) into equation (39) and into the initial conditions (40), (41), we obtain the initial-
boundary value problem for the function @y, (7,&)

azwoo(fuf):v2326000(735)_320512 [%‘f]» 43)

72 Y 72
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o (.9 _ W0 _ Qo (7,8)|  _dm @ oy (z.9)| o
af £=1 aé: £=0 af |T=O a§ |T=0 aéz |1=O
dwgy (2.6)|  _day(w.O)| Qw6 | dapy (£
or |, ot | or |, ot 2 d
7=0 7=0 7=0 =0

We consider two cases where the acceleration of the conveyor belt is constant v o =V ro = const and the case
where the acceleration of the conveyor belt varies linearly with time v p =V ro +V 7 .
In the case where the acceleration of the conveyor belt is constant v » =V 1, the derivative of the function ¢y, is

Zero
doy _
ot ’
and the boundary value problem (43) takes the form

azwoo(f,df) , 0? g (7,£) (44)
ar? " 352 ,
8(000 (7, é:) -0 a6000 (7, 5)

Io (7.9 _, I (7.5)
a‘); 5:1 ' aé: '

=0,
7 |, o&

£=0

=0.
7=0

The solution of problem (44) is presented in the form

@0 (7, 5) = Z T, (T)Xn (5)
n=0

where the function X, («f) is determined from the solution of the Sturm-Liouville problem. Using the boundary
conditions, we write the solutions to the problem in the following form

W00 (7,6) = zTn (z)cos(mg).
n=0
At the initial time, the rate of change of the function @ (7, &) is zero. From this condition follows

@y (7,$)

P =0 = Wy (7,8) = ZGn cos(mv,t)cos(mé). (45)

7=0

The values of the coefficients G, are determined from the second initial condition
dwy (T,
00( ¢) ZﬂnG sin(mé) =
=0

Equality holds if G,, = 0. D This is consistent with the d601s10n

@y (7,£)=0.

Thus, in the presence of acceleration of the conveyor belt of constant magnitude, there are no oscillations in the
belt. Elongation of the tape along the conveyor can be represented by the expression.

1 V22 2 1 V22
wy(7,8) = @00 (7,8) + @1 (7,8) = ——5-¢" +| o =~ —5 |£+Coy -
2 Vi 2 Vi
The constant Cy; is determined from the condition of the minimum allowable stress @,;, , ensuring the adhesion

of the tape with the drum to create traction in the transport system with a given limit on the allowable amount of
sagging of the tape. This allows us to write down the inequality

2
wm(f):——ffz [ l_%]§+C012wminO'

2 V1 Vi
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Taking into account the last condition, we write the solution of the equation in the form
2
2, V2
0)01(0)_——5 o === |&+ Opin -
2v? Vi
We turn to the second case when the acceleration of the conveyor belt varies with time according to the linear law
Vi =Vyro+V 7. Then

2
dag, Ve Vri 2 2 2 Or
_:—2‘, Vo :Vg (Vf() +Vf»IT)+Vg Vb 1+% .

or %]
and the boundary value problem (43) takes the form
9’ : 9
woogf $) _ v woogf :6) ’ (46)
ot a&
AW (7.9)|  _ I (.9 _, Io (7.9 _, 7
af 521 ag 6":0 ag 7=0

daog (#.6)  _ Ve ‘;fl{f cf] 7(¢). (48)

J7 =0 V1

Using the results of the previous problem for the case v » =V ro = const , considering two zero boundaries and

one zero initial condition (47), we look for the solution to the initial boundary-value problem (46) in the form

@0 (7, &) = ZG,, sin(mv,7)cos(mé). (49)
n=0
We determine the unknown coefficients G,, from the initial condition (48)

90y (7.0) =7V ZnGn cos(mé) = _#[% - fj .

a7 _
7=0 n=0 Vl

Emerging dynamic stresses in the conveyor belt can be represented as

aa)og(gf é:) ”ZnG sin 7D1V1T)Sln 72715 _EZ G [COS( [g VIT] )2 COS(ﬂ]’l[f‘F VlT] )J _ Q(é:—VlT); Q(f‘f‘VlT)

n=0

We transform the solution (49) to the form
woo (7,£) =Wy (& +vi7)+ W, (& —vy7). (50)
We define W, (& +vy7), W, (& —vy7) from conditions (47), (48):

dag (7,6 _dW1(§)+dW2(§)_O I (.9 _ dWl(f)_ sz(f)z_ng"fl (ﬁ_§j=z(§).

o |, d& " oag ot |, | df dé v

Integrating the equalities, we obtain

g
W)= Con. WE)-()= - [ dakiarc,
=t

where ¢,, C,;, C,, is constant coefficients. The constant C,,; is equal to zero due to the choice of the form of
functions W, (&), W, (&) (50). We solve the system of equations, we find

¢ &
()= | dadta+ 22, (@)= - [ Zaia-22. (s1)
2V1 2 ZVI 2
o o
Substituting (51) into (50), we obtain
Et
@y (7,8) = R Zle)do . (52)

2vy
&t
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The expression for the emerging dynamic stresses of the conveyor belt has the form

dwg (1,8) _ ZUE +vi7)-ZUE-vi7)

= 53
af 2V1 ( )
The properties of the function Z(a) follow from the boundary conditions (47)
0wy (7, Z\vT)-Z-vT
00(7:6)|  _ Zni7)-Z-v, )20’ 2(8) = 7(- B), (54)
af £=0 21/1
0wy (7,£) Z\l+viT)-ZIl-viT
@9 _ Atz -2y, )=0, 2Bn)=22-pn), B =0+w).
aé‘ |§:1 2V1
Since the function Z(f) (54) is even and the value 7 is arbitrary, it follows
2(2- p)=2B)=2- B), 7(2+ B)=2(p). (55)
The function Z(ﬂ ) is an even function of period 2. The general solution of the problem takes the form
. ) ) . E+vir
14 v
wO(T,f) = _%52 + _% §+ Omino + 5 IZ(O!)dd,
2y, Vi 2v)
st
2 2 _ _
9wy (7,8) _ V) Y2 gt a _V% N A +vi7)-2¢ Vlf). (56)
g vl vy 2v)

We define the point of the transport route at which the maximum dynamic stresses of the conveyor belt occur. We
introduce the variable 7, so that

O0<swvir,-2n<2, T,=T7T——.
Then, due to the periodicity of function (55), it follows

ZE+vi7)=Z(E +viT—2n)= Z(SE‘FV{T—IZ/—”D: A& +viz,)=2p), B =¢+vit,,

1

I R [ R

1
We calculate the value of dynamic stresses (53) arising in the conveyor belt

dwyy (7,E)  ZE+vi7)-ZE-viT) B2 v, v,
ng = 1 o = =70(B1.52), Z(ﬂ):vd[T— , Vg =- ngzfl.

The expression for the function Z((f,,/,) for different ranges of values /3,5, is presented in table 1. The
function Zo(ﬁl, ﬂz) is linear with respect to the variable &, has an increasing section and a decreasing section. The
inflexion point of the function determines the extreme value of the dynamic stress (Fig. 3).

Table
Dynamic stresses Z(f;, 3, ) in the conveyor belt
No | Bug dynxumn Z (8, 5,) 2<B<-1 | -1<8<0 0<pB<l1 1<B<2 2<fB<3
1 Zo(ﬂlaﬂz)_‘/ﬂ (&-1) B, b
2 | Zo(By.Ba)=vablz, —1/1) Ba B
3| Zo(B1,Br)=vaéle, —1/vy) B> By
4 | Zo(B.Br)=vaélz, —1/vy) B> B
51 Zo(B1,Br)=valz, =2/v )¢ -1) B> By
6 | Zo(Bi.fr)=va(z, =2/ )¢ -1) B by
7 | 2081, Br)=var,(E-1) B B
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Fig. 3. Conveyor belt dynamic stresses Z (ﬂl ,,32) for times 7=0.01-m, m=0,1,2...

Using (56), we determine the condition under which the value of the dynamic voltage is an insignificant part of the
magnitude of the static voltage has the form

2 2 2
Vs V, Vs ZE+viT)-2Z(E-viT
St o —— |= 2‘f>| ||VdT§|
Vi Vi Vi 2V1 |
This implies
VAT
fltn
— <.
VfO +Vp

Dynamic stresses do not affect the acceleration of the conveyor belt under the condition of a slow change in the
value of the acceleration over a typical period of time 7

VfO +Vy

V<<
4 T

n

CONCLUSION

Using the statistical method of modelling production systems in a two-moment description, a model of a conveyor
transport system is presented. A feature of this model is the ability to take into account the effect of uneven distribution
of material along the transport route on the propagation of emerging dynamic stress disturbances in the conveyor belt.
The elastic properties of the conveyor belt are taken into account in accordance with the Hooke model. Calculation of
resistances in the transport system is made in accordance with DIN 22101: 2002-08. The characteristic mode of
operation of transport conveyor systems during acceleration of the conveyor section is considered in detail. In the
approximation, when the conveyor system starts and the loading of the conveyor section is negligible, the conditions
for the occurrence of dynamic stresses are determined. These expressions can be used to calculate the static and
dynamic stresses of the conveyor belt.

ORCID-IDs
Oleh M. Pihnastyi https://orcid.org/0000-0002-5424-9843, ©'Valery D. Khodusov https://orcid.org/0000-0003-1129-3462

REFERENCES
[11 N.A. Azarenkov, O.M. Pihnastyi and V.D. Khodusov, Reports of the National Academy of Sciences of Ukraine, 2, 29-35
(2011), http://dspace.nbuv.gov.ua/handle/123456789/37227.
[2] O.M. Pihnastyi, Problems of Atomic science and technology, 3, 322-325 (2007),
http://dspace.nbuv.gov.ua/handle/123456789/111018.
[3] O.M. Pihnastyi, Belgorod State University Scientific Bulletin, 31(1), 147-157 (2014), https://ssrn.com/abstract=3404364.



135
Hydrodynamic Model of Transport System EEJP. 1 (2020)

[4] O.M. Pihnastyi, Scientific bulletin of National Mining University, 4, 104111 (2017), http://nbuv.gov.ua/UJRN/Nvngu 2017 4 18.

[5] N.A. Azarenkov, O.M. Pihnastyi and V.D. Khodusov, Reports of the National Academy of Sciences of Ukraine, 12, 36-43
(2014), https://doi.org/10.15407/dopovidi2014.12.036.

[6] D.He,Y.Pang, G. Lodewijks and X. Liu. Powder Technology, 327, 408419 (2018), http://dx.doi.org/10.1016/j.powtec.2018.01.002.

[7] T. Mathaba and X. Xia, Energies, 8(12), 13590-13608 (2015), https://doi.org/10.3390/en81212375.

[8] G. Yang, Sensors & Transducers, 81(10), 210-218 (2014), https://www.sensorsportal.com/HTML/DIGEST/P_2492 htm.

[91 A.A.Reutov, in: IOP Conference Series: Earth and Environmental, 87, (2017), https://doi.org/10.1088/1755-1315/87/8/082041.

[10] LA. Halepoto and S. Khaskheli, Indian Journal of Science and Techology, 9(47), 1-6 (2016),
http://dx.doi.org/10.17485/ijst%2F2016%2Fv9i47%2F108658.

[11] L. Ristic, M. Bebic and B. Jeftenic, Electronics, 17, 30-39 (2013). http://dx.doi.org/10.7251/ELS1317030R.

[12] L. Xinglei, Yu. Hongbin, in: Proceedings of the 3rd International Conference on Mechanical Engineering and Intelligent
Systems (ICMEIS, 2015), pp. 789-793, https://doi.org/10.2991/icmeis-15.2015.148.

[13] E. Wolstenholm, Dynamica, 6(2), 25-35 (1980), https://www.systemdynamics.org/assets/dynamica/62/6.pdf.

[14] M. Andrejiova, D. Marasova, Acta Montanistica Slovaca, 18(2), 77-84 (2013), https://actamont.tuke.sk/pdf/2013/n2/2andrejiova.pdf.

[15] P. Markos and A. Dentsoras, FME Transactions, 46, P.313-319 (2018), https://scindeks-clanci.ceon.rs/data/pdf/1451-
2092/2018/1451-20921803313M.pdf

[16] M. Bajda, R. Krol, Procedia Earth and Planetary Science, 15, 702-711 (2015), https://doi.org/10.1016/J.PROEPS.2015.08.098.

[17] A. Kumar and L.P. Singh, International journal of engineering sciences & research technology system, 6(9), 337-341 (2017),
http://www.ijesrt.com/issues%20pdf%20file/Archive-2017/September-2017/43.pdf

[18] V. Pasika, P. Koruniak, P. Nosko, O. Bashta and Yu. Tsibrii, Bulletin of NTU "KhPI": Series: New solutions in modern
technologies. 45(1321), P.47-58 (2018). https://doi.org/10.20998/2413-4295.2018.45.07.

[19] Shirong Zhang, Xiaohua Xia, in: IEEE AFRICON-2009, (Nairobi, Kenya, 23-25 September 2009), pp. 17-27.
https://doi.org/10.1109/AFRCON.2009.5308257.

[20] S. Gramblicka, R. Kohar and M. Stopka, Procedia Engineering, 192, 259-264 (2017), https://doi.org/10.1016/j.proeng.2017.06.045.

[21] DIN 22101:2002-08. Continous conveyors. Belt conveyors for loose bulk materials. Basics for calculation and dimensioning.
[Normenausschuss Bergbau (FABERG), DIN Deutsches Institut fiir Normung e.v. Normenausschuss Maschinenbau (NAM)],
(2002), pp. 51.

[22] V.A. Budishevsky and A.A. Sulima, Theoretical foundations and calculations of transport of energy-intensive industries,
(1999). pp. 216, http://ea.donntu.org:8080/jspui/handle/123456789/10466. (in Russian)

[23] M. Alspaugh, 2004, in: MINExpo-2004, (New York, Las Vegas, NV, USA, 2004), pp. 17-27, http://fliphtml5.com/pfyf/pccg/basic.

[24] B. Karolewski and P. Ligocki, Maintenance and reliability, 16(2), 179-187 (2014),
http://yadda.icm.edu.pl/yadda/element/bwmetal.clement.baztech-ce355084-3¢77-4e6b-b4b5-f6131e77b30/c/karolewski 2014-
02-02_en.pdf.

[25] H. Lauhoff, Bulk Solids Handling Publ. 25(6), 368-377 (2005), http://synergy-eng.com/pdf/BSH-2005_Beltspeed Lauhoff.pdf.

[26] N.F. Timerbaev, A.R. Sadrtdinov, D.B. Prosvirnikov, A.A. Fomin and V.V. Stepanov, in: IOP Conf. Series: Earth and
Environmental Science (IPDME 2017), 87, 1-9 (2017), https://doi.org/10.1088/1755-1315/87/8/082047.

[27] C.A. Wheeler, in: International Materials Handling Conference (Beltcon) 12, (Johannesburg, South Aftrica, 2003), pp.1-11.
http://www.saimh.co.za/beltcon/beltcon12/paper1208.htm.

[28] Y. Luand Q. Li, Measurement and Control, 52, 441-448 (2019), https://doi.org/10.1177/0020294019840723.

[29] A. Harrison, Bulk Solids Handling, 28(4), 242-247 (2008), https:/static.wpe.au.syrahost.com/var/m_c/c1/c10/35361/296385-
bsh2008 non-linear dynamics.pdf?download.

[30] A. Semenchenko, M. Stadnik, P. Belitsky, D. Semenchenko and O. Stepanen, Eastern-European Journal of Enterprise
Technologies, 4/1, 42-51 (2019), https://doi.org/10.15587/1729-4061.2016.75936.

[31] V.V. Degtjarev, Hopmuposanue mMOnIUSHO-IHEPLEMUYECKUX PECYPCO8 U PeSYTUPOSAHUE PEHCUMOE IHePeOnompedieHUs
[Rationing of fuel and energy resources and regulation of energy consumption modes], (Nedra, Moscow, 1983), pp. 225,
http://www.xn--80affsqimklSh.xn--plai/ 1d/7/735 -.pdf. (in Russian)

[32] O.M. Pihnastyi, Scientific bulletin of National Mining University, 6, 44-51 (2019).

[33] J. Antoniak, Transport Problems, 5(4), 5-14 (2010), http:/transportproblems.polsl.pl/pl/Archiwum/2010/zeszyt4/2010t5z4_01.pdf.

[34] O.M. Pihnastyi and V.D. Khodusov, Bulletin of the South Ural State University. Ser. Mathematical Modelling, Programming &
Computer Software (Bulletin SUSUMMCS), 10, 67-77 (2017), https://doi.org/10.14529/mmp170407.

[35] O.M. Pihnastyi. Statistical theory of production systems, (Kharkiv: KhNU, 2007), pp. 388.

[36] R. Pascual, V. Meruane and G. Barrientos, in: Proceedings of the XXVI Iberian Latin-American Congress on Computational
Methods in  Engineering  CILAMCE 2005 (CILAMCE-2005, Santo, Brazil, 2005), Paper CIL0620,
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.494.34&rep=rep 1 &type=pdf.

[37] A.O. Spivakovsky and V.A. Dyachkov, Tpancnopmusie mawunst [ Transporting machines], (Mechanical Engineering, Moscow,
1983), pp. 487. (in Russian)

TTIIPOIUHAMIYHA MOJEJb TPAHCIIOPTHOI CUCTEMHU
O.M. Iurnacruii?, B.JI. Xoxycos
“Hayionanenuii mexniunuil ynieepcumem « X1y, 61002
Yxpaina, m.Xapxis, eyn. Kupnuuesa, 2
b Xapxiscoruii nayionanonuil ynicepcumem imeni B.H. Kapasina

61022, Yxpaina, Xapxie, ni. Ceoboou, 4
Po3risiHyTO rifponuHaMidHA MOJENh BUPOOHMYUX CHCTEM 3 IIOTOKOBHM METOJIOM OpraHi3amii BHpOOHHITBAa. Bu3HaueHo ocHOBHI
MakponapaMeTpy CTaHy BUpPOOHMYOI NOTOKOBOI JiHIT i B3aeMO3B'A3Ky MiK HuMH. OOrpyHTOBaHO BHOIp 0araToOMOMEHTHOTO
HaOJIVDKEHHSI ISl MOJICTTIOBAaHHS BUPOOHHYOI 1oTOKOBOI JiHil. [Toka3aHo, 1110 KOHBEEp KOHBEEPHOI'O THITy L€ CKJIAJHA IMHAMiuHa
cucTeMa 3 posnojizeHuMu napamerpamu. CHopMysIb0BaHO KpaloBY 3aJady HpO MO3J0BXKHI KOJMBaHHS KOHBEEPHOI CTPIUKM IpU
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pyci MaTepiany mo MapipyTy TpancropTyBaHHs. [lepenbadaeTnbcest, 1110 KOB3aHHS MaTepialy y3[0BXK KOHBEEPHOI CTPIYKM BiACYTHS,
a nedopmaris, U0 BUHAKAE B KOHBEEPHIH CTpivli mpomopuiiiHa gomanoi cuii (Moaens mpyxkaux aedopmaniii I'yka). [Tokazano
CYTTEBUH BIUIMB HEPIBHOMIPHOCTI pO3MOAIN MaTepiany Y3J0BXK MapIIPYTy TPaHCIOPTYBaHHA Ha MIBHIKICTb IOMIMPEHHS
IUHAMIYHUX Halpy>KeHb B KOHBeepHid crpiumi. [Ipn moOynoBi TpaHUYHUX 1 MOYAaTKOBHX YMOB BHKOpHCTaHi pekoMmeHparii DIN
22101: 2002-08. docmimkeHo MeXaHi3M BHHUKHEHHS TIO3/IOBXKHIX KOJIMBaHb KOHBEEPHOI CTPIUKH MIPH PyCi MaTepiay Mo MapmpyTy
TpaHCHOPTyBaHHS. BU3HaueHO OCHOBHI IapaMeTpH MOJENI, SKi € MPUINHOI0 BUHUKHEHHS IWHAMIYHHUX HampyxeHb. [lokazaHo, mo
JTUHAMIYHI HarpyTH GOopMyIOTECS B pe3yJIbTaTi CyIepHo3umnii Harpy>KeHb B NpsIMil 1 BiOUTOI XBHIIi. 3anncaHi aHANITHYHI BUpPas3H,
110 JIO3BOJIIOTH PO3paxyBaTH BEINYMHY THHAMIYHUX HAIPY)KEHb B KOHBEEPHiH CTpIvlli i BU3HAYEHI YMOBH BUHUKHEHHS pyHHYBaHb
KOHBEEPHOI CTpiuKkH. Po3risiHyTO XapakTepHi (a3M MOYaTKOBOTO PyXy MaTepially MO TEXHOJIOTiYHOMY Mapupyty. JlocimimkeHo
NPOLIEC BUHUKHEHHS JMHAMIYHMX HANpyKeHb NPH IOCTIHHOMY 1 3MiHHOMY NPHCKOPEHHI KOHBEepHOi crpiuku. [IpencrasieHa

JMHAaMiKa NOIIMPEHHS HAmpyr Y3JOBX MaplIpyTy TPaHCIOPTyBaHHA. [Ioka3aHO, 1O BENMYMHA IMHAMIYHHX HANpPYXEHb MOXKe
HEPEBHILYBaTH I'PAHMYHO JOIyCTHME 3HAYCHHS, L0 NPU3BOJMTH 10 PYyHHYBAaHHS KOHBEEPHOI CTPiYKHM ab0 KOHCTPYKTHBHHX
eJeMeHTiB. 3pOo0JIeHO OLIHKY TPHUBAIOCTI IMEPEXiJHOTO Tepiomy, ska MOTpiOHa A 3a0e3nedeHHs Oe3aBapiifHOTO PEXUMY
(YHKIIOHYyBaHHSI TPAHCIIOPTHOI NIPX PHCKOPEHHI a00 TalbMyBaHHI KOHBEEPHOI CTPidKH. BukoprcTaHHs 6€3p03MipHUX NapaMeTpiB
JI03BOJISIE CHOPMYJITFOBATH KPUTEPIi MOAIOHOCTI TPAHCIIOPTHUX CUCTEM KOHBEEPHOTO THITY.

KJIFOYOBI CJIOBA: rigpoauHamiuHa MOJENb TPAHCIOPTHOI CHCTEMH, JBOX-MOMCHTHHU OIKMC BHPOOHHMITBA, MOJCHb [yka,
6anancosi piBHstHHs, PDE-Mozens BupoOHuITBa

TAIPOIAHAMHUAYECKAS MOJIEJb TPAHCIIOPTHOM CUCTEMBI
O.M. Murnacreii®, B.JI. Xoxycos”
“Hayuonanvuviii mexnuyeckuu yHusepcumem «XIIH»
61002, Yxpauna, 2. Xapvkos, yn. Kupnuuesa, 2
bXapwrosckuii nayuonanvuwiii yuusepcumem umenu B.H. Kapazuna
61022, Yxpauna, Xapvros, ni. Ce0600vl, 4

PaccmoTpena ruapoauHamMuueckas MOJENb IPOU3BOACTBEHHBIX CUCTEM C IIOTOYHBIM METOJOM OpraHU3alluM IPOU3BOJCTBA.
OmpesieIeHbl OCHOBHBIE MAKpOMapaMeTphl COCTOSIHHSI TPOM3BOJICTBEHHON IOTOYHOW JHMHMM U B3aMMOCBSI3M MEXIYy HHUMHU.
O06ocHOBaH BBIOOP MHOTO MOMEHTHOTO MPUOIMKEHHS AT MOAEIUPOBAHUS MPOU3BOICTBEHHON MoToyHOU nuHMH. Iloka3aHo, 4To
MOTOYHAs JIMHHUSA KOHBEHEpHOTO THHA — JTO CJIOXKHAs JUHAMHYECKas CHCTEMa C paCIpefeNICHHBIMH MapaMeTpaMH.
CoopmynupoBaHa KpaeBas 3agada O NPOJOJNBHBIX KOJIEOAHHAX KOHBEHEpPHOW JICHTH IPH JBIKEHHM MaTepHana 10 MapIHIpyTy
TpaHCHOPTHPOBKH. IIpexdrmonaraercsi, 4To CKONBXKEHHWE MaTephaia BJIOJNb KOHBEHEpHON JEHTHI OTCYTCTBYET, a aedopMariys,
BO3HHUKAIOMIAsl B KOHBEHEPHOW JICHTE INPOIOPIHOHATBHA NPHUIOKEHHOH cuie (Moxens ynpyrux nedopmanmii ['yka). Ilokazano
CYILIECTBCHHOE BIMSHUE HEPaBHOMEPHOCTU paclpelelieHue MaTepuala BJOJb MapLIpyTa TPaHCIOPTHPOBKM Ha CKOPOCTh
pactpoCcTpaHeHUs JUHAMUYECKUX HampshDKeHHH B KoHBeiepHOW JsieHTe. IIpM NMOCTPOSHWMHM TI'paHWUYHBIX M HAdYaJbHBIX YCIOBHI
ncnosp3oBanbl pekomenaanun DIN 22101:2002-08. MccnenoBan MexaHW3M BO3HUKHOBEHHS ITPOIOJIBHBIX KOJleOaHUH KOHBEHEpHOH
JIEHTHl TIpH JABIKEHUHM MaTepuala MO0 MapuipyTy TpaHCHOPTHpOBKH. ONpenereHbl OCHOBHBIE MapaMeTphl MOMAENH, KOTOpPbIE
SBJIAIOTCS MPUYMHONW BO3HUKHOBEHMS JWHAMHYCCKHX HampspkeHHi. [lokaszaHo, 9TO AMHAMHYECKHEe HampshKeHHs (GOpPMHUPYIOTCS B
pe3ynbTaTe CyNepIO3NINY HAIPSDKEHUH B MPSAMOM M OTPaKEHHOW BOJHBI. 3alMCaHbl aHATUTHYECKHE BBIPAXKEHHS, TTO3BOJISTIONIHE
paccuuTaTh BEJMYNHY JTUHAMHYECKHX HANPSDKCHUH B KOHBEHEpPHOW JICHTE M ONpPENENEHHI YCIOBHS BO3HHKHOBEHUS pa3pyLICHHI
KOHBEHepHOH JIeHTh. PaccMOTpeHbI XapakTepHble (a3bl HAYaJbHOTO IBIKEHHS MaTepHajia IO TEXHOJOTHYECKOMY MapIIpyTy.
HccnenoBaH mporecc BO3HUKHOBEHUS JIMHAMHUYECKHX HANpPSHKEHHH NP IOCTOSHHOM M IIEPEMEHHOM YCKOPEHHH KOHBEHEpHOI
nentsl. [IpencraBieHa AMHAMUKA PaclpOCTPaHEHUs HANPSDKEHUM BIOJIb MaplIpyTa TpaHCHOPTUPOBKH. IlokazaHo, 4TO BeIMUMHA
JUHAMUYECKHUX HANpsHKEHUH MOXKET MPEBBIIIATH MPEETbHO JOMYCTIMOE 3HaYEeHHE, YTO MPHUBOJUT K Pa3pyLIEHHIO KOHBEHepHOI
JIEHTHI UM KOHCTPYKTHMBHBIX 3JI€MEHTOB. IIpon3BeneHa oleHKa MPOJOMKUTENBHOCTH TEPEXOJHOr0 MepHoa, KoTopas TpedyeTcs
It obecriedeHust 0e3aBapuifHOTO pexXrMa (GYHKIIMOHHUPOBAHHS TPAHCIIOPTHOM MPH yCKOPEHHE (TOPMOXKECHUE) KOHBEHEPHOI JICHTHI.
Hcnonp3oBanne Oe3pa3sMEpHBIX IApaMETPOB  IO3BOISAET CHOPMYyNHpPOBATH KPUTEPUH MOAOOHMS TPAHCIOPTHBIX CHCTEM
KOHBEHEPHOTO.

K/IIOYEBBIE CJIOBA: ruapoauHamMuyeckas MOJENb TPAaHCIOPTHOH CHCTEMBI, JBYX MOMEHTHOE OIMCaHHE IPOU3BOJCTBA,
Mmozens ['yka, Ganancosble ypaBHeHust, PDE-monens nponsBoacTsa
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