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PATTERN FORMATION IN CONVECTIVE MEDIA

L.V. Gushchin, A.V. Kirichok, V.M. Kuklin
V.N. Karazin Kharkov National University
61022, Kharkov, Svobody sq. 4, Ukraine
E-mail: kuklinvm@rambler.ru
Received 4 December 2012, accepted 20 January 2013

The several models of convection in a thin layer of liquid (gas) with poorly heat conducting boundaries are considered. These models
demonstrate a rich dynamics of pattern formation and structural phase transitions. The primary analysis of pattern formation in such a
system is performed with using of the well-studied Swift-Hohenberg model. The more advanced Proctor-Sivashinsky model is
examined in order to study the second-order structural phase transitions both between patterns with translational invariance and
between structures with broken translational invariance but keeping a long-range order. The spatial spectrum of arising structures and
visual estimation of the number of defects are analyzed. The relation between the density of defects and the spectral characteristics of
the structure is found. We also discuss the effect of noise on the formation of structural defects. It is shown that within the framework
of the Proctor-Sivashinsky model with additional term, taking into account the inertial effects, the large-scale vortex structures arise
as a result of the secondary modulation instability.

KEY WORDS: Rayleigh-Bénard convection, mathematical modeling, dissipative structures, structural phase transitions, structural
defects

®OPMUPOBAHUE CTPYKTYP B KOHBEKTHUBHBIX CPEJIAX
N.B. I'ymun, A.B. Kupndok, B.M. Kykinn
Xapvrosckuu Hayuonanvnuiii ynueepcumem umenu B.H. Kapazuna

61022, 2. Xapvros, ni. Ceo600wl 4, Yrpauna
PaccMOTpPEHO HECKONBKO MOAENeH KOHBEKLMM B TOHKOM CJIO€ JKMAKOCTH (Ta3a) B YCIOBHUSX CIa0OH TEIUIONPOBOAHOCTH HA €ro
rpaHuIax. OTH MOJENH IEMOHCTPUPYIOT Pa3HOOOPa3Hyl0 IMHAMHKY (HOPMUPOBAHHS IPOCTPAHCTBEHHBIX CTPYKTYP M CTPYKTYPHO-
(a3oBBIX MEPEeXOAOB MEXAy HUMH. IlepBOHauaibHbIH aHanM3 (HOPMHUPOBAHUS SUCEK B TAKMX CHCTEMax ObUI MPEACTaBICH INPU
ucnons3oBaHud Mozenu CBudra-XoenOepra. bonee pasButas u KoppekTHas Mojenb IIpokropa-CHBALIMHCKOrO MCCle0BaHa IS
HECKOJIBKHX (ha30BBIX IIEPEXOM0B MEXIY CTPYKTYpaMH C TPAHCISIUOHHONW WHBAPUAHTHOCTHIO M CTPYKTypaMH C HapyIICHHOI
TPAHCIIIMOHHON WHBAapHAHTHOCTBIO, HO C COXPAaHEHHBIM JIBHUM HOpsAAKOM. M3ydaercss CBsI3b MEXIy HPOCTPAHCTBEHHBIM
CIIEKTPOM CTPYKTYp U KOJHYECTBOM JedekroB. HaiiieHo COOTHOIIEHHE MEXIy IUIOTHOCThIO NE()EKTOB M CIIEKTPaJbHBIMH
XapaKkTepuCTUKaMu CTPYKTypel. OOcyxmaercsi addexT BiusHMEe mymMa Ha pa3BuThHe (a3oBbIX IepexonoB. [lokazaHo, 4TO
o6obuieHHas Mojeib IIpokTopa-CHBALIMHCKOTO, YYUTBIBAMOLIAs MHEpUUAIbHbIE d(P(EKThl, CrIocOOHa OMUCHIBATH (HOPMUPOBAHUE
KPYIHOMACIITaOHBIX BUXPEBBIX CTPYKTYP, KaK Pe3yJIbTaT BTOPHYHOI MOIYJIILIHOHHOH HEYCTOHYMBOCTH.
KJIFOYEBBIE CJIOBA: xonBekuus Penes-benapa, MmaremaTnueckoe MOAEIHPOBAHKE, TUCCUIIATUBHBIE CTPYKTYPHI, CTPYKTYPHO-
(ha3oBBIe IEPEXOIBI, CTPYKTYPHBIE NEPEKTH

®OPMYBAHHS CTPYKTYP Y KOHBEKTUBHUX CEPEJOBUIIAX
L.B. 'ymun, O.B. Kupuuok, B.M. Kykiain
Xapxiscoruti nayionanvnutl ynigepcumem imeni B.H. Kapazina

61022, m. Xapxis, nn. Ceoboou, 4, Yrpaina.
Po3risiHyTO AeKinbKa MOjeNnei KOHBEKLIl y TOHKOMY mmapi piavHu (ra3y) B yMoBax ciabKoi TemIonpoBigHocTi Ha foro mexax. LIi
MOJIENi IEMOHCTPYIOTh Pi3HOOApBHY OWHAMIKY (POPMYBAaHHS NMPOCTOPOBHX CTPYKTYpP Ta CTPYKTYPOBO - (ha30BHX IMEPEXOIiB MiX
mumu. [lomepenniii aHamiz QopMyBaHHS YapyHOK B TaKHX CHCTeMax Oyno po3poOJieHO MpH BHKOpUCTaHHI Moxemi Cidra-
Xoenbepra. binpmr po3BunyTa Ta KopekTHa Mozens IIpokropa-CiBalIMHCHKOTO BHBYEHA JUIS JEKITHKOX (ha30BHX MEPEXOJiB MK
CTPYKTYpaMH 3 TPAHCIIIHHOIO iHBapiaHTHICTIO Ta CTPYKTYPaMH, SIKi MaJIM MOPYIICHY TPAaHCIALIHHY iHBapiaHTHICTb, Ta NaJbHIi
NopsaoK. BuBUaeThes 3B'130K MK MPOCTOPOBUM CIIEKTPOM Ta KUIBKICTIO Ae(eKTiB. 3HalIeHO BiJHOLIEHHS MK I'yCTHHOHN Je(eKTiB
Ta XapaKTePUCTHKAMH IPOCTOPOBOrO CIEKTPY. PO3MISTHYTO e(ekT BIUIMBY IIyMy Ha PO3BHUTOK (ha3oBux nepexonis. [Tokazano, mo
6ipLr 3aranbHa Mogeib [Ipokropa-CiBalIMHCBKOT0, SIKa BPaXOBYe€ iHepLiaabHi epeKTH, J03BOISE PO3rasaaTH GopMyBaHHs KPYITHO
MaciuTabHUX BUXOPIB, 51 K Pe3yJIbTaT BTOPUHHOI MOIYJISLIIHOT HECTIHKOCTI.
KJIFOYOBI CJIOBA: xouBekuis Penes-benapa, mMaTtemMaTHyHe MOIETIOBAHHS, NUCHUIATUBHI CTPYKTYpH, CTPYKTYypHO-(a30Bi
Mepexou, CTPYKTYpHi nedekTu
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1. INTRODUCTION

Considering the various processes in continuous media, we need to take into account the dynamics of
perturbations with not only different spatial and temporal scales but also different spatial orientation [1-12]. The last
one is responsible in the common geometric sense for symmetry of the spatial structures, which possess not only short-
range but also a long-range order [13-17].

The nonlinearity of the medium manifests itself in certain mechanisms of interaction between these perturbations.
Different approaches to description of such interactions in nonequilibrium media are presented in [18-25]. The
processes involving a large number of perturbations of all scales and orientation are often called multi-wave or
multimode, in the case of wave media or periodic systems.

1.1. The problems of description of structure formation processes

Currently, the problem of most interest is the elucidation of the nature of spatial structures appearance, the search
for physically transparent mechanisms of these processes, and then the formulation of adequate (which have a clear
physical background) mathematical models for description of these phenomena.

Considering the behavior of multimode or multiwave spatial structures formation processes, we can see the
appearance of their specific features, such as a change in dynamics of the instability (i.e. delay or even suppression
[26]) during the formation of unstable nonlinear structures. The number of degrees of freedom plays the significant role,
such as the number of spectrum modes (which leads to appearance of a small parameter 77 oc1/N inversely

proportional to the number of spectrum modes N). The existence of a dense spectrum of perturbations can form long-
lived quasi-stable nonlinear states and can delay the development of transient processes and structural phase transitions
between these states [27, 28].

The issues of structural transformations, structural second-order phase transitions, resulting in the changes of the
symmetry and some characteristic scales of spatial structures always be of great interest to researchers and developers
of technologies.

In particular, one of the main problems of radiative study of materials is the problem of occurrence of a complex
system of defects and phase transformations caused by irradiation. The authors of [29-32] drew attention to the
collective character of the macro-scale processes in such materials. The formation of spatio-temporal dislocation
inhomogeneities, dislocation channels, the moving Chernov-Luders lines, the dynamic self-wave structures (the
Danilov-Zuev relaxation waves, the phase transformation front in the dislocation-vacancy ensemble etc.) may be
caused namely by macroscopic processes. The self-organization of structural transformation under the action of external
factors demonstrates the nonlocal properties caused most likely by the large scale instabilities. Note that in some cases
the experimental and calculated data also point to the fact that local defects and disorders may be a result of
imperfection in a large scale packing, occurring in particular when the system selects the characteristic scaling with
broken geometric orientation on the structural elements.

Developed phenomenological approaches which allows to describe the dynamics of macroscopic characteristics
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with acceptable degree of accuracy but nevertheless qualitatively (see, e.g. [33,34]) could not adequately represent the
microscopic description of the processes. The statistical models, which use the probabilistic characteristics of the
process of interaction between the individual elements (particles of dust, fragments-crystallites, etc.) of the medium
[35-37] allowed to estimate the time to process equilibrium only qualitatively. The dynamics of non-stationary
processes could not be always identified under such consideration. In order to calculate the stable states, the collection
of techniques is commonly used known as renormalization procedure. This procedure allows reduction of the large
number of interactions (diagrams) to an integral or a small number of interactions. However, some assumption and
simplifications should be used at this for classic (see the so-called, S-theory [22, 38-39]) as well as for quantum systems
[40-42].

With the development of the computing power the direct methods of simulation became more popular such as
descriptions of structurization dynamics on microscopic level, the use of computing procedures for detailed description
of structural transformations [43-44]. However, the weak point of such direct computational methods is a necessity to
use a very large number of interacting elements with a set of short-range and long-range interactions between them.
Besides, the temporal and spatial horizons of interaction are often not fully specified. This leads to the large number of
the dynamic equations, and the accounting of interactions increases the dimension of the task.

It is therefore understandable the wish of researchers to find such mathematical models of structurization based on
simple physically transparent principles which would be able to select the most essential types of interaction, i.e. select
the dominant symmetries of the system and to simplify the model for its practical use in simulation modeling. The
models of spatial structure formation were considered by many researches, which main ideas can be found in
monographs [45-48]. However, of main interest, as it was pointed in [49], are the dynamical models, which could be
described by differential equations in partial derivatives, the mathematical apparatus of the analysis of which is well
developed. The special attention should be attended to the models that are capable to describe the imperfect quasi-
periodic systems, quasi-crystals (that is characterized by a long-range order and symmetry inadmissible in a classical
crystallography [50,51]).

In the opinion of the authors [49], the rational procedure of design of new materials should start with “selection or
construction of basic nonlinear models relevant to phenomena of different physical or other origins and, moreover,
design of key experiments for verification of a priori hypotheses that these models are universal”. Developing the
simulation models, it is useful to bring changes into the well-known universal equations and generalize their
representations. Even H. Poincaré noted that “equations must teach us, primarily, what we can and what we should
change in them”. For specific implementation of these tasks, it is useful to apply the approximate methods based on
small parameters, and to use actively the numerical modeling for investigation not only the particular solutions, but
mainly in order to discover the nature of the considered phenomena itself, for a formulation of constructive prompts to
experimentalists and technologists.

1.2. Choice of models and research methods

Often quite sufficient effective method of the description of quasiperiodic structures is the expansion of
perturbations in terms of the orthogonal spatial eigenmodes interacting with each other. All spatial patterns arising in
this system will be a result of the linear interference of these modes and under the action of non-equilibrium (pumping)
the interference may be considered as stimulated [52]. The nonlinearity of the medium manifests itself in slow evolution
of these eigenmodes due to interaction between themselves and with the pumping. The summation over the spectrum of
the eigenmodes with appropriate weight gives a possibility to study the process of formation of spatial structures and
the diverse forms of spatial derangements (structure imperfections or defects) and even cardinal structure rearrangement
(structural-phase transformations). In particular, it was observed a periodic track of defects [53] when considering the
periodic spatial perturbations with the spectrum consisting of a small number of modes (for instance, see [54]). The
quasi-crystalline spatial structure in turn is often appears due to presence of several incommensurate harmonicas in the
spatial spectrum or in non-one-dimensional case due to existence of harmonicas, angles between wave vectors of which
are rather random or they correspond to the irrational values (for instance, see, [55]). This fact brings up an association
with the Landau — Hopf model of turbulence, that represents a development of a disorder via an excitation of a large
number of freedom degrees [56,57] (that is, quasiperiodic "winding" on the multidimensional torus [58]).

The quadratic nonlinearity together with a certain choice of initial conditions often brings into existence the
propagating fronts. It is possible when the perturbations lie within a sufficiently broad annular spectrum zone of some

radius in k -space (the reverse character scale). The existence of minima in the perturbation spectrum intermodal
potential makes possible the formation of stable or metastable structures. The narrower the annular the more sharp the
spatial structure that demonstrates a long-range order. By the way, the small width of the spectrum of growing spatial
modes provides a long-range order even in the absence of minima of the interaction potential in real space, at least on a
scale inversely proportional to the spectrum width. The selection of initial conditions can provide a formation of a
spatial structure firstly in some bounded space and its further expansion over the periphery of this area. For description
of these phenomena that were found at first in numerical simulation of models similar to the Swift — Hohenberg model
[59] (for example see also, [60]) there are enough methods of the standard analysis of the equations of mathematical
physics. But using of other methods and approaches seems to be also useful.
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So, in particular, the imperfect structures can be characterized by various structural and scaling parameters, for
example by Lyapunov, Hausdorff or fractal dimension [61]. Generally speaking, any signal which is generated by a real
source or simulative dynamic system has a finite set of objects with finite dimension. At the same time, the signals
generated by fluctuations in the systems with very large number of constituting elements, can be characterized by a very
high dimension (in this sense the dimension of the idealized white noise is infinite). The dimension of the structure is
capable to change in time during its evolution [49], and only the approaching to the attractor allows to see the long-
living scales and configuration state of the system. It must be kept in mind however that dimensions and scales in
different spaces (including phase spaces) where the dynamic system is considered can be different. Therefore it is
rationally to discuss the real space only where the structure (a straight or curved line, a plane or surface, a three-
dimensional formation) is implemented. As for slowly evolving structures, the observer can face a necessity of studying
of the intermediate quasiperiodic metastable states, which in most cases can be similar to quasicrystals or other
structures with similar properties [50,51].

Until recently, in models based of the differential and integration-differential equations, the main attention was
paid to structurally phase transitions of the first order which result in formation of the regular structures from previously
amorphous state [49]. The authors [27] have drawn attention to a possibility of structural-phase transitions of second
order (structural transformations) in such models, as was proved afterwards in [28].

1.3. The Proctor-Sivashinsky model for description of pattern formation in a thin layer of liquid or gas

The Proctor-Sivashinsky model is found to be very attractive [62,63] for studying the processes of pattern
formation in systems which possess a preferred characteristic spatial scale of interaction between quasi-particles or
elements of future structure. This model was developed for description of the convection in a thin layer of liquid with
poorly conducting heat boundaries. Authors of [64] have found the stationary solutions with a small number of the
spatial modes one of which (convective cells) was steady and the second one (convective rolls) turned out to be
unstable. A special future of the model is that it forces a preferred spatial scale of interaction, leaving for the system’s
evolution an opportunity to select the symmetry. It was found the type of symmetry and hence the characteristics of the
structure are determined by the minima of the potential of interaction between modes with equal absolute wavenumber
value. Modifying the structure of intermodal coupling potential within the framework of the generalized Proctor-
Sivashinsky model, it is possible to change the symmetry of steady solutions [64] with changing the number of the
potential minima. Below, we show that changing the amplitude of the minima also effects on the dynamics of structure
and phase transformations in this system. The authors of [64] restricted themselves by studying of stationary states and
the analysis of their linear stability (i.e. stability to small perturbations) and didn't consider the dynamics of structural
transitions. Therefore, they didn’t discuss a possibility to change a value of a minimum of interactional potential.

The Proctor-Sivashinsky model allows further development and a short time later the generalized Proctor-
Sivashinsky-Pismen model [65] was formulated which includes the inertial effects and consider the poloidal vortices
inside a thin layer. This model, as was shown by further researches, allows to describe correctly a process of
transformation of the energy of toroidal Proctor-Sivashinsky vortices (which forms the periodic structure) into the
energy of large-scale poloidal vortex motion [66, 67]. This phenomenon of the "hydrodynamic dynamo" is may be
responsible for formation of large-scale vortices in convective layers, in particular in the atmosphere of planets.
However even in the Proctor-Sivashinsky model not all processes and the phenomena were studied.

The detailed analysis of instability leading to formation of the quasi-stationary structure — convective rolls will be
presented below. The model [27] with use of the multimode description allowed to find out that at first the quasi-stable
long-living state (the curved quasi-one-dimensional convective rolls) arises. And later after a lapse of time (which is
considerably greater than the reverse linear increment of the process), the system transforms to the stable state (square
convective cells). The detailed treatment of the Proctor — Sivashinsky model [28,68] presented below have shown that
this structural transition demonstrates all the characteristics of second order phase transition (the continuity of the sum

of squared mode amplitudes over the spectrum [ = Zjajz. = Zk |a, |’ or that the same, the continuity of density of this

value and discontinuity of its time derivative 0//0t). The important problem discussed in this paper is the
determination of level of imperfection of originating regular structures and also the searching for a correlation between
integral spectral characteristics and a fraction of defective cells in the originating structure. The deficiency of structures
appears, in particular, in the intermediate, transient regimes and is caused by stimulated (due to non-equilibrium)
interference of growing modes [52]. In the case of the external influence, the noise is able to support the number of
weak spatial modes which were suppressed before and which interference with dominating modes is also capable to
provide the interference pattern corresponding to the imperfect spatial lattice. The understanding of processes which
lead to violations of spatial periodicity of structures, would allow estimating the level of structures imperfection by their
spatial spectrum that can be quite possible measured experimentally. Especially, it should be clarified the influence of
external noise on stability of states and structural-phase transitions.

It has been just the existence of the preferred scale (the distances between the regular spatial perturbations) and a
possibility of selection of the required steady symmetry (the regular spatial configuration) motivate the interest to this
physical model, especially for description of processes in solid state physics where the characteristic distance between
elements of spatial structures (atoms, molecules) in their condensed state is almost invariable. This model, as it turned
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out, is capable to describe not only the nature of pattern formation including with local spatial defects, but also simulate
the dynamics of second order phase transitions in a two-dimensional case.

It is also shown below that the intermediate states with broken short-range order, but saving a long-range order can
be a result of structural-phase transitions (second order phase transitions) and demonstrate the same formation
dynamics, as the regular spatial structures.

Of some interest is the evolution of the secondary modulation instability of the convective cells, which results in
formation of a self-similar structure - the convective cells of various scales [27], and also in generation of large-scale
poloidal vortices [66, 67]. This phenomenon, which was previously investigated for irregular models (see detailed
review [25]), come about from modulation instability of the regular convective structure of finite amplitude, as was
predicted earlier by S.S. Moiseev.

The objective in this work is to understand the mechanisms of formation of spatial convection structures. The
dynamics and nature of structural phase transitions between structures of different topology are considered in details.
We study the development of secondary instability, which leads to generation of large-scale patterns, known as the
hydrodynamic dynamo effect. Besides the regular periodic structures, we also analyze the imperfect patterns i.e. the
structures with implemented spatial defects.

2. RAYLEIGH-BENARD CONVECTION
2.1. Main equations
Thermal convection in a thin horizontal layer of fluid heated from below can be represented by equations of
hydrodynamics and thermal conduction in the Boussinesq approximation [69]

Lo \ =
Pr [G_Ltl+(uv)uj:_7p+®z +Vu 2.1
{£+(ﬁV)}® = Ra(Zii)+V’© 2.2
= (22)
Vii=0 (2.3)

with the boundary conditions, for example, at the solid boundary u, = du, /6z =0 . Here Z is the unit vector directed

against the gravity force, u is the velocity vector, p and ® are the pressure and the temperature deviation from
equilibrium (varies linearly) correspondingly, g is the gravity acceleration.

Consider the derivation of the Proctor-Sivashinsky equation, which describes the convection in a thin liquid layer
with a weakly conductive heat the walls, following to [63]. Here the value of Prandtl number Pr=v/ y is taken to be
infinity. Due to buoyancy convection in a liquid or a gas (at the appropriate scales of processes) can be represented by
the following equations for the dimensionless temperature € and stream function  [63].

00 , Oy 00 2y 06 Oy g

— (2.4)
o0 Oy ox oOx 0y Ox
Ra% =V'y (2.5)
ox
The range of the spatial parameters
—o<x<wo, O<y<l. (2.6)
For a layer between two planes boundary conditions take the form
0 00
l// |y:0: 0 ’ 51// ‘y:OE l//y |y:0: O ’ 5 |y:0 _bg |y:0E ay |y:0 _bg |y:0: 0 ’ (27)
oy o0
l// ‘y:lz O ’ a_y |y:IE Wy |y:1: 0 s o |y:l +b9 |y:lE gy |y:1 +b€ |y:l= 0 ’ (28)

where 6 is the dimensionless temperature in terms of the difference between fixed temperature of the bottom plane 7,
and the upper surface 7, in the absence of convection; i is the dimensionless velocity in units of the thermal
diffusivity » (is equal to the coefficient of thermal conductivity A, divided by the density of p and thermal

conductivity C,) of fluid; coordinates in terms of the layer thickness d, time interval d */ x, the Prandtl number

Pr=v/y is one of the criteria of similarity; the Rayleigh number Ra=o0g(T, —Tu)d3/v;( — the number that
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determines the behavior of the fluid under the action of a temperature gradient (convection currents arise when this
parameter exceeds the threshold value [70]); b is the dimensionless coefficient characterizing the heat transfer between
the fluid and the boundary, here it is taken equal to the Bio number Bi=al/A — the similarity coefficient for stationary
heat exchange between hot or cold body and the environment that is the same on the lower and upper boundaries of the
layer; where v is the kinematic viscosity (dynamic viscosity of the kinematic, multiplied by the density), o here is the
coefficient of thermal expansion of the liquid, « is the coefficient of heat transfer from the surface to the environment,
A is the thermal conductivity, [ is the characteristic distance.
The convection flows arise when the Rayleigh number Ra_ exceeds some threshold value

Ra=Ra (1+¢), (2.9)

where we assume

e<<1 (2.10)
We assume also the small heat loss through the walls, that is

b=¢&"-p, (2.11)
and use the following traditional [63] scaling for spatial and temporal variables

E=x'e, (2.12)

n=y, (2.13)

T=¢&t. (2.14)

2.2. Selection of scaling
The choice of scaling (2.12) - (2.14) is based on the analysis of satisfying the boundary conditions of the linear
problem (2.4) - (2.8) and can be argued as follows. Let seek the solution in the form

th(y)-exp{QlJrin} (2.15)

v, =v(y)-exp{Qr+iKx} (2.16)
Now, the boundary value problem for these functions takes the form

Qh=h,+K’h-v=0, (2.17)

v, +2K*v +K*'v—Ra-K*h=0, (2.18)

h,|,o=bhl|,_y, v, |,.o=V],-c=0, (2.19)

h,|,==bhl|_, v, |_=v]_,=0. (2.20)

In order to find the dependence Q = Q(K) we use the Bubnov—Galerkin method, for which propose it is necessary

to determine the basis functions satisfying the boundary value problem. For example, the authors [63] recommend the
using of

v(y) =4y’ (1-y)*, 2.21)
h(y) =B(by2 -by-1), (2.22)

Then we must substitute (2.21) and (2.22) into the left side of (2.17) (2.18). Result of the substitution
(discrepancy) must be orthogonal basis functions, that is received two expressions must be multiplied respectively by

the functions (by*> —bhy —1) and y*(1— )’ and integrate over y from zero to one and put result of integration equal to
zero, which gives a system of two equations

Y LI S IR S OIS O ] BRI | G (2.23)
57105 610 140 30
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b 1 b’ b* b
A{—+—}+B 2b+—+(Q+K2) —4+=+1[p=0 (2.24)
140 30 3 30 3
At first, we find the stability threshold for steady state, assuming Q=0 and keeping only the terms proportional
to K?. Then, one obtains for Ra

240

Ra =720 +TK2 +1440 b

= (2.25)

In the absence of convection Ra_=720. For the case of Q#0, the dispersion equation Q =€C(K) can be
obtained from the requirement on non-triviality of solution of the system (2.23) - (2.24)

Ra—R
| RazRa 1o 1 pa oy (2.26)
Ra, 21

As (Ra— Rac) / Ra, oc ¢, boc &, the dependences of other variables from & can be easily restored, e.g. Qoc &,

K o /e that allows to select the desired scaling. Let assume in following that the nonlinear problem has the same
scaling.
Note that y « Oe as follows from (2.5), and then we assume for convenience

O, n,7,6)=0(x,y,t,8), (2.27)

Y(&,n,1,6)= \/E w(x,p,t,8). (2.28)
Now, in the new variables and notation the problem can be written as
, 00 oY 00 oY 00 oY 0’0 0’0
& —+ — =f—+—,
o on

or “onoE "ocon "o

(2.29)

2 2 2
Rac-(1+g)a—®=gzaq:+25 o +8\I:,
¢ g o¢-on on

(2.30)

oY 00

- _ 2 _ 2 _
v |,7:0= 0, EL?:O: n |77:O_ 0,..%|”:0 —& ﬂ@ |”:0=®” |,]:0 —& ﬂ@ ‘,7:0— 0 (231)
oY, 00 2 B 2
lP |I]:l: 0 H %u:l: n |17:l:0 "'%Lj:l —& ﬂ® |17:l=®17 |17:l —¢ ﬂG) |1]:l= 0 (232)
Let’s integrate (2.29), using the identity
¥, -0.¥,=(0¥), -(0,¥) -(o¥,) (2.33)
and the boundary conditions (2.31) and (2.32).
5! 5! 5! !
e—|\|dn-®——|\|dn-©0 ¥Y+—\|dn-¥ = dn-0-L£e(0O] _, +0| _ ), 2.34
af! n ag! n-©, 55! n a§2£ n-©-pe(0],_,+0],) (2.34)

2.3. The hierarchy of approximations
It is appropriate to seek the solution of (2.29) - (2.32) in the form of series

=94 9¢V 2. 9w 4 | (2.35)
=02 +£-0"+5*-09 +... (2.36)
In the zero-order approximation

(O
@, =0, (2.37)
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o _ (0
¥ =Ra, 0.,

nmnn

0) _ (0) _ 0)
YO =0, ¥, =0, 09 | =

n=0 n=0

(0) _ (0) _ (0)
$O| =0, ¥, =0, 07 |

Thus,

(0) (g 2.)
1
) _ 4 4 3, 2
4 —ZRaC-F::(n 2n° +7n )
For the zero-order approximation Eq. (2.34) takes the form
1 1 2 1
—ifdn@‘“),]‘l’“” +ijd,7.xy<0> :a_zjd,].@«» ,
o¢y o0&y 0&<™

Substituting (2.41) (2.42) to (2.43) we can see that a certain critical value of the Rayleigh number
( a, — 720) =0.

m
The next approximation gives following
ov?” 00 3 ov?” 00 N oy B 0’0 N o'ev
on o0& o9& on o0& o0& on
(0) ) g (0) A ()
Rac-aG) +Rav-a® =2¢ 8;1‘ 2+6‘I’4
og - 0g og=-om”  0On

1) _ 1) _ (1) _
YO =0, ¥,V =0, " | ;=0

n=0
1) _ O — (O] —
\Il |77=1 - O > Tr] |r]=] - 0 b @ n |77=1 - O

Using the zero-order approximation, for the first approximation we obtain expressions

0" =G(&n)+F. (6n° -157* +10773)+%F§§ (2n°-6n° +5n" —1*)

‘P(])ZgFQ&Fg( —9778+12777—20773+15772)+
+iF§§¢§ (27710 —9n° +151° —42n° +841° — 700" + 20" + 772)+

+30F, (' = 21" + 177 )+30G, (n* 21 +77°).

Meanwhile, the integral (2.43)

ij‘dn,@(m Idﬂ ®<1) Q) +®(0> ‘P“) jdﬂ po
T

.@(1) —ﬂ(®(0) |77=0 +®(0) |77=1)

Substituting the expressions for zero and first approximation, we can find the equation for F(&,7)

a_F+ia4_§+iH1_m(a_FnaF] 2P =0
or 462 08 o8& 7\ag) Joe

(2.38)
(2.39)

(2.40)

(2.41)

(2.42)

(2.43)

(2.44)

(2.45)

(2.46)

(2.47)

(2.48)

(2.49)

(2.50)

(2.51)

(2.52)
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which is symmetrical with respect to change the sign F ( By the way, the equations (2.1) - (2.5) has symmetry while
simultaneously changing the sign'y .y, y ). In addition, the equation has not diffusion term oc > F / o0& .

Table 1.
The correspondence of used variables and their real physical values
Physical quantity Representation of explicit view
Temperature T(x«/z,y) T, +(T, —Tl,)(—y+F(x«/E,y)
Horizontal velocity 60\/E~FNg -(Zy3 -3y +y)
. . 4 3 2
Vertical velocity —i/, —305-(}1& )X& ~(y -2y +y )
where af:)m/;, n=y, Ra=RaC(l+5).
2.4. Accounting for temperature dependence of viscosity
Equation (2.4) in this case takes the form
00
Rata =(vp, ), + Z(VWW )Xy + (VWW )»» , (2.53)

where v is the temperature-dependent viscosity, normalized, as noted above. Moreover, to simplify the model, we set
this dependence is sufficiently weak

v=l+e-p-(0.5-17+06) (2.54)

where the terms —7 + 6 takes into account the temperature perturbations in the vertical direction and g is the numerical
coefficient of the order of one. Equation (2.52) will undergo some changes

A 2
8F+ 17 0°F 0 [1—/1F—10(6Fj Ja_F +2BF=0. (2.55)

R RE— +_ _— —
or 46208 o 7\ 0g) |

2.5. The Proctor-Sivashinsky equation
Applying the following notation

F=¢-17/660, B=a-\J231/68, u=y-\165/17, £=¢ \17/231, r=T-\/34/231, (2.56)

we obtain the Proctor-Sivashinsky equation having regard the temperature dependence of the viscosity in the one-
dimensional case

2
0 o 0 0 0
9@, (er— 2—yp— @2 +ap=0. (2.57)
or o¢" of o¢ ) o0&

It should be noted, that the equation contains the nonlocal quadratic nonlinearity _7%((/)2_?] due to the
dependence of viscosity on temperature with the layer height, and the nonlocal cubic nonlinearity in the form of
2|(2e) 20
o¢|\og) o |

In two-dimensional geometry, Eq. (2.57) takes the form

8(” 4 2
8_T+v p+V (2—7¢7—(V¢) )V(p +ap=0, (2.58)
where the two-dimensional operator V¢ =i ~Z—?+ j g—z with unitary orthogonal vectors i and ; oriented in the plane

of the medium division (¢, ).
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If the temperature dependence of the viscosity can be neglected y =0, the model, commonly referred as the

Proctor-Sivashinsky model, contains just a nonlocal cubic nonlinearity V [(V(p)2 V(o}

a“’+v4¢+v[(2—(w)2)v(p]+a¢=0. (2.59)
orT
This equation can be written as
dp__OFlo] (2.60)
or op

where SF[¢]/S¢ is the variation derivative of the functional

Flo]=-Jas -d9~{(w)2 1 (V0) =3(Vo) —§¢2} @.61)

Th particular feature of this model is that it describes as the Marangoni convection and convection in a layer with one
free boundary [63].

3. ANALYSIS OF THE SIMPLIFIED SWIFT-HOHENBERG MODEL
3.1. Instability regimes
Consider the Proctor-Sivashinsky equation with the temperature dependence of viscosity in one dimension case.
Equation (2.58) can be rewritten as

2—?+(a—1)(0+(1+ 52] o- 7i( a—¢’j 2 (a—@j 9210, G.1)

o oc\"oc) ac|\ec) a¢

Let assume the dependence of ¢ on coordinates as ¢ o exp{ik,{} and k, =1, e=(1—a) since we consider only
the weak above-threshold case |e|<<1. Indeed, for any deviation from unity of the wave number perturbation
amplitude decrease rapidly. The equation (3.1) takes the form

6—(p=e(p I+ 0
oT ol

The growth of the instability ¢ oc exp(Im oT ) happens with the growth rate Imew ~e— (k> —1)>. For y >0 the

2

2
] @-2yp* +3¢° 3.2)

gas (this corresponds to the gas convection) flows up to the center of the cell, for ¥ <0 (which corresponds to the

movement of the liquid) the liquid flows outside and down from the center of the cell.
The perturbations with wave vectors in the vicinity of the unit are unstable, that is,

l-e<k|<l+e (3.3)

3.2. Swift-Hohenberg model
Equation (3.2) is called the Swift — Hohenberg equation [59].
The parameter y <0 determines for convection the instability threshold. So when e <0, the subthreshold

(subcritical) growth of perturbations is possible only for perturbation amplitudes exceeding the threshold

20, le|
¢)thr - 6 36 -t 3 (3-4)

Despite of some unacceptable (from the point of view of strict approach) assumptions, it has been possible to
obtain from this equation a number of interesting and relevant effects observed in experiments.

In the one dimension case, (3.2) can be written in gradient form with the Lyapunov potential (free energy
functional):

|7| 1 2 Y 2 €
Flop]= Idg’ \/_qo +4go -|—2 l+— | ¢ —Z0*¢. (3.5)
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Note that
0 0 2|7’| 3,14 1 > 5, &, op ’
—Flp|l=—|d{ - ——F=¢ +—@" +=(1+ —— =—|d{| —| <0, 3.6
or lo)=-Jac or| (Y T4’ 2 852)¢ 2? Ja or (36

If the free energy functional has no minima, then the front propagation will be observed as, for example, in the
equations describing the reaction of burning. In this case, the free energy functional will be continuosly decreasing until
the front approaches the boundary of the medium if it is bounded. An alternative possibility is realized when the free
energy functional has minima. There may be many such minima. Each minimum corresponds to an equilibium state in
time (multistability).

The Swift-Hohenberg equation can be generalized to two-dimensional case in the following way

op 2
—T=e¢—(1+V2) 0-2yp" +39, 3.7)
or in the gradient form
a—¢=——5F[¢] , (3.8)
oT op
Flp]=-[d¢- _M¢3+l(/,4+l(1+v2)2¢2_£¢2 ‘ (3.9)
NE) 47 2 27 '

Position of the functional minima determines the stable or quasistable state. Note that extension on two-
dimensional case like that of the Swift-Hohenberg equation is incorrect, and justifies this is only a good qualitative
agreement between the simulation results and experimental data. Incorrectness seen in the fact, that basic and well-
received equation of convection in this case is a multidimensional the Proctor-Sivashinsky equation, which has a non-
local quadratic (occurring only with accounting of the temperature dependence of viscosity) and cubic nonlinearity. The
transition to local dependence in this case is not formally justified. However, as noted in the introduction to this paper
for simulation this modification of equations is useful, because they retain a number of important physical features of
the systems and quite simple to describe.

3.3. Dynamics of spatial structure defects
During the formation of stable or quasi-stable structures occurs the violations of regularity, defects. More often
occurs point and one-dimensional defects, and last one correspond to the dislocation in imperfect crystal. The dynamics
of these defects has been well studied [71, 72]. The mobility of defects has come to the end when a stable state is
reached. As this takes place, the defects are comes to rest or disappear. The force acting on the defects associated with
the change in the functional (3.9) in the vicinity of its action.

3.4. Development of instabilities
In the above-threshold regime e > 0, the perturbations of arbitrarily small amplitude become unstable. The bell-
shaped initial perturbation begins expansion from its center (Fig.1). If the functional has a minimum that we can
observe the formation of a periodic structure behind the propagating front which can be considered as the structurization
front. Similar processes of structure formation is typical for the first-order phase transitions.

Fig. 1. Experiment. Thermal convection in a thin layer of gaseous CO, [73,49]. Growth of hexagonal crystal lattice in the above-
threshold mode (figure on the right corresponds to a later time)
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In the subthreshold regime e <0 only perturbations of finite amplitude (3.4) grow, which leads either to formation
of a localized perturbation region, if the functional has no minimum, or to the formation of structurization region of
finite size, if the functional has minima (Fig.2).

I

Fig. 2. Experiment. Thermal convection in a thin layer of gaseous CO, [73].
Stable localized state in the subthreshold state.

Of particular interest is the growth dynamic of perturbations in the above-threshold regime e >0 for given
periodic boundary conditions. In this case, the functional has several minima and it results in arising of expanding areas
containing hexagonal cells that simulates Benard-Marangoni convection in a plane layer of liquid heated from below.
That is convective rolls (poorly defined metastable structure) quickly decays into hexagonal cells. By the way, the
formation of hexagonal structure is caused by existence of fixed scale that requires an equal distance between the
maxima and minima of the field correspondingly. In two dimension case, this topology only is possible in an equilateral
triangle, set of which generates a hexagon.

It should be noted that results obtained by simulation of the Swift-Hohenberg model and experimental results are
demonstrate qualitative agreement despite the fact that after generalization of this model to the two-dimensional case,
the non-local nonlinearity in quadratic and cubic term has been replaced by a local one that results in the loss of
anisotropy in the cubic nonlinearity. However, these problems were solved in the below discussed Proctor-Sivashinsky
model, where the cubic nonlinearity retained the anisotropy.

So, we can conclude that the models of this type demonstrate the behavior, which very close to experimental
observations. This is indicative of the physical adequacy of the models, based on the differential and integro-differential
equations and their applicability for analysis of a number of physical processes which take place in technical devices.

4. PROCTOR-SIVASHINSKY MODEL TO DESCRIBING INVISCID CONVECTION
4.1. Convection equation including the noise influence

More correct description of convection in a thin layer of liquid or gas with poorly heat conducting boundaries can
be carried out within the framework of the Proctor-Sivashinsky model.

As shown below, this model allows detecting the structural-phase transitions which can be identified as second
order phase transitions. In addition, if we define the quasi-crystal as a spatial structure with long-range order and broken
translational symmetry than one of the metastable states corresponds to this definition. In this case, the structural
transitions leading to this state can be also considered as second-order transitions. Namely the analysis of phase
structure transitions is being the objective of this work, because the transformation of the spatial structures of all scales
(from planetary to microscopic) in the hydro- and gas dynamics is the key problem in the subject area of physical
technologies.

Restrict the consideration to the case of the lack of dependence of viscosity on the temperature (» =0). The

equation for the temperature field in the horizontal plane (x,y) has the form:

0D 2 1
C=fo-(1-V?) q>+—v(vq>|q>|2)+ng, @.1)
or 3
where ® =6//3 , & = e, fis the random function describing the external noise, and the quantity & that determines
the convection threshold overriding is assumed to be sufficiently small (0 <& <1).

We shall search for solution of Eq. (4.1) in the form of series

®=¢) 4, exp(ik;F) (4.2)
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where |l€j |=1. Substituting T¢* =¢, we get the mathematical expression of the Proctor-Sivashinsky model for slow

amplitudes 4, (with additional term corresponding to the noise):

aAj
ot

N

Aj - ZV,, | Ai |2 Aj + f (4.3)
=1

where the interaction coefficients V; are defined as follows

V=1, (4.4)

Kj=(2/3)(1—2(l€il€j)2)=(2/3)(1+20052 9), (4.5)

and 4 is the angle between vectors IE, and Ig ; - Here we should note the difference between Eq. (4.3) with interaction

potential (4.4)-(4.5) from the two-dimensional Swift-Hohenberg equation, where the cubic nonlinearity has the isotropic
but not a vector form which was made from the qualitative considerations.
Expressions (4.1) - (4.5) should be supplemented by the initial values of the amplitudes 4,

Al o= A, (4.6)

The instability interval in k-space represents a ring with average radius equal to unit and the width is order of
relative above-threshold parameter ¢ i.e. much less than unity. During the development of the instability, the effective
growth rate of modes that lies outside of the very small neighborhood near the unit circle will decrease due to the
growth of the nonlinear terms and can change sign which will lead to a narrowing of the spectrum to the unit circle in
the k-space. Since the purpose of further research will be the study of stability of spatial structures with characteristic
size of order 27 /k o« 27 and the important characteristic for visualization of simulation results will be evidence of
these structures, so we restrict ourselves by considering some idealized model of the phenomenon, assuming that the
oscillation spectrum is already located on the unit circle in the k-space.

From the results of preliminary studies [64] it is clear that at least two stationary solutions can exist in the system:
the roll structure (Fig. 3a), and the field of square cells (Fig. 3b).

Fig. 3. Convective structures: rolls (a) and square cells (b).

4.2. Linear stability
It follows from Egs. (4.3)-(4.5) with the initial conditions of the form (4.6) that initial development of the process
will be determined by the exponential growth of the spectrum modes with the identical linear growth rate equal to unit
in the conventional time scale.
Further growth of unstable modes will slow down due nonlinear terms in Eq.(4.3). The nonlinear growth rate can
be written as

N N
(Imw)  =1-Q V, |4 )ocl=<V)D 47, 4.7)
i=1 i=1
and the averaged interaction potential takes the value of
4
V)oc— (4.8)

3
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Thus, we can obtain the energy density' of perturbation for this «amorphous state» at the active stage of the
interaction between modes when they are approximately equal in amplitude

1—i§;A2~1 _3 4.9)
Nl':1 i amor 4 ‘

4.3. The qualitative Proctor-Sivashinsky model for inviscid convection
We can qualitatively estimate further dynamics of the system. Let introduce the amplitude of the fundamental
mode 4, = A(9=0) (assuming it is large enough), as well the intensity of the spectrum near $=7/2 in the form
of 4, = Z A’(9) excluding from this sum the central mode 4, = A($=/2). Thus, we can get from (4.3 )-(4.5) the
9 #1/2

system of equations for these quantities

A? :2/11{1—/112 —%Aj —iAW}, (4.10)
2 2 2 2 2

A =24 1—§A1 —A4; 24, (4.11)
y 2 2 2

A, =24, 1—5141 —24; 24, (4.12)

Dynamics of the spectrum without the central mode 4, = A(9 = 7/2) and dynamics of this mode can be described
by equations

Y’=Y(1—%X—Yj, X'=X(1-X-Y), (4.13)

sp

where Y =144, /3, X =54; /3, X'=dX/dr, r=1.5t , and for the quantities / = %Z/Af and Z =547 /3, is valid

relation of J = %[X +Z+5Y/4] and Z = §_§X —%Y , respectively. The result of numerical solution of Eqs.(4.13) is

represented in Fig. 4.

[os R ]

]
I

[
o
I|I|I|I.|I|I|I|I

]
]

]
]
I

]

Fig. 4. Dynamics of some parameters during the secondary instability: the spectrum of without the central
mode Y, the squared amplitude of the central mode of this spectrum X , squared amplitude of the

fundamental mode Z and the integral value 7 :iz A
N=i

4.4. The mechanism of mode competition
Let us consider the nonlinear growth rate (or damping factor, which depends on the sign of the expression) of each

L/2
'As Z| A(k) \2:% J | A(¥) | dr , where A(k) is the Fourier transform of the function A(r).
k

-L/2
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mode (obviously (Ime), =1)
N
(Imw),, =1-2 V; [ 4] . (4.14)
i=1

At the end of the stage of rapid linear growth, the so-called "amorphous" state is established when the nonlinear
growth rates become much less than unity, and the process slows down essentially. One of the modes begins to grow
due to fluctuation, while suppressing the other modes which nonlinear growth rates become negative. As a result of this
competition only one mode from the initial spectrum survives. Then, it turns out that this state is also unstable, that
leads to the growth of side spectrum in vicinity of &= 7/2. This results in the competition among the side modes,

which develops in the same scenario and only one leader mode A4, = A(9=/2) survives. The fundamental mode
A, = A(9=0) slightly reduces its amplitude, and the mode 4, = A(9=7/2) increases its amplitude until they align.
Each state has different intensity values and has a different topology.

4.5. Accounting of the external noise
In the case of a sufficiently high level of noise, both additive ( f # 0) and multiplicative (a random component

proportional to &” in the first term in r.h.s of Eq.(4.1)), the level of modes amplitudes may be rather large from the start
of the process. The initial conditions may also provide the starting system state can be considered as highly irregularity
“amorphous”, i.e. the perturbation amplitudes are large enough and randomly different from each other. This state can
be maintained in the future by random noise. It is important to find out in what noise levels it is possible the
"amorphous" state, characterized by a large number of spatial modes can exist for a long time.

Apparently, the very intensive noise is able to keep the system from the formation of convective structures,
however, preliminary estimates suggest that the noise of lesser intensity cannot prevent the successive transition to
metastable (rolls) and stable (square cells) states. When the noise intensity falls down, the transition from a metastable
to stable state can slow down and the system stays (“freezes”) for a long time in the metastable state.

5. RESULTS OF NUMERICAL MODELING
5.1. The mathematical Proctor-Sivashinsky model for inviscid convection
The basic Proctor-Sivashinsky model (4.3)—(4.5) can be represented by the equation

04, N
F= A =DV IAL A+ (5.1)
i=1

ot

where the coefficients are defined as following

v,=1, (5.2)
%=QB%1—4an):Qﬁﬂﬁ+2w§3% (5.3)

where 4 is the angle between vectors lg, and /?/. . Expressions (2.8) - (2.9) should be supplemented by the amplitudes

initial values of the spectrum

A o= 4, (5.4)

The width of the instability interval in k-space is the unit circle with a radius |l€, |=1. Let initial values of
4 (t=0) are distributed uniformly from zero to 27 for each mode and interval should be divided by N (this is the
number of modes). Then, if we impose zero boundary conditions, the spatial dependence of each of n-th mode will be

A Sin(Zﬂ'nx)Sin(Zﬂmy) R (5.9

n,m

where n, m (they can be represented as n= Ncos9,, m= Ncos 9, ) are integers and N° =n” +m”. In the calculations,

in general, it is sufficient to sum over n, as m determined from m*> = N> —n* . Obviously

n<N, m=~N>—n’>>0. (5.6)

That is, in this case (5.5) can be written as
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A \/7S1n(27znx)sm(27ry\/ ) sm(27rnx)s1n(27ry\/ —n ) (5.7)

5.2. Structural-phase transitions
Development of perturbations in the system, as shown by the numerical analysis of Eq.(5.1) will be as follows
[4,6]. Starting from initial fluctuations, the modes over a wide range of ¢ begin grow. The value of the quadratic form

1 . . o
of the spectrum / = sz Af can be estimated by equating the r.h.s of Eq. (5.1) to zero and to obtain in result a value

close to 0.75. It was shown in [4, 7] that when the number of modes is sufficiently large and calculation proceeds with
high precision the system delayed the development while remaining in a dynamic equilibrium. For further development
- "crystallization", one of the modes must get a portion of the energy which excesses some threshold value. That is, in
these case, it is necessary a certain level of noise (fluctuations). This can be achieved either at finite noise level f # 0 or
by decreasing the accuracy of calculations that is the same as noted in [68]. Similar cases, when the noise can trigger or

accelerate instability are reviewed in the book [26].
Researches of this process have found the following dynamics of integral characteristics with time (Fig.5, 6).

08 a *
06 *
04l b 1
02r o
c
0 I I 7
0 50 100 150

t
Fig. 5. Time dependence of the integral characteristics of the process.

1 2oy b = 1
a) NZA,,b) IZ(A AP =0 ,¢) ZA A,

18
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Fig. 6. The evolution of the derivative dI/dt of the integral quadratic form / = Zja? .
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Exact after the first peak of the derivative, the metastable structure — a system of convective rolls is formed, and up
to the moment when the second burst have appeared with value of 7/ ~1 it has remain unchanged. The next burst of
Ol /0t indicates the emergence of a secondary metastable structure with a new value of 7 =1.07 . After the second
burst of the quadratic form derivative a stable structure of squared convective cells is started to build up (Fig. 7). Such
behavior proves the existence of structural-phase transitions in the system.

Relative amplitude 4, Relative amplitude 4;
D]luunmnmuu!uumuunmup oo i o o bl oot ML bbb Ll L
Mode number j Mode number j
t=10.57 1=0.75 o =0.47 t=126 [=1.006 o =0.248
a b
Relative amplitude 4; Relative amplitude 4,
. ||||||||| (T I||| .| I ||I|||. Gl 1L ) | ||||.|.|%
Mode number j Mode number j
t=146.58 1=1.07 0 =0.146 t=200.15 I=1.199 o =0.07
c d

Fig. 7. Regimes of instability
a — the spectrum of the “amorphous” state, b,c — a short-lived intermediate state, d — stable state — convective cells.

If one of the modes gets the proper amount of energy, then the process of formation of a simplest convective
structure — rolls begins. Note that in the nature, the thin clouds also can form the roll structure, as shown in Fig. 8

Fig. 8. A fragment of a thin cloud in the form of convective rolls. Circumurban Road, Kharkiv, 09.12.2012

The value of [ in this case tends to unity (/ —1). However, this state is not stable and then we can see the next
structural transition: convective rolls are modulated along the axis of fluid rotation, and the typical size of this
modulation phases down. In this transition state, the system stays for a sufficiently long time (which slightly increases
within some limits with increase in the number of modes), and the value / ~1.07 remains constant during this time.

Further, the growth of side spectrum, rotated on 90° relative to the fundamental mode (corresponding to the
formation of the roll structure) results in rolls modulation (Fig. 9) and over the time there is the second structural-phase
transition occurs leading to the formation of the metastable spatial structure with broken short-range order (Fig. 10) but
possessing long-range order, that is a result of mode interference.

After a rather long time, ten times more than the inverse linear growth rate of the initial instability only the one
mode “survives” from newly formed “side” spectrum, which amplitude is comparable with the amplitude of the primary
leading mode. In the end, the stable convective structure —square cells is generated, and the quadratic form / reaches
the value of / =1.2.
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Fig. 9. Spatial short-lived convective structure with long-range order, but violations range order (/ = Zj ajz. =15/14).

Fig. 10. A fragment of the spatial convection structure in a thin cloud layer. White Lake (Zmiyov), 06.10.2012

5.3. Structure imperfection
Let us consider in more detail the formation of square convective cells. Denote the amplitudes of the modes
forming a spatial structure of square convective cells as g, and a, . Consider the dynamics of “spectrum imperfection

(defectiveness)” of the structure D = Z ajz. / zjaf. . It is defined as the ratio of the sum of squared mode amplitudes
J#1,2
which does not fit the system of square cells to the total sum of modes squares. In addition, let introduce so-called

“visual imperfection (defectiveness)” d =N, / N , where N, is the number of defective spatial cells (the area of the

structure occupied by irregular cells) and N is the number of cells in a perfect regular structure (the total area of the
structure). The process of structure rearrangement is observed in the interval between the second and third burst of the
derivative quadratic form (Fig. 2).

The criteria by which the cell was considered as regular and the method of calculation the number of these cells
are following. The picture for the field is converted to 8-bit image. I.e. the maximum number of colors is reduced to
256. Thus, the formed structure becomes more evident and observable. Increasing this image, one can quite clearly
distinguish which of the structural units is the proper cell, and which is not. The proper cell has the correct geometry
with uniformly dark center and four lighter hills surrounding the center and of comparable size.

Despite on qualitative character of quantity description characterizing the spectral and visual defectiveness of
structure we can note a similarity in its behavior (Fig. 11) near the completion of the structural transition.

Let place the grid mesh over the pattern obtained by simulation of Eq. (5.1) and count the number of picture
elements (meshes) for each value of the temperature field @. The result can be considered as a field distribution
function which characterizes the pattern (Fig. 12).
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11. Comparative analysis of the spectral D and visual defectiveness parameters d.

The number of modes is 50.

Amplitude of temperature field ®

Amplitude of temperature field @

b
Fig. 12. Distribution of 3he temperature field @
a - defective structure, b - regular structure
The analysis of this distribution (the presence of local maxima and minima of their position) gives ideas about the
nature of the regular structure, the level of its imperfection, and helps to investigate it’s topological features.

LV. Gushchin, A.V. Kirichok...
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6. MODULATION INSTABILITY OF CONVECTIVE CELLS IN A THIN LAYER. EFFECT OF
HYDRODYNAMIC DYNAMO
6.1. The Proctor-Sivashinsky-Pismen model

The first report about the possibility of the convective cells system modulation instability within framework of the
extremely productive Proctor-Sivashinsky-Pismen model [65] was made in [66]. This modulation of the convective
cells in a thin layer of liquid between poorly conducting heat horizontal surfaces (which origination was discussed
earlier in this paper) is caused by generation of vortices of a different nature than those that form the convective
structure. As a result of modulation instability the large flat vortices appear in the system of developed regular
convective cells. In other words, this is the effect of hydrodynamic flow (vortex) dynamo [27, 66, 67] which in contrast
to the well-known physical models constructed for media with a helical hydrodynamic turbulence (see review [25])
represents a regular process and there is no need in the presence of uncompensated helicity in the system for developing
of this effect.

The Proctor-Sivashinsky model updated by author of [65] describes the convection with taking into account the
toroidal component of the velocity U, = rot(e, V),

tor

; 2 2)\? 1 2
d=c0-(1-V?) (D+§V(Vd)|d)| )+;/V(D><V‘P, 6.1)
V¥ =VV’Ox VD, (6.2)
where y is the inverse Prandtl number Pr™' =x/v, characterizing a non-equilibrium state of the fluid, v is the

kinematic viscosity and « is the specific temperature conductivity, & <<1.

Despite the fact that the model of Proctor-Sivashinsky-Pismen [65] was introduced for Prandtl numbers of unity
order it remains applicable to description of evolution of developed convective cells structure for which, as shown
above, ® « &£ . Moreover, the modulation instability of the structure occurs only at low Prandtl numbers. [12].

It means that deriving Eq. (4.1) we assumed yW¥ oc y®” oc &, and yocl. The analysis of the modulation

. o . o Ak .
instability of the developed convective cells structure shows that non-vanishing values of ¥ o (7](132 , where in turn

A . . . .- .
(Tkjoc ¢ . Thus, the model [65] can be used to describe the modulation instability of the developed convective

structure only when ¥ oc 1/ &, because only in this case the condition W oc & is satisfied.

6.2. Secondary modulation instability of convective cells
The secondary instability threshold is determined by the setting the parameter &, =275'T" / 20—1 to zero, where
=gy, b=./5/34 is the renormalized amplitude of perturbations in the primary instability discussed above. When the

threshold is exceeded (&, > 0) there are conditions for secondary instability with the maximum growth rate

Ime,, =1-6b"/5+2702b*/200+2/27T? (6.3)

located near the central modes of the primary structure (k, =1, k, =0 and k =0, k, =+1 ) and transversely spaced

from these points at a range of A = (\/E/bl") | &, [<<1.

When the gap between the modes of the secondary structure and the primary structure approaches zero, the growth
rate of the modulation instability tends to zero too. The large-scale vortex perturbations, which arise due to the
modulation instability, lead to occurrence of shear flows and deform the convective structure on a large scale.

The equation describing the evolution of the spectrum of instability is the following:

. N N
bj :bj _ZI/,‘j |bz |2 bj + Z I/Vjinmbibnbm ’ (64)

Jj i,n,m

where the coefficients are defined by the interaction V=1, Jis the angle between the vectors lgl and IE/ ,

Vlj=(2/3)(1—2(/€fj )2):(2/3)(1+2cos2 9), (6.5)

~ o= =N K-k K-k,
Wﬁ"m:( ) )(k ka)[(l;’”;")ﬁ(];’”;"’)z 5’?;'”%*’;”*’;’"' (6
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It can be shown that if we impose a condition of proper symmetry on the arising perturbations, the equations for
the fundamental modes of convection cells (each of which has an amplitude equal to b) and for modes b, having the
fastest growing rate of the modulation instability (we suppose that the rest of the spectrum is suppressed due to action of
above discussed competition mechanisms) have the form

b=b(1-b"-4b}). (6.7)

by =b,(1-5° —bj)+%b2bd9(gz), (6.8)

where the threshold of the modulation instability is introduced qualitatively by the theta-function 8(¢,). When the
modulation instability threshold is exceeded, the amplitudes of primary structure decreases from the values comparable
with unity to values of b,° = 20/ 27T, while the amplitude of the growing modes are reach the value of

b, =1/2(1-b2)"* . The intensity (i.c., the value /="|b, [) of the primary structure in the absence of modulation

instability (at T* < 20/27 the primary structure is stable) and the intensity of the defective structure, which is a result of

the development of this instability is found to be equal. The deficiency of the developed structures is equal to ¢, .

6.3. The effect of regular hydrodynamic dynamo
The interaction between the modes determining the modulation (modes of the distributed defect) and the modes of
the primary structure is caused by the existence of large-scale vortices which streamlines in the configuration space can
be represented as

Y~ ge,b” [cos([,&) - cos(lyn)] , (6.9)
where [, =¢A, {= Jex , = Je y and the ratio of the characteristic linear size of the characteristic large-scale vortex

Ly to the linear size of the convection cell Lcis equal to L, / L.~ (bg.s2 )_1 (Fig. 13). The occurrence of such large-scale

vortices is one of the possible realizations of the hydrodynamic dynamo effect [66, 67].

0©900)©
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Fig. 13. Regular defect in the convective structure. The fragment of
unperturbed primary structure is shown in the upper right corner. The dotted
line shows the characteristic streamlines of large-scale vortices.

7. CONCLUSION
The special feature of the Proctor-Sivashinsky model is the existence of three possible metastable states. The times
of structural transitions between these metastable states are much less than the time of their existence.
The characteristic size of the convective structures in the regime of advanced instability is of order 27 /k oc 27
and the length of the wave vectors is of order unity (in conventional dimensionless units). The potential of interaction

between spatial modes Vl./.=(2/ 3)(1 +2cos’ 19,1) has a deep minimum for angles 4, =3 -, = +7/2 between vectors
lgl. and IEI. . Namely these minima are the reason of the instability of convective rolls [27, 28], because the existence of a
minimum ¥, for modes with relatively low amplitudes allows them to continue growth, while suppressing the

perturbations occurred before.
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When approaching to the stable state, the spatial structure is getting rid of many defects. There is a correlation
between the relative fraction of visually (geometrically) observed structural defects and the imperfection parameter,
defined as the ratio of the squares of the spectrum mode amplitudes which does not fit the system of square cells to the
total sum of squared modes.

The modulation instability of the developed convective cells results not only in appearing of the self-similar
system — convective cells of different sizes [12] but also in formation of the large-scale poloidal vortices [66, 67]. This
phenomenon, which was previously investigated for irregular models (see detailed review [25]), as was conjectured by
S.S. Moiseev, can take place through the modulation instability of regular spatial convective structure of finite
amplitude.

The model discussed above can be used after some small modification for purpose of simulation modeling of
structures and second-order structural-phase transitions. With increase of the number of minima of the interaction
potential V() (for example, three), the structures with another type of symmetry can arise (for example, hexagonal

cells). Governing the spatial structure of the potential’ local minima and their depth, one can form the structure of any
specified symmetry type. It is possible in so doing to observe the formation of intermediate metastable states and all
stages of structural transitions. This allows to use this model (appropriately modified if necessary) for a qualitative
description of pattern formation in systems which possess the preferred spatial scale, particularly in condensed media.
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In this review paper, basic principles of high current plasma accelerators, history and recent state of their investigations in IPP NSC
KIPT are briefly described. In such devices an internal magnetic field is created by high current up to several MA in the discharge
and it is used for both plasma flow acceleration up to 1000 km/s. Particular attention is paid to the quasi-stationary plasma
accelerators (QSPA), where discharge duration exceeds considerable the plasma flight time in acceleration channel. Application of
QSPA for plasma-surface interaction studies relevant to thermonuclear reactors, like ITER and DEMO, is discussed. Results on
surface modification and improvement of material properties by powerful pulsed plasma processing are described. Potential
technological applications for materials treatment are emphasized.

KEY WORDS: plasma accelerator, high-energy streams of dense plasma, plasma-surface interaction, surface modification, extreme
conditions of thermonuclear reactor ITER

CUJIBbHOTOYHBIE YCKOPUTEJIM IIVIA3MbI: ®U3UKA U IPUMEHEHUE
N.E. I'apkyma
Hucmumym ¢pusuru niazmol, Hayuonanvuviii nayunsiil Llenmp « Xapbkoeckuti (huzuko-mexHudecKuil uHCmunymy
Axaodemuueckas, 1 61108, Xapovros, Vkpauna

B nanHO# 0030pHOI paboTe KPaTKO OMHCAHBI OCHOBHBIC NPHHIUIIBI CHIIBHOTOUHBIX YCKOPHTENEH IIa3Mbl, HCTOPHS U COBPEMEHHOE
cocrosiaue ux uccnenopanuii 8 UOIT HHI[ XDTU. B Takux ycrpoiicTBax COOCTBEHHOE MATHUTHOE TTOJIE CO3AAETCS OONBIINM TOKOM
0 Heckonbkux MA B paspsiie ¥ OHO HCHOJIB3YeTCsl AJIs YCKOPEHHUsI MMOTOKa Iuia3Mmbl 0 ckopocteir mopsiaka 1000 km/c. Ocoboe
BHUMaHHE Y[EJICHO KBa3HUCTAlMOHApHBIM IuiasMeHHbIM yckopuressiM (KCITY), B KOTOpBIX TMPOIOIKHUTENBHOCTh paspsija
3HAYUTENIBHO MPEBBIIIAET BpeMs I0JIeTa IUIa3Mbl B yCKOPUTEIbHOM KaHaje. Onucanbl 3KcriepuMeHTs! o npuMenenuto KCITY mis
HCCIIe/I0OBaHUN B3aMOJICHCTBYS IIa3Mbl C IIOBEPXHOCTBIO B TEPMOsICpHBIX peakropax, Takux kak UTOP u JIEMO. Ilpencrasnenst
pe3yiabTaThl HCCIENOBAaHUI 10 MOAM(HKAINYM ITOBEPXHOCTH M YIYYIICHHIO CBOWCTB MaTepHaloB IpPH 00pabOTKEe MOIIHBIMU
HMITyJTbCHBIMH TTOTOKAMHM IIa3Mbl. [10UepKHBAIOTCS MOTEHIHANBHBIE TEXHOJIOTHUECKUE MPUIIOKEHHUS MMITYJIFCHON IITa3MEHHOI
00paboOTKH.

KJIIOYEBBIE CJIOBA: mia3MeHHBIH yCKOPUTENh, BEHICOKOYHEPTETUYHBIE TOTOKU TUIOTHOHN TIa3MBl, B3aWMOJICHUCTBHE TUIA3MBI C
MaTepHataMu, MOAU(HUKAIUS HOBEPXHOCTH, SKCTPEMaIbHbIE YCIOBHS TepMosiaepHoro peakropa UTOP

CUWJIBHOCTPYMOBI IPUCKOPIOBAUI IIJIABMMU: ®I3UKA I BUKOPUCTAHHS
I.€. N'apkyma
Inemumym ¢hisuxu nrasmu Hayionanvnozo Hayxosozo Llenmpy «Xapkiscokuil izuxu-mexnivHuti ihcmuniymy
Axaodemiuna, 1 61108, Xapxie, Yrpaina

B naHiit ormsanosiit po6OTI KOPOTKO OMHCaHI OCHOBHI NMPUHIUIH CHIBHOCTPYMOBUX MPUCKOPIOBAYIB IUIa3MH, 1CTOPis Ta CydacHHH
cral ix mocmimkens B IDII HHI[ X®DTI. ¥V Takux HpUCTPOSX BHYTPILIHE MArHiTHE TIOJIE€ CTBOPIOETHCS BEIHKAM CTPYMOM IO
nekimbkox MA B po3psai i BOHO BHKOPHUCTOBYETHCS Ul MPHUCKOPEHHS TMOTOKY IDIa3MU N0 IIBUAKOCTeH mopsaky 1000 km/c.
OcobnuBy yBary MpuAiIeHO KBasicTamioHapHuM Iuia3mMoBuM mpuckoproBadam (KCIIII), y sSKuX TPUBATIiCTh PO3PSILY 3HAYHO
MePEBUIIYE Yac MONBOTY IIa3MHU B IPUCKOPIOBAIbHOMY KaHaii. Onucano ekcriepuMeHTH 1o 3actocyBanHio KCIIIT st mocnimkeHs
B3a€MOJIIT TUIa3MHU 3 MOBEPXHEI0 B TepMosJepHUX peakrtopax, Takux sk ITEP i JIEMO. [IpexncraBieHi pe3ynbTaTH AOCTIPKEHb I10
Mozaudikanii MOBEpXHi 1 TMOJIMIIEHHS BIIACTUBOCTEH MarepialiB mpH 0oOpoOILi MOTY)XHHUMH IMITYJIbCHAMH IOTOKAMH IUIa3MH.
[TinkpecmroroThCs MOTEHMLIHI TEXHOIOTIUHI 3aCTOCYBaHHS IMITYJILCHOI IJIa3MOBOi 0OPOOKH.

KJIFOYOBI CJIOBA: ma3MoBHii TPUCKOPIOBaY, BUCOKOCHEPTeTHYHI IOTOKU HIUTHHOT TIa3MH, B3a€MOJIS IJIa3MHU 3 MaTepiallaMH,
Mo diKalis TOBEPXHi, EKCTPEMaIIbHI YMOBH TepMosiepHoro peakropa ITEP

Plasma accelerators generating powerful dense plasma streams are able to be used for plasma injection into
magnetic traps, investigations of plasma-surface interactions that can be occurred on the first wall or divertor plates
during current disruption conditions and giant ELMs, for some technological applications related with modification and
alloying of surface layers by plasma processing etc. In such devices an internal magnetic field is created by high current
up to several MA in the discharge and it is used for both plasma flow acceleration up to 1000 km/s and also for dense
magnetized plasma compression up to 10™-10%° cm™. The plasma acceleration (compression) can be organized in
pulsed or quasi-stationary regimes. In first case the pulse duration typically is comparable with the time-of-flight of
plasma ions in the accelerating channel. The acceleration process can be described in the frame of electrodynamical
approximation either within “snow plough” model or “current sheath”, for instance. The detailed information can be
found elsewhere [1,2 ], therefore the electrodynamical approach will not be discussed here. Due to the high efficiency
of plasma bunches acceleration combined with relative simplicity and robust design the pulsed plasma accelerators
(PPA) are especially attractive for different technological applications related with materials processing etc. In quasi-
© Garkusha L.E., 2013
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stationary plasma accelerators (QSPA) the discharge duration exceeds considerable the plasma flight time t;. Supersonic
plasma flow is kept during hundreds and thousands t; and, practically, it duration of plasma stream generation is limited
only by parameters of the power supply system used (capacitor battery) [3].

The main aim of this review paper is to describe briefly the basic principles of high current plasma accelerators
and recent state of their investigations in IPP NSC KIPT. Application of QSPA for plasma-surface interaction studies
relevant to thermonuclear reactors, like ITER and DEMO, is underlined. Results on surface modification and
improvement of material properties by powerful pulsed plasma processing are emphasized aiming at potential
technological applications for materials treatment.

GENERAL PRINCIPLES OF QUASI-STATIONARY PLASMA FLOWS IN ACCELERATING CHANNELS
The general principles of quasi-stationary acceleration of high-power plasma streams have been formulated by
Morozov [3,4] on the base magneto-hydrodynamics (MHD) approach, proposed by H. Alfven. In the frame of one-fluid
MHD model the plasma flow acceleration due to the thermal and magnetic forces can be described by following system
of equations:

o, 1r- ~

P+ V) ==Vp+ [ . H] (1)
%o +divpv =0 (2)
j =i rotH (3)
divH =0 4

oH -
E:rot[v,H] (%)
p= po[ﬁJ (6)

o

Here p, p, and v are density, pressure and velocity in plasma stream, index zero corresponds to entrance of the
accelerating channel; J,H are electric current density and magnetic field.

. . . 0
In the case of stationary axial-symmetric flow: P =0, H,=H, =0, v, =0.

The plasma flow is divided into narrow flux tubes with a width h=h(z). Under these assumptions three
conservation lows (holding true for each flux tube) follow from the above system of equations:

2 2
U—+j%+ H™ _ const=U @)

2 p Ao

y—1
Where, i(p)= J.% = &L_(ﬁj is enthalpy,
P P y=1p
H =const =k (8)
yo,

ovh=const =m 9)

First one is well known Bernoulli equation that expresses the conservation of full energy in the flow. Second
conservation low describes freezing-in azimuth magnetic flux into a plasma. And last one is mass conservation in the
tube, resulting from continuity equation (2).

- . . m .
From (9) it is follows that the acceleration channel width h = — for any chosen mass flow rate M tends to

infinity at both input and output of the channel, where p >0,v—v,  and p— p,,v—0 correspondingly.

Therefore it should have a minimum in some so called “critical section”, in analogy with profiled Laval nozzle.
In such MHD analog of Laval nozzle transition through the sound velocity occurs in critical section, and the

sound’s velocity role plays Alfven velocity C, = H /(471,0)]/2. Maximal plasma stream velocity at the output of

acceleration channel is Vv, = (2)“2 Cup= H0/(27rp)1/2, being fully defined by input parameters and giving

potential possibility to achieve plasma streams with very large ion energies.
However, experimental realization of quasi-stationary plasma flows in discharges with solid (non-transparent)
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electrodes showed severe restrictions related with the effect of “the discharge current crisis”, strong erosion of
electrodes, both anode due to the electric potential jump and cathode, due to the bombardment by ions [4]. Also
instability of ionization zone led to the overloading the electrodes in insulator in the high current discharge.

An important step to solve these problems is related with the proposed physical concept of quasi-stationary plasma
accelerator (QSPA) based on ion carried electric current in the acceleration channel and electrodes-transformers [4-7].
Briefly, QSPA concept proposed by A.l. Morozov in Kurchatov Institute, Moscow and experimentally realized in IPP
NSC KIPT, Kharkov involves: 1) the transition to a two-stage scheme of acceleration in order to eliminate the influence
of instability of the neutral gas ionization region; 2) the transition to the mode of operation, under which the electric
discharge current in the main accelerating channel is carried by ions, thus providing for the best match of equipotential
electrodes with electric and magnetic fields in the plasma stream; 3) magnetic screening of solid-state electrode
components. The transition to the condition of discharge current transport by the ions significantly complicates the
functions of electrodes, where the replacement of current carriers, namely, electrons in the accelerator's power supply
circuit by ions in the plasma, should take place. Besides, the ions must be supplied to the accelerating channel on the
anode side and be removed on the cathode side. So, the electrodes of a quasi-stationary high-current plasma accelerator
would be magneto-plasma electrodes - transformers of a complicated design, which provide both the magnetic
screening of their solid-state components and the conditions for accomplishing the regime of current transport by ions.

EXPERIMENTAL STANDS OF HIGH CURRENT PLASMA ACCELERATORS
Above described concept has been verified in QSPA of a simplified design with rod-like electrodes [4-7] and later
on in full-block QSPA [8-10]. Those experiments have demonstrated the feasibility of the quasi-stationary mode of
acceleration with quasi-radial current lines, that was lasting for about 20 to 30 ps (at a discharge length of ~300 ps for
QSPA with passive transformers (QSPA P-50) and more than 200 ps for QSPA Kh-50. One can see such systems are
prospective from the point of view of plasma generation with super high energy contentment in steady (quasi)-
stationary operational regime. Up to now, when using full-block QSPA Kh-50, plasma streams with the mean proton

energy < 0.9 keV, plasma energy density up to 2 kJ/cm2, mean plasma density (3-5)x1016 cm3), plasma stream
diameter up to 50 cm, total energy of plasma stream < 600 kJ, the time duration of quasi-stationary phase of
acceleration > 200 ps with total pulse length ~ 300 ps are generated.

Plasma characteristics of three types of accelerators being in operation in IPP are shown in Table 1. The
characteristics of the plasma flow in the accelerating channel as well as the parameters of the generated plasma streams
were in strong dependence on the conditions on the electrodes.

Table 1.
Characteristics of the experimental devices
Installations QSPA Kh-50 QSPA P-50 PPA
Full-Block Quasi-Stationary | Quasi-Stationary Plasma Pulsed Plasma
Plasma Accelerator Accelerator with Passive Accelerator
Parameters Electrodes
Mean ion energy, keV <09 <0.2 <50
Plasma stream density, cm™ <5.10% (Z=0.5 m) <2.10" (z=0.5 m) <10®
<2.10" (Z=3.0 m) <10% (z=2.0 m) (Z=0.5m)
Electron temperature, eV <4 <4 <50
Plasma stream energy, kJ <600 <40 <10
Plasma energy density, J/cm? 2000 (Z=0.5m) <120 (Z=2.0 m) <40
200 (Z=3.0 m)
Mean plasma diameter,cm <20 (Z=0.5m) <10 (Z=0.5 m) <15
<100 (Z=3.0 m) <40 (Z=2.0 m)

Plasma discharge duration,us 300 300 5
Plasma stream generation
duration, Atp, ps <150 <40 <3
Main discharge capacitor bank
Capacity, C, uF 7200 5600 111
Voltage, U, kV <15 <8 <30

Schematic and general view of experimental stand of QSPA Kh-50, that is largest and most powerful device of
this kind, is presented in Fig. 1. Electrodes configuration of QSPA P-50 and typical image of generated plasma stream
are shown in Fig. 2. General view of upgraded PPA stand of pulsed plasma accelerator adjusted for technological tasks
is shown in Fig. 3.

The full-block powerful quasi—steady-state plasma accelerator QSPA Kh-50 consists of two stages. The first one
is used for plasma production and pre—acceleration. The second stage (main accelerating channel) is a coaxial system of
shaped active electrodes—transformers with magnetically screened elements (those elements are current supplied either
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from independent power sources or branching partly the discharge current in self—consistent regime of operation). The
maximum total energy of capacitor banks supplying all active elements of the QSPA achieved 4 MJ. Design of
accelerator is described in details in [8-11]. Plasma streams, generated by QSPA Kh-50 are injected into magnetic
system of 1.6 m in length and 0.44 m in inner diameter consisting of 4 separate magnetic coils. The first magnetic coil is
placed at the distance of Zg = 1.2 m from accelerator output. The currents in each coil are specially selected to provide
plasma streams propagation in slowly increasing magnetic field. The maximum value of magnetic field B,=0.7 T was
achieved in diagnostic chamber Zg = 2.2-2.4 m from accelerator output.

The instrumentation for diagnostics of plasma flow in the accelerating channel and the parameters of the generated
plasma streams includes a set of Rogowski coils, frequency-compensated voltage dividers, electric and magnetic
probes, piezodetectors, bolometer, local movable calorimeters, high-speed cameras in different modifications, time-of-
fly energy analyzer. The plasma stream density was determined from the Stark broadening of the H and self-absorption
H,, spectral lines, or spectral lines of He, Ar, N [12], and also by using the autocollimation interferometer with view area
of 200 mm in diameter. The velocity of different parts of the plasma stream was measured on the basis of time-
dependent modulation of radiation using the slit scanning and registration by a high-speed camera, as well as by
measuring the Doppler shift of spectral lines Cll (A=4267 A) and self-absorption H,, (when working with hydrogen), or

Hell (A=4686 A) and CII (A=4267 A) (for helium), or Arll (A=6643 A) and NIl (,1=4630 A) (when working with argon
and nitrogen, respectively). Electron temperature was evaluated by the ratio of spectral lines intensities, or by the
analysis of contours of self-absorption spectral line Ha.

Dizenoatic chambet
: Omfput conical

chamber chambrey

QSPA Kh-30 Tuput conical

Ragnetic cnils
v ' .
. I

Fig.1. QSPA Kh-50 experimental stand

a— scheme, b - general view.

Fig.2. Electrodes of QSPA P-50 (a) and Fig.3. Upgraded PPA stand of pulsed plasma accelerator adjusted for
plasma stream photo (b). technological tasks (a), plasma plume (c) and treated sample (b)

QSPA APPLICATION FOR SIMULATION OF TRANSIENT EVENTS IN ITER TOKAMAK-REACTOR

Experimental investigations of plasma-surface interaction (PSI) in conditions simulating transient events in fusion
reactor ITER are of importance for the determination of erosion mechanisms of plasma facing materials, dynamics of
erosion products, the impurities transport in the plasma, the vapor shield effects and its influence on plasma energy
transfer to the material surface. In turn, the obtained results are used for validation of predictive models developed for
ITER and DEMO, estimation of tolerable size of Type | ELMs and lifetime of divertor armour materials.

Energy range of ITER disruptions is Qg = (10-100) MJ/m?, t = 1-10 ms. This is two orders of magnitude higher
being far above of that in available tokamaks. Therefore, at present for experimental study of plasma-target interaction
under the high heat loads the powerful plasma accelerators and other powerful simulators are be applied [13,14]. Quasi-
stationary plasma accelerators (QSPA), which are characterized by essentially longer duration of plasma stream in
comparison with pulsed plasma guns, are especially attractive for investigations of macroscopic erosion of tokamak
armor materials under the loads expected at ITER off-normal events. In turn, the obtained experimental results are used
for validation of the predictive numerical models. Therefore, largest in the word QSPA Kh-50, became unique and
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practically most adequate simulator of plasma-surface interaction during ITER transient events, resulting in huge energy
densities impacting to the divertor material surfaces.

Extrapolation of the ELMs erosion effects obtained at the present-day tokamaks to the transient peak loads of
ITER remains uncertain. Experimental observations from different machines pointed out similarities and the open
questions, which require further investigations are overviewed in [15,16]. The obtained power loads associated with the
Type | ELMs generally do not affect the lifetime of divertor elements. However, the ITER ELMs may lead to
unacceptable lifetime; their loads are estimated as Qg = (1-3) MJ/m?at t = 0.1-1 ms and the repetition frequency of an
order of 1 Hz (~ 400 ELMs during each ITER pulse. Special investigations on material behavior at the ELM relevant
loads (both numerical and experimental) are thus very important.

In disruption and ELMs simulation experiments with QSPA Kh-50, the plasma stream parameters were varied by
both changing the dynamics and quantity of gas filled the accelerator channel and changing the working voltage of
capacitor battery of the main discharge. To achieve the working regimes for simulation both the disruptive and ELM-
like plasma impacts, the main attention in these experiments was paid to possibility of effective variation of plasma
stream energy density in wide range and determination of target heat load in dependence on plasma stream energy
density.

Plasma parameters measured for 2 working regimes with plasma energy density of about 1 MJ/m? and
25-30 MJ/m? respectively, which were chosen for simulation experiments, are summarized in Table 2. Taking into
account essentially longer duration of the thermal quench of ITER disruption, for disruption simulation regime special
efforts were done to increase the plasma pressure in QSPA plasma stream up to 1.6-1.8 MPa. As it was shown in [17],
this allowed to make clear the influence of plasma pressure gradient on melt motion even for QSPA plasma pulse
duration and to approach the melt velocities to those expected for ITER disruptions.

Main parameters of QSPA Kh-50 plasma streams in different working regimes Tevle2
Disruption.simulation ELM simulation regime
regime

Discharge duration [ms] ~0.3 0.28

Power pulse half-height width [ms] 0.1-0.14 0.1-0.12

Heat input [MJ/m?] 25-30 0.9-15

Heat load on sample surface [MJ/m?] 0.65-1.1 0.45-0.75
Maximal plasma stream pressure [MPa] 1.6-1.8 0.48

Average plasma density [10%® cm] 4-8 15-25

lons energy [keV] ~0.6 ~0.2

Spot size of treated surface [cm] 10-12 12-14

Vapor shield effects

The key feature of plasma-surface interaction under disruption heat loads is vapor shield formation in front of
material surface. Temporal and spatial distributions of plasma density in the shielding layer have been obtained with
laser interferometry. Fig. 4. shows typical interferometric picture of high power plasma stream interaction with graphite
surface and shielding layer in the vicinity of target surface. The plasma density in the shield is more than one order of
magnitude higher in comparison with that in impacting plasma stream. Spatial distribution of electron density strongly
depends on the energy density of the plasma stream and target size. The thickness of the shielding layer, formed close to
the graphite target under normal irradiation of surface with plasma energy density of 25 MJ/m?, which is expected for
ITER disruptions, can be evaluated from Fig. 4. The figure shows that shielding layer thickness, being equal (1-2) cm
for sample irradiation with no magnetic field, is exceeded 5 cm for B, = 0.72 T. The thickness of shielding layer grows
with increasing magnetic field value and time of plasma interaction with a target.

Formation of dense plasma layer in front of the surface protects the material from the contact with impacting
plasma. Thickness of the shielding layer essentially exceeds the particles free path. Shielding efficiency of carbon vapor
is analyzed in [10,14], and, typically, only few percents of impacting plasma energy reaches the surface for disruption
plasma loads. Dissipation of the plasma stream energy in the shielding layer results in shield expansion, heating and re-
irradiated by the shield. Intense radiation from the shield may affect to the nearby surfaces of the ITER divertor, which
are not contacted with plasma.

Measurements of radiation from the plasma shield in wavelength range of <3000 A have been performed with
pyroelectric bolometer in regime of radiative calorimeter (Fig. 5). It is shown intensity of radiation from the shielding
layer is in 7-10 times higher in comparison with free plasma stream (Fig. 6). Maximum of radiation is registered not
from the near surface layer, but from thin region of ~ 5 mm corresponding to periphery zone of the shielding layer (2-3
cm from the surface) being contacting with impacting plasma stream.
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Fig. 4. Formation of vapor shield in front of the exposed surface
a - interferometric picture of plasma stream interaction with graphite target; b,c- electron density distributions in plasma shield.
E=25 MJ/m?, At=20 ps from the beginning of plasma interaction with the surface. Z=0 corresponds to the target surface
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Fig. 5. Scheme of the bolometric measurements.1 - . . .
LiNbO; detector, 2 - LiF filter, 3-diaphragms, 4 - Fig.6. Intensity of radiation from the plasma stream

shielding layer, 5 - holder, 6 - restrictor, 7 - target and shielding layer in front of the target.
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Fig. 7. Melt layer profiles on the exposed inclined  Fig. 8. Temporal behavior of plasma pressure in ELM
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surface in direction of inclination (upper) and in simulation experiments. Z=2.3 m from accelerator
perpendicular direction (lower). Inclination angle output.
a=20°

In spite of strong shielding, any metal surface will be subjected to strong melting during the disruption. The melt
layer is subjected to external forces such as surface tension, gradients of both plasma pressure and recoil pressure of
evaporating material, Lorentz force and others. The disruption simulation experiments with QSPA Kh-50 have shown
that melt motion driven by external forces produces significant macroscopic erosion of materials. In particular, melt
layer motion driven by plasma pressure results in erosion crater formation with rather large mountains of the
resolidified material at the crater edge. Example of erosion crater appeared due to the melt motion on the metal surface
exposed with inclined plasma stream impact is presented in Fig. 7.
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Impacts of repetitive ELMs

Plasma pressure during ITER ELMs is anticipated to be essentially lower in comparison with disruptions.
Therefore one possible to expected much smaller effects from the melt motion. In this case other macroscopic
mechanisms such as brittle destruction and cracking may dominate the erosion, exceeding essentially contribution from
microscopic mechanisms like sputtering or even evaporation.

ELM-simulation regimes in QSPA Kh-50 are characterized by experimentally chosen heat loads, which do not
lead to the surface melting for tested tungsten samples, or result in melting initiation. Describing the plasma stream
parameters for this regime it should be mentioned in addition to the data of Table 2, that triangular shape of plasma heat
load has been realized. This simple shape is quite suitable for simulation of ITER ELM impacts. Temporal dependence
of plasma pressure for this regime is presented in Fig. 8. Duration of plasma stream achieved 0.25 ms.

Fig. 9. Tungsten surface after 210 plasma pulses of 0.45 MJ/m?,
a) - RT target, b) - preheated target 650 C with enlarged images of the surface damage.

Examples of tungsten material damage below the melting threshold in ELM simulation experiments are presented
in Fig. 9 for samples with different initial temperatures. Tungsten is primary choice for ITER divertor armour and even
candidate for the DEMO first wall and divertor. It has highest melting temperature, low sputtering yield large sputtering
threshold energy. Trinium retention in tungsten is also acceptable. However, main drawback is that tungsten is brittle
material under moderate temperatures, the ductile-to-brittle transition temperature (DBTT) for some W grades may
achieve 200-600 C. Brittleness of W gives rise to surface cracking. To minimize the brittle destruction erosion, the W-
armor have to be kept above the DBTT. Analysis of effects of W temperature on material damage under ELMs impacts
requires comprehensive experimental studies that now in progress in many fusion laboratories [18,19].

It is seen from Fig. 9, that for room temperature target the mesh of major cracks is developed on the surface, while
for the material preheated to 650 C, the macro-cracks are absent. Nevertheless micro-cracks are registered on preheated
surface. Thus, it is shown that tungsten cracking can not be completely mitigated by the preheating above the DBTT,
but it can be essentially minimized, especially under the irradiation below the melting threshold. Tungsten preheating
above DBTT allows suppressing the macrocracks formation on the surface. After first hundred of plasma pulses only
microcracks were found and it can be classified as fatigue cracks resulting from repetitive stresses induced by numerous
plasma impacts. Large number of pulses results also in surface modification (Fig 9,b) and formation of submicron
structures. With further pulses such structures occupy all the surface and the tungsten, melting point decreases due to
decreased heat conductivity in the modified layer. The surface became significantly damaged even after exposures with
quite small energy loads.

Evolution of preheated tungsten surface as a result of plasma loads causing surface melting is demonstrated in
Fig. 10. As follows from microscopy observation the surface is rather stable with increasing number of exposures up to
100-130 pulses. A blister-like structures and bubbles with the size of 100-300 pum are arisen on the surface after 100
pulses. The balls of nano size are registered inside the blister voids and in the crack volumes. Their size is varied within
10 nm - 1 pm. Surface modification with formation of cellular submicron structures is also occurs.

The most important changes in surface morphology are observed after increase of the exposition dose above 200
pulses, which results in qualitative evolution of the surface similar to that observed for exposures of RT targets in
regimes with the same heat load of 0.75 MJ/m* and with the heat load of 1.1 MJ/m? (corresponds to the evaporation
start) after similar number of pulses. The obtained results show that after the threshold number of exposures qualitative
evolution of the surface is practically the same for all the cases mentioned above.

Due to the corrugations, the initially uniform melt layer tends to be transformed into “shagreen leather”. The width
of the micro-cracks gradually increases with increasing the number of exposures, achieving 0.8-1.5 um after 100 pulses
and up to 20 um after 200 pulses. Initially, the fine network of the cracks is remelted from pulse to pulse. With
increasing width of the intergranular cracks, the surface became micro-brush-like, where surface areas of 20-50 um are
separated from each other. The following remelting with next pulses does not result furthermore in mixing because of
the increased depth and width of the cracks and negligible melt motion during single pulse. Being separated, each cell
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of the cracks network subjected to action of the surface tension directed to the minimization of cell area and under the
large number of repetitive exposures the total contribution of plasma pulses results in progressive corrugation of the

surface.

x275

Fig. 10. SEM images of the tungsten surface
a — after 100, b — after 210, and c - after 350 pulses with different magnification
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Fig. 11. Evolution of surface profiles of preheated tungsten in
the course of plasma exposures.
A - 80 pulses, B - 150 pulses, C - 210 pulses, D - 350 pulses

Further evolution of the surface pattern is caused by
loss of separated grains on exposed surface with increased
number of impacts. It is seen that in result of 350 pulses
(Fig.10,c) the surface became essentially destroyed by
cracks. Thus, the damage, caused by cracking, became
dominating after several hundreds of exposures, even for
preheated target. The microscopy observations well
correlate with profile measurements. The profile swelling,
which is registered after 200 pulses, is caused by threshold
changes in surface morphology (Fig.11).

Mechanisms of dust generation

Another important issue in ELM simulation
experiments is generation of W dust in result of plasma
impacts. The dust particles may penetrate in to the plasma
core and thus to cool immediately the plasma. Also tritium
retention due to developed surface area in dust layers has to
be clarified. Performed studies of plasma-surface
interaction in QSPA Kh-50 included measurements of

plasma parameters in front of the exposed surfaces for normal and inclined plasma stream incidence, impurities
dynamics in near-surface plasma and energy deposited to the material surface. Particular attention is paid to the material
erosion due to particles ejection from the tungsten surfaces both in the form of droplets and solid dust.

The erosion products flying from the tungsten target have been registered using high-speed 10 bit CMOS digital
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camera pco.1200 s from PCO AG with the exposure time 1us...2ms, spectral range 290...1100 nm and space resolution
of 1280x%1024 pixels. Information from several camera frames with traces of particles flying from the tungsten surface
after plasma shot (Fig. 12) allow calculation of the particles velocity and the time moment when it started from the
target surface. Additionally the mass loss of the target was measured after several shots. Erosion products ejected in the
form of droplets and solid dust were also collected and examined with microscopy.

— 100nm NSC_KIPT
X 100,000 20.0kV SEI SEM

Fig. 12. Dust particles traces from inclined W target (a) and collected dust resulted from grain losses (b), cracking development (c)
and W nano-powder due to the surface modification (d).

In recent studies with QSPA Kh-50 several mechanisms of dust generation under the transient energy loads to the
tungsten surfaces have been recognized and identified basing on dust dynamics analysis, and particles characterization.
Dust particles with sizes up to tens um are ejected from the surface due to the cracking development and major cracks
bifurcation. This mechanism would be dominating for first transient impacts when major crack mesh is formed. The
energy loads in this case may not result in the melting, but it have to be above the cracking threshold. Taking into
account that for many repetitive pulses the cracking threshold shifts to smaller energy loads, this mechanism can only
be enfeebled by tungsten preheating above the ductile-to-brittle transition temperature. Fatigue cracks are still able to be
developed after a large number of transient impacts to the preheated W surface [19]. This is a source of smaller dust.
For plasma exposures with energy loads above the melting threshold both droplets splashing and solid dust ejection is
observed. Melting of surface and development of fine meshes of cracks along the grain boundaries are accompanied by
resolidified bridges formation through the fine cracks in the course of melt motion and capillary effects. With next
impacts (even without melting) such bridges produce nm-size W dust. For this mechanism the mass taken away by any
single particle is much smaller, but the number of dust particles is considerable.

Furthermore, even if mitigated cracking, the effects of surface modification of tungsten material after the repetitive
plasma pulses with development of ordered submicron cellular structures [21] are able to contribute significantly to the
nm-dust generation (Fig. 13). However the obtained experimental results show that majority of generated dust nano-
particles, generated due to cells evolutions, are deposited back to the surface by a plasma pressure, in contrast to pm-
size dust. This result is confirmed by spectroscopy measurements of W impurities in plasma in front of the surface. The
results of QSPA plasma exposures are compared with short pulse PSI experiments (t~ 0.1-5 us) with pulsed plasma gun
and dense plasma focus facilities [22], aiming at features of surface damage and tungsten impurities behaviour in near-
surface plasma in front of the target.
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Fig. 13. Size distributions of W nano-particles (a) and collected W balls in crack voids (b)

MATERIALS MODIFICATION WITH POWERFUL PULSED PLASMA PROCESSING: FROM
SURFACE DAMAGE TO THE MATERIAL IMPROVEMENT
Surface processing with pulsed plasma streams of different gases under moderate energy density range is found to
be effective tool for modification of surface layers of various steel materials [23-26]. In particular, exposures with
pulsed powerful plasma streams result in hardening their surfaces and increasing the wear resistance of industrial steels.
In such “intelligent” regimes of plasma treatment the energy densities are adjusted to produce surface modification
rather than erosion. Typically the heat load to the surface is above the melting threshold but essentially lower the
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evaporation limit. Fast heating and melting of treated surface, considerable temperature gradients (~ 10° K/cm) arising
in surface layer of material under the pulsed plasma impact contribute to high speed diffusion of plasma stream ions
into the depth of the modified layer, during the liquid stage, phase changes in the surface layer, and formation of the
fine-grained or quasi-amorphous structures under the following fast resolidification. The cooling speed of ~10°-10" K/s
is achieved in this case due to the contact of thin melt layer (hye; ~ 10-50 um) with massive bulk of the sample. Plasma
can also be considered as a source of alloying elements to be introduced into modified layer structure. That is why
nitrogen is preferentially used for pulsed plasma processing of different steels. Another possibility of alloying under the
pulsed plasma processing is mixing of previously deposited thin (hcoa< hmer) coatings of different predetermined
composition with the substrate in result of powerful plasma impact.

Examples of modified surface layer structures for different materials are presented in Fig. 14. Analysis of samples
cross-sections was performed for different materials processed with helium, oxygen and nitrogen plasma streams.
Adjustment of plasma treatment regimes of processed materials was done to achieve optimal thickness of modified
layer with simultaneously minimal value of surface roughness. Depth of aluminium modified layer under oxygen
plasma treatment achieved 50 pm, microhardness in modified layer ~ 316 kg/ mmZ.

Fig. 14. Cross-sections of processed materials
a - Al processed with oxygen plasma, b - Ti-alloy VT22 processed with helium plasma, ¢ - steel 40H processed with nitrogen plasma.

Using the light-weight gas for material treatment allowed to increase both pulse duration (up to 10-15us) and
energy density load to the sample surface (up to 50 J/cm?). Therefore it was possible to increase the depth of modified
layer for titanium alloy samples up to 100 wm under processing with He plasma streams. Modified layer of titanium
alloy is not polarised and possibly consist on amorphous or -Ti.

For different steels treatment with pulsed nitrogen plasma streams, it was formation of y-Fe and nitrides as well as
increase in the quantity of nitrides (mainly of e-Fe2N) with increasing dose of the treatment. Stabilization of y-Fe in
modified layer was determined mainly by high temperature heating the surface under plasma processing and rapid
cooling. However the quantity of nitrides is strongly depended on concentration of chromium, nickel and other alloying
elements. The decrease of a-Fe lattice period and its increase for y-Fe, decreasing the relative intensities of diffraction
lines of phases a-Fe and y-Fe, broadening of diffraction profiles can be considered as typical feature of processing by
pulsed plasma streams. This can be attribute of surface amorphyzation.

More detailed studies of modified steels with CEMS spectroscopy revealed that modification of surface layer
accompanied only partially by y-Fe, but it is attributed mainly by formation of yy phase [27]. This phase has been
named as oversaturated austenite, i.e austenite in which an Fe atom has an interstitial nitrogen atom in the nearest
neighbor.

1500 e hidrogen-nitrogen Fig. 15 shows microhardness dependence on the depth of modified
1400 —4—nitrogen layer for the plasma treated WC-20Co samples. It should be noted that

. . . . . . 18 - 2

. \ pulsed plasma processing with impacting particle dose of 510~ ion/cm
= 1300 o SN leads to increasing microhardness from 1000 kg/mm? to 1400 kg/mmZ.
= 1200 N Thickness of the layer with increased microhardness achieved 50 pm.
2 X N Maximum value of Hv ~1300 kg/mm? is observed WC-20Co surface in
> 1100 \ result of exposure with plasma stream which consists of the mixture of
C 1000 \ N hydrogen and nitrogen in proportion of 1:1 and with the same dose of
. * 510'cm™ Similar increase has been observed after pure hydrogen plasma

900 exposures. This means that in this case microhardness changes are

0 oo 450 probably caused by high-speed plasma quenching, i.e. predominantly

L, um thermal effects and only minor influence of nitrogening on the
Fig. 15. Microhardness depth profiles of microhardness behaviour. Microhardness of the exposed surface is slightly
WC-20Co samples decreased with further increase of the exposition dose. It can be caused by

changes of phase composition of the modified layer in result of repetitive heating and cooling under pulsed plasma heat
loads [28].
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XRD showed that only WC phase is registered on the initial surface of WC-8Co. The high-temperature carbide
phase W,C with smaller content of carbon is appeared in the surface layer after nitrogen plasma impacts.
Simultaneously, the content of WC is considerably decreased. Thus, primary removal of light component-carbon and
saturation of surface layer by atoms of tungsten is observed. It can be caused by a selective sputtering of carbon under
bombardment of WC-8Co by N* ions. In addition, halo is observed in diffraction patterns of irradiated target in the
range of 25°-60° of 2@ angles with maximum located at 40°. This is an indication of amorphous film development on
the exposed surface, which may include both carbides and carbonitrides of tungsten and cobalt.

The virgin sample of WC-20Co is characterized by WC and a-Co phases. The phase structure of WC-20Co after
irradiation with nitrogen plasma consists of the main carbide phase WC, a-Co and appeared small quantity of W,C. An
oxide phase CoO is not detected. In this case difractogramm has a wide halo area also, which is located in the same
range of 20 angles.

Modification of thin (0.5-2 um) PVD coatings of MoN, C+W, TiN, TiC, Cr, Cr+CrN and others with the pulsed

plasma processing are analyzed also. It is shown that pulsed plasma treatment results in essential improvement of
physical and mechanical properties of exposed materials. For example, microhardness of samples with Cr coating, after
plasma treatment, increased in 2,5 times [29,30].
Experiments with different steels and cast iron reveal possibility for essential improvement of wear resistance in result
of applied combination of coatings deposition with pulsed plasma processing. Alloying of surface layer in result of the
coating-substrate mixing in liquid stage allows achievement of desirable chemical composition in surface layers being
most loaded in all machine components. In particular, combined plasma processing is found to be prospective for
modification of piston rings and other machine parts operating in conditions of bearing or dry friction.

CONCLUSION

Basic principles of high current plasma accelerators and recent state of their investigations in IPP NSC KIPT are
briefly described. In such devices an internal magnetic field is created by high current up to several MA in the discharge
and it is used for both plasma flow acceleration up to 10% km/s.

It is shown that quasi- stationary plasma accelerators (QSPA) are especially attractive systems from the point of
view dense plasma generation with super high energy contentment that can be realized in long pulse operational regime,
while short pulsed plasma guns have great potential for technological usage due to the high efficiency in combination
with their robust design.

Results of simulation experiments relevant to plasma surface interactions in extreme conditions of thermonuclear
reactor are discussed emphasizing key physical effects of plasma energy transfer under powerful plasma impacts to the
material surface, erosion mechanisms and their contribution under various conditions, dynamics of erosion products as
well as and resulting material damage.

Experimental studies of surface modification by pulsed plasma processing using pulsed plasma accelerator (PPA)
operating with various working gases have revealed possibility of essential improvements of material properties,
increase of microhardness and wear resistance in surface layers in result of plasma treatment, favorable structure
changes in modified layers accompanied by material alloying from gas and metallic plasma, as well as due to the
mixing process in liquid phase.
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Investigation of the neutrinoless double beta decay is a unique way to probe physics beyond the Standard Model. The process is
sensitive to the lepton number violation, the nature of neutrino (Majorana or Dirac particle), an absolute scale of neutrino mass and
the neutrino mass hierarchy. Neutrinoless double beta decay is still not observed, only limits on its half-life were set in the most
sensitive experiments. The searches for double beta decay are carried out by different methods, in particular with low-background
scintillation and semiconductor detectors. To determine a neutrino mass hierarchy new generation experiment should be sensitive to
the effective neutrino mass 0.02 —0.05 eV, which corresponds to the half-lives Ty, ~ 10* — 10?7 years and requires ultra-low
background detectors with a high energy resolution applying hundreds kilograms of the isotope of interest. Low temperature
scintillating bolometers are the most promising technique for such experiments.

KEY WORDS: double beta decay, neutrino, weak interaction, low counting experiment

HCCJIEIOBAHUSA CBOMCTB HEMTPHUHO M CJIABOI'O B3AUMOJIENCTBHS B OKCIIEPUMEHTAX 1O
MOMCKY JBOMHOI'O BETA-PACHAJIA ATOMHBIX SIIEP
D.A. laneBuu
Hnucmumym saodepnuvix uccnedosanuit HAH Yrkpaune
npocnexm Hayxu 47, MCII 03680 Kues, Ykpauna

HccnenoBanns 0e3HEUTPUHHOTO JBOHHOTO OeTa-paclaja aTOMHBIX sep MPEICTAaBISIOT CO00i YHUKaIbHYIO BO3MOKHOCTh ITOHCKA
HOBBIX (hU3MYeCKUX J(PQPEKTOB 3a paMKaMH CTaHJAPTHOW MOJIENIU DIEMEHTAPHBIX YACTHI. JTOT TNPOLECC YYBCTBHTENEH K
HapYIICHHIO 3aKOHAa COXPAHEHWUS JICNITOHHOTO YHCIIA, MpUpoje HeWTpuHo (4actuna upaka wim MaiopaHbl), BEIHIMHE MacChl U
CXEME MAaCCOBBIX COCTOSHHI HEWTpUHO. bBe3HeHTpuHHBIM JBOIHOW Oera-pacman Bce eclle He OOHapyXeH, BO Bce Ooee
YyBCTBUTEJIBHBIX KCIEPHMEHTAX YCTAHABINBAIOTCS JIMIIb IIPE/IENIBl Ha ero BeposTHOCTh. [Toncku nBoifHOTrO OeTa-pacnaja BeayTcs
pa3HBIMH METOaMM, B YAaCTHOCTH C IOMOIIBI0 HU3KO(QOHOBBIX CLMHTHIUIALHOHHBIX M IOJYIPOBOAHHKOBBIX JNETEKTOPOB. Jliis
OIpPEACICHHs] CXEMbl MACCOBBIX COCTOSIHUI HEHTPUHO IKCIIEPUMEHT NOJDKEH MMETh 4YyBCTBUTEIBHOCTh K 3((EKTUBHOW Macce
HeiitpuHo Ha yposHe 0.02—0.05 5B, uro coorBercTByeT mnepmoxam monypacnaza T, ~ 10%°-10%7 mer um TpeGyer cosmamus
CBEPXHU3KO(OHOBBIX JAETEKTOPOB C BBICOKMM JSHEPreTHMYECKUM pa3pelIeHHeM W Maccol HCCIeIyeMOro H30TONa COTHHU
KuorpaMMoB. HuzkotemneparypHble CHMHTHUIHOHHBIE 0OJIOMETPHI MPEACTABISIOT cO000il Hanbosiee NEpCIEKTUBHYIO TEXHHUKY
IUTSL OCYIIECTBIICHHUS TAKHX OTBITOB.
KJIIOUEBBIE CJIOBA: nBoiiHoit Geta-pacniaj, HEHTpHUHO, cl1aboe B3aNMOJeHCTBHE, HU3KO(OHOBBIH SKCIIEPUMEHT

JOCJIKEHHS BJIACTUBOCTEN HEUTPAHO I CJIABKOI B3AEMO/IIi B EKCITIEPUMEHTAX 3 ITOIIYKY
MOJABIMHOI' O BETA-PO3NALY
D.A. laneBuu

Incmumym sdepnux docniooncens HAH Yrkpainu

npocnexm Hayxu 47, MCII 03680 Kuis, Yxpaina
Jocnimkenas 0e3HEHTPHHHOTO MOABIMHOTO OeTa-po3naay aTOMHHUX SAEp SBISIOTH COOOI0 YHIKAaJIbHY MOXKIMBICTH MOIIYKY HOBHX
¢isnuHuX edekTiB 3a paMKaMH CTaHIAPTHOI MOJENi eIeMEHTapHUX 4YacTHHOK. Lleil mporec dyTiamBHii 1O MOPYIIEHHS 3aKOHY
30epexeHHs JIENTOHHOTO YHCIIA, IPUPOIN HEWTpHHO (JacTHHKA [lipaka unm Maiiopann), BeITHYMHN MacH i CXeMH MAacOBHX CTaHIB
HeliTpuHo. besHedTpuHHHMII monBiiHMI OeTa-po3maj Bce Ie HE BHSBICHUH, y BCe OUIBII UyTIMBUX EKCIEPHMEHTax
BCTAHOBJIIOIOTHCS JIMIIE MEXi Ha Horo BiporimHicTs. Ilomyky noasiiiHoro Gera-po3maay BeIyThCsS PI3HHMH METOIAMH, 30KpeMa 3
JIOIIOMOTOI0 HU3bKO(GOHOBUX CLMHTWIALIMHUX 1 HAIiBIPOBIJHUKOBUX JeTEKTOpiB. [l BH3HAUEHHS CXEMHM MAacOBHX CTaHIB
HEWTPUHO eKCIIepHIMEHT IIOBHHEH MaTH Yy TJIUBICTh 10 eeKTUBHOI Maci HeiTpuHo Ha piBHi 0.02 — 0.05 eB, mo BigmoBigae nepiogam
namisposmany T}, ~ 10%° — 107 poxiB i BIMAarae CTBOPEHHS HaJHH3BKO(QOHOBUX IETEKTOPIB 3 BUCOKOIO €HEPreTHUHOIO PO3IiIEHOI0
3[aTHICTIO Ta MAacol0 JIOCIIKYBaHOTO i30TOITy COTHi KijorpamiB. HuspkoTemmepaTypHi CUMHTWIALIMHI GoJIOMETpU € HaHOimbII
MEPCIIEKTUBHOIO TEXHIKOO AJIs 3A1HCHEHHS TaKKX JOCIIIiB.
KJIFOYOBI CJIOBA: noxBiiiauii 6eTa-po3nazn, HeHTpuHO, ciabka B3aeMOisl, HU3bKO()OHOBHUH €KCIIEPUMEHT

Properties of neutrino and weak interaction play a key role in particle physics, cosmology and astrophysics.
Measurements of neutrino fluxes from the Sun, from cosmic rays in atmosphere, from reactors and accelerators give
strong evidence of neutrino oscillations, an effect which cannot be explained in framework of the Standard Model of
particles [1]. Search for neutrinoless double beta decay is considered now as an unique tool to study properties of
neutrino. Study of this extremely rare nuclear decay with the help of nuclear spectrometry methods, without building of
expensive accelerators, allows to investigate effects beyond the Standard Model: nature of neutrino (is neutrino Dirac or

© Danevich F.A., 2013
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Majorana particle), an absolute scale and the mass scheme of neutrino, to check the lepton number conservation, to
probe existence of hypothetical Nambu-Goldstone bosons (majorons) and right-handed currents in weak interaction
[2-9].

The half-life of Ov2 decay rate depends on the effective Majorana mass of neutrino and admixtures of right
handed currents in weak interaction:

2

(1) = o[22 o ) 2 con ) 82 o ay o o i (2) )
e e e

where m, is the electron mass, {m,) is the effective Majorana neutrino mass, (A) and (n) are the coupling strengths of the

right-handed currents [10], coefficients C;v can be defined through the nuclear matrix elements and phase space

integrals of the Ov2[3 decay. The effective Majorana mass of neutrino can be defined as following:

(m, ) =X Usm,

where m, are the mass eigenstates of neutrino, U, ,; are the matrix elements of mixing between the mass eigenstates

b

and flavor states of neutrino.

Investigations of double B decay are carrying out by different methods: geochemical, radiochemical, direct
detection of the events by nuclear spectrometry. Taking into account an extremely low probability of the decay, the
experimental facilities are placed deep underground in laboratories build in mines or tunnels. The two neutrino mode of
the double B decay, being allowed in the Standard Model, is detected for 11 nuclei: BCa, Ge, ¥Se, *Zr, '"Mo, "°Cd,
1287e, 130Te, 3Xe, "'Nd and ***U (see review [11] and references therein; for the recent observation of **Xe see
[12,13]) with the half-lives in the range Ty, ~ 10" — 10** yr. In contrary, the neutrinoless decay is still not observed.
Highest limits on the decay were set in direct experiments with several nuclei: 71, > 10*' yr for *Zr [14], ''*Cd [15],
1Gd [16], "°Nd [17], "W [18]; T2 = 10* yr for **Ca [19], T}, = 10% yr for ®Se [20,21], '*Mo [22], '°Cd [18], **Te
[23], Ty = 10** yr for *°Te [24] and Ty, = 10 yr for °Ge [25,26] and **Xe [27,28]. These experiments restrict the
effective Majorana neutrino mass (m,) < (0.3 — 3) eV, the right-handed currents admixtures in the weak interaction (n <

10%, <107, the effective majoron-neutrino coupling constant (gy < 107°). At the same time, HV Klapdor-

Kleingrothaus with co-authors claims observation of 0v2B decay of "°Ge with the half-life 2.23 fgﬁ x 10, which

corresponds to the neutrino mass (m,) = (0.32+0.03) eV [29]. Despite the skepticism of the scientific community, only
new, more sensitive experiments could refute or confirm the claim.

Apart from the already running EXO and KamLand-Zen detectors [27,28], a few large-scale experiments are
under construction or in R&D stage with the mass of isotopes of interest several tens — hundreds kg with the aim to
achieve sensitivity to neutrinoless double B decay at the level of T}, ~ 10°® yr, which corresponds to the neutrino mass
(my) ~ 0.05 eV. Taking into account the uncertainties of the theoretical calculations of the nuclear matrix elements, and
the extremely low probability of the process, it is important to realize search for Ov2J decay of different nuclei.
Furthermore, to discard certainly an inverted hierarchy of the neutrino mass eigenstates one need to build experiments
with the sensitivity to the neutrino mass on the level of 0.02 eV, which corresponds to the half-life 7y, ~ 1077 yI.

To achieve such a sensitivity a double B experiment should use about ton of isotope of interest, have an energy
resolution of better than 1% and almost zero background. Cryogenic scintillating bolometers look only an option to
realize such experiments with different nuclei [30] (in addition to germanium semiconductor detectors, which able to
search by the calorimetric approach with high detection efficiency only "°Ge). Currently, the most promising materials
for cryogenic experiments are tellurium oxide crystals (assume simultaneous detection of Cerenkov light), zinc
selenide, cadmium tungstate and zinc molybdate crystal scintillators.

Experimental investigations are concentrated mostly on 23~ decays, processes featuring the emission of two
electrons. Results for double positron decay (2B"), electron capture with positron emission (eB"), and capture of two
electrons from atomic shells (2¢) are much more modest. The most sensitive experiments give limits on the 2¢, €B" and
2B" processes on the level of Tj, > 10'° — 10°! yr. At the same time, studies of neutrinoless 2¢ and eB" decays could
elaborate the mechanism of Ov2[3 decay: is it due to the non-zero neutrino mass or to the right-handed admixtures in
weak interactions [31,32]. Another important motivation to search for Ov2e decay appears from a possibility of a
resonant process due to energy degeneracy between initial and final state of mother and daughter nuclei. Such a
coincidence could give an enhancement of the Ov2¢ decay. The possibility of the resonant process was discussed in [33-
36], where an increase of the decay rate by some orders of magnitude was predicted. Recent calculations show that the
half-lives of some nuclei relatively to the neutrinoless electron capture can be comparable to the half-lives of the most
promising 0v2f3 decay candidates [37-39]. Several scintillation and HPGe experiments were performed to search for 2¢
(including resonant processes on excited levels of daughter isotopes), €f” and 23" decay in different nuclei.

In this paper, we review recent progress in the area of double beta decay experiments, in particular the results
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obtained in the Institute for Nuclear Research (Kyiv, Ukraine) by using scintillation method and low-background HPGe
gamma spectrometry. Development of cryogenic scintillating bolometers, which is extremely promising technique to go
towards the inverted hierarchy of the neutrino mass, is briefly discussed.

SCINTILLATION EXPERIMENTS

Scintillators are successfully used in experiments to search for double 3 decay. It is worth to mention a pioneering
work of der Mateosian and Goldhaber to search for neutrinoless 2B decay of **Ca by using enriched and depleted in
*®Ca (*CaF,(Eu) and *CaF,(Eu)) crystal scintillators [40]. Several 2P experiments were realized using crystal
scintillators, which contain candidate nuclei (see Table I).

In the 2[3 experiment carried out in the Solotvina Underground Laboratory (Ukraine) with the help of enriched in
"Cd cadmium tungstate crystal scintillators [18] a very low counting rate of 0.04 counts/(year keV kg) was reached in
the energy window 2.5 — 3.2 MeV where a peak from the 0v2B decay of ''°Cd was expected. The half-life limit on the
neutrinoless 23 decay of 16Cd was set as T} n=1.7X% 10% years at 90% confidence level, which corresponds to one of
the strongest restriction on the effective Majorana neutrino mass (m,) < 1.7 eV.

Table 1.

The most sensitive double B experiments with crystal scintillators

2 transition Scintillator Main results: half-life Years [References]
(channels)
“Ca — YAr CaF,(Eu) >5.9x10* yr (2v2e) 1997 [41]
>3.0 x 10°! yr (Ov2¢)
*Ca — *Ti CaF,(Eu) > 1.4 % 102 yr (0v2PB) 2004 [42]
>5.8 x 10 yr (0v2pB) 2008 [19]
%Zn — *Ni ZnWO, >6.2 x 10" yr (2v2K) 2008 [43]
>1.1x 10" yr (2v2K) 2011 [44]
>9.4 x 10” yr 2veB") 2011 [44]
Zn — "Ge ZnWO, >3.8 x 10" yr (2v2B) 2011 [44]
>3.2 x 10" yr (0v2B)
"%Mo — '“Ru “Ca'™Mo0s | >4.0 x 10°" yr (0v2P) 2011 [45]
1%cd — 'pd CdWO, >2.6 x 10" yr 2vep") 1996 [46]
>5.5x 10" yr (Ovef")
"ecdwo, >1.2x 10" yr 2vep?) 2003 [18]
>7.0x 10" yr (Ovep")
15CdwO, >2.1x 10 yr (2vep") 2012 [47]

>2.2x 10" yr (Ovep")
>4.3 % 10" yr (2v2B")
>1.2x 10" yr (0v2B9)

'%cd — 'pd CdWO, > 1.0 x 10"® yr (Ov2e) 2008 [15]

"4Cd — "Sn CdWO, >1.3 % 10;‘ yr (2v2B) 2008 [15]
> 1.1 x 10*" yr (0v2B)

"9Cd — "'°Sn "cdwo, >1.7x 10?; yr (0v2B) 2003 [18]
=2.9x 10" yr (2v2p)

"Ba — "Xe BaF, >1.4x 10" yr (OveB) 2004 [48]

P0Ce — Y°Ba CeF; >2.7% 10" yr (2v2K) 2003 [49]

CeCly >2.4x 10" yr 2veBH) 2011 [50]

¥Ce — **Ba gegf >3.7 x 10:2 yr (2v2K) gg(l)? E‘g}
eCly > 4.4 x 10" yr 2v2K)

2Ce — '"*Nd Ggoge) > 1.6 x 101; yr (2v2B) ;g(ﬁ % ; g%
eCly >1.4x10" yr 2v2B)

'Gd — "Dy GSO(Ce) >13x 10?; yr (0v2B) 2001 [16]
>1.9x10" yr 2v2B)

8oy — SOHF ZnWO, >1.0 x 101: yr (2v2K) 2011 [44]
>1.3x 10" yr (0v2e)

10w — 15905 ZnWO, >2.3% 10" yr 2v2p) 2011 [44]

"CAWO, > 1.1 x 107 yr (0v2P) 2003 [18]
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High concentration of isotope of interest is one of the most important requirements to 2@ detectors. This
requirement can be satisfied by production of crystal scintillators from enriched isotopes [51]. High cost of enriched
materials imposes a few specific requirements to the technology on all the stages of scintillators production: as low as
possible loss of enriched materials, high output of crystals, prevention of radioactive contamination, recovery and
purification of the isotopes and their return to the production cycle. The most important issue is to minimize as much as
possible radioactive contamination of scintillators, especially by radium and thorium. Low-thermal-gradient
Czochralski method provides a few advantages in comparison to the standard Czochralski technique: large output of
crystals up to 90%, low losses of high cost enriched isotopes (less than 1%), higher optical quality. One could expect
also higher radiopurity, which feature needs additional studies.

Recently high quality radiopure cadmium tungstate crystal scintillators were developed from enriched '%°Cd [52]
and ''"®Cd [53]. Excellent optical and scintillation properties of these scintillators were obtained thanks to the deep
purification of raw materials and low-thermal-gradient Czochralski technique to grow the crystals. The experiments to
search for double B decay of '°°Cd and ''°Cd are in progress in the Gran Sasso underground laboratory (Italy). Calcium
molybdate crystal scintillators from enriched '“Mo and depleted in **Ca were developed by AMoRE collaboration to
search for 0v2P decay of '“Mo [54]. Development of enriched in '“Mo zinc molybdate crystal scintillators is in
progress [55].

A first stage experiment to search for double B processes in '*Cd was realized at the Gran Sasso underground

laboratory with the help of the '°CdWO, crystal scintillator [52]. After 6590 h of data taking, new improved half-life

limits on the double B decay of '**Cd were established at the level of 10'°~10*! yr. In particular, T f;’;ﬂ T 221 %x10%yr,

T 12/‘/22 P >43%10% yr, and T ?;/22 ® > 1.0 x 10*' yr. The resonant neutrinoless double-electron captures to the 2718 keV,

2741 keV, and 2748 keV excited states of 106pq are restricted on the level of Ty, ~ 10%° yr. A new phase of the
experiment with the enriched '°CdWOy, crystal operating in coincidence with four HPGe detectors of 225 ¢m’ volume
each is in progress [47].

A low background experiment to search for double B decay of ''°Cd with the help of the enriched ''®*CdWO,
crystal scintillators is in progress [56]. A sensitivity of a 5 yr experiment (depending on a level of background) can be
estimated as Ty, ~ (0.5 —1.5) % 10* yr. It corresponds, taking into account the recent calculations of matrix elements
[57-58], to the effective neutrino mass {m,) ~ 0.4 — 1.4 eV. Very low segregation of K, Th and Ra was observed in the
compound, which can be used to reduce the radioactive contamination of the crystals by recrystallization.

INVESTIGATION OF DOUBLE p PROCESSES BY vy SPECTROMETRY

Ultra-low background y spectrometry is successfully used to search for double B processes accompanied by 7y
and X rays: 2 transitions to excited levels of daughter nuclei, double electron capture (2¢), electron capture with
positron emission (¢"), double positron decay (23").

Table. 2.
Half-life limits on resonant Ov double electron capture in *°Ru, '**Dy, '**Dy, '**Os and '*°Pt.
Process of decay Level of daughter | Experimental  limit Years
nucleus (keV) (yr) at 90% References
confidence level
%Ru — *Mo KL 2% 2700 5.8% 10" 2009 [59]
2L 2713 1.3x 10"
5Dy — 5Gd 2K 27 1914.8 1.1x 10" 2011 [60]
KL, 1- 1946.4 9.6x 10"
KL, 0 19524 2.6x10"
2L, 0" 1988.5 1.9x 10"
2L, 2" 2003.8 2.8x 10"
¥py — 158Gd 2L, 4" 2615 3.2x10'
1805 — HwW 2K (0)" 13222 2.8x10'" 2012 [61]
KL 2" 1386.3 6.7 x 10"
2L 2" 1431.0 8.2x 10"
0pt 5 198Gd MM, MN, NN (0,1,29) 1382.4 2.9x10" 2011 [62]

An experiment to measure 2P decay of '“Mo to excited states of '’Ru was realized deep underground in the Gran
Sasso laboratory with the help of an ultra-low background semiconductor germanium detector. A 1.2 kg sample of
molybdenum oxide enriched in '*Mo to 99.5% was measured over 18120 h. Two y quanta of 540 keV and of 591 keV
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emitted in the de-excitation process after two neutrino double B decay of '’Mo to the Ol+ excited level of '"’Ru with the
energy 1131 keV were observed both in coincidence and in the sum spectra. The measured half-life of '°°Mo relatively
to the transition is 77,= 6.9 f(l):g (stat.) £ 0.7 (syst.) x10?° yr [63], in agreement with results of previous experiments
[64-66].

Possible resonant processes were studied in *Ru, Dy, "**Dy, "Os, and '"*Pt with the help of ultra-low
background HPGe detectors at the Gran Sasso laboratory. For this purpose samples of ruthenium, dysprosium, platinum
and osmium of high purity grade were measured a few thousand hours each. No peculiarities have been observed in the

data which can be ascribed to the effects searched for. Half-life limits on resonant double electron capture in ruthenium,
dysprosium, osmium and platinum isotopes established in the experiments are presented in Table 2.

LOW TEMPERATURE SCINTILLATING BOLOMETERS
According to Zdesenko [2] a sensitivity of a double B decay experiment (in terms of the lower half-life limit, lim 7}),)
can be expressed as following:

m-t
R-BG’

lim7,~&-0

where € is the detection efficiency, Jis the concentration of the isotope of interest, ¢ is the measurement time, m, R and
BG are the mass, energy resolution and background of the detector. Therefore, energy resolution is an important
characteristic of a double B decay detector. Furthermore, as it was demonstrated in [67], the energy resolution plays a
crucial role due to irremovable background coming from the two neutrino decay. It should be stressed that a few %
energy resolution remains acceptable as far as the phenomenon is not observed: it still allows to suppress the
background caused by two neutrino 23 decay events in the energy region of interest. However, the energy resolution
becomes a crucial parameter in case if an indication of Ov2 decay is obtained. Indeed, even in a case of high resolution
HPGe detectors (with typical energy resolution over long time measurements FWHM = 4 keV at O,p of %Ge), one
cannot exclude possibility to falsify the effect of the Ov2B decay of °Ge (see e.g. [68]).

Apart from HPGe detectors (at present the most sensitive technique to search for Ov2p decay of "°Ge [25,69]),
only cryogenic bolometers [30,70,71] are able to provide comparable energy resolution to realize large scale high
sensitivity experiments to search for Ov2[3 decay of different isotopes thanks to high energy resolution (a few keV) and
detection efficiency (near 70% — 90% depending on crystal composition and size). Development, during the last
decade, the technique of low temperature scintillating bolometers give a “second wind” for the scintillation method
allowing to reach very high energy resolution, which are especially important feature for the next generation double 3
experiments. In addition to excellent energy resolution on the level of a few keV at energies 2 —3 MeV, cryogenic
scintillators allows almost complete particle discrimination ability. The technique also offers a very important
possibility to use compounds with nuclei of interest. A few R&D projects are in progress to build double B decay
experiments with aim to explore inverted hierarchy of neutrino mass by using CaMoOy [54], ZnSe [72], CAWO, [73],
and ZnMoOQy [55,74] crystal scintillators.

However, a disadvantage of cryogenic bolometers is a poor time resolution, typically a few ms. It can lead to
background up to the energy of 2 X O, due to random coincidence of 2v2p events. The random coincidence of 2v2f3
events as a source of background in high-sensitivity O0v2p cryogenic experiments was considered and discussed for the
first time in [55]. The contribution of random coincidences of 2v2f events to the counting rate in the energy region of
the expected Ov2p peak was estimated in [75]. It was shown that the pile-up effect can be substantially reduced by
pulse-shape analysis and application of faster sensors in cryogenic scintillating bolometers.

CONCLUSIONS

Search for neutrinoless double B decay is one of the most promising ways to prove new physics beyond the
Standard Model of particles. Despite almost seventy years of attempts the process still remains unobserved. Only half-
life limits on the level of Ty, ~ 10— 10% yr were set in the most sensitive experiments, which allow to restrict a
Majorana neutrino mass on the level of 0.3 — 3 eV, set strong limits on admixture of right currents in weak interactions
and on the decay with emission of majorons. Several experiments are in preparation or in R&D stage to explore the
inverted hierarchy of the neutrino mass. In a case of non-observation of the decay on the level of sensitivity to the
neutrino mass = 0.02 eV one could conclude that a normal scheme of the neutrino mass eigenstates is realized.

Investigation of transitions to excited levels of daughter nuclei and search for “double beta plus processes” are
carried out with the help of ultra-low background HPGe Y spectrometry. Investigation of neutrinoless 2& and €B"
decays, as well as measurements of O0v23 decay to 2" excited levels of daughter nuclei, could refine mechanism of 0v2f
decay if the process will be observed: is it due to the light neutrino mass mechanism or due to an admixture of right
handed currents in weak interactions. Search for resonant neutrinoless double electron capture is considered as an
alternative way to study properties of neutrino.
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Scintillation detectors are widely used in the double B decay experiments. Using of crystal scintillators as

scintillating bolometers with high energy resolution and low background is especially promising approach. A few high
sensitivity experiments intending to apply this technique are under construction or in R&D stage to explore an inverted
hierarchy of the neutrino mass.
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Production of JAy—meson in association with jet in proton—proton collisions is studied at energy s'*>= 8 TeV. Jet pair production at
s'2=7 TeV is considered briefly. Event generator Pythia 8 is employed in the simulations of the reactions. Distributions that depend
on differences of transverse momenta, rapidities y,,;, and azimuthal angles g¢,,; of the meson and jet are calculated. It is analyzed, how
gluon radiation in initial and final states of the partonic processes along with multiple parton interactions influence the observables.
Shapes of (Vj» @ Yin)— and Vs Pr s Yin)—distributions, with pr , (v,,) being momentum (rapidity) of J/y, are shown to differ
substantially for the mesons, emitted in the central and forward regions. The observables, measurements of which will help to impose
severe constraints on used models, are discussed.

KEY WORDS: event generator Pythia, charmonium, jet production, proton—proton collisions, the LHC, experiments ALICE,
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POKJIEHUE YAPMOHHWS U CTPYM B CTOJIKHOBEHMSIX YJIBTPAPEJSITUBAUCTCKHUX ITPOTOHOB
A.B. I[eeB*, B.B. KOTJ]ﬂp**, H.U. Macaos™
* Xapvrosckuil nayuonanvusill ynueepcumem um. B.H. Kapasuna
nn. Ceo600wi, 4, 2. Xapwvkos, 61022, Ykpauna
** Hayuonanvnoiii Hayunweiii Llenmp «Xapwrosckuii @usuxo-Texnuueckuii Mncmumymy
ya. Axademuueckas 1, 2. Xapvros, 61108, Yxkpauna

Poxxnenue J/y Me30Ha COBMECTHO CO CTpYEW B MPOTOH—TIPOTOHHBIX COYAAPEHUSX H3Y4aeTcs MPH YHEPTHH s = 8 THB. Kparko
paccmatpuBaeTcs poXKACHHE Hap CTpyill mnpu s = 7 TsB. [Ipn MomenupoBaHWM pEaKIHH HCIIONB3YeTCsl TEHEePaTop COOBITHIA
IMncusa 8. PaccunTanbl pacnpeneneHus, KOTOPEIE 3aBUCAT OT Pa3HOCTEH MOMEPEYHBIX MMITYJIbCOB, OBICTPOT Y, H a3HMyTalbHBIX
YIJIOB @,,; ME30HA M CTPYH. AHANM3UPYETCS BIHAHHE HA HAOMIONaeMbIe M3ITydEHHs IIIOOHOB B HAYaIbHOM M KOHEYHBIX COCTOSHHUSAX
HapTOHHBIX TPOIIECCOB, a TAKXKE MHOTOKPATHOTO PAaCCESHHs MapTOHOB. JleMOHCTpUpyeTCs, YTO GOpMa (Vujs @y YViry)— U Vmjs D1 st
Yp)-pacupenenenui, rae pr y, (V) €CTh HONMepedHbldl uMmysbc (ObICTpoTa) J/y, CyLIECTBEHHO pa3NMYaeTcss ANs ME30HOB,
POXKIAOIINXCA B LleHTpaJ'[bHOI\/'I 06J'laCTl/l " 110 MaJIbIMH yFJ'laMI/I K oCHu l'ly‘{KOB. I/ICCJ’IQ)Iy}OTCS{ Ha6H}OﬂaeMble, HU3MEPECHUE KOTOPBIX
MOJKET OBITH HOJIE3HBIM ISl TOTYYEHHsI CTPOTHX OTPaHUYEHHH Ha UCTIONb3yEeMble MOJIEIH.
KJIFOYEBBIE CJIOBA: reneparop cobsrtuii [Tudus, vapmonuii, poxneHue cTpyi, IpOTOH—TIPOTOHHBIE CTOJIKHOBEHHUS, bombmoi
anponsbIii komtaiiaep LIEPH, skcnepumentst ALICE, ATLAS, CMS, LHCb

HAPO/UKEHHS YAPMOHISI TA CTPYMEHIB Y 3ITKHEHHSIX YJIbTPAPEJSITUBICTCBKUX ITPOTOHIB
A.B. Jlee*, B.B. Kotasp**, M.1. MaciaoB**
*Xapriscokuii nayionanohuil ynisepcumem im. B.H. Kapasina
ni. Ceoboou 4, 61022, m. Xapxis, Yrpaina
** Hayionanvnuti Haykoeuii Llenmp «Xapxiecokuti @izuxo-Texniunuii [ncmumymy

8yn. Akaoemiuna 1, m. Xapxis, 61108, Yxpaina
HapomkeHHst JAy Me30HY pasoM i3 CTpyMeHeM B MPOTOH—TIPOTOHHWX 3iTKHEHHAX BHBYaeThcs mpu eneprii 8”2 = 8 TeB. Crucio
PO3ITIANAECTHCS HAPOMKEHHs Tap crpyMemiB mpu s> = 7 TeB. IIpi MOJEMIOBaHHI peakiiii BHKOPHCTOBYETCS TEHEpaTop MOl
ITigis 8. Po3paxoByIOTbCS PO3MOALIIHM, IO 3aN€XKaTh Bil PISHULb TONEPEYHHX IMITYIbCIB, OMCTPOT V,,; Ta a3UMYyTANbHHUX KYTiB (),
Me30Ha Ta CTPYMEHIO. AHAII3yeThCsl BIUIMB Ha CIIOCTEPE)XXyBaHI BUIPOMIHIOBAHHS TIIIOOHIB B IIOYAaTKOBOMY Ta KiHI[EBOMY CTaHax
NapTOHHUX TPOIIECiB, a TaKO’kK 6araTopazoBOro po3CisHHA NapTOHiB. JeMOHCTpyeThCs, O GOPMA (Vs Pujr V)= T& Wujs PTis Vi)~
posnofinis, ne pr yy, (Vi) € Nonepeunuit iMmynbc (6uctpoTa) J/\y, iCTOTHO BiAPI3HAIOTBCS NS ME30HIB, IO HAPOKYIOTHCA B
LEHTPaJIbHINA 00JacTi Ta MiJ MaJMMH KyTaMH BiIHOCHO OcCi myukiB. JIOCHIMKYIOThCS CHOCTEpE)KYBaHi, BUMIPIOBAHHS SKHX MOXeE
OyTH KOPUCHHMM JIJI1 OTPUMAHHS CTPOrHX 0OMEXEeHb Ha MOJEII, [0 BUKOPUCTOBYIOTBCS.
KJIFOYOBI CJIOBA: reneparop noxit [lidis, gapMoHiii, HApOIKEHHS CTPYMEHIB, MIPOTOH-NPOTOHHI 3iTKHEHHS, EKCIIEPUMEHTH
ALICE, ATLAS, CMS, LHCb, Benukuit komnaiinep agponis LIEPH

In recent years, production of charmonia, including J/y(1S) —meson,
p+p—->J/v(S)+ X, (1)
and of jets
p+p—jet+X ()
is receiving much attention in experiments at the LHC.
© Dieiev A.V.,, Kotlyar V.V., Maslov N.I, 2013
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Production of prompt J/w has been studied by ALICE [1], ATLAS[2], CMS [3,4], and LHCb [5]
collaborations. ALICE has obtained the data for the differential cross section in the central region [y, [<0.9 and
1.3GeV/c < < pr,y, <10GeV/e, where v, (pr,,,) is Iy rapidity (transverse momentum). ATLAS has carried out
measurements for four rapidity bins covering |y, ,, [<2.4 from p;,,, =1GeV/c in 2<y,,, [<2.4 and p;,,, up to
70 GeV/e in 0.75<y,,, [<1.5. CMS data are in five rapidity bins with |y,,, [<2.4 for pr,,, up to 70 GeV/c in
central region |y, ,, [<0.9, and up to 30 GeV/c for 2.1<|y,,, [<2.4. Detailed measurements [5] in the forward region
have been performed by LHCb for five rapidity slices 2, 2.5,... 4, 4.5 and pr,,, upto 14 GeV/c...11 GeV/e.

Discussion of models, used in the calculations of the cross sections for (1), and of interpretation of the data can be
found, e.g. in [6-8], and in the papers cited therein. Thus, it was shown in [8] that the computed cross sections depend
noticeably on the renormalization and factorization scales. The variations due to these uncertainties in the calculations
are substantial for pr;,, <10GelV /c, i.e. in the region of intensive experimental activity.

Jet production has been also studied in detail at the LHC. Here we mention results [9] of LHCb collaboration on
jet pair production in the forward region, that are discussed below.
The obtained data for J/w and jet production allow to test theoretical predictions, based on perturbative QCD,

computations of processes beyond the leading order, models that intend to treat non-perturbative effects and to describe
fragmentation of partons.
The aim of this paper is to calculate observables in production of J/y in association with jet

p+p—->J/y(S)+ jet+ X, 3)

and of jet pairs p+ p — jet, + jet, + X under conditions of the experiments at the LHC and to analyze mechanisms of
the reactions in various kinematic regions.

FRAMEWORK FOR SIMULATION OF CHARMONIUM AND JET PRODUCTION

The present analysis of (2) and (3) is performed with the help of event generator Pythia 8.170 [10,11]. Within the
used approach charmonia originate from cc — pairs, created in collisions of incoming partons. Color—singlet (a = 1) and
color—octet (a = 8) intermediate cc — states that are included in the calculations are listed in Table 1. Orbital angular
momentum, total spin, and total angular momentum are denoted by L, S, and J. For brevity these processes are referred
below as “charmonium” group.
Prompt J/y—mesons are produced
Table 1. . . .

directly in gluon—gluon scattering

Partonic processes and quantum numbers g+g—->J/p(S)+g 4)

of intermediate cc — states or in decays of color—singlet and color —

24 (a) octet cc —states, e.g. in y,;, > y+J/y and
process J s
a=1 a=8 incc[”L;8)]>g+J/y.
gg —>cc [2S+1LJ (a)lg 3S1 and 3PJ with J =0,1,2 Integral cross sections of the partonic

48— T [2 S+l L(a)]q 3 . 3 s, 1 S, 3Po processes, obtained with. Pythia? a'f total

— Y P; with J =0,1,2 energy x/_= 8 TeV, are displayed in Fig. 1.

99 > el Ly ()] Set of parameters “4C” [11,12], parton
distribution functions CTEQG6LI1 [13] are
used throughout this work. The minimum

value of transverse momentum is chosen to be pz,.i, = 10 GeV/c. Values ¢ =c =1 are accepted for scale parameters

that determine renormalization and factorization scales.
The processes with integral cross section oy (cc,z, py)> 50nb are included in Fig. 1. In addition, cross section

for (4) is shown for comparison. Contribution of this process turns out to be not essential in the current studies. Index t
labels partonic processes. The processes in Fig.1 give more that 90% of cross section

.....

section for J/y production o,

(J/w, pr)=2840nb is visibly lower than o, (cc, p;y) =1.314 ub, as far as the cc — states
not always evolve into the meson.

J/y—mesons also come from decay of b-hadrons, especially from B-mesons. Such non—prompt J/y are
disentangled from prompt ones in experiments [1-5] at the LHC. Essential mechanism of B-meson production,
incorporated in Pythia, is string fragmentation. Since correlations of prompt J/iy with jet in (3), where jet is generated by
a parton in final states of “charmonium” processes, are intended to be studied below, the non—prompt J/y are not dis-

cussed in detail.
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Fig. 2. Integral cross sections of some QCD processes, with
that jet production is simulated.
As seen from Fig. 1, processes with two gluons in the
- initial states bring dominant contributions to o (cc, pr).
—[->
gg»cel’Pi(Dlg The same holds for “hard QCD” processes [10,11], used in
analysis of jet production (2). Some of them, which have
the integral cross sections o, (QCD,7,py)>100 pb, are

shown in Fig. 2. These processes give more than 98% of
gg—-cel’Si(D] g the cross section &, (QCD,ps)= 5.36 mb, where

- o (QCD, pr) involves all included “hard QCD”
processes. Relatively large values of the cross sections for

Fig. 1. Integral cross sections of some partonic processes, processes due to gluon scattering may provide for enhan(':ed
those result in creation of JAy meson. sensitivity of the observables to gluon distribution
functions.

To find jets the generated events are analyzed with SlowJet program, being a component of Pythia 8. In searches
of jets the anti-kr algorithm is employed. The clusters with total transverse momenta, that do not exceed 10 GeV/c, are
not considered as jets. The r—parameter, that determine jet—cone radius in rapidity—azimuthal angle space, is 0.7.
Pseudorapidity region #>6 is excluded from jet searches. This pseudorapidity region corresponds to the polar angles
0 <6 <0.284°. For a particle with energy £ and 3—momentum p =(p,,p,,p,) rapidity y and pseudorapidity # are

defined as
E+ pz

+
LM and 1 P+ p:
2 E-p.’ lp|-p.
The pseudorapidity and polar angle 6 are related by 77 = —Intan(8/2).
Neutrinos and particles, that participate neither in strong nor in electromagnetic interactions, are left out.

MULTIPARTON INTERACTIONS, INITIAL—-, AND FINAL-STATE RADIATION
IN PRODUCTION OF J/ y—MESONS AND JETS
In this section we discuss influence of multiparton interactions (MPI), initial-state radiation (ISR), and final-state
radiation (FSR) on observables in production of prompt J/y and jets. Throughout the paper simulation of proton—proton
collisions is carried out under conditions of the LHC experiments at total energy \/_ =7 TeV and 8 TeV.

As shown in Fig. 3, multiplicities of charged particles, obtained with “charmonium” and with “hard QCD” proc-
esses, change qualitatively when MPI, ISR, and FSR are switched on. Inclusion of these mechanisms results in sub-
stantial increase of event number in region s, >50. In calculations with MPI, ISR, and FSR functions

l/Ntotal N(l’l
for n_,, =30...170 . Total number of generated events is denoted by N,,,,;.

) for “charmonium” and “hard QCD” groups of partonic processes do not differ more than about 10%

With inclusion of MPI, ISR, and FSR, jet multiplicities in (2) and (3) vary largely than charged particle
multiplicities in (1) and (2), as it can be inferred from comparison of dash—dotted and solid curves in Figs. 4 and in
Figs. 3. In simulations with “charmonium” (with “hard QCD”) processes, when MPI, ISR, and FSR are not included,
one (two) jet(s) are mainly produced in (3) (reaction (2)). Two (three) or more jets can be created in these reactions,
when MPI, ISR, and FSR are taken into account. In Fig. 4 the multiplicities for (2) and (3), computed without ISR,
FSR, and MPI, are multiplied by 0.6 and 0.5. For (2) N, = while for (3) N, is number of events, in

events total » events

which J/y is found.
Figs. 5 and 6 demonstrate that MPI, ISR, and FSR visibly manifest themselves in spectra for J/y in (1) and jets in
(2) and (3). Reduction of the spectra of J/y in (1) and jets in (2) due to these mechanisms increases with J/y and jet
transverse momenta pr s, and pr .. Ratio of the distribution dN /dp;, Iy (dN /dp; jet), obtained without and with MPI,
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ISR, and FSR, reaches ~6.3 (~7.1) at transverse momenta equal 100 GeV/c. At the same time, production of jets in (3)
is enhanced by these mechanisms, as seen from Fig. 6. The corresponding ratio of the spectrum values is ~3.8 at
Prje=100 GeV/e. In region of the transverse momentum p; ~40...100GeV/c, where distribution dN/dpr ,

decreases more that in two orders of magnitude, ratio of jet spectra in (2) and (3), computed with MPI, ISR, and FSR,
does not deviate considerably from 2, varying from ~1.9 up to ~2.2.

0.4
o
FE
01 f % =8 TeV s .
= ,! i Vs 0.3 0 ,.:"8\‘_\ Vs =8 TeV
Sj ’- 7 ’ \\/'./’?/ “.\.\
= 001} ¢ / A *x0.5
‘§ t [ 7 ) ‘.‘ N,
= EPoy N B °x0.6
~0.001) }
;
104U : 0.0 N Ot reesee e
0 50 100 150 200 0 1 ) 3 4 5
Nch
N jet
Fig. 3. Charge particle multiplicity for (1) (dashed and solid Fig. 4. Jet multiplicities in (2) and (3).
curves) and (2) (dotted and dash—dotted curves). Dotted and dash—dotted curves (o and o) correspond to (2),
Dashed and dotted (solid and dash—dotted) curves are obtained dashed and solid curves (e and A) —to (3).
without (with) ISR, FSR, and MPL. Calculations without (with) ISR, FSR, and MPI are shown
by dotted and dashed (dash—dotted and solid) curves.
A
) N ~ 1
o 01 _ © )
5 Vs =8 Tev S Vs =8TeV
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3 3
= =
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1077 =
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Fig. 5. Transverse momentum spectra of J/y in (1). Fig. 6. Transverse momentum spectra of jets in (2) and (3).
Notation of the curves as in Fig 3. The curves are computed as in Fig 4.

To research into formation the transverse momentum spectra as well as distributions over y,; =y, —»,and

Py =Ps 1y —Pjer> Where v, (@,,,) and y,, (¢;,) are rapidities (azimuthal angles) of J/y and jet, we consider
dN(&n)/dE =114y, [" dv,y, d*N(&.y;,) dédy, ), ()
with &= pr,;, ¥, or ¢,;. The difference of J/y and jet momenta is pz,,; = pr,/, — Pr - Rapidity bins are nume-
rated by n, Ay, =y, —»,_; is width of the bin. In Figs. 7, 8, and in 13,...16 below, curves with label n=1,3,4,...6 are

obtained with y,=n. Rapidity of J/y takes on values y,,, €(n—1,n) in nth bin. Curves for 1<y, <2 lie in between

ones with n=1, 3, which are not well separated. Therefore, curves with n=2 are not displayed. Polar angle 6,,, of the
meson, emitted with rapidity y,,, = 0,1,2,3,...,7 and transverse momentum pz,,, = 10 GeV/c, is 90", 39", 15, 5.5, 2.0,
0.74°,0.27", 0.10’, respectively. With increase of Py up to 100 GeV/c angle 0, grows less than in 5%.

Jet spectra dN(pr,,;)/dpy,, have maxima near pr,,= 0 in simulations of (3) with MPI, ISR, and FSR switched

off. As demonstrated in Fig. 7, peaks in distributions slightly shift into negative area of py,, with increase of J/\y rapidity
Y- Fig. 8 shows that inclusion of these mechanisms enhances the shifting and leads to broadening of the peaks.
However, one can conclude from the Figs. that Jiy—mesons and jets are produced in (3) with the transverse momenta
that are close to each other.

Figs. 9 and 10 indicate that the rapidity distributions dN(y,,,)/dy,,, of Jiy in (1) and dN(y,,)/dy, ofjets in

(2) and (3) rapidly decrease with growth of y,,, and y,, when y;, v, > 3...4. Rapidity distributions in (1) and (3),
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shown by the dashed and solid curves, turn out to be almost insensitive to MPI, ISR, and FSR as opposed to ones in (2)
and transverse momentum spectra in Figs. 5 and 6. Really, the distribution of J/y, created in (1), as functions of y,,
contains contributions of pry, from a region adjacent to pr,s, since dN(pr,,,)/dpr,, is a rapidly decreasing func-

tion. In this region the transverse-momentum spectrum is not affected strongly by the discussed mechanisms, as seen in
Fig. 5. Transverse momenta of the jets and of the mesons in (3) do not duffer significantly, as demonstrated in Fig. 8.
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1/Neyents dN/demj; c/GeV
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Fig. 7. Dependence of jet spectra dN(pr.)/dpr,; in (3)

On Momentum pr,.

Notation of the curves is explained in the text. Calculations are
performed at s!2 =8 TeV without ISR, FSR, and MPI.
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Fig. 9. Rapidity distributions of J/y in (1).
Notation of the curves as in Fig 3.
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Fig. 11. Distributions dN(y,,))/dy,,; for (3).
Solid (dashed) curve is obtained with (without)
ISR, FSR, and MPIL.
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Fig. 8. The same as in Fig. 7.
The spectra are computed with inclusion of ISR, FSR, and MPI.
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Fig. 10. Rapidity distributions of jets in (2) and (3).
Notation of the curves as in Fig 4.
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Fig. 12. Distributions dN(9,,)/dp,,; for (3).
Curves are computed as in Fig 11.

Next we consider how J/y and jets, emitted in (3), are separated in rapidity and azimuthal angle. With this aim the
distributions N(y,,) and N(g¢,,;) that depend on y, and ¢, are calculated. The distributions N(y,,) satisfy

N(Yy) = N(=y,,). According to Fig. 11 functions N(y,,) have maxima at y,, #0. As displayed in Fig. 12, N(g,,)
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peaks at ¢, ~180°. The transverse momentum vectors pr,,, and pr ., of J/y and jet, created in (3), are essentially

oriented in opposite directions. Due to invariance with respect to rotations about the beam line and space inversion
functions  N(¢,;) depend on  pr,,, - Pr;- The functions meet relations N(@,;)=N(-9¢,),

N(z-@,;)=N(z+¢,,), etc. MPL ISR, and FSR affect the distributions differently. Inclusion of these mechanisms
results in N(y,,) sharpening, but leads to broadening of N(¢,,).

Character of y,,; —distributions depends on the rapidity y,,, of produced J/y—meson, as seen in Figs. 13 and 14.
With increase of the meson rapidity y,,, distribution dN(y,,,»,,,)/dy,,; becomes broader and attains its maximum
at larger values of y,,. In the forward region, when y,,, ~5...6, minimum at y, ~0 is most pronounced. Neverthe-
less, the cross sections in this region are about 10* times smaller than in central region for y, sy ~1...2. Neither MPI,

ISR, nor FSR alter significantly the shape of N(y,,;,,,)-

0.01 0.1 1
£ S 3
Z 0.001 < 001
E E 4
= = 6
= 10 = 0.001 \ 5
10-3 10# \
2 4 6 8 10
Ymj Ymj
Fig. 13. Distributions dN(y,,,n)/dy,, for (3). Fig. 14. The same as in Fig. 13.
Notation of the curves as in Fig 7. Curves are computed as in Fig 8.

The shape of distribution dN(@,,;,,,,)/d@,,; is not recast in the considered interval of rapidity y,,, as illustra-
ted by Figs. 15 and 16. Note, the distributions are symmetrical with respect to transformation nz-g,,; = @,; —n7z,
where 7 is an integer. Being calculated without MPI, ISR, and FSR, the distributions exhibit a ridge at ¢,,; ~180" and
are localized at ¢, =180°£40°. Within this approximation creation of more that one jet is strongly suppressed, as
Fig. 4 shows, and single jet (if any) is ejected with the transverse momenta py ,,,directed in opposite direction to
momentum py,,, of the meson. Such feature of the oversimplified picture in production of J/y—jet pairs does not
survive in simulations with MPI, ISR, and FSR switched on. Fig. 16 demonstrates, that dN(¢,,,v,,,)/dp,; with

@y =7 L@ turns out to be a slowly decreasing function for 0 <@ <7 /2.

1 0.500
1 3
01 ‘ ™
S S 4
3 0.0 $0.100 //
= =
S 1074
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1073
0.005 6
1076
100 120 140 160 180 100 120 140 160 180
@y, degrees @m)» degrees
Fig. 15. Distributions dN(9,,,y,)/d,,; for (3). Fig. 16. The same as in Fig. 15.
Notation of the curves as in Fig 7. Curves are computed as in Fig 8.

Distance r for jet—pair production is about 2.5 both in (2) and (3), as one can see by comparing the dash—dotted

1/2

and solid curves in Fig. 17. The quantity r is defined as r = (Ay2 +A(p2) , where Ay=y,—y,, Ap=¢;,—¢,, with

y; and ¢, being the rapidity and the azimuthal angle of jet with number i. Since distances » between jets in J/y and jet



54

«Journal of Kharkiv National University», Ne1040, 2013 A.V. Dieiev, V.V. Kotlyar...

production take on close values, one can hope that the jet, created in association with the meson, can be disentangled
from other jets. Dashed curve in Fig. 17 corresponds to very rare events, when more than one jet is produced in
simulation of (3) without MPI, ISR, and FSR. Noticeable difference between solid and dashed curves stresses once
more great significance of MPI, ISR, and FSR inclusion into calculations.

Our results for a spectrum in jet—pair production are compared with the recent LHCb data [9] in Fig. 18. In the
LHCb experiment distribution of jet—pair invariant mass has been determined for jet pseudorapidities 2 <#,,77, <4.5

and azimuthal angles ||¢, —¢, |—7 |<0.7. Transverse momenta of jets are restricted by pp,, pr, 220 GeV/c. From
Fig. 18 one can conclude that both LHCb and our simulations with Pythia 6.4 and 8.170, performed with the parton

distribution functions CTEQ6L, reproduce the invariant mass dependence of the measured spectrum.

1.4 N
1.2 / \

Vs =8 TeV

Spectra in (2) and in p+ p —> jet; + jet, + X
under conditions of the LHCb experiment are
sensitive to the gluon density in a region of Bjorken x,
characterized by the dashed and solid curves in
Fig. 19. For comparison dash—dotted curve, obtained
in simulations of (1), is displayed as well. Values of
x, at which the distribution of x attains its maximum,
are shown in this figure. The smaller x from two
values of x for 2 — 2 partonic processes is selected.

At rapidity y,,, ~2,..2.5 the spectra in (1)

depend on gluon distribution at x ~107-...107". In

10 the same region of pseudorapidities 7,,, spectra for
r the jet production are determined by gluon
Fig. 17. Distance r between jets in (2) and (3). distribution at larger values of x. In the forward
Curves are computed as in Fig 4. region observables in processes with jets are affected
by gluon density at much smaller x.
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Fig. 18. Dijet spectrum as a function of dijet invariant mass.
Circles (triangles) — results [9] of LHCDb
measurements (MC simulations) at s> =7 GeV.

The curve is computed in the present paper.

Fig. 19. Dependence of Bjorken xp; . 0n values of &,
where & =, or y, for jet or the meson production.
Calculations are performed at s =7 (8) GeV
for jet (charmonium) production.

PROPERTIES OF SPECTRA IN J/¥ AND JET PRODUCTION
IN SPECIFIC REGIONS OF THE PHASE SPACE

Above discussed distributions N(pr;,,), N(Vu): N(@,), N(yy»¥,0), and N(@,,,v,,,) vary quantitative-

ly with inclusion of MPI, ISR, and FSR, but keep qualitative features of their forms unchangeable. In this section we
discuss how shapes of distributions

A*N(yo&in) /dy,y dE =110y, [17 dv,, AN (3n&a ) dyy dE dy .

where &= pr;,, and g, are affected by these mechanisms.

(6)

Fig. 20 gives in detail the (y,;, ¢.;) area of interest. Taking into account the symmetry properties of the distribu-
tion, the region, shown in the Fig., is reduced to ,,>0 and ¢,;<z. The curve with label n corresponds to ¢, in bin

(@u-1>9,), where @, =7zn/20 with n being an integer. For ¢, <@g and 27 —¢g <@, <27 +¢, the curves have a
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minima at y, =0 and maxima at y,; ~£(1.5...1.6). With increase of ¢, in interval ¢g <¢,, <27 —¢, the minima
are filled and the functions gain a peak at y,; =0. Height of the peak goes up, when ¢ <¢,; <@q, then falls in
@3 < @, <@y, and growths again in ¢, <¢,,; < 7. The same structure also manifests itself, but less distinctively, in
distribution dzN(ymj,go"U)/dymj de,,; = zndzN(ymj,(omj;n)/dymj dg,,, that collect contributions from all slices of J/y
rapidity.

0.030

e
=)
o
G

Y

0.020 Vs =8TeV

0.015

1/Nevenss d°N/(dy,,

Ymj

Fig. 20. Distribution d’N(v,;, .., 1)/(@,,dp,y;) for (3).
Labels on the curves are explained in the text.

Fig. 21 (a) and (b) show, that switching the mechanisms on fills in gap in vicinity of y,,~0, ¢,,~m. These mecha-
nisms smear the sharp peak, inherent to ¢,—dependence in Fig. 21(a). The stretching is similar to that observed in
Figs. 12, 15, and 16. Wings of the spreading peak acquire a structure visible in area of |y,,| < 5, |@,,|<2n/3. The behavior
of distribution (6) as a function of y,; with & =g, and rapidity of the meson in central region y,;,€(-1,1) substantially

depends on values of ¢,,,;.
[/Nevcnls dgN(yng/’ 55177/; 77=1)/(d)’,w d;p,,z/) I/Nevems dzN()/’m/y 5477]f I/I:[)/(dym] dffm/)

8 —~—
Yimg 4//\ T
0 T
/‘/ / o

Fig. 21. Distribution @N(V,, @y, 1)/(dyde,y) for (3) with y, in interval (0,1) ats'* =8 GeV.
(a) — without MPL, ISR, and FSR, (b) — with inclusion of these processes.

As one can see from Fig. 21 (b) and Fig. 22 (a), (b), with growth of y, the distributions become wider in y,,;, peak
at y,,~0, @,~m splits and pronounced gap appears instead at the same place. The similar behavior is inherent to the dis-
tributions dN(y,,;;n)/dy,,;, displayed in Fig. 14. Indistinct maxima at ¢,,,~37/8 and 27-¢,,, in Fig. 21 (b) disappear in

Fig. 22 (b).
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1/Nevenss dzN(ym]y Smjs n:5)/(dym] d%’m]) 1/ Neverss dZN(ymjv Cmjr ”'=6)/(dym, d%n])

Fig. 22. The same as in Fig. 21 (b),
(a) — for y,, in interval (4,5), (b) — (5,6).

The surface transformations with increase of the meson rapidity are followed by strong downfall of the distribution
values that causes, inter alia, the short-range dithering outside of the peaks in Fig. 22. During simulation these areas
receive smaller number of events, than regions in vicinity of maxima or in the central rapidity region.

In addition to scrutinizing the angular distributions, we examine properties of distributions (6) which depend on
the transverse momentum pry,, of emitted J/y—meson. Transformations of the surface N(vyy, Vmi P/, When y, is
running from the central into forward region, have much in common with those, observed in Figs. 20 and 21 for N(y,,
Vuwj, ®mp)- The gap between two peaks in region | y,; | <5, |pzy, | < 5 GeV/c deepens appreciably. The peaks, being
partitioned to a small extent at y,;;, €(0,1), become well separated at y,, €(5,6).

I/Nevcnrs dzN(ym]r Priy, n:])/(dym] deJ/;//) I/NEVL’U/S dZN(ym], PTJ/;//; n:‘)-)/(dym/ deJ/w)
10

Fig. 23. Distribution @’N(¥,, prss,,m)/(@vuyd prs,) for (3) at s> = 8 GeV, computed with MPI, ISR, and FSR.
(a) — for y,, in interval (0,1), (b) — (4,5).

From comparison of the distributions in Figs. 23 and 24 (a) one can see that the spectra, as a functions of pyy,,, fall
down more steeply with rapidity growth. The splitting of peaks is hardly noticeable in the distributions summarized
over the rapidity slices. Figs. 23 (b) and 24 (b) indicate that the observable is considerably influenced by MPI, ISR, and
FSR, changing the form of the surface at y,;,~0 in the forward rapidity region.
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Fig. 24. The same as in Fig. 23,
(a) — with MPI, ISR, and FSR for y, in interval (5,6),
(b) — with these processes switched off for y, in interval (4,5).

CONCLUSIONS
Simulation of J/y production in proton—proton collisions is carried out with event generator Pythia 8.170. Events,
in which the meson is created in association with at least one jet, are analyzed. The SlowJet program, included into
Pythia 8 code, is employed for jet finding. Calculations are performed with set of parameter “4C” and parton
distribution functions CTEQ6L1.
The observables, that are functions of J/y and jet transverse momenta, rapidities, and azimuthal angles, are
calculated at /s =8 TeV. Invariant mass spectrum in jet—pair production is computed at s =7TeV. The results for

the spectrum are in quite a good agreement with the LHCb data in the forward region.

It is shown that the observables in creation of J/y—jet pairs are strongly sensitive to initial- and final-state
radiation of gluons, as well as to multiparton interactions. Qualitative features of these distributions are studied both in
the central and forward regions of the meson emission. The distributions, those depend on differences of the J/y and jet
rapidities y,,, on differences of the azimuthal angles ¢,,, and on J/y rapidity y,,, or on y,. J/y transverse

momentum pr,,,, and y,,,, ie. being functions of v, .¢,,,v,,,, and y,.,pr;;,,.Y,,,, vary substantially, when
J/y rapidity passes from central into forward region. Surface shapes of the observables in the variables y,,.¢,,; and
Yy P11y, undergo fairly large changes.

Measurements of the correlation observables in J/y—jet pair production prove to be within the potentialities of the
detectors at the LHC. New data may serve as a sensitive testing ground for predictions, based on perturbative QCD, and
for the approaches, which simulation of initial—, final-state radiation of gluons, and multiparton interactions is based on.
The data allow one to infer the validity of models that aim to elucidate mechanisms of heavy—quark pair production and
to place severe constraints on them.
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The evolution in space and time of localized high-energy electromagnetic wave packets, which take place in processes of radiation by
ultra relativistic electrons is considered. It is shown that high energies make stabilizing influence on the motion of such packets and
that the lengths, within which their dispersion and reconstruction into the packets of diverging waves occurs, can be macroscopic.
The electromagnetic field evolution in the process of ultra relativistic electron emission from substance into vacuum is considered. It
is demonstrated, that in this case the electron can be in ‘half-bare’ state with considerably suppressed low frequency Fourier-
components of the field around it during long period of time after the emission. It is shown that such state of electron can manifest
itself in significant dependence of further ionization energy losses of the electron in thin plate situated in the direction of the particle
motion on the distance between the plate and the scattering point.

KEY WORDS: electromagnetic wave packets, ionization energy losses, transition radiation, density effect, ‘half-bare’ electron

BbICOKOSHEPTETUYECKHE BOJTHOBBIE MAKETBIL. «I1OJIYTOJIbIi» SJIEKTPOH
H.®. lllyasra, C.B. Tpodumenko
Hnemumym meopemuyeckoui pusuxu um. A.1. Axuezepa HHI] XOTH
ya. Axademuueckas 1, Xapwvkos, 61108, Yxpauna

PaccmoTpeHa TPOCTPaHCTBEHHO-BPEMEHHAsI SBONIONHS JIOKATH30BAHHBIX BBICOKOIHEPIeTHUECKUX SIIEKTPOMATHUTHBIX BOJIHOBBIX
MIAKETOB, MMEIOMNX MECTO B IpoIeccax HM3IyUeHHUS YIBTPA PENATHBHUCTCKHMH JJIEKTPOHaMH. [oka3aHO, YTO BBICOKHE SHEPTHU
OKa3bIBAIOT CTAOWIM3MPYIOIIEee BIMSIHIE HA JBIDKCHHE TaKUX ITAKETOB M YTO JUIMHBI, HA KOTOPHIX MPOUCXOAUT UX PacIUIBIBAHUE U
IepecTpoiika B MaKeThl pacXO[IIUXCS BOJH, MOIYT HUMETh MAaKpOCKONMYEeCKue pasMmepbl. PaccMoTpeHa sBomronus
3JIEKTPOMArHUTHOTO 1OJIS B IPOCTPAHCTBE NIPU BBUICTE YJIbTpa PEIATUBUCTCKOIO 3JICKTPOHA U3 BelllecTBa B BakyyM. [loka3aHo, uTo
B OTOM Cllydae 3JEKTPOH B TEUCHHE JUIMTEIBHOrO MPOMEXYTKAa BPEMEHH IIOCIE BbUIETA W3 BEIIECTBA MOXET INpeObIBaTh B
«TIOJTYTOJIOM» COCTOSTHUH C CHJIBHO MOAABICHHBIMM HU3KOYAaCTOTHBIMU KOMIOHEHTamMH Dypbe B OKpYXKalolleM ero moie. Taxxe
MOKAa3aHO, YTO TAKOE COCTOSHHE 3MIEKTPOHA MOXKET MPOSBISATHCS B CYIIECTBEHHOH 3aBUCHMOCTH €0 MOCIEAYIOMNX HOHN3AIIMOHHBIX
MOTEPh HEPTUH B TOHKOH ITACTHHKE, PACHONOKEHHOH B HANIPaBICHUU ABI)KEHUS YACTUIIBI, OT PACCTOSHUS MEXIy IIACTHHKON U
BEILECTBOM.

K/IIOYEBBIE CJIOBA: 31¢KTpOMAarHUTHbIC BOJHOBBIC IIaKEThl, MOHM3ALUOHHBIC IIOTEPU SHEPIUU, MEPEXOAHOE HU3IydeHHE,
3¢ }eKT IIOTHOCTH, «IOIYTOJIBII IIEKTPOH

BHUCOKOEHEPTETUYHI XBUJIbOBI MAKETH. «<HAIIBI OJINiT» EJEKTPOH
M.®. lllyasra, C.B. Tpodpumenko
ITncmumym meopemuunoi gisuxu im. O.1. Axiesepa HHL] XDTI
eyn. Akademiuna 1, Xapxis, 61108, Yxpaina

Po3riisiHyTO TPOCTOPOBO-YACOBY EBOJIONIIO JIOKAIi30BAaHUX BHCOKOEHEPIeTHYHHX €JIEKTPOMArHiTHUX XBHJIBOBHX IIAKETiB, IIO
MalOTh MiCIle y IpoLecaXx BUIPOMIHIOBAHHS YIIBTPAa PEIATHBICTCBKMMH elekTpoHaMH. [loka3zaHo, IO BHCOKI €Heprii MaroTh
cTablIi3ylounii BIUIMB Ha pyX TAaKUX IAKeTiB 1 IO JOBXHHU, Ha SIKHX BifOyBaecThCs iX PO3IUIMBAHHS i mepeOymoBa y MakeTH
PO30IXKHUX XBHJIb, MOKYTh MaTH MaKPOCKOIIIUHI po3MipH. PO3IJISIHYTO €BOJIIONIO €IEKTPOMAarHiTHOTO MOJIS B IIPOCTOPI P BHIIBOTI
yIbTpa PENSTHUBICTCHKOTO €IEKTPOHA 3 PEYOBMHHM y BakyyM. Iloka3aHo, 110 B I[bOMY BHIAIKY €JIEKTPOH HPOTSITOM TPHUBAJIOrO
MPOMIXKY 4acy Iicis BUWIbOTY 3 PEHOBMHH MOXXE I1epeOyBaTH B «HAIMIBrOJIOMY» CTaHi 3 CWIIBHO 3ariIylIEHUMU HU3bKOYaCTOTHUMHU
komrnoHeHTaMu Pyp'e B oTouyrodomy moii. Takox mokasaHo, [0 TaKWH CTaH €JIEKTPOHA MOXKE BHSBIISTHCS B ICTOTHIH 3al€XKHOCTI
HOro MOJANbIINX 10HI3aLIHHUX BTpPAT €HEeprii B TOHKIH IUIACTHHII, pPO3TAIIOBAaHIH y HANPAMKY PyXy YaCTHHKH, BiI BiACTaHI Mix
IUTACTUHKOIO i pEYOBHHOIO.

KJIIOYOBI CJIOBA: enexkTpoMarHiTHi XBWJIbOBI IAaKeTH, IOHI3amiiiHi BTpaTH €Heprii, IepexifHe BHUIIPOMIHIOBAHHS, e(eKT
TYCTHHH, «HAIiBrOJINI €JIeKTPOH

A lot of high-energy physical processes develop within large domains of space along the direction of particle
motion (see, for example monographs [1-4] and references in them). In the case of electromagnetic processes the size of
these domains can substantially exceed sometimes not only interatomic distances of substance but the size of
experimental facility (detectors) as well [1, 2, 4-13]. Essential in this case is the fact that interaction of particles with
atoms and experimental facility situated within such domains and outside them can substantially differ. Such situation
arises, for example, when considering long-wave radiation in processes of bremsstrahlung and transition radiation by
ultra relativistic electrons [14-16]. Therefore, it is necessary to know what happens within such regions and what the
peculiarities of evolution of such processes in space and time are. In the present paper we consider the evolution of
transition radiation process during relativistic electron emission from dielectric substance into vacuum and
manifestation of transformation of electromagnetic field around the particle in this process during further interaction of
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this electron with matter.

The considered problem is closely related to the problem of study of the behavior of localized high-energy wave
packets. Therefore, firstly, we will consider some peculiarities of the behavior of such wave packets drawing special
attention to the questions of their stability and reconstruction into the packets of diverging waves. Further we show that
the discussed wave packets naturally arise in the process of relativistic electron emission from substance into vacuum.

The consideration is made on the basis of classical electrodynamics. In this case the moving electron is considered
as a charge with its own Coulomb field moving together with it. During the electron traversal of the medium-vacuum
interface the perturbation of this field occurs. This perturbation is treated here as appearance of a packet of free plane
electromagnetic waves, which reconstructs then into a packet of diverging waves of transition radiation. For ultra
relativistic particles, however, this does not happen at once. The distance from the interface, within which this process

develops, has a name of the coherence length of the transition radiation process [1, 2]. It is 22 times larger than the
length A of the considered radiated waves ( y is here the electron Lorentz-factor). We show that within this length the

field around the electron in vacuum substantially differs from the Coulomb one and the particle exists in so called ‘half-
bare’ state [17, 18] with suppressed low-frequency components of the field around it. It is possible to place thin
dielectric plate within this distance from the substance in the direction of the electron motion and consider ionization
energy losses of the particle in it. In the present paper it is shown that the electron energy losses in such plate
significantly depend on the distance between the plate and the substance, from which the electron is emitted, and are
defined by the magnitude of interference between the electron’s own Coulomb field and the packet of free waves.

The aim of the paper is to investigate some peculiarities of space-time evolution of the field of high-energy
electromagnetic wave packets and to consider the manifestation of such field evolution in the process of relativistic
electron ionization energy losses.

HIGH-ENERGY WAVE PACKETS

The general solution of the wave equation can be presented in the form of a wave packet, which spatially disperses
in course of time. In semiclassical approximation such packet does not disperse. It moves according to the laws of
classical mechanics (see, for example [2, 19]). It is going beyond the semiclassical approximation that leads to the
packet dispersion. The high-energy wave packets are of special interest because the speed of their dispersion decreases
with the increase of their energy. Let us pay attention to some peculiarities of dispersion of such packets. Significant
here is the fact that characteristic features of this dispersion are similar for all fields. Therefore it is sufficient to
consider just scalar field.

The general solution of the wave equation

2

— -V +m® |p(F,1)=0 (1)
ot
for a scalar particle with the mass m can be written in the following form of the expansion of the field ¢(7,t) over

plane waves:
- d’c e
(F.1) :J'_e“"* © e @)
Y 2r)

where @=+&%+m? and C. - are the expansion coefficients. Here and further we will use the system of units in

which the speed of light ¢ and the Plank constant 7 equal unit.
Let us consider the dispersion of the wave packet, which at the initial moment of time coincides with the Gaussian
packet modulated by the plane wave with large value of the momentum p [2, 20]. Moreover we will assume that the

initial widths of the packet ¢ and a, parallel and perpendicular to the particle momentum p are different. For such

packet at the initial moment of time the field ¢(#,7) has the following form:

= . ZZ 152
P(F.1) = expy ipF ——— — L 3)
aH 2a 1
where z and p are the coordinates parallel and orthogonal to p . At the moment of time ¢ this packet will be defined
by the relation (2) with

(p-x.)aj xiad
2 2

“)

C.= (27[)3/2a”af exps —

We can write the obtained expression for the field ¢(7,¢) in the form
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p(F,t)= 4" E0I(F p) Q)

in which 4 = aHai, g=+/p>+m* and

2 2 2 2
-K,)"a
1,0 = 27) 2 j d%exp{i(f— P — (p-r.)"aj xiaj —i(w, — g)r} . (6)
Having made in this expression the variable substitution &« = p+¢ we find that
2 2 2 2
a
1(F,t)= (2ﬂ)_3/2J‘d3qexp{ic}F —%TH—%—i(wﬁﬁ —g)t} . @)
In the case of large energies it is possible to make the expansion over |c7|/ p in the quantity (@;,; —¢) in (7).
Having preserved the quadratic terms of expansion we obtain
% . 4
O —ERVG, +— p 8
where v=p/¢ and y =(1— vz, Substituting this expression into (7) after simple calculations we obtain
a2 2
1(7,1) = ! ! — exp{- =vt)” __ »p ~1- ©)
2, ;
a‘|2+i% aj +i— 2 a“z_{_l’% 2(ai+lj
&y & ey 2
The formula (9) can be written in the following form as well:
2 2
1.0 = Ay explian) - 2”’) £, (10)
207(1) 227 ()
in which A(?) is a slowly changing quantity
1
A(r) = ; an
(ai +itj a”2 -i—ii2
o &y
a(7,t) is the real phase
2 2 2
a(?,t):(z vt) t/ey P . tle - (12)
2 aﬁ‘+(t/5y2)2 2 al +(t/e)
Ay(t) and A, (r) are the longitudinal and transverse widths of the packet at the moment of time ¢
2 2
t t
Al =af +|— | » Ai(f):ai+[j ) (13)
ey e

In the case of @ =a, the obtained above formulae coincide with the corresponding result of the paper [20].
The formulae (13) show that in longitudinal and transverse directions the squares of the widths of the packet Aﬁ @)
and A2 (1) grow with time proportionally to 2m* /&® and */&? . In nonrelativistic case these quantities do not depend

on the particle energy ( > 1&? =¢* /m*). In relativistic case the quantities *m*/&® and 1% /&% are substantially smaller
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than the corresponding values for nonreativistic particles. Let us note that the additional factor m*/&* exists for
longitudinal direction in Aﬁ (#) . It leads to the substantial decrease of the speed of the packet dispersion in this direction
compared to the speed of the packet dispersion in transverse direction. Thus the relativistic effects do the stabilizing
influence upon the wave packets.

Now let us consider high energy packets of free electromagnetic waves. Scalar and vector potentials of such
packets are the solutions of the wave equation (1) with m =0. Therefore in order to analyze the peculiarities of

dispersion of such packets we can use the previous formulae assuming that all the terms in them containing the Lorentz-
factor y equal zero. In this case for scalar potential we find that

(71 = 4" PO D [0 (14)

where k and @ are the wave vector and the frequency of the electromagnetic wave and

2 2
I(7,t) = A(t)exp iak(f,z)—(z_? L1 (15)
247 247
Here
- p? t/o
At)=—1 , a(f,t)="————, 16)
al\ai +it/ o 2 at +(t/ o)
and
ANty =al, A @)=a +(t/a,0).

The obtained formulae show that the initially Gaussian packet does not disperse in the direction parallel to the k
vector. In transverse direction the square of the packet widths grows proportionally to (¢#/®)*. Thus the speed of the
packet dispersion decreases with the increase of the wave frequency @ .

When considering a process of radiation by relativistic electrons it is often necessary to deal with packets, which
are constructed of plane waves with wave vectors, which directions are close to the direction of a given vector k£ . Such
wave packets differ somehow from the ones considered above. Let us consider some peculiarities of dispersion of such
packets assuming for simplicity that at the initial moment of tome #=0 the distribution of the waves over the wave
vectors is Gaussian relative to the given vector k [21]. For such distribution in the initial moment of time the scalar
potential ¢, (7,0) has the following form:

2 A2 e
Ez 42905 185 ,ikF

P (7,0) =
Ay

; an

where 4 is the angle between the packet wave vector and the wave vector k, A% is the average value of the square of

the angle $, A% <<1.
The coefficients C; of the Fourier expansion (2) for such initial packet have the following form

2 _
C; :(2n)3jge*32“§5(1€—51) , (18)
7Z'A3

in which 5(/2 —q) is the delta-function. As a result we come to the following expression for the scalar potential

(kp/2)* A}
Wi
I+ikzAy /2 (19)

>

1 ik(z—t)—
(P ) =————¢€
‘ | +ikzA3 /2
where z and p are the coordinates parallel and orthogonal to k.
The given expression for the wave packet has the same structure as the corresponding expression for the packet
(14). If the substitutions (¢/a}&) — (@ zlé /2) and aHZ — oo are made in the latter expression the both formulae for the
wave packet will become identical.
The formula (19) shows that for @ zA%/2 <<1
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(@ (F,0)) ~ exp{ioz — 1) — (TPJ Aé , (20)
and for @ zA%/2>>1
. 2 2
(pp(F.0)) ~— 2172 exp ia)(z—t)+ia)p—— '2072 . (21)
o zAj 2z %Ay

For z>> p the latter formula can be written in the form of a diverging wave

- 2i . p2
<¢Jk(r,t)> ~ —M%exp{za)(r—t)— ZzA?g}’ (22)

where r=+/z2 + p* ~z+ p*/2z . Thus on distances z from the center of the initial packet, which satisfy the condition

w zAG /2 <<1 (23)

the form of the packet (19) coincides with the form of the packet at #=0. Only on the distances, which satisfy the
condition

o zAy/2>>1 (24)

the transformation of the packet (19) to the packet of spherical diverging waves occurs.

Let us note that in the theory of radiation of electromagnetic waves by a moving electron the spatial region in
which the formation of spherical diverging waves occurs has a name of the wave zone (see for example [22]). In
particular, for nonrelativistic charged particles the wave zone begins on distances from the radiation region, which

exceed the length of the radiated wave A . However, the condition (24) shows that for Elzg <<1 the wave zone formation
occurs not on distances z >> 4 as in the case of a nonrelativistic particle but on distances

z>>24/A%, (25)

which are much larger than the wave length 4 =1/® . For sufficiently small values of leg the length z =21/ Zé can
reach macroscopic size.

ELECTROMAGNETIC FIELD OF ELECTRON AFTER ITS EMISSION FROM SUBSTANCE
The electromagnetic wave packets similar to the ones considered above arise, for example, in the process of ultra
relativistic electron traversal of boundary between two substances. In particular, let us consider some peculiarities of
evolution of such packets during the electron emission from dielectric substance into vacuum.
During the motion of a charged particle in substance with dielectric permittivity &, the screening of its own
Coulomb field on large distances from the particle takes place. It happens due to polarization of the substance by the
particle’s field. In transverse direction with respect to the particle motion such screening occurs on distances p 21/, ,

where ), is the plasma frequency. After the particle emission from the substance into vacuum the field around it is

defined from the solution of Maxwell equations with corresponding boundary conditions for electric field and induction
on the dielectric-vacuum interface. Taking into account these boundary conditions the electric field around the electron

in vacuum can be presented as superposition of the electron’s own Coulomb field in vacuum E °(¥,1) and the field of
packet of free waves ET(F,0): E(F,t)=ES(F,0)+E/ (F,1). Significant here is the fact that considerable interference

between these fields takes place, as a result of which on small distances from the interface the total field E (r,t) around
the electron significantly differs from the Coulomb one. With the increase of distance between the particle and the
interface such interference decreases and it is possible to consider the fields £¢ and E/ as independent electron’s own
field and the field of radiation. For the Fourier-components of these fields with different frequencies such separation,
however, occurs independently and on different distances. Therefore further we will consider the evolution of a single-
frequency Fourier-component of the surrounding electron field.

In the considered ultra relativistic case the field around the electron can be considered as transversal to the direction
of the particle motion (which is chosen to coincide with positive direction of z - axis), having just p - component.

Taking into account the mentioned above boundary conditions, the Fourier-harmonic of frequency @ of the transversal
component of the total field around the electron in vacuum can be presented in the next form (watch for example [1]):
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and ¢ is the orthogonal to z - axis component of the wave vector k . The first term in (26) defines the packet of free
waves in vacuum, which appears during the particle traversal of the substance-vacuum interface and gradually
transforms into the field of transition radiation. It is a packet of plane waves with different directions of wave vector k

(‘/g‘ =) of the similar type as the packet (19) (here we do not include the time-dependent factor ¢’ to the

expression for £, ). The second term in (26) defines the electron’s own Coulomb field uniformly moving in vacuum.

After integration over the angle between ¢ and p in (26) we receive:

2 r iz\la)z— 2 iwz/v
Em(p,Z)=Tejdqq2J1(qp){ Or(q)e T +0.(q)e } (27
0

where J,(x) is the Bessel function.
Let us note, that in the region ¢ > @ the term in (27), which contains the quantity Q,, exponentially decreases
with the increase of z . Therefore it is possible to neglect the contribution of the region ¢ > @ to the integral over ¢ in

this term.
In ultra relativistic case the frequencies @, which make the main contribution to transition radiation spectrum,

significantly exceed the plasma frequency of the substance @, . In this case we can use the following expression for

dielectric permittivity of the substance, from which the electron is emitted:
sw)~l-o, /o (28)

In the terms containing O, in (27) the main contribution to the integral over ¢ is made by values ¢ < ®, << and the

square roots in (27) can be expanded in parameter ¢ /@’ . At the same time due to convergence of the integral over ¢
the integration in terms containing Q, can be extended to infinity. As a result for the Fourier-component of the total

field we obtain the expression

2e o zOO ~ . @ : ’
E(p.2)=""e" | dqqul(qp){ Qf(q)eXP[—l 2 —z%}gc(q)}, (29)
0
with

2
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On very small distances from the interface between the substance and the vacuum (z — 0) the harmonic (29) of the
total field around the electron nearly coincides with the harmonic of the particle’s Coulomb field in the substance
screened by polarization:
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From (30) we can see that after the electron emission from substance the Fourier-components of frequencies @ < yw,

are suppressed in the field around the electron comparing to the corresponding Fourier components of electron’s
Coulomb field in vacuum, which are defined by the expression (30) with @, = 0. The electron with such field is known

as ‘half-bare’ electron [17, 18]. Such state of the particle also appears in the process of ultra relativistic electron
scattering to a large angle and can manifest itself, for example, during further collisions of such electron with atoms of
substance causing different effects of bremsstrahlung suppression (Landau-Pomeranchuk-Migdal effect [23, 24], the
effect of radiation suppression in thin layer of substance (TSF-effect [25, 26]), etc.). The ‘half-bare’ state of the
scattered electron should also manifest itself in the process of further transition radiation by such electron [14-16].

With the increase of distance between the electron and the substance the interference between the particle’s own
field and the packet of free waves decreases and the half-bare electron ‘dresses’ with its proper Coulomb field in
vacuum. The distance z from the substance, on which the ‘dressing’ of the particle and reconstruction of the wave
packet into the field of transition radiation occur is the coherence length of the radiation process. It is defined by the

relation [, ~2y* /@ and significantly exceeds the wavelength of the considered Fourier-component A =27/ . In the
considered case of ultra relativistic electron the transition radiation is mainly concentrated in the range of small angles
& between the radiation direction and the electron velocity [27]. For such angles in the region of distances from the
substance z >/, the integral over ¢ in the first item in (29) can be calculated with the use of stationary phase method.

In this case the Fourier-harmonic of the total field naturally divides into the harmonic of electron’s Coulomb field in
vacuum and spherical diverging wave of transition radiation:

Ew(p,z)=2—{ Kl[ pj Z/V+e—F(L9)}, (31
v vy vy r
where
2
9
F(9 _—” ,
@) @ (& + a0 +1/v ) +1/vy?)

9=plz<<land r=+p* +z> ~z+p*/2z.

The spectral-angular density of transition radiation, associated with the second item in (31) is given by the formula

d& ‘/()‘

F2 9
da)do )

and coincides with the well-known expression of transition radiation theory [27].

IONIZATION ENERGY LOSSES OF ‘HALF-BARE’ ELECTRON IN THIN PLATE

Let us now consider how the reconstruction of the field around the electron after its emission from substance can
influence on further interaction of the electron with matter. In particular, let us consider how the ‘half-bare’ state of the
electron manifests itself in the particle ionization energy losses in thin dielectric plate situated close to the substance
from which the electron is emitted.

A fast charged particle in substance loses its energy on excitation and ionization of the atoms of the substance. In
the case of not very fast particles the value of such energy losses is defined by Bethe-Bloch formula [28, 29]. With the
increase of the particle energy Fermi density effect [30] becomes essential, which leads to the decrease of energy losses
in comparison with the correspondent result of Bethe and Bloch. This effect is caused by polarization of the atoms of
the medium by the field of the particle which moves in substance. During the particle traversal of the border between
two media due to reconstruction of the particle’s field its ionization energy losses in the boundary region can
significantly differ from the energy losses on large distances from the border. The possibility of such effect was
indicated in the paper of G.M. Garibian [31], in which it was shown that in the case of passage of ultra relativistic

electrons through sufficiently thin layer of substance (a layer of thickness less than 6 =17/ a) , where / is mean
ionization potential of the atoms of substance and @), is the plasma frequency) Fermi density effect is absent and

ionization energy losses are defined by Bethe-Bloch formula even in the case of very large particle energies.
Experimentally such effect was observed in the works [32,33]. Let us note that some deviation from Fermi density
effect was observed in the work [34] for ionization energy losses of ultra high energy electrons in relatively thick plates
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of substance as well.

Significant role in the process of ionization of the atoms of substance is played by Fourier-components of the
particle’s field with the frequencies close to the own frequencies of the atoms of substance. At the same time the
characteristic distances from the boundary between two media, on which the reconstruction of the field around the
electron occurs, are defined by the lengths of absorption of these Fourier-components in substance. By the order of the
magnitude these lengths correspond to thicknesses of the targets, for which the Garibian effect in ionization energy
losses takes place.

Let us consider now the ionization energy losses of the electron in thin dielectric plate, situated on distance z
from the point of the electron emission from substance (see Fig.). The peculiarity of the considered process is in the fact
that the reconstruction of the field around the electron after its emission occurs in vacuum in the absence of any
absorption. Hence in this process the effects associated with reconstruction of the field around the electron can be
observed in the particle ionization energy losses on large distances between the plate and substance, which significantly
exceed the distances, on which the effect of Garibian takes place.

The consideration of the given process is carried out on the basis of Bohr’s method [35, 36] of description of fast
particle ionization energy losses in substance associated with separate consideration of the process in the region of small
and large values of impact parameters. We draw the special attention in this case to the processes associated with large
impact parameters. In this case the particle interaction with electron subsystem of the plate is considered in Fermi model
of atoms of the medium [37], in which the bound atomic electrons are represented by a set of harmonic oscillators. In
the region of large values of impact parameters the excitation of the atoms of the plate by incident electron is caused
mostly by the Fourier-harmonics of transversal component of the electromagnetic field around the electron inside the
plate, with frequencies @ of the order of characteristic frequencies of electron vibration in atoms @y . At the same time

if the plate thickness is less than the absorption length of electromagnetic waves with frequency @ ~ @, in substance,

the energy transmitted to the electron subsystem of the plate will be defined by the Fourier-component (27) with the
frequency @ = @, of the field falling on the plate. In the simplest model of atoms of the medium, in which the own

frequencies of electron oscillators @), are taken to equal mean value of atomic ionization potential of the substance, the
energy transfer to each atomic electron is defined by the relation [38]:

>

e2 2
Ag = %‘Ewo

where e and m are charge and mass of the electron and E, — Fourier-component of the field around the incident
electron transverse to the direction of the particle motion. Let us note that the electric field £, includes both electron’s

own Coulomb field in vacuum and the packet of free waves, which appeared as a result of electron emission from
substance.

The energy transmitted to the electron
P subsystem of the plate per unit path of the incident
electron inside the plate is defined then by the
following expression:

7
dE me’n
---------------------------- = m _[ dpp|E,, (P, (32)
AR, ,
Y z . o
------------------------------------- where n is the electron density in the plate. If the
/ ~~~~~ condition @, >>w, is fulfilled, for calculation of
/ the energy losses it is possible to use the expression
(28) for dielectric permittivity of the substance,
from which the electron is emitted. In this case the
considered Fourier-harmonic of the field around the
Fig. Traversal of thin plate by an electron after its emission from electron is defined by the expression (29) with
substance ® = w,. Substituting it into (32) we obtain the
following expression for the energy losses
4
d‘g e ”jd ‘Q, +20, ReQ exp—i—_j +0? (33)
vy 2a)0

The term in (33) containing Qf , defines the contribution to the energy losses associated with Coulomb interaction
of the moving particle with the electron subsystem of the plate. On the upper limit in this term the integral over g
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diverges and it should be restricted by some maximum value ¢, defined from the condition of applicability of the used

here model of the atomic electron subsystem as a set of harmonic oscillators. The latter is still valid if R~ > g, > @,

where R is the radius of screening of the atomic potential. As a result we come to the following formula for restricted
energy losses, for which g < ¢, :

A& 4ze'n | T ~ ~ @Yz 2z
—_— = quq}QC2 +J.aqu3 Q} +20,0, cos > v 3 + 2200 (34)
0 0

dz mv> V27 2,

Let us consider several limiting cases of the formula (34). For z — 0, as can be easily verified,

d&€ _ dmen {lnq—o IJ.

ac : _Z
dz my o,

This formula shows that the energy losses in the plate situated close to the border of the substance, from which the
electron emerges, are defined by Fermi density effect like in substance, in which the particle moved before the collision
with the plate.

In the region of distances z, which satisfy the conditions @/ a); <<z << 72 / @, , the energy losses in the plate

are defined by the formula

4 ®,z
£:4ﬂezn in 20%p% —l+G ,
dz my @y

where G =0.577 is the Euler’s constant. Let us note that in the considered range of distances the logarithmic increase
of the energy losses with the increase of z takes place. This effect is caused by the reconstruction of the field around
the electron after its emergence from substance.

On sufficiently large distances from the point of the particle emission from substance z > 292/ @, , according to

(34),
d 4re” 1 W,V
LA R DA A N WA | 69)
dZ my a)o 2 0)0
The energy losses in this case do not depend on z . The first term in (35) corresponds to ionization produced by the
particle’s own Coulomb field and coincides with the corresponding result of Bethe and Bloch for contribution to energy
losses associated with large impact parameters. Fermi density effect is not presented in ionization energy losses in the
considered case of thin plate. The second term in (35) defines the contribution to ionization by the packet of free
(radiated) waves. In the considered logarithmic approximation in (35) the interference term does not contribute to
energy losses.

Let us draw attention to the fact that in the present paper we considered the energy transmission to bound electrons
in the atoms of medium, for which @, >>w,. The used here method is not applicable for description of energy

transmission to free particles (@, — 0 ), to which the paper [39] is devoted.

Thus with the increase of the distance in vacuum between the point of electron emission from substance and the
plate there occurs the logarithmic increase of ionization energy losses per unit path from the value defined by Fermi
density effect to the value defined by corresponding result of Bethe and Bloch complimented by contribution to
ionization of radiation field. The distances z , within which such reconstruction of energy losses takes place, by the
order of magnitude are defined by relation

z=2y% .

In the case of ultra high energy particles these distances can reach macroscopic size. In particular, for electrons with the
energy of the order of 100 Gev the length z ~2y?/ @, can reach several tens of meters and consequently the predicted
effect of reconstruction of ionization energy losses can be observed at energies achievable on CERN accelerators.

CONCLUSION
The behavior of localized high-energy electromagnetic wave packets, which take place in processes of radiation by
ultra relativistic electrons has been considered. It is shown that with the increase of the energy the stabilization of
characteristics of motion of such packets takes place, which consists in substantial decrease of the speed of their
dispersion. Essential here is the fact that at high energies the lengths on which the reconstruction of the form of such
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packets into packets of diverging waves takes place can reach macroscopic size, which can exceed the size of
experimental facility.

Such situation takes place, for example, after ultra relativistic electron emission from substance into vacuum. It is
shown that as a result of such emission a localized packet of free electromagnetic waves appears and transforms into a
packet of diverging waves of transition radiation on large distance from the emission point. The transformation of a
certain Fourier-harmonic of the packet field takes place within the coherence length of the radiation process, which
substantially exceeds the length of the considered wave of radiation and can be macroscopic. On small distances from
substance-vacuum interface the interference between the considered packet and the electron’s own Coulomb field leads
to suppression of low frequency Fourier-components in the field around the electron in the same way as inside the
substance from which the electron was emitted. The electron with such field is known as ‘half-bare’ electron. It is
shown that such state of electron should manifest itself, for example, in the particle ionization energy losses during
further interaction of the electron with a plate situated in the direction of the electron motion on distances from the

substance less than 2y /1 . In this case the effects in ionization energy losses associated with reconstruction of the field

around the electron may be observed on distances, which considerably exceed the distances, on which the effect of
Garibian takes place. It is shown that for small distance between the plate and the point of the electron emission from
substance the particle ionization energy losses in the plate are defined by the formula, which takes into account the
Fermi density effect. Then with the increase of this distance the ionization energy losses in the plate logarithmically
increase, reaching the maximum value on distances, on which the separation of the Fourier-components of the particle’s
own field and the field of radiated waves takes place. In the case of ultra high energies of the particle these distances
may be macroscopic, which opens new possibilities for investigation of manifestation of the electron in ‘half-bare’ state
with suppressed low-frequency components of the surrounding field.
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STRANGE QUARK MATTER IN A STRONG MAGNETIC FIELD
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Thermodynamic properties of strange quark matter are considered in strong magnetic fields up to 10 G. It is shown that the
appearance of the longitudinal (along the magnetic field) instability beyond some critical magnetic field precludes the formation of
fully polarized quark states in strange quark matter as well as prevents a significant drop of strangeness which, otherwise, could
happen in such ultrastrong magnetic fields.

KEY WORDS: strange quark matter, strong magnetic field, pressure anisotropy, longitudinal instability

JANBHA KBAPKOBA MATEPISI B CUWJIIBHOMY MATHITHOMY ITOJII
0.0. IcaeB
Xaprigcoruil Qizuxo-mexHiyHuil incmumym
eyn. Akademiuna, 1, Xapxis, 61108, Ykpaina
Xapxiecvruil HayioHanbHull yHieepcumem
nn. Ceoboou, 4, Xapxis, 61022, YVkpaina
PosrnsmaroTbes TepMOAMHAMIYHI BJIACTHBOCTI AMBHOI KBapKOBOI Marepii B CHIIBHUX MarHiTHHUX IOJSX JIO 10%° Ic. Ilokazane, mo
MOSIBA MTOB3/IOBKHBOT (B3I0BK MarHiTHOTO IOJIS1) HECTIMKOCTI B MOJISIX OUITBII 32 KPUTUYHOTO MEPEIIKOIKA€ BUHUKHEHHIO TIOBHICTIO
MOJISIPU30BAHUX KBAPKOBUX CTaHIB y JUBHOI KBapKOBOI MaTepil, a TaKoXk 3amolirae 3HaYHOMY 3MCHIICHHIO JUBHHH, SKi, 1HAKIIE,
MorIH O BiIOYTHCS 32 TAKUMH CHITbHUMH MAarHITHUMH TTOJIIMH.
KJIFOUYOBI CJIOBA: nyiBHa KBapKOBa MaTepis, CUIIbHE MarHiTHE MOJIe, aHi30TPOIIisl TUCKY, TIOB3/I0BXKHS HECTIHKICTh

CTPAHHAS KBAPKOBAS MATEPUSA B CHJIBHOM MAT'HUTHOM I1OJIE
A.A. UcaeB
Xapvrosckuil pusuxo-mexHuyecKull uKCmumym
ya. Axademuueckas, 1, Xapwvros, 61108, Yxpauna
XapvKrosckuil HayUOHATbHBILL YHUSEpCUmMent
ni. Ce0600wi, 4, Xapvros, 61022, Vkpauna
PaccmaTpuBatoTcss TepMOAMHAMUYECKHE CBOMCTBA CTPAHHOM KBapKOBOM MAaTepyM B CHIIBHBIX MAarHUTHBIX HOJSAX 10 10% Te.
[NokazaHo, 4TO MOSBJICHHE TPOAOIBLHOHN (BIOTH MATHATHOTO II0JIs1) HEYCTOWYMBOCTHU B IOJISIX OOJIBIIE KPUTUUECKOTO MPEMSITCTBYET
BO3HMKHOBECHHUIO MOJHOCTBIO MOJSPU30BAHHBIX KBAPKOBBIX COCTOSHHUI B CTPAaHHOM KBapKOBOH MaTepuu, a Takke IpeAoTBpalacT
3HAYUTENIFHOE YMEHBIIICHUE CTPAHHOCTH, KOTOPBIE, HHAUe, MOTJIN OBl TPOU30HUTH B TAKUX CHIIBHBIX MarHUTHBIX ITOJISX.
K/IFIOYEBBIE CJIOBA: crtpaHHas KBapKoBas MaTepHs, CHIbHOE€ MAarHUTHOE IIOJIe, aHM30TPONUS JaBJCHUS, HPOJOJbHAs
HEYCTOMYUBOCTD

The study of Quantum Chromodynamics (QCD) phase diagram under extreme conditions of temperature and/or
density is currently a hot research topic. In particular, when the baryon density is essentially larger than the nuclear
saturation density (equal approximately to 0.16 fm™), quarks are expected to be liberated from the nucleon bags. It was
suggested [1-3] that strange quark matter (SQM), composed of deconfined u,d and s quarks, can be the true ground

state of matter. If this conjecture will be confirmed, it would have important astrophysical implications. In particular,
SQM can form strange quark stars self-bound by strong interactions [4]. Also, if SQM is metastable at zero pressure, it
can appear in the high-density core of a neutron star as a result of the deconfinement phase transition. In this case, the
stability of SQM is provided by the gravitational pressure from the outer hadronic layers. Then a relevant astrophysical
object is a hybrid star having a quark core and the crust of hadronic matter.

Another important aspect related to the physics of compact stars is that they are endowed with the magnetic field.

For magnetars, the field strength at the surface can reach the values of about 10'*-10"> G. In the interior of a magnetar

the magnetic field strength can reach even larger values of about 10%° G [5]. In such ultrastrong magnetic fields, the
effects of the O(3) rotational symmetry breaking by the magnetic field become important [5-8]. In particular, the

longitudinal (along the magnetic field) pressure is less than the transverse pressure resulting in the appearance of the
longitudinal instability of the star’s matter if the magnetic field exceeds some critical value. The effects of the pressure
anisotropy should be accounted for in the consistent investigation of structural and polarization properties of a strongly
magnetized stellar object. The aim of this research is to study the effects of the pressure anisotropy in SQM under the
presence of a strong magnetic field within the framework of the Massachusetts Institute of Technology (MIT) bag
model.

© Isayev A.A., 2013
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BASIC EQUATIONS
In the simplest version of the MIT bag model, quarks are considered as free fermions moving inside a finite region
of space called a “bag”. The effects of the confinement are accomplished by endowing the finite region with a constant
energy per unit volume, the bag constant B . The energy spectrum of free relativistic fermions (u, d, § quarks and
electrons) in an external magnetic field has the form

; 1
&l :\/kz2 +m’+2v|q, |H, v:n+5—%sgn(ql.), i=u,d,s,e,

where v =0,1,2... enumerates the Landau levels, 7 is the principal quantum number, § = +1 corresponds to a
fermion with spin up, and § =—1 to a fermion with spin down. The lowest Landau level with v =0 is single

degenerate and other levels with v > 0 are double degenerate.
Further we will consider magnetized SQM at zero temperature. In the zero temperature case, the thermodynamic
potential for an ideal gas of relativistic fermions of I th species in the external magnetic field reads [9]

|q, | g H 3 ko, + 1,
Q=-11e" N o5 ln— , |
' 4 ;( vo) | Mk m,, M

where the factor (2-6, ) takes into account the spin degeneracy of Landau levels, g, is the remaining degeneracy

factor [ & ;= 3 for quarks (number of colors), and g, = 1 for electrons], M is the chemical potential, and

_ 2 i 2 —2
mi,v_Vmi+2V’qi|H’ kF,v_ H—m,

2 2
H —m;

}, 1I[...] being an integer part of the value in the brackets. The
2lq; | H

In Eq. (1), summation runs up to V:nax =1 {

i

oQ .
number density o; = —[—] of fermions of 1 th species is given by
T

H max ;
p, = |Q|g 2:(2 8, ok, @)

The sum in Eq. (2) can be split into two parts representing the fermion number densities with spin up and spin down. As
explained earlier, the only difference between the two sums is in the term with v =0, corresponding to spin-up
fermions if they are positively charged, and to spin-down fermions, if they are negatively charged. Then the zero
temperature expression for the spin polarization parameter of the i th species subsystem reads:

T { H
HA = Ql QI — qlgl ILIZ —_ mz . (3)
i Qi 27[2Qi i i

In a strong enough magnetic field, when only a lowest Landau level is occupied by fermions of i th species, a full
polarization occurs with |I1; |=1.

In order to find the chemical potentials of all fermion species, we will use the following constraints:

1

E(pﬁpd +P,)= P> 4)
2pu_pd_ps_3pe’:0’ ©)
Hy=H, U, (6)
/ud :/US, (7)

being the conditions of the total baryon number conservation, Eq. (4) (0, is the total baryon number density), charge

neutrality, Eq. (5), and chemical equilibrium, Egs. (6), (7), with respect to the weak processes

d—>u+e +v,, u+te >d+v,, (8)
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s—>u+e +v,, ute —->s+v, 9
stu<>d+u, (10)

occurring in the quark core of a neutron star [4].
At zero temperature, the energy density E; = Q. + 4.0, for fermions of i th species reads

g, | g,H e N
E =18 NY o5 Ykl +i, In|—e L (11)
471_2 VZ:() ,0 F,v A mi’v
In the MIT bag model, the total energy density £, longitudinal p, and transverse p, pressures in quark matter are
given by [5]

2

H
E=>» FE.+—+B, 12
Zi: © 8r (2

H? H?
plz—ZQi—g—B, p,:—ZQi—HM+g—B, (13)

i

. 0Q,; . o . .
where B is the bag constant, and M = ZM ;= —Z (G_HI] is the total magnetization. It is seen that the magnetic
i Yz

field strength enters differently to the longitudinal and transverse pressures that reflects the breaking of the O(3)

rotational symmetry in a magnetic field. In a strong enough magnetic field, the quadratic on the magnetic field strength
term (the Maxwell term) will be dominating, leading to increasing the transverse pressure and to decreasing the
longitudinal pressure. Hence, there exists a critical magnetic field H,, at which the longitudinal pressure vanishes,

resulting in the longitudinal instability of SQM. In the astrophysical context, this means that in the magnetic fields
H > H_ aneutron star with the quark core will be subject to the gravitational collapse along the magnetic field.

NUMERICAL RESULTS AND CONCLUSIONS
As was mentioned in Introduction, SQM can be in absolutely stable state (strange quark stars), or in metastable
state, which can be stabilized by high enough external pressure (hybrid stars). Note that the analysis of the absolute
stability window in the parameter space for magnetized superconducting color-flavor-locked strange matter [10] shows
that the maximum allowed bag pressure decreases with the magnetic field strength (see Eq. (32) of that work). The
same holds true for magnetized nonsuperconducting SQM because the arguments of Ref. [10] can be reiterated in the

given case with the only change that in Eq. (32) of Ref. [10] one should use the potential Q = z Q; with Q, given by

Eq. (1) of the present study. In numerical calculations, we adopt two values of the bag constant, B =100 MeV/fm 3 and
B=120 MeV/fm’ , which are slightly larger than the upper bound B =90 MeV/fim’ from the absolute stability
window at zero magnetic field strength [3]. The core densities corresponding to these bag pressures are chosen equal to
0z =30, and 9, =4p,, respectively, which are, in principle, sufficient to produce deconfinement (g, =0.16 fm™

being the nuclear saturation density). Therefore, in the astrophysical context, we assume a scenario in which SQM can
be formed in the core of a strongly magnetized neutron star. For the quark masses, we use the values

m,=m,; =5 MeV, and m =150 MeV [9]. The value of the strange quark mass #1_ is an important issue because it
substantially affects the SQM equation of state [11]. Here we do not study the impact of varying strange quark mass
m, on the critical magnetic field . This can be done analogously to that in Ref. [3] where such an impact on the

energy per baryon of nonmagnetized SQM was investigated.

Fig. 1 shows the chemical potentials of all fermion species as functions of the magnetic field strength. It is seen
that the chemical potentials of fermions, first, stay practically constant under increasing the magnetic field, with d and
s quark chemical potentials being somewhat larger (on the value of x - ~14-16 MeV ) than the u# quark chemical

potential. The apparent Landau oscillations of the chemical potentials appear beginning from H ~310'® —410'8G,
depending on the total baryon number density. At H > 410" G, the quark chemical potentials decrease with the

magnetic field. An interesting peculiarity occurs in a narrow interval near H ~ 2:10'° G, marked by the vertical dotted
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lines. Namely, for magnetic field strengths from that interval the # quark chemical potential is larger than the d and s
quark chemical potentials, £, > p; = g, .

400
400 - \
i
- t
300 b a0l
> >
2 =
= 2000 p =3, 22001 P =40
100 - 100 k-
(a)
(b)
I i
0 P | P | e u My 0 el el AR
10" 10" 10" 10" 10" 10"
H [G] H [G]
a) b)

Fig. 1. Various fermion species chemical potentials as functions of the magnetic field strength at zero temperature for the total
baryon number density a) g =39, and b) gp =4g, .

The chemical potentials of quarks and positrons are shown by the curves between the vertical dotted lines. The vertical arrows
indicate the points corresponding to the critical field H, ; see further details in the text.

Hence, for such magnetic fields, according to Eq. (6), the electron chemical potential would be negative, x - <0.
If to recall the finite temperature expression for the electron number density [9]:

lq. | H < " 1 1
T 2(2_5“0)-[0 | Sy . ey |
T =0 S A |

its zero temperature limit at x - <0 is, formally, negative, contrary to the constraint ¢ - >0 . In fact, this means that in

this interval on H electrons are missing and, hence, the weak S~ processes (8), (9) are impossible. However, for such

magnetic fields, the following weak S* processes become allowable

u—d+e +v, d+e su+v,

u—>s+e +v, st+e s>u+v,

Hence, for this specific range of the magnetic field strengths, the charge neutrality and chemical equilibrium
conditions should read

20,—0,—0,+30, =0, (14)

M= Mg+ M Hy =M, (15
which should be solved jointly with the condition of the total baryon number conservation, Eq. (4). The quark and
positron chemical potentials obtained as solutions of these equations are shown graphically in Fig. 1 as the
corresponding curves between the vertical dotted lines. With increasing the core density, the width of the interval on

H , where positrons appear, increases slightly as well (cf. the ranges 1.5610'° G-1.8010" G at 05 =30, and 1.8610" -

22110° G at 0p =40, ). Thus, as a matter of principle, in strongly magnetized strange quark matter at zero

temperature, subject to the total baryon number conservation, charge neutrality and chemical equilibrium conditions,
positrons can appear in a certain narrow interval of the magnetic field strengths, replacing electrons. In this case,
strange quark matter will have negative hadronic electric charge.

Note that, according to Ref. [3], the contact of stable strange quark matter, having negative hadronic electric
charge, with the ordinary matter would have the disastrous consequences for the latter, because positively charged
nuclei would be attracted to strange quark matter and absorbed. However, the contact of metastable strange quark
matter, having negative hadronic electric charge, with hadronic matter in the interior of a neutron star is possible,
because the outer hadronic layer provides the necessary external pressure to stabilize strange quark matter in the core
and cannot be completely depleted. Nevertheless, we should calculate the critical field H, for the appearance of the
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longitudinal instability, which could prevent the occurrence of positrons in a certain range of magnetic field strengths
with H 2> 10'° G. The meaning of the vertical arrows in Fig. 1 will be discussed later in the text.

Fig. 2 shows the abundances of various fermion species as functions of the magnetic field strength. The number
densities of # and d quarks are quite close to each other for all magnetic fields under consideration. The electron

number density begins quite rapidly to increase at H ~2.2:10'° G for 05 =30, and at H = 1.910'° G for op =40, . As
noted earlier, in the narrow interval near H ~210" G electrons are replaced by positrons, and beyond this interval
electrons appear again with the number density increasing with A . The § quark content of strange quark matter stays
practically constant till the field strength H ~4.110'* G at gy =30, and H ~3.810'°G at g, =4, , beyond which the
S quark number density experiences visible Landau oscillations. Then, beginning from the field strength
H~3210"G at op =30, and H = 3.910" G at op =4g,, the s quark content rapidly decreases. Strange quark
matter loses its strangeness and turns into two-flavor quark matter in the magnetic fields slightly larger than 10°G.
Again, we should determine the critical field A, in order to check whether this significant drop of strangeness could

happen in a strong magnetic field.
10'E

10°

10"

H [G] H [G]
a) b)
Fig. 2. Same as in Fig. 1 but for the particle number densities o; /g, of various fermion species.

a) pp =30y and b) pp =4y, .

Fig. 3 shows the spin polarization parameter Il; for various fermion species, determined according to Eq. (3), as a
function of the magnetic field strength. Spin polarization of # quarks is positive while for d,s quarks and electrons it
is negative. The magnitude of the spin polarization parameter I, increases with /A till it is saturated at the respective

saturation field Hi At H = H‘i, the corresponding ith fermion species becomes fully spin polarized. The respective
values of the saturation field are: H¢ ~2.2:10'°G for electrons, H" ~1.7-10" G for u quarks, HS ~2.510" G for s
quarks and HY ~3.210"°G for d quarks at gz =3g,, and H’~1.910"°G for electrons, H" ~2.010" G for u
quarks, H; ~3. 110" G for s quarks and H f ~3.910" G for d quarks at 05 =40, - Note that quite a rapid increase of

the electron number density with the magnetic field (cf. Fig. 2) begins just at the saturation field H;, and, hence, this
increase occurs when electrons become completely spin polarized. Further oscillations in the electron number density
are, in fact, caused by the Landau oscillations of the quark number densities, which influence the electron population
through the charge neutrality condition. Although the § -quark current mass is larger than that for d quark, m,>m, ,
§ quarks become fully polarized at a smaller saturation field because their particle density is smaller than for d quarks,
0, <o, - The spin polarization parameter of various fermion species in the magnetic field range, where positrons appear,
is shown by the respective curves between the vertical dotted lines. It is seen that positrons occur already fully
polarized, and u# quarks become totally polarized just in this range of the magnetic field strengths. Nevertheless, as
mentioned before, only after determining the critical field H, for the appearance of the longitudinal instability, it

would be possible to determine the degree of spin polarization which could be reached for each of the fermion species.
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Fig. 3. Same as in Fig. 1 but for the spin polarization parameter of various fermion species.
a) pg =30y and b) pp =4y, .
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Fig. 4. Transverse (ascending branches) and longitudinal (descending branches) pressures in magnetized SQM at zero temperature as
functions of the magnetic field strength for o5 = 39,, 8 =100 MeV/fm? (solid lines) and 05 =40y,8 =120 MeV/fm® (dashed
lines).

Now we present the results of calculations of the longitudinal p, and transverse p, pressures. Fig. 4 shows the

longitudinal p, and transverse p, pressures at zero temperature as functions of the magnetic field strength. It is seen
that, first, the transverse and longitudinal pressures stay practically constant and indistinguishable from each other. This
behavior of the pressures p, and p, corresponds to the isotropic regime. Beyond some threshold magnetic field H,, ,
the transverse pressure p, increases with A while the longitudinal pressure p, decreases with it, clearly reflecting
the anisotropic nature of the total pressure in SQM in such strong magnetic fields (anisotropic regime). In the critical
magnetic field H_,, the This H,~7410" G for
05 =30p,B =100 MeV/fm®, and at H, ~1.410" G for gy =4g,,B =120 MeV/fm®. Above the critical magnetic field,

the longitudinal pressure is negative leading to the longitudinal instability of SQM. Therefore, the thermodynamic
properties of SQM should be considered in the magnetic fields H < H,.

longitudinal pressure p; vanishes. happens at

Now, in order to see, which of the discussed already features of strange quark matter at zero temperature in a
strong magnetic field are preserved before the appearance of the longitudinal instability, we show in Figs. 1-3 by the
vertical arrows the respective values of the physical quantities corresponding to the critical field /. Let us begin with

Fig. 1 for the chemical potentials of various fermion species. It is seen that the chemical potentials of quarks and
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electrons stay practically unchanged before the appearance of the longitudinal instability. The significant changes in the
chemical potentials occur only in the fields H > H_ . In particular, the longitudinal instability precludes the appearance

of positrons for which the fields H = 10" G are necessary.
Let us turn to Fig. 2 for the abundances of various fermion species. Till the critical field H,., the content of quark

species stays practically constant while the electron fraction remains quite small, 0, 10y S 1072 Also, there is no room

for the significant drop of the strange quark content in a strong magnetic field which occurs in the fields H ~10%° G. In

fact, despite the presence of strong magnetic fields H ~ 108G, strange quark matter has the same fraction of § quarks
as in the field-free case.

Let us now consider Fig. 3 for spin polarizations of various fermion species. It is seen that the full polarization in a
strong magnetic field can be achieved only for electrons. For various quark species, the spin polarization remains quite
moderate up to the critical magnetic field H,. E.g., at oz =4¢,,H =H, we have II, ~0.06, II, ~-0.03,

IT, ~-0.04; at gy =30,,H = H,, the quark spin polarizations are similar to these values with the maximum magnitude
of the spin polarization parameter for # quarks, II, ~0.04. Therefore, the occurrence of a field-induced fully

polarized state in strange quark matter is prevented by the appearance of the longitudinal instability in the critical
magnetic field.

In summary, we have considered the impact of strong magnetic fields up to 10°°G on the thermodynamic
properties of strange quark matter at zero temperature under additional constraints of total baryon number conservation,
charge neutrality and chemical equilibrium with respect to various weak processes occurring in the system. The study
has been done within the framework of the MIT bag model with the finite current quark masses m, =m; # m,. In the

numerical calculations, we have adopted two sets of the total baryon number density and bag pressure,
05 =30y, B =100 MeV/fm® and op =40y,B=120 MeV/fm®. It has been found that in strong magnetic fields up to

10 G some interesting features in the chemical composition and spin structure of strange quark matter could occur:
(1) The content of strange quarks rapidly decreases in the fields somewhat larger than 10" G and becomes
negligible in the fields slightly exceeding 10 G;

(2) For the magnetic field strengths in the quite narrow interval near H ~ 210" G the constraints of total baryon
number conservation, charge neutrality and chemical equilibrium can be satisfied only if positrons appear in various
weak processes in that range of the field strengths (instead of electrons);

(3) Electrons occupy only the lowest Landau level and, hence, become completely spin polarized in the magnetic

fields somewhat larger than 10'°G; u, s and d quarks become fully polarized in the fields somewhat larger than

10" G (the recitation of the quark species is in the order in which they appear fully polarized under increasing H ).
Nevertheless, under such strong magnetic fields, the total pressure containing also the magnetic field contribution,
becomes anisotropic, and the effects of the pressure anisotropy change most of the above conclusions. Namely, the
longitudinal (along the magnetic field) pressure decreases with the magnetic field (contrary to the transverse pressure
increasing with H ) and vanishes in the critical field A, resulting in the longitudinal instability of strange quark matter.

The value of the critical field H, depends on the total baryon number density of strange quark matter and the bag

pressure B, and it turns out to be somewhat less or larger than 10" G for the two sets of the parameters, considered in
the given study. Therefore, the appearance of the longitudinal instability in strong magnetic fields beyond the critical
one precludes the features (1), (2) in the chemical composition of strongly magnetized strange quark matter. Concerning
the conclusion (3), only electrons can reach the state of full polarization, that is not true for quarks of all flavors, whose
polarization remains mild even for magnetic fields near H, .

The obtained results can be important in the studies of structural and polarization properties of strongly
magnetized neutron stars with quark cores. In particular, it is worth noting that, since the equation of state (EoS) of
strange quark matter becomes highly anisotropic in an ultrastrong magnetic field, the usual scheme for finding the
mass-radius relationship based on the Tolman-Oppenheimer-Volkoff (TOV) equations [12] for a spherically symmetric
and static stellar object should be revised. Instead, the corresponding relationship should be found by the self-consistent
treatment of the anisotropic EoS and axisymmetric TOV equations substituting the conventional TOV equations in the
case of an axisymmetric neutron star with the quark core. The masses and radii of neutron stars are measurable
quantities, and, hence, the relevance of the effects of the pressure anisotropy in a strong magnetic field can be directly
tested for strongly magnetized compact stars.

The author would like to thank the Organizing Committee of the International Conference “Problems of Modern
Physics”, held in occasion of the 50™ anniversary of the Physics and Technology Faculty at Kharkov National
University, for kind invitation and possibility to present the results of this study at the meeting.
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Optimization of recirculator SALO magnetic structure allowed to refine essentially parameters of electron beams in input points of
output channels in the basic observational halls. Parameters of a beam along a trajectory of a motion and on an exit of the basic
channels are given. Calculations are spent taking into account non-linear fields of dipole and quadrupole recirculator magnets.

KEY WORDS: electron, recirculator, dipole magnet, quadrupole lens, SALO.

JUHAMUKA ITYYKA B KAHAJIAX BBIBOJIA U3 PELHUPKYJISITOPA SALO
HU.C.Tyk, C.I'. Kononenko, ®.A. Ilees,
Hayuonanvhuvlii Hayuuvlil yenmp «XapbKoecKuil (pusuKo-mexHuiecKutl UHCMumymy»
ya. Akademuuecxas 1, 61108, Xapvros, Yrpauna

Onrtumu3anus MarHUTHON CTPYKTyphl penupkynsatopa SALO no3Bonuia CyImIeCTBEHHO YIIyUIIUTh TapaMeTphl [TydyKa 3JIEKTPOHOB B
TOYKax BBIIYyCKa YacTHI] B OCHOBHBIE DKCIIEPHMEHTAJbHBIE 3aibl. B paboTe mpuBeneHbl mapaMeTpsbl Iydka BJOJb TPAaeKTOPHU
JBIDKCHMS M Ha BBIXOJIE OCHOBHBIX KaHAJIOB BBIBOJIA IyYKa M3 PELUPKyIATOpa. PacuéTsl mpoBemeHB! ¢ y4eTOM HEIMHEHHBIX
COCTABIISIONIMX MOJNEH AUTIONBHBIX U KBaJAPYHOJIBHBIX MATHUTOB PELUPKYIATOPA.

KJIFOYEBBIE CJIOBA: >1eKTpoH, peUUpKYJIATOP, AUTONBHBINA MarHUT, KBaApymnoib, SALO.

JUHAMIKA [TYYKA B KAHAJIAX BUBOJY 3 PEHUPKYJIATOPA SALO
I.C.T'yk, C.I'. Kononenko, ®.A. Ilees,
HHI] “Xapriecvkuii ¢hizuxo-mexuiunuil incmumym”’ HAH Yxpainu
8yn. Akaoemiuna 1, 61108, m. Xapkis, Yxpaina

Onrtumizamis MarHiTOONTHYHOI CTPYKTYpH peuupkyisitopa SALO no3Bonmna CyTTEBO HOMIIMIIWTH NapaMeTpu IydYKa eJIeKTPOHIB B
TOYKaX BHBOJIy YacTOK B OCHOBHI EKCIIEPHMEHTANbHI 3amd. B poOOTi mpuBeneHi mapaMeTpH Iydka B3[JOBX TPAEKTOpil pyxy i Ha
BHUXOJl OCHOBHMX KaHaJiB BHBOLYy ITydKa 3 pEIUpPKyIsATopa. Pa3spaXyHKH NpOBEICHI 3 ypaxXyBaHHAM BIUIMBY HENIHIMHUX
KOMITOHEHTIB MarHiTHOTO ITOJIS AUTIOJIBHUX 1 KBaAPYIIOJIBHUX MAarHITIB peIUPKYIISATOPA.

KJIIOYOBI CJIIOBA: enexTpoH, peuupKyIaTop, JUIMOIBHINA MarHiT, kBaapynoius, SALO.

Project recirculator SALO, developed in KIPT, provides the withdrawal of the electron beam in several
experimental areas [1, 2]. Of greatest interest is the consideration of the motion of particles in the channels intended for
nuclear physics research [2, 3], as the requirements for the beam on these channels, the strongest. Characteristic of the
beams on these channels will be fairly frequent change of the electron energy, which in turn may require adjustment of
the position and size of the beam on the target. Prediction of the behaviour of beams in the channels is also important
for the development of the equipment needed for physical research [4]. The work main task is research of the electron
beams movement along the basic channels and research possibilities of management by these beams on an exit of
channels.

As shown in [5, 6], the parameters of the beam in the recirculator can have a significant impact nonlinear
components of dipole and quadrupole magnets. Beam transport channels contain a sufficiently large number of dipoles
and quadrupoles. Therefore the characteristics of the beam can be changed on these channels under the influence of the
same factors. Study of the motion of the particles was performed using the program MAD X [7], by tracking particles
through a magnetic system of channels. The structure of the magnetic systems of beam channels [3, 8] is the dipole
magnets of the first recycling ring and the dipole magnets and quadrupoles of the second recirculator ring [2, 6]. The
values of sextupole field component of the dipole magnets of the first ring recycling were taken from [9]. In this
publication, they were measured on the prototype magnets to be used in the recirculator SALO. Dipole magnets of the
second ring recycling and transportation channels are not produced. Because they are like armor, naturally assume that
sextupole field component of these magnets will not exceed the values measured for the magnets to the first ring. [9]
Octupole component value of the quadrupole lenses was calculated based on data from the literature [10]. These data
have been used in numerical simulations of particle dynamics in the channels. Sextupole component is taken into
account in the description of the dipole. Octupole component were simulated thin lens on the entrance and exit of the
quadrupole. The drawings are in the distribution used in the simulation of motion 3000 particles through magnetic
channel structure.

Magneto-optical systems all considered channels are consistent with achromatic requirement. Parameters for all of
the magnetic elements have been optimized to meet the specified requirements.

© Guk LS., Kononenko S.G., Peev F.A., Tarasenko A.S., 2013
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CHANNELS A, B, C

In the channels A, B and C can be derived a beam with an energy of 60 to 750 MeV [1-3, 6]. For beam forming on
channels A and B (see Fig. 1) is used first recycling ring dipole magnet 12M1, four quadrupoles A2J11-A2J14 and four
dipole magnets A3M1-A3M3, B3M1. Beam passes into the channel C when dipole A3M2 is off. Beam can be directed
into the channel A (using a magnet A3M3) or channel B (using a magnet B3M1) when you turn on the magnet. In the
area between the dipole magnets A2M1 and A3M2 beam moves in the concrete protection thickness of 6 meters,
between the target hall where you want to place a recirculator, and Hall SP-103 spectrometer, where the supposed
location of the main units using a maximum energy of 730 MeV.

Beam with an energy of 270 MeV (a single passage of the accelerating structure) can be displayed in these rooms
with the magnetic system of the injection tract and magnets that are part of the magnetic system of channels [6]. To
produce a beam with an energy of up to 490 MeV is necessary to use a magnetic system of the first ring of recycling.
For maximum energy used magnetic system of the second ring of recycling. The beam will be three times the
accelerating structure. Dynamics of changes in the cross section of the beam from the entrance to the transport channel
(before magnet 12M1) to magnet A2M3 in the channel A at the maximum energy of 730 MeV is shown in Fig. 2. The
distance is measured from the entrance to the magnet 12M1.

In Fig. 3 in Figure 4 shows the distribution of particles in phase space x, x 'and y, y' at the output of channel A on
the target at a distance of 23.175 m from the output for the same energy.

Distribution of the particle density at the target at the same point in Fig. 5.

Density distribution of the particles on targets located on channels B and C, will be similar to those described for
channel A.

Ports A, B and C are designed for experiments with beams of polarized and non-polarized electrons. Installing a
free electron laser is available on the channel C [1, 2].

<

Fig. 1. Arrangement of magnets and quadrupoles on channels A, B, C
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Fig. 2. Electron density distribution in the beam cross section along the trajectory of the channel A
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The density distribution of the particles in Fig. 5 was obtained by taking into account all the nonlinearities of the
magnetic elements channel A, on Fig. 5b off octupole components of quadrupoles, and on Fig. 5S¢ off sextupole
components of the dipole magnets. We see that only they affect the distribution of electrons in the beam in this channel.
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CHANNEL D

Electrons with a maximum beam energy of 260 MeV can be output in the D-channel after a single passage through
the recirculator accelerating structure. At double the maximum of the beam energy can be increased up to 500 MeV [6].
The dipole magnet of the first recycling ring 12M6, five quadrupole lenses of the second recycling ring - 22J19-22J112
and 23J113, two dipole magnets 23M1D and 23M2D and five quadrupole lenses 23J11D-23JI5D (Fig. 6) can be used for
output and beam formation at the target on the channel. The design of the 23M1D and 23M2D magnets similar
construction of the second recycling ring magnets, and used on the channel quadrupole lenses are similar to the first and
second recycling rings lens [2,3,6,8]. Modes of all elements of the magnetooptical channel system selected so as to
achieve the system achromatism on output channel MD target at a distance of 59.82 m from the entrance of the magnet
12Me6.

D channel to be used for work on the beams of electrons and photons.

Fig. 6. Arrangement of magnets and quadrupoles on channel D

The dynamics of electron density distribution in the cross section of the beam and the beam size along the
transport channel are shown in Fig. 7.
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Fig. 7. Electron density distribution in the beam cross section along the trajectory of the channel D
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Fig. 7(Continued). Electron density distribution in the beam cross section along the trajectory of the channel D

Shown in Fig. 7 distribution was obtained by optimizing the structure of the magnetooptical recirculator system.
The density distribution of the beam in phase space x, x 'and y, y' at the entrance to the dipole magnet 12M6 shown in
Fig. 8 and Fig. 9. Modeling the movement was carried out for the energy 493 MeV. The density distribution of the
particles in the beam cross section at this point is shown in Fig. 10.
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Puc. 11. The distribution of the particle density on the target of the D channel output

a - all nonlinearities are include, b - octupole components are switched off, ¢ - all nonlinearities are switched off

Apparently, octupole components of quadrupoles to make minor changes in the density distribution of the beam,
while the sextupole components dipoles fivefold increase vertical size and twice the horizontal size.

Dimensions of the beam at the output can be changed by the lens, located at the end of the channel. Since the
density distribution of the beam, resulting in tuning achromatic channel mode (see Fig. 12) is transformed into the
distribution shown in Fig. 13 when the field gradient in the 23JI5D lens alter from -0.0723 to 0.09 T m. Using a larger
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number of lenses allows for more fine-tuning the parameters of the beam on the target.
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Fig. 12. The density distribution of the electron beam at the Fig. 13. The density distribution of the electron beam at the
output of the channel D output of the channel D
the field gradient in the 23JI5D lens is -0.0723 T m the field gradient in the 23JI5D lens is equal 0.09 T m
CHANNEL EFEL

EFEL channel suppose to use to work with beams of electrons and photons up to an energy of 500 MeV. General
view of the magnetic system EFEL channel is shown in Fig. 14. In a channel beam with an energy of 240 MeV can be
derived using the first five magnets of the first recycling ring and magnets are turned off in the second semi-ring [6]. To
focus and adjust the position of the beam is necessary to use quadrupoles and correctors, located on the first arch of the
first ring - 22J15 — 22J18 and 2K 3, 2K4 [6]. Beam with a maximum energy of up to 490 MeV is displayed in the channel
when turned off magnets second arch of the second ring of recycling. Beam in this channel can be formed by four
quadrupoles 22J19 — 22J112 belonging to the second recycling ring, and four quadrupoles JI1E — JI4E on the channel,
and two dipole magnets 23M1E 23M2E set on the channel (the second ring magnet 23M6 off). Correction of the beam
can be achieved correctors following the magnet 12M6 and 22JI12 lens. To output beam transmitted accelerating
structure only once, with energies up to 240 MeV, the magneto-optical elements can also be used to form the beam after
the magnet 12M6. The transverse distribution of particles for energy 493 MeV at the entrance to the canal in front of the
magnet 12M6 similar to that shown in Figures 7, 8 and 9.

Fig. 14. Arrangement of magnets and quadrupoles on channel EFEL

In Fig. 15a shows the distribution of the particle density at the target MD, calculated on the basis of non-linear
components of the dipole and quadrupole magnets. In Fig. 15b and Fig. 15¢ - when you turn off octupole field
components quadrupoles and sextupole components of the dipole magnets, respectively.
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It can be seen that, as the channel D, the main influence on the size of the beam on the target MD, located at a
distance of 17.519 meters from the entrance to the magnet 12M6, has sextupole component of the dipole magnets used
for beam forming in the channel, however, in contrast to the D, changing the size of the beam is small.

The cross section of the beam along the channel for the energy 493 MeV is shown in Fig. 16.
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Fig. 16. Electron density distribution in the beam cross section along the trajectory of the EFEL channel
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Fig. 16(Continued). Electron density distribution in the beam cross section along the trajectory of the EFEL channel

Shown in Fig. 16 in the same scale cross sections make it easy to trace the horizontal and vertical beam sizes are
small enough in magnetic elements and will not result in a substantial loss in transit through the channel.

CONCLUSION

Output channels of electrons in the main experimental facilities differ both in length and structure magnetooptical
system. This is primarily due to the placement of recirculator in the current targets hall linear accelerator LU 2000 [1-3].
Selected options in the beam transport channels provide minimal loss of electrons along the trajectory and the required
size on the target. Common to all channels is a small effect of octupole components of the quadrupole lenses on the
density distribution of the particles, the main contribution to the increase in size and density changes make sextupole
components of the dipole magnets. Available on channels quadrupole lenses let you change the size of the beam on the
target in a wide range and provide a change in the parameters of the beam when alter the experimental conditions and
recirculator tuning.
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ITPABUJIA JJIS1 ABTOPIB

“BicHuk XapKiBCbKOI0 HalliOHAIIBHOTO yHiBepcuTeTy” (cepist: dizuuna «Sapa, 4acTHHKH, OJIs») € 30ipHUKOM HAyKOBHUX POOIT
3 (i3UKN eNeMEHTAapHUX YaCTUHOK, sAepHOi ¢(isukm, (isukm minasMu Ta IJIa3MOBHX TEXHOJOTiH, (i3MKM TBepHoro Tima Ta
paxianiitnoi ¢izuku. XKyprHan myOnikye HayKoOBi CTaTTi, KOPOTKI MOBIJOMJICHHS, OTJISAZOBI CTAaTTi Ta peuensii Ha kHuru. [o
myOuikanii y 30ipHUKY NpPUAMArOTBCS CTAaTTi, SIKi MIATOTOBJICHI y BIANIOBIAHOCTI IO NpPaBHJI ISl aBTOPIB 1 SIKI OTpUMAalH [IBi
TIO3UTHBHI peren3ii. Pykomucy, siki He BiITOBIalOTh IPaBHIIaM HE PO3TIIAAIOTHCSL.

Jlnisa penaryBanns tekety y MS Office Word MoxHa 3acTOCOBYBaTH 1Ia0JIOH 3 TOTOBUMH CTHJISIMU, SIKMIA PO3MIILICHUI HA CalTi
KypHaIy:

http://www-nuclear.univer.kharkov.ua.

O0'em crarTi, MOBa, cynpoBiaHi gokymeHTH. JI0 pemakmii mojaeTsest pykomuc o00'eMOM HE MeHIIE 3-X CTOPIHOK
YKpaTHCBHKOIO, POCIHCHKOI0 a00 aHTITIHCHKOI MOBaMH B JIBOX €K3EMIULIpax 3 HAIPABJICHHSIM 3aKJIaLy 1 aKTOM EKCIIEPTH3H, a TAKOXK
MOBHUI €JIeKTpOHHMI BapiaHT cTarTi y ¢opmari MS Office Word, a takooxk OKPEMO enekTpoHHI BapiaHTH yCiX PHCYHKIB y
¢dopmarax "bmp", "tiff" a6o "jpg". Be3nocepenHs BcTaBka pUCYHKIB 3 iHIIMX IIPOrpaM He JOMYCKAeThesl. SIKICTh PUCYHKIB TOBUHHA
OyTH DOCTaTHBOIO [UIsl BIATBOPEHHS TOHKHX JIiHIN, Tpafariif BiATIHKIB Ta KOJIbOPIB IpH YOpHO-Oinomy apyui. Pexakuis 3anuiuae 3a
c00010 IPaBO BUMAraTH MOJIIMIICHHS SIKOCTI MAIIOHKIB JJIsl OTPUMAHHS 33JOBLIBHOT SIKOCTI YOPHO-0110T0 APYKY.

Hamnip, dopmar, moas. Texkct apykyerbcs Ha Oinumx juctax Qopmaty A4 uepe3 onauH iHTepBai. PexoMeHmyerbcs
BUKOpHCTOBYBath peaakrop MS Word, mpudr Times New Roman (Cyr), penaktop dopmyn MathType Bepcis 5.0 i Bume. [Tonst
CrpaBa, 371iBa i 3HU3Y 0 2 CM, 3BEPXY - 3 CM.

Hymepanisi cropinok. CTOpiHKHM HyMepyIOThCs ITOCTIZOBHO Ha 3BOPOTHOMY OOIIi JIMCTa OJIIBIIEM.
Hignucu aBTopiB. ONUH eK3eMIUISP PYKOITUCY TIOBHHEH OYTH IMiAMMCAHUM Ha 3BOPOTHOMY OOIIi JIMCTa yCiMa aBTOPaMH.
NOCJIIAOBHICTD POSMIIIEHHSA MATEPIAJTY
Inpexc kaacudikanii. Ha nepmiif cropinmi 3BepXy HpOIMyCKaIOThCS ABA PAOKA; Y TPETHOMY PSAKY Y JTiIBOMY BEPXHBOMY KyTi
npykyersest YK (kypcus, 9 pt.) i/abo PACS i 3naueHHs iHIEKCY.

Ha3zBa craTTi, cnucok aBTopiB cTaTTi. Himkue iHnekcy knacugikarii micias MpomycKy OJHOTO PSIIKa PO3MIILYEThCs Ha3Ba
crarTi (MpAMuil HamiBKupHUHA mpudT, 12 pt., yci OyKBU NPOIUCHI, BUPIBHIOBAHHS 10 LIEHTPY). Hibk4e Ha3BH CTATTI MiciIA IPOITYCKY
OJTHOTO PsIKA IPYKYIOTCS iHILia! 1 Mpi3BUINA aBTOPIB (IPSIMUM HAIIBXUPHUH WIPUQT, 12 pt., BUPIBHIOBAHHS 110 LEHTPY).

Ha3sga i agpeca oprani3aniii, 110 npecTaBAsAIOTL aBTOPU. Hiokde criicky aBTOpIB y HACTYITHOMY PSIKY APYKYIOThCS MTOBHI
HA3BU 1 aJipecu OpraHi3aliii, 1Ki IpeACTaBISIOTh aBTOpH (IIpUDT Kypcus, 9 pt., BUPIBHIOBAHHS MO IIEHTPY), Y HACTYITHOMY PSAKY -
ajipeca eNeKTPOHHOT MOIITH JJIS IEPENMUCKH. SIKIIo opraHizariil JeKinpKa, To A1 BKa3iBKH BiANOBIAHOCTI aBTOPIB 1 OpraHizarii ciifg
3aCTOCOBYBATH BUHOCKH 31pOUKOI0 a00 nudpamu.

JaTta npejcraBjieHHs cTaTTi B pepakuio. Hikue agpecu eneKTpoHHOI MOIITH APYKY€TbCS AaTa NPEACTABICHHS CTaTTi B
PemaKLiio: YUCIo - HU(pamMu, MiCAIb - IPOIHCOM, PiK - Huppamu (puUdT OpsaMuii, 9 pt., BUpiBHIOBAaHHA 1O LIEHTPY ).

Pedeparn, kao4oBi cioBa inmmvu MoBamu*. Tlicist IponycKy OZHOTO psijika APYKYETHCS pedepaT MOBOIO CTATTi 00’ €MOM
He MeHiue Hixx 500 3HakiB 6e3 BiACTYMIB, 3 KOPOTKUM BHKJIAIOM ITOCTAHOBKH 33/1a4i, METOMIB, 1110 OyJIX BUKOPHCTaHI Ta OCHOBHHX
pe3ynbratiB (pudt npsmuit 9 pt., BupiBHIOBaHH: 1o mmpuHi). CioBo "pedepat” He APYKyeThes. Y HACTYIHOMY PSAKY IICHs CIIiB
(moBoto crarti) "KJKOYOBI CJIOBA:" (mpommcom, mpudT mnpsMail HamiBXUpHHH, 9 pt., 0e3 BiACTyIy) MOBOIO CTaTTi
PO3MILIYIOThCS KIIFOUOBi cioBa (5-8 ciiB, mpudt mpsmuii 9 pt., BUpiBHIOBaHHA MO mmpwHi). [aji micis mpommycKy OTHOTO psaKa
JIBOMA IHIIMMHU MOBaMH APYKYEThCS Ha3Ba CTarTi (pHT NpsMUHA HamiBXUpHUK 9 pt., BUPIBHIOBAHHS IO IIEHTPY), CIHCOK aBTOPIiB
(mpudT npsamuii HaMiBXUPHUH 9 pt., BUPIBHIOBAHHS 110 IIEHTPY), CIIMCOK OpTaHi3alliif, 0 IpecTaBIsIoTh aBTOpH (IIpUPT Kypcus 9
pt., BUPIBHIOBaHH 110 LICHTPY), TEKCT pedepaTy Ta KIFOYOBI CIIOBA.

OcHOBHU TeKCT cTaTTi, ad3annmii Bincryn. Hiwkde pedepaty miciast mpomycKy OJHOTO psAAKa APYKYEThCS OCHOBHHN TEKCT
crarti (mpudT npsamuii 10 pt.). A63amuuii Binctyn 0,75 cM.

Po36uTTs cTaTTi Ha po3ian. PexoMeHayeThCst pO3OUTTS CTATTI Ha Taki po3Aiin: BCTyH (Ha3Ba LBOTO PO3LTY HE APYKYETHCS)
MATEPIAJIM I METO/IM (0608's13k0B0 1 excriepuMeHTanbHux po6it), PE3YJIBTATU I OBI'OBOPEHHS, BUCHOBKH.

Jis TeopeTMUHUX POOIT NOMycKaeThes OUTBII BUIBHHM PO3MOALT MaTepialy Ha pO3ALIH, HANPUKIAL, 3aMiCTh PO3ALIY
MATEPIAJIN I METOJM pexomenaytotscst po3nimn IOCTAHOBKA 3ABJAHHS, MOJEJIb i Tomy noni6ue. Po3ninu He
HYMEpYIOTECS, B Ha3BaX PO3ALTIB yci OyKBH IIPOINCHI I BUAUIAIOTHCS HAMIBXUPHUM MIpAQGTOM, BUPIBHIOBAHHS N0 HeHTpY. [Ipn
HEOOXiJHOCTI PO3IUTH IUIATHCS Ha miapo3miad. Ha3Bu migpo3miniB APYKYIOTHCS 3 BEIHMKOI JITEPH 1 BUAUIIOTHCS HAIliBXKUPHUM
mpuTOM, BUPIBHIOBAHHS 110 LEHTPY. [1ic/si KOXKHOTO pO3JIiTy YU MipO3IiTy 3IIUIIAETHCS OJUH ITyCTHH PSIJIOK.

@onau, rpaHTH. HampukiHIi TEKCTY CTATTI MIiCIs MPOIYCKY OJHOTO PSAAKa, SKIIO MOTPiOHO, BKAa3yeThCs Ha3Ba (QOHAY, KU
(inaHcyBaB poOOTy, i HOMEp TpaHTy.

Dopmyan, Ta6auIi, MATIOHKH, NIIMKCH, HyMepauisi. MaTeMaTHyHi i XiMi4HI CHMBOJIH, PiBHSIHH 1 GOpMyIIH IPYKYIOThCS B
TEKCTi CTaTTi 3a jomomororo mporpamu Math Type. PrucyHKH BCTaBISIOTBCS B TEKCT CTaTTi y dopmaTax: «bmpy, «tiffh abo «jpg».
Bci Hagnucu Ha pHCYyHKax i OcAX APYKYIOThes mpudrom He MeHme 8 pt. [limmucn mixg pucyHKamu OpyKyrOThCs mpupToM 9 pt.
®opmyiy, Tabuni i PUCYHKH TIOCTIJOBHO HyMepyIOThesl apabchkumu nudpamu, Hanpukiaxn: (1); Tadn. 1; Puc. 1. Ha3sa tabmunp i
PUCYHKIB € 000B'I3KOBHUMH.

Hocunanng i cnucok Jitepatypu. Bukopucrani y pykomucy JTiTepaTypHi [HKepena HyMEPYIOThCS B MOPSAAKY LHUTYBaHHS B
TEKCTi, HOMEp MOCWIaHH: APYKY€EThCS B KBAAPATHUX AyKKax. CIHCOK JiTeparypH (Mpudt npsiMuii 9 pt.) po3MimryeTses Bigpasy 3a
OCHOBHMM TekcToM crarTi 1 Buaimstersest sik po3nirt CIIMCOK JIITEPATYPHU (mpudt npsmuii Hamimxupauii 9 pt.). He
JIOIYCKAIOThCS TOCHIIAHHS Ha HEOIyOJIiKoBaHi poboTH.

* For foreign authors is sufficient to provide abstracts in Russian and English.
Jlst 3apyGeKHBIX aBTOPOB JIOCTATOUHO pe)epaToB Ha PYCCKOM U aHTIIMICKOM.





