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INPUT CHARACTERISTICS OF ELECTRICALLY THIN DIPOLE WITH VARIABLE RADIUS
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An approximate analytical solution to the problem of radiation (diffraction) of electromagnetic waves by dipole (monopole) with
variable radius along antenna length is presented. The solution was carried out using generalized method of induced electromotive
forces (EMF). An influence of the change of monopole radius upon input characteristics is numerically studied. Theoretical results are
compared with the experimental data.
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An additional parameter for obtaining the given electrodynamic characteristics of cylindrical dipole (monopole)
antennas can be the change of the radius of the cross-section of the dipole along its length. Such radiators can be located
in free space (dipole), half-space (monopole), rectangular waveguide, resonator, on sphere etc. Suppose the radius of the
dipole increases from the center of the antenna to its ends according to a linear law (biconical dipole, conical monopole).
In that case, such an antenna resonates at a shorter geometric length and is more broadband than a dipole of constant
radius. Starting from the classic publications of Schelkunoff[1], Tai [2], Woodward & Brown [3], Bevensee [4], antennas
of this type have attracted the attention of many researchers. These can be symmetrical radiators excited by a point source
[51, 6], [7], [8], [9], [10]; dipoles with asymmetrical arms [11], [12], antennas with asymmetrical arms and excitation
[13], [14], [15], [16]; modified radiators with minor design changes compared to traditional designs [17], [18], [19], [20];
as well as passive scattering antenna elements [21], [22], [23], [24], [25]. However, all of them are devoted to calculating
the characteristics of a radiating (scattering) dipole (monopole) with a linear law of the change of antenna radius.

In this paper, an approximate analytical solution to the problem of radiation (scattering) of electromagnetic waves
by a dipole (monopole) with other laws of change of radius along antenna length (piecewise linear (diamond-shaped),
Vivaldi type, combined trigonometric, circle, piecewise constant) is presented. The solution was carried out using the
generalized method of induced electromotive forces (EMF) in accordance with the concept of “thin-wire approximation”.
The input characteristics of the antennas under consideration are analyzed in detail.

PROBLEM FORMULATION AND INTEGRAL EQUATION SOLUTION
Let the monopole of the L length and the variable radius r(s), located in half-space, be excited by the electric field

extraneous source E, (s) (Fig. 1). The monochromatic fields and currents depend on time ¢ as € (w=2nf is the
circular frequency, f is the frequency, measured in Hz). The monopole is electrically thin, if the following inequalities
are performed:

kr(s)<<l1, r(s)<<2L, )

where k£ =2mn/A, A is the wavelength in free space.
The integral equation in the current J(s) for the impedance boundary condition on the dipole surface acquires the

form [6], [24]:

[EOS (s)—z,.J(s)] . 2)

2 L —ikR(s,5")
d—2+k2 [76%— ds' =2
ds S R(s,s") cosy
Here R(s,s’)=+/(s—s")*+r*(s), s and s are the local coordinates related to the dipole axis and surface, z, is the
distributed internal linear impedance, J(£L)=0, —L is the coordinate of the mirror image of the dipole relative to the

infinite ideally conducting plane (for monopole). So, for example, for metal cylinders (o is the metal conductivity, A°

is the skin layer thickness) under the condition » >>A°, is determined by the relation z, = ;LAO . Despite the fact that
TG,
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for real metals the values z, are quite small, it is necessary to take this term into account. In this case, equation (2) is the
Fredholm equation of the 2-nd kind and has a unique solution. Note also that at r(s) = const = 1, equation (2) transforms
into the equation in the current along an impedance dipole of constant radius with a quasi-one-dimensional core
R(s,5") = R(s5,5") =+/(s=5') +17 .

The approximate analytical solution of the equation (2) can be obtained by the generalized method of induced
EMF [13], [14]. Note that in [24] equation (2) for a symmetric biconical dipole is solved by means of the averaging
method [26]. Using this method the approximating current distribution functions in expressions (3) were also found.

(d)

Figure 1. The problem geometry and corresponding notations: (a) - constant radius; (b) - (f) - variable radius

The dipole currents can be presented as product of the unknown complex amplitudes J, and distribution functions

£, (s) (n=0,1)as

J()=Jofo )+, fi (5); S, *FL)=0. 3)
Then the approximate solution to equation (2) can be obtained in the form (m,n =0,1)
0]
J(s)=- [Jofo()+ /)] @
2kcosy
L _EZI-EZ | EZ5-EZ
Wereo_zz_zz’ 17 5% 2% 73537
ZOOle ZlOZOI ZOOZII ZlOZOl
L s ”
[ A0 ero £ e
= -4 + o +k A (s)dsp, A4 (s)= —ds’, 5
" 2kcow{ G I K] 4,6) ,(9) jf ) Zom) (5a)
o . f
= I £ (8)z,ds, 22 =Z +Z , E = j I ($)E (s)ds. (5b)
2kcosy *, e

Let the dipole be excited in the point s=0 by the voltage generator with amplitude V,: E, (s)=V,8(s—-0),

where & is the Dirac delta function. Let us choose the functions f;,(s) according to [26] in the following form:

fo(s)=sin l:t(L— [s]), fi(s)= cos ks —coskL , ©)

iz,[3/2-1,/(2r,)]
120cosyIn(2L/r,)
the approximation of functions (6) adequately represents the real physical process if the dipole electrical lengths are small

where k=k—

, 1, and 7, are the radii of the dipole in points s =0 and s =L, (Fig. 1). Note that
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(2L/A)<1.4 [26]. Other approximating function [26] f;(s)=cos(ks/2)—cos(kL/2) is valid in the range
1.4<(2L/N)<25.

The coefficients Z_ in the formulas (4) can be obtained from expressions (5), (6):

L
fa i .~ l; LAD) K coleLIAn(s)ds
A, (L)—coskLA, (0 k -k sinkLA (L 1 -
7 HAD- o1, M()A(s)ds _ (L) 3
kcosy kcosy 2k cosy , - -
(k> k) j cos ksA, (s)ds
-L
5 o (ZkL sm2kL) 5 [kLska ZCoskL(l coskL)]
® 2kk cos Zor =% Kk cos v
- [ 2kL —3sin 2kL + 4kL cos’ k. - .
7 = ooz, [ 2kL 3s1n~ kL +4kL cos kL]’E0 —SinfL, E =1—cos kL.
2kk cosy

The input impedance for monopole Z, = R, +iX,, and admittance Y,

» =G, +iB, canbe presented as
30i 10°
Z,[0hm]=———>———°, [, [mS]=—— ™

Then, the module of reflection coefficient in the antenna feeder with the wave impedance W is equal to

Z -W

Tin_ |

8
Zin +W ( )

S, =

and the voltage standing wave ratio is determined by the formula VSWR = (1+1S,, )/(1=|S,, |) .

Note that for printed antennas of the type under consideration (piecewise linear (diamond-shaped), Vivaldi type,
combined trigonometric, circle, piecewise constant), the solution to equation (2) is also valid, but it is necessary to make
the replacement »(s) =d(s)/4 [26], where d(s) is the antenna width.

NUMERICAL AND MEASURED RESULTS
Next we will consider radiators with the following geometric parameters [27]: 7,=1.522 mm, », =3.5mm, L

=50.065 mm, kp — o= . Then the characteristic impedance of the feeder line is W = 601n(r, / r,) =50 Ohm. Fig. 2 shows
the dependences of the real and imaginary parts of the input impedance of the regular and conical monopoles (L, = L)
on its electrical length at different angles v .

R, Ohm X , Ohm
300 F—=——— T T T 100 ————7————T 71—
R T U
250 F—wy=251 [ R e A | | ‘ j j j ]
y=5.0 1 ! : : ] 0 g NV T
200 —y=75Y1 /NN ] S0F-- IR £ Lo\ L e S boolo- bl
o wood //INNKY 1 T \N\\Yy A
150 HomomZOOd /S LNV 00 L NAR g
i 3 : : 3 : : ] i =007 : : 1
100 /74 N\ Yoo -150 4 T‘—\FZSOTW 3' _
‘ : ‘ ‘ ‘ ‘ 200 H{f- 1 y=5.0F -4
S0 J ””” oSN L ””” J ”””” EaasS oy 2250 J ,,,,QJ_WZISOEF ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
0 I Hoool\lfleasurffments I[27]\ 3 300 L. . o \V_OO 1 . . . . . .
0.5 1.0 15 20 25 30 35 kL 0.5 1.0 1.5 2 0 25 3.0 35 kL
(@) (b)

Figure 2. The dependences of the calculated (7) and measured [27] monopole input impedance on its electrical length at different
angles y: (a) —real part R, , (b) —imaginary part X,
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As can be seen, the agreement between the calculated and measured values Z, (kL) at y=0.0° (regular monopole)
is quite satisfactory, and with the increase of the angle y the impedance change trends to coincide with those measured

in [3]. To satisfy inequalities (1), we will limit ourselves to the value y = 7.5° (7, =8.038 mm, r, /2L =0.08).

1. Numerical results for piecewise linear law of r(s)
Fig. 3a shows the laws of change of radius along the monopole (Fig. 1b) determined by the following formula

r(s)={r° +stany, at s < KL, ©)

ry+[K/ (1=K (L —s)tany,at s > xL,

where x=s, /L, and Fig. 3b shows the dependences of the reflection coefficient modulus |S,, | in the feeder line

corresponding to these laws. Fig. 3a also shows that curve k =0.75 has the longest path length on the surface of those
presented there. Accordingly, this curve describes the resonance at the lowest frequency in Fig. 3b. However, the effect
of this phenomenon on the resonance frequency is not always proportional to the increase in the path length. As for the
minimum value of reflection observed for curve « =0.25, this can be explained by a relatively smooth bend at point L .

It is also interesting that the shift of the resonant frequency in this case is proportional to the increase in the wave path
along the dipole surface.

E A, —x=0.0 k=0.25 |'
| k=05 ——x=0.618].

- g 0.8 —x=0.75—x=1.0
(=)
& i J |

= 0.6
9
9
| = 3 0.4
% o 0.2
| N ool i VYo
WL 02 00° 08 10 12 14 16 18 20 kL

(a) (b)

Figure 3. The laws of change of radius along the monopole (a), the dependences of the reflection coefficient modulus | S,, | in the

feeder line from the electrical length of the monopole (b) at different positions of the maximum values of the radius and y = 7.5°
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Figure 4. The dependences of the reflection coefficient modulus | S, | on the coordinate of the point with the maximum radius
along the length of the monopole (a), the dependences of the values of resonant “shortening” (L/2),,, on the coordinate of the

point with the maximum radius along the length of the monopole at y = 7.5°
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Figs. 4 show the dependences of the reflection coefficient modulus | S, | and values of resonant “shortening” (the
resonance condition is the fulfillment of equality X,, =0 when the sign X, changes from negative to positive) (L /L)

(compared to a tuned monopole, where (L/1),,, =0.25) on the coordinate of the point with the maximum radius along
the length of the monopole. In Figs. 4 the dotted line indicates the value k =0.618 that is associated with the quantity
k=1/® ,where ®=1.618 is the so-called “golden ratio” [28]. As you can see, the value Kk = 0.618 is a “inflection point”
on both graphs. This can be explained by the fact that at this point the additional capacitance formed by the last segment
of the monopole operates in an optimal way, which creates this shortening. Approximation of the function in Fig. 4a and
the study of its derivatives indeed allow us to conclude that at x = 0.618 there is an inflection point.

Placing the maximum values of the monopole radius at this point for different angles y (Fig. 5a) leads to an even

better matching of the monopole with the feeder line (Fig. 5b).

Ik S,
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Figure S. The laws of change of radius along the monopole at k=0.618 (a), the dependences of the reflection coefficient
modulus | S, | in the feeder line from the electrical length of the monopole (b) for different

2. Numerical results for Vivaldi type law of r(s)

Fig. 6a shows the laws of change in radius along the monopole, determined by the following formula (Vivaldi type
antenna [29], Fig. 1c¢).

1 B(s/L—x) <
S :{r0+( / K)s tan ye ,at s <xl, (10)

7 +[1/(1=%))(L—s) tan ye " at s > xL,

AV IE 1S, \— K=0.0 K=0.25 —— K=0.5
| N— €=0.618 —— k=0.75 —— k=10
=1 /403 0 N\
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Figure 6. The laws of change of radius along the monopole at y=7.5° and B =n (a), the dependences of the reflection
coefficient modulus | S, | in the feeder line from the electrical length of the monopole (b) for different x
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Fig. 6b shows the dependences of the reflection coefficient modulus | S,, | in the feeder line corresponding to these

laws. As can be seen, the best matching is observed at Kk =1.0 (conical monopole) with a practically unchanged resonant
frequency compared to regular monopole (k= 0.0, r(s)=const ). In other cases, there is the decrease of the resonant

frequency in comparison with a regular monopole. In Figs. 6 the red line indicates the value k¥ =0.618. Fig. 7a shows the
laws of change of radius along the monopole, determined by the formula (10) and «=0.618 for various f . Fig. 7b shows

the dependences of the reflection coefficient modulus | S,, | in the feeder line corresponding to these laws. As can be
seen, the best matching is observed at B = 4n and for all laws of change of radius the decrease is observed in the resonant
frequency in comparison with a regular monopole.

EIN IS S R | e e
= “ il r=const 3=0.0 B=n
(=)
T —B=2n

————— =/ 0.8 —F=

t:é';

j"j«& ° 0.6
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| & o 0.2}

rdl s

|| S 0.0 A T S R V4 S N S T Y

r/L 0.2 < 08 1.0 12 14 16 1.8 2.0 kL
(@ (b)

Figure 7. The laws of change of radius along the monopole at y =7.5° and x=0.618 (a), the dependences of the reflection
coefficient modulus | S,, | in the feeder line from the electrical length of the monopole (b) for different B

3. Numerical results for combined trigonometric law of r(s)

Let us further consider another law of change of radius along the monopole length, which is a combination of
trigonometric functions [30] (Fig. 1d):

r(s) =r, +4xL tan ycos(rms / 2L)[1—cos(ns / 2L)]. (11)

As can be seen, the best matching is observed at y =2.5° (similar to Fig. 5b) and for all laws of change of radius a
decrease is observed in the resonant frequency in comparison with a regular monopole.

I 3 |S11|_ : '_I\"lz(),loo ' ! !
- L —y=2.5° ‘ |
-1 O 0.8 - \|f=5.00
— y=7.5°
12 0.6 1 !
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1< 04r
o D D S a
o 0.2 prosmemmrmmmeniand
< : :
- 0.0 ] ] ] i ] ] ] i
0.0° 0.8 1.0 1.2 1.4 1.6 1.8 2.0 kL
(a) (b)

Figure 8. The laws of change of radius along the monopole at k=0.618 (a), the dependences of the reflection coefficient
modulus | S, | in the feeder line from the electrical length of the monopole (b) for different y
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4. Numerical results for circle law of »(s)

Fig. 9a shows the laws of change of radius along the monopole, determined by the following formula (circle type,
r, is the radius of circle, see Fig. le)

(12)

) r,ats<KL—r &s2KL+r,,
r(s)=
1+l —(s—xL)’]/r,at s > kL—r, &s<xL+r.,

and Fig. 9b shows the dependences of the reflection coefficient modulus | S,, | in the feeder line corresponding to these

laws. As can be seen, the best matching is observed at k¥ =0.618 and for the first time at ¥ =1.0, an increase of the
resonant frequency f,, is observed in comparison with a regular monopole (k= 0.0, (s) = const ), in contrast to all

res

previously considered laws of change in radius along the monopole.
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Figure 9. The laws of change of radius along the monopole at r, = 6.516 mm (a), the dependences of the reflection coefficient
modulus | S,, | in the feeder line from the electrical length of the monopole (b) for different x

5. Numerical results for piecewise constant law of r(s)

Fig. 10a shows the laws of change of radius along the monopole, determined by the following formula (piecewise
constant, 2/ is the insert disc thickness, see Fig. 1f)

ts<xL-h&s=xL+h
}"(S):{rb,a N S +n, (13)

r,atse xLth,

and Fig. 10b shows the dependences of the reflection coefficient modulus | S,, | in the feeder line corresponding to these
laws. As can be seen, the best matching is observed at ¥ =0.75 and at k¥ =1.0 also increase in the resonant frequency
/.., 1s observed in comparison with a regular monopole.

3 1S, — =00 =025 —— x=0.5
2 2l NN k=0.618 —— k=0.75 ——x=1.0
L L S 0.8 3 ‘ : ‘ : -
e oof | ‘
Ld : 1 |
l ffffff 13 04r ?
N SN\ \ W \ WO Ao e
T3 : : /
i | | ****** H S 0.2 pr=-mmnmmme o= K Ao s
I g 0.0 H i H i H 1 i i . i . i .
r/L 0.2 0.0 08 10 12 14 16 18 20 kL
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Figure 10. The laws of change of radius along the monopole at 4 =r, =6.516 mm (a), the dependences of the reflection
coefficient modulus | S, | in the feeder line from the electrical length of the monopole (b) for different «
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Figure 11. The dependences of the reflection coefficient modulus | S,, | in the feeder line from the electrical length of the double-

disk monopole structure for different ¥ at 4, =6.0 mm (n=1+6)

If a second disk of the same or different thickness is added to one disk located at a certain distance along the length
of the monopole, a double-disk structure is obtained. Obviously, instead of disks there can be any other structures (as well
as their combinations) discussed above. Fig. 11 shows the dependences of the reflection coefficient modulus | S, | in the
feeder line when the center of the first disk is located at point «k, =s,/L=0.125, and additional disks at
K=0.25;0.5;0.618;0.75;1.0 . The thicknesses of all disks are equal 22 =12.0 mm. As follows from the graphs, the best

matching for this structure is observed (as before in Fig. 6) at k=1.0, and the greatest “shortening” of the monopole
compared to that tuned monopole at k¥ =0.618 (as before in Fig. 7).

TESTING OF THE ADEQUACY OF THE PROPOSED MATHEMATICAL MODEL
TO A REAL PHYSICAL PROCESS
For testing of the adequacy of the proposed mathematical model to a real physical process, we briefly present
numerical and experimental results for regular and conical dipoles located in a rectangular waveguide [24]. Let a dipole
with a radius r(s)=r+|s|tany varying along the length (Fig. 12a) or a similar monopole (Fig.12b) be located in a

rectangular waveguide with a cross-section {axb} .

Y a) b
b————
Lo =
21(s)! LT :
Yol ,0 | |
| | |
i ;! i
oo
0 ‘xﬂ . 'xU . a

Figure 12. The geometries of the dipole (a) and monopole (b)

Then, when a fundamental type wave TE,, propagates in the waveguide, the reflection coefficient S,, from the
monopole will be equal to

. 2 T _"’ T2
_ 4w (Esin&j (sinkL —kL cos kL) (14)

abky\k~ a ) Z) (kL) +tgyZ) (kL)+Z (kL)

The solution is carried out by the generalized method of induced EMF with current approximation
J(s)=J, (coslgs —cos IEL) ). Expressions for the coefficients in formula (14) are presented in the Appendix I.
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Fig. 13 shows the photographs of experimental samples of monopoles, which are located in the rectangular
waveguide of size {axb}=58x25 mm?. The axes of the monopoles are parallel to the narrow walls of the waveguide.

As can be seen, the value of the resonant wavelength A for the conical dipole increases, correspondingly resonant
frequency f

res

is decreases, (curve 3) in comparison with the conductors of the constant radius (the curves 1, 2).

Moreover, the radiuses of the latter equal to a smaller (curve 1) and a larger (curves 2) radiuses of the conical dipole,
correspondingly. To our minds, this interesting fact is explained by the definite redistribution of energy of the near reactive
fields between the E - and H -modes of the waveguide connected with the occurrence of some angle y between the

axis {0y} of the waveguide and {0s} on the surface of the monopole. For the monopoles above the plane that we studied
earlier, the same redistribution of reactive near fields obviously takes place.

Figure 13. The experimental layouts of monopoles

Fig. 14 represents the dependences of the |S,, | value on the wavelength for the cooper monopoles at L =15.0 mm,

x,=al/8, y,=0.

|S11‘- I — 1-r0=rL=1mm
2-r =r =2mm
0.8} \ 1,
-ro—lmm,
rL=2mm
06Fr |/ NJor N\ O |----- ANSYS HFSS
O Measurements
04
0.2 P
0.0 " 1 " 1 " 1 " 1 " 1 "
65 70 75 80 85 90 A, mm

Figure 14. The dependences of the calculated and measured monopole reflection modulus | S,, | in the waveguide at the constant

and variable radiuses of their cross section: 1, 2, 3—calculation by the formula (12), 4—calculation by means of the package “ANSYS
HFSS”, S—experimental data

CONCLUSION

Based on the obtained approximate analytical solution of the problem of current distribution along a radiating dipole
with a variable cross-section radius, the input characteristics of a monopole over an infinite ideally conducting plane are
investigated. It is shown that the use of different laws of radius variation along the monopole allows one to significantly
improve the matching of the monopole with a feeder line with a standard characteristic impedance, and to change the
resonant frequency of the monopole with its constant length. Thus, for successful matching of a monopole with a feeder
line of a standard characteristic impedance, there is no need to change this impedance, but it is sufficient to change the
antenna cross-section according to a certain law. This law can be chosen taking into account the requirements for changing
or maintaining the resonant frequency of the radiator in comparison with the resonant frequency of a regular monopole.

It should be especially emphasized that, unlike the currently widely used commercial packages, in the presented
solution it is sufficient to make the required changes to the analytical formulas, rather than drawing new structures each time.
Moreover, the calculation time (using a computer based on Intel® Core™ i5-7200 processor) of input characteristics at one
structure geometry using the proposed approach is about 0.5-1.0 seconds. The total time of calculation using a commercial
ANSYS HFSS package, taking into account the finding of intermediate parameters, was approximately 2-3 minutes.
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APPENDIX 1
Coefficients in the formula (14)'
- K- . . iy ~
ZV (kL) = ZZ zk( e )) 4 sin” k,x, cos” k, y,[sin kL cosk L —(k / k,)cos kLsink L1 F,, (KL),
Zy (kL) = 4;‘ ZZ k(k o % sin® k,x,[cos kL(cos k, L —1)+ (k, / k)sinkLsink L +(k, / k)’ (cosk,L —1)]F,, (kL),
ab = =
F, (kL) = ~”—2{e*‘>“ﬂ"w [k +k,)sin(k +k,)L — k. tanycos(k +,) L]+ k tany}

(k+k,)* +(k, tan )’

cos kL

oLy (1€—k. sin(k—k,)L
it {e™ [k, sink, L~k tanycosk, L]+ tany] + 1/2 { [(F —k,)sin(k—k,)
, + (k tany

(k—k,) +(k.tany)* |k tany cos(k —k,) L]+ k,tany |

. oo ,n=0 .
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BXIJHI XAPAKTEPUCTUKHU EJIEKTPUYHO TOHKOI'O JUITOJISA 31 SMIHHUM PAJATYCOM B3/10B’K AHTEHHN
M. B. Hecrepenko, O. M. Iymun, 0. B. Apkyma
Xaprxiecokuil nayionanvruil yrieepcumem imeni B.H. Kapaszina, maiioan Ceoboou, 4, Xapkis, Ykpaina, 61022

[IpencraBneHo HaONMMKEHE aHAIITHYHE PO3B'S3aHHS 3a7adi BUIPOMIHIOBAHHA (IUQpPAKIil) eJIEeKTPOMArHITHUX XBWJIb JHIIONEM
(MoHOMONEM) 31 3MIHHHM paJiiyCOM B3IOBX IOBKHHU aHTCHU. PO3B'3aHHS BHKOHAHO 3 BUKOPUCTaHHSIM Y3araJbHEHOTO METOLy
innykoBaHux enekrpopyuiiiaux cun (EPC). YucenbHO ROCHiIKEHO BIUIMB 3MIHM pajiyca MOHOIOJS Ha BXiJHI XapaKTEPHCTHKU.
TeopeTuuHi pe3yIbTaTH MOPIBHIOIOTHCS 3 €KCIIEPUMEHTAIEHUMY TaHUMH.

KirouoBi cinoBa: ounons, mononons, sminnutl padiyc,; 6Xioni xapaxmepucmuku,; y3azaisHeHui memoo naseoenux EPC
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In this work, TiO2 coatings of varying thicknesses were deposited on carbon felt fibers via ALD (Atomic Layer Deposition), and the
mechanical and electrochemical properties of the electrodes were studied. The experimental results show that the TiO2 coating
effectively protects and enhances the stability of carbon wet electrodes. While a 4% mass loss was observed on the untreated cathode
electrode, this decreased to 1.6-1.7% with a TiO2 coating. When the coating thickness was increased from 50 nm to 300 nm, no
significant change in mass loss was observed, which indicates that even thin coatings provide effective protection. The mass loss in the
anode electrode was relatively small, ranging from 2% in the untreated state and 0.5-1.1% in the coated states. This is explained by the
lower anode potential than the cathode and the low sensitivity of the V2*/V3* redox reaction at the anode. It was found that the titanium
dioxide coating plays an important role in increasing the electrodes' electrochemical degradation and corrosion resistance, as well as
extending battery life. It was also shown that a 50 nm thick TiO2 coating can provide effective protection, whereas very thick coatings
can limit electron mobility. These results confirm that TiO2 coatings are one of the promising solutions for protecting electrode
materials in vanadium flow batteries.

Keywords: Electrodes; Electrocatalysts; Redox flow batteries; Energy storage systems, Metals; Metal oxides

PACS: 82.45 Fk; 82.47.Rs; 81.15.Gh; 81.05.Je¢;

INTRODUCTION

Currently, the main advantage of RFB technology is that it allows the use of various redox couples (for example,
vanadium, iron-chromium or zinc bromide ions). The most widely studied and effectively used in practice is the fully
vanadium redox battery (VRFB). This technology allows for efficient energy storage by using vanadium ions from a
homogeneous element as an electrolyte [1]. The main components required for the operation of RFB include
electrolytes [2], electrodes [3] and membranes [4].

Numerous scientific studies by scientists around the world have identified carbon-based materials that not only
exhibit superior electrical conductivity for vanadium redox battery electrolytes but are also the most cost-effective
materials for use in both the negative and positive half-cells of vanadium redox batteries. Commonly used carbon-based
materials for RFBs include graphite felt (GF), carbon paper (CP), carbon nanotubes (CNTs), graphene oxide (GO),
graphite, and graphene.

Graphite felt (GF) has a three-dimensional (3D) porous structure with high specific surface area [5] and many
outstanding properties, such as excellent electrical conductivity, flexibility, corrosion resistance, and electrochemical
stability [6,7]. Therefore, it has been widely studied as an electrode for energy and environmental protection, including
vanadium-reduction-flow batteries (VRFBs) [8,9].

To improve the electrochemical activity of GF, the hydrophobic surface of the original GF should be changed to a
hydrophilic surface, and in addition, the GF should maintain its natural good electrical conductivity at the same time.
Several methods have been successfully used to modify the surface of GF, including plasma treatment [10], chemical
cleaning [11], thermal treatment [ 12,13], nitrogenization treatment [ 14], carbon nanomaterial-based modification [15, 16],
nanostructured metals [17], and metal oxides [18], among others.

In addition, the modified GF should exhibit long-term hydrophilicity stability and excellent chemical stability to
protect electrochemical devices such as vanadium redox flow batteries (VRFBs), aluminum-ion batteries [19], etc., from
corrosive electrolytes.

TiO; is an n-type semiconductor with natural hydrophilicity and excellent chemical stability in acidic media, and is
used in various applications such as solar cells, photocatalysts, and sensors [20]. In addition, TiO has been reported to
enhance the wettability of the catalyst layer and is also chemically stable [21].

The hydrophobic surface of GF can be changed to hydrophilic by coating with TiO, films. When TiO,-modified GF
is applied to electrochemical devices, the TiO, surface coating can withstand the corrosion of a strong acidic electrolyte.

ALD is an advanced technique for growing highly conformal thin films on the surfaces of three-dimensional
complex structures and nanostructures with atomic-level thickness control and excellent coating uniformity. Therefore,
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TiO; films of different thicknesses can be uniformly coated on the surface of GF by ALD technology with precise control
of the film thickness at the nanoscale.

In this work, we have grown a nano-coated TiO, film (with different thicknesses) on the surface of GF, an ultra-thin
TiO; film with nanocrystalline structure through atomic layer deposition (ALD) to modify the surface of GF, which not
only imparts hydrophilicity to GF, but also ensures sufficient conductivity of ALD-TiO, modified GF (ALD-
TiO,/GF)[22]. With its good electrochemical properties, the ALD-TiO,/GF electrode is expected to have potential
applications in vanadium redox flow batteries (VRFB), aluminum-ion batteries, and other electrochemical energy storage
devices.

METHODS AND EQUIPMENT

Electrode modification: The sample was coated with titanium dioxide using thermal atomic layer deposition
(ALD). The process was performed using a precursor pair of titanium tetraisopropoxide (TTIP) and deionized water. The
deposition parameters were as follows: nitrogen flow rate 120 cm’/min, reactor pressure approximately 60 Pa, substrate
temperature approximately 250 °C, and cycle duration 8 s. Each ALD cycle consisted of the following five steps: initial
purge; 0.5 s TTIP pulse; 3 s nitrogen purge; 1.5 s H,O pulse; and a final 3 s nitrogen purge. Under these conditions, the
growth per cycle (GPC) was determined to be 0.2 nm. A detailed description of the deposition process can be found in
the literature below [23].

Electrolyte preparation: We used recycled V,Os powder, sulfuric acid, and deionized water to prepare a 1.5 mol/l
vanadium electrolyte. For this purpose, we ground the recycled V,Os powder in a special mill and passed it through a
400 um sieve to separate the V,Os oxide powder of the same size for melting. In addition, a single-cell membrane
electronic block (MEB) was assembled to test the electrode system.

Laboratory model of the membrane electronic block (MEB): We used a Nafion-117 membrane as a separator
between the prepared graphite bipolar plate to assemble the MEB. We used a 2 mm thick silicone rubber gasket as the
compression layer for the graphite bipolar plate, with a working area of 42 mm x 40 mm. Instead, two identical electrodes
of the same dimensions and 3 mm thickness, made of carbon felt (Zibo Ouzheng Carbon Co., Ltd., China), were employed
to assemble a single-cell MEB. To prevent the graphite bipolar plate from breaking and to compress it with uniform force,
an external compression mold was made using HP panels. This HP panel not only protects the graphite plate from cracking
but also uses a 0.5 mm thick copper sheet as a collector between the graphite plate and the HP panel to remove electrons
generated by the oxidation-reduction reaction at the electrodes [24].

RESULTS AND DISCUSSIONS
Carbon felt was used as the electrode. Figure 1 below shows an image of carbon felt coated with titanium oxide
using the ALD method. Figure 1 (left) shows a general image of carbon felt coated with titanium dioxide (TiO») using
the ALD (Atomic Layer Deposition) method (200 pm). Figure 1 (right) shows an image of carbon fiber coated with
titanium dioxide (TiO,) using the ALD (Atomic Layer Deposition) method (10 um). Here we can observe a change in the
color of the fibers and an increase in their brightness. This optical effect is observed due to a change in the light scattering
properties of the ray’s incident on the surface of titanium dioxide.
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Figure 1. Optical microscope image of carbon felt. General view of the TiO2 coated sample; (left), image of carbon fiber after
TiOz coating; (right)

The images show that the fibers change color after being coated with titanium dioxide using ALD. This phenomenon
is related to the interaction of light with the surface, the refractive index of titanium dioxide, and optical dispersion.

Since titanium dioxide has a high refractive index, the ability of the fibers to scatter light increases, making them
appear brighter. As shown in the image above, the difference between the carbon felt coated with titanium oxide by ALD
is visually apparent.

However, we conducted another method, Raman spectroscopy, to verify that the surface of the carbon felt was
indeed coated with TiO, by ALD. The results of our analysis are presented in Figure 2. The red dashed line below shows
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the Raman spectrum of the carbon felt without any treatment. The blue line shows the Raman spectrum of the carbon felt
with a thin layer of TiO,, that is, modified.
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Figure 2. Raman spectra of carbon felt with and without TiO2 nanocoating

In this graph, the peaks in the red dashed lines that characterize the sample without carbon felt treatment are not
clearly distinguished by their intensity. However, we can observe characteristic Raman peaks in the blue line on the TiO»-
coated, i.e. modified electrode. Here, 143 cm™! (main peak) is characteristic of the anatase phase of TiO,, indicating the
presence of nanostructured TiO, on the carbon felt surface [25]. The remaining peaks at 194 cm™, 392 cm™, 637 cm™ are
also associated with nanoscale structures of TiO», reflecting their phonon vibrational properties. From the above optical
microscope image and Raman spectrum results, it is clear that a TiO, anatase phase coating was formed on the surface of
the carbon felt. Thus, we assembled a laboratory model of a single-cell vanadium flow battery to test our modified
electrode by coating the TiO, coating on the surface of the carbon felt. We conducted a series of test experiments to test
the resistance of the TiO, coated electrode to the charging and discharging processes.

We conducted our experiments by testing modified electrode materials with different thicknesses. The mechanism
of the change in the open-circuit voltage curve over time during the charging process of our modified electrode with
different thicknesses is shown in Figure 3 below.

1.8 ——— 50 nm

16— —— 100 nm ‘
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Figure 3. Graph of the open circuit voltage versus charging time of electrodes
with TiO2 coatings of different thicknesses during the first charge

Several studies have been conducted to prevent electrolysis corrosion of the carbon felt surface during the operation
of a vanadium flow battery. Here, since the environment is acidic, a certain amount of corrosion is observed on the surface
of the electrodes. For this reason, a material with good electrical conductivity and resistance to acidic environments is
required as an electrode material. During charging and discharging (direct chemical oxidation), electrolysis can further
accelerate the corrosion of the electrode surface. To avoid this problem, researchers are trying to modify the electrode
surface with various metal oxides.

As mentioned above, a 50-300 nm thick TiO; coating was applied to the carbon felt surface using the ALD method,
compared to an untreated sample. Figure 3 shows that the charging time for the untreated sample is 23 hours. For the
modified electrode with a thickness of 50 nm, the charging time was reduced to 15.2 hours (1.5 times). At 100, 200 and
300 nm, the charging time is almost approaching the charging time of the untreated sample. This is because in the modified
electrode with a thickness of 50 nm, TiO, fully demonstrates its catalytic and hydrophilic properties. At 100, 200 and
300 nm, the movement of electrons is hindered. This, in turn, causes the charging time to increase.
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In addition, the studies were carried out several times, and after each study, the mass of the electrodes was measured.
Initially, samples coated with TiO, coatings of 50 nm, 100 nm, 200 nm, and 300 nm thickness were selected and the mass
loss (degradation) of each sample at the anode and cathode was measured over 300 cycles. Figure 4 presents the mass
loss of the cathode and anode electrodes after modification with different thicknesses, compared to the initial sample.
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Figure 4 Histogram of electrode degradation (mass loss) during the first charging process. (a) Mass loss in untreated and modified
cathodes; (b) Mass loss in untreated and modified anodes
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In Figures 4a and 4b, the black columns represent the initial sample (without titanium oxide coating), where
electrode degradation reaches up to 4%. In the samples with a TiO» coating, the mass loss decreased sharply, falling
within the range of approximately 1.6—1.7%. Due to the chemical stability of the TiO; coating, it protects the electrode
surface from corrosion. In samples with a coating, passivation is formed, which limits the reaction of soluble material
with the electrolyte. There was no significant difference between the coating thicknesses of 50 nm and 300 nm, which
indicates that the carbon felt was effectively protected with a thin layer of TiO».

Thus, cathode electrodes coated with titanium dioxide allowed to reduce mass loss by up to 2.3 times. Increasing
the thickness can prevent the release of electrons from the electrode surface. This confirms the effectiveness of the 50 nm
TiO> coating in protecting the electrode materials.

As can be seen from Figure 4-b), the mass loss in the anode system of vanadium flow batteries is very low - 2% for
the untreated sample, and in the case of TiO, coating, we can observe a mass loss in the range of 0.5-1.1%. The anode
process in vanadium flow batteries occurs through the V' - V3* reaction. This process usually does not cause significant
material loss, since the electron exchange does not significantly change the structure of the anode electrode.

CONCLUSIONS

The study's results confirmed that titanium dioxide (TiO2) coatings effectively enhance the mechanical and
electrochemical stability of carbon felt electrodes. In the initial case, a 4% mass loss was observed in the cathode, but this
decreased to 1.6—1.7% when the TiO; coating was applied. The fact that increasing the coating thickness from 50 nm to
300 nm did not result in a significant difference in mass loss indicates that even thin coatings can provide effective
protection. The mass loss in the anode electrode was relatively small, initially at 2%, and in the range of 0.5-1.1% when
the TiO, coating was applied. This is explained by the low sensitivity of the VZ*/V3" reaction at the anode in vanadium
flow batteries, and by the lower anode potential relative to the cathode. Titanium dioxide coating increases the resistance
of electrodes to corrosion and electrochemical corrosion, extending their service life. In coated samples, mass loss in
cathode electrodes was reduced by a factor of 2.3. Thin coatings (50 nm) can also provide effective protection, but very
thick coatings are likely to restrict electron mobility.

TiO; coating plays an important role in protecting electrode materials in vanadium flow batteries. Coatings protect the
anode and cathode electrodes from mechanical and electrochemical corrosion, ensuring long-term stability of batteries.
Therefore, TiO; coating is a promising method for improving the efficiency of energy storage systems in the future.
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VY i podori nokpurrs TiO2 pi3HOi TOBIIMHM OysiM HaHeceHi Ha ByIJeleBi BojokHa (erpy meromom ALD (aromuo-mapoBe
0Ca/KEHHS), a TAKOXK JJOCIIIUKEHI MEXaHIYHi Ta eJIeKTPOXIMI4HI BIIaCTUBOCTI eNeKTpoAiB. EkcriepuMeHTasbHI pe3yIbTaTi OKa3yloTh,
mo mnokputTss TiO:2 edeKkTUBHO 3axXuWIlae Ta MiJBUINYE CTAOUIBHICTH BYIJICHEBHX MOKPHX CJCKTPOIiB. Xo4ya BTparta Macu
HEOOPOOJICHOTO KaTOJHOrO €JCKTPOAa crocTepiranacs Ha piBHI 4%, Iiel MOKa3HUK 3MEHIIUBCS 10 1,6-1,7% micns HaHECeHHs
nokputts TiO2. Komu toBumnaa mokputTs 36inbimiacsa 3 50 uM 10 300 HM, CYTTEBOI 3MiHHM BTpaTH MacH HE CIOCTEPIraaocs, 1o
CBIIYMTH MPO Te, L0 HABITh TOHKI MOKPUTTS 3a0e3redytoTh eheKTUBHHUI 3axucT. BrpaTta Macu aHogHOTO enekTpona Oyia BiTHOCHO
HEBEIIMKOIO0, KOJIMBAIOUKUCh Bi 2% y HeobpobiaeHoMy crai no 0,5-1,1% y mokputoMy crani. Ile NOSCHIOEThCS HMXKYMM aHOIHHM
MOTEHIIa]IOM, HK Y KaTo/a, Ta HU3bKOIO Yy TJIMBICTIO OKHCHO-BiHOBHOI peakiiii V2+/V3+ Ha anozi. Byso BusiBeHo, 110 MOKPUTTS 3
IIOKCHY TUTaHY BiJirpa€e BayKIMBY POJIb Y MiIBUIIEHHI EIEKTPOXIMIUHOI Aerpajalii Ta KOpo3iiHO1 CTIHKOCTI eJIEKTPOIIB, a TAKOK Y
MMOJIOBXKEHHI TepMiHy cIyk0u O6atapei. Takox Oyno mokazaHo, mo nokputTs TiO2 ToBumHO0O 50 HM MoXe 3a0e3meunTr ePeKTHBHUN
3aXHCT, TOII SIK Jy’K€ TOBCTI IIOKPUTTSI MOXKYTh OOMEXYBaTH PYXJIUBICTh €1eKTpoHiB. Lli pe3ynbTaTu miATBEpIKYOTh, 10 HOKPHTTS
TiOz € omHMM i3 NEPCHIEKTUBHUX PIlICHB JUIS 3aXHUCTY EJIEKTPOAHIX MaTepialliB y BaHAAI€BUX IPOTOYHHX OaTapesx.

KiouoBi ciioBa: enexmpoou, enekmpokamanizamopu, OKUCHO-6IOHOGHI NpomouHi bamapei; cucmemu HAKONUYEHHS eHepeii;
Memanu, OKCuOU Memanie
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The article studies the focusing features of a short-focus hollow electron beam formed from a wide surface of a cold cathode in high-
voltage glow discharge electron guns using numerical simulation techniques. Such a type of electron beam is widely used today for
producing new kinds of metals with unique properties by melting wire, which moves in a vertical direction through the ring-like beam
focus. After that, the melted metal is crystallized on the horizontally moving substrate, which is located near the focus of the electron
beam below. Such modern technology is considered three-dimensional printing of metal, or additive technologies. The original software
created by the authors in the Python programming language has been used to obtain the corresponding simulation results. Analysis of
the obtained numerical simulation results proved that with a small change in the beam trajectory divergence angle or the radius of the
initial point on the cathode surface, the beam focus position, as a rule, does not change. Therefore, the annular focus of the beam is
usually in a stable position on the longitudinal coordinate, and the thickness of the focal ring is always in the range of several
millimeters. The corresponding theoretical results were compared with experimental data, and the difference between the theoretical
and experimental results is in the range of 10-15% depending on the accelerating voltage and size of the cathode surface. High-voltage
glow discharge electron guns with such parameters, by the thickness of the focal ring, can be successfully used in advanced industrial
additive technologies for three-dimensional printing on metal surfaces by uniform heating along the perimeter of moving wires or rods
with a variable diameter in the range of 0.5 — 10 mm.
Keywords: Additive technologies; Electron beam technologies; Magnetic focusing;, Hollow conical electron beam; Numerical
simulation
PACS: 29.25.Bx, 03.50.De

INTRODUCTION

Electron beam technologies are widely used in different branches of industry, especially in the technologies of additive
production [1 — 16]. The special place in these technologies occupied the High-Voltage Glow Discharge Electron Guns
(HVGDEG), which formed profile electron beams [15, 16]. It caused by such advanced particularities of HVGDEG, as
relative simplicity of engineering construction, [17 — 29], operation with different active and noble technological gases
[28, 29], as well as simplicity of control of Electron Beam (EB) current both aerodynamically by changing operation
pressure in the gun chamber with controlled gas inlet and uninterrupted pumping [29] and electrically by changing the
current of additional low-voltage gas discharge [30, 31]. Another advantage of HVGDEG is the possibility of forming
EB with complex spatial geometry, including hollow conical EB with ring-like focus and ribbon electron EB with line
focus. General approaches for estimating the geometry parameters of such types of HVGDEG are given in the papers [15,
16]. Generally, this possibility is explained by the relatively small current density from the cathode surface; therefore,
enlarging the surface for forming a powerful EB is really necessary [28].

Today EB equipment is widely used in advanced technologies of additive production [1 — 16]. The main distinguishing
features of additive technologies are significant savings in electricity and consumables, high equipment productivity, and,
most importantly, the ability to obtain new ultra-high purity materials with unique properties. Therefore, the main areas
of industry in which additive technologies are used today are the chemical industry, shipbuilding, aircraft manufacturing,
and the space industry. Generally, lasers and EB as technological instruments, are used today in equipment for additive
production. The process of laser heating can be realized in air; therefore, such equipment is usually cheaper [1 — 15]. But,
on the contrary, the advantages of EB equipment are high productivity and high purity of production, as well as unique
physical and chemical properties of obtained materials [15].

Expanded capabilities for designing electron-beam equipment in modern additive technologies, including the use of
High-Voltage Glow Discharge Electron Guns (HVCDEG), which form a hollow conical EB [15, 16]. The main advantage
of using this type of gun in the implementation of additive technologies with wire melting directly near the substrate is
that the hollow conical electron beam uniformly heats the wire along its entire perimeter [15, 16].

It should be pointed out that there are two possible ways to form the hollow conical EB in HVGDEG, namely, using
electrostatic focusing with cathode geometry as part of a sphere [15] and focusing in a short magnetic lens with the plane
cathode geometry [16]. The basic structure scheme of HVGDEG construction with electrostatic focusing with cathode
geometry as part of a sphere is presented in Fig. 1 [16]. The main advantage of this construction is the stable position of
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the electron beam focus, simplicity of the focusing systems, as well as the relatively stable focal current density throughout
the whole time of providing the technological process. But, on the contrary, HVGDEG electrode systems with electrostatic
focusing are difficult to exploit and assemble. Corresponding recommendations on parameters of HVGDEG from the
point of view of the coaxial arrangement of gun parts have been considered in papers [15]. Changing the diameter of EB
focal ring, as well as its thickness, for different wire diameters in such construction, is also impossible without changing
the electrode system.

-5-30kV

4

d
'

Figure 1. Generalized constructive scheme of HVGDEG with spherical cathode for three-dimensional
printing by metal. 1 — moving ware, 2 — high-voltage insulator, 3 — cathode of HVGDEG, 4 — anode of
HVGDEG, 5 — wire feed mechanism, 6 — hollow conical EB, 7 — moving substrate

Therefore, the aim of this paper is estimation of trajectories of hollow conical EB, which is formed from the cathode
with plane geometry by focusing in a short magnetic lens [16]. It is clear that the main advances of this HVGDEG
electrode system are the possibility of changing the diameter of the focal ring of the hollow EB and its thickness [16]. For
providing these researches, the original computer software [32—34], created in the Python programming language [35-37],
has been used.

STATEMENT OF SIMULATION PROBLEM AND MODEL PARAMETERS
The basic structure scheme of HVGDEG construction with plane cathode geometry and magnetic lens for focusing of
hollow EB is presented in Fig. 2 [16].

From the point of view of the fundamental laws of electron optics [38—42], it is well known that only a diverging
electron beam can be focused in the magnetic field of a short-focus lens. Since the cathode surface is flat, the divergence
of electrons in the initial section of the trajectory near the cathode is caused by their dissipation on the atoms of the
residual gas, in accordance with the Rutherford model [39, 41-45]. As for the defocusing of the beam by the intrinsic
space charge of the electrons, under the physical conditions of a high-voltage glow discharge (HVGD), it is absent, since
it is compensated for by the space charge of the positive ions of the residual gas [43—45].

2 3

|

Figure 2. Generalized constructive scheme of HVGDEG with plane cathode and focusing magnetic lens for three-dimensional printing
by metal. 1 — moving ware, 2 — high-voltage insulator, 3 — cathode of HVGDEG, 4 — anode of HVGDEG, 5 — wire feed mechanism,
6 — hollow EB, 7 — focusing magnetic lens, 8 — moving substrate

Another important property of HVGD electrode systems is the presence of anode plasma (AP) in the near-anode
region. AP always has a clearly defined boundary. Therefore, in numerical modeling problems, it is usually considered
as a source of ions' flow and as an electrode with a fixed potential transparent for the electron beam [28, 31]. The anode
plasma (AP) region in HVGD photographs is always separated from the region of charged particle acceleration in the
electric field, which is usually called the cathode fall region (CFR). Indeed, the AP is always the brighter part of the
HVGD combustion region image [28, 31].
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In general, from a physical point of view, in theoretical estimates, the AP boundary is usually defined as a fraction of
the volume it occupies in the electrode system under consideration. Therefore, the position of the AP boundary always
depends significantly on the accelerating voltage and the type and pressure of the residual gas, as well as on the geometry
of the electrodes, including a spherical or flat cathode and a hollow anode of the HVGD. The geometry of the AP boundary
always changes with a change in the discharge current in accordance with the geometry of the hollow anode surface. With
an increase in the HVGD current and the pressure in the volume where the discharge is ignited, the AP boundary moves
asymptotically toward the cathode surface and, at high discharge currents, becomes geometrically similar to it [21-25].
A correct estimate of the position of the AP boundary in an electrode system with a flat cathode surface and a cylindrical
hollow anode is given in [16].

If the above-described physical conditions of the HVGD combustion in the electrode system presented in Fig. 2 are
taken into account, the input parameters of the statement simulation task are as follows.

1. Acceleration voltage U..

2. Operation pressure p,, and, correspondently, current of EB /5, which is usually defined by the current-voltage
characteristic of HVGD [28].

3. Angle of beam divergence a near the cathode surface.

4. Maximal and minimal value of EB radius 7, ~and 7,  in the region of AP boundary, there zone of free moving of

electrons is started.

5. Start point on transversal coordinate zsar, Which correspond to position of AP boundary.

6. Parameters of magnetic lens, including its current /;,, number of coils N, as well as necessary geometry parameters,
corresponding to considered model for defining magnetic inductivity, which will be described later.

Output parameters of considered simulation task are as follows.

1. Position of focal beam ring F.

2. Radius of focal beam ring R;.

3. Thickness of focal beam ring 7.

Corresponding input and output geometry parameters of the hollow conical EB are clearly explained in Fig. 3.

AT
C APB
Ty o EBT
 ——
|
rhmin_ L —\ Fo
R» 4 i
0 Zstart _"_b -

Figure 3. Input and output parameters of simulated hollow EB.
C — cathode surface, APB — anode plasma boundary, EBT — EB trajectories

The main problem in this research is the possibility of changing the radius of the focal beam ring R, by changing the
magnetic lens parameters, which has been described before. Dependencies of EB focus position on acceleration voltage
U.c, EB current I, and angle of beam divergence a are also necessary from the point of view of the practical application
of HVGDEG.

Corresponding analytical relations for describing the approach of simulating the trajectories of the electron beam
will be given in the next section of the article. It should be pointed out that the main aim of this research is to calculate
the EB trajectories in the region of free movement in the AP in the magnetic field of a short-focusing lens, after
acceleration of electrons in the electric field of the cathode fall region. The task of simulating electrode systems in the
cathode fall region, including defining AP boundary position, is separate. This task, for the HVGD system with the plane
cathode surface, like presented in Fig. 2, has been considered early in the paper [16].

BASIC MATHEMATICAL RELATIONS
It is well-known from the basic conceptions of electron optics that the inductivity of magnetic lenses in electrode
systems, similar to those presented in Fig. 2, is interpolated with an accuracy range of 1,5 — 3 % by the Galejs model
[39-42]. The corresponding analytical relation for axial magnetic induction B is written via lens electrical and geometry
parameters as follows [39—42]:

1.257-10*I N
— [ 2 _ 2 , (1)

B, 25, \/( zl )2 . (z, + ?)2 \/ (?)2 " (z’ _Szljz
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where [; is the lens current, A, &V, is the number of lens coils, z; is the width of lens, m, S; is the width of nonmagnetic lens
gap, m, and D is the thickness of the region, where winding wire, m. Precision construction of short magnetic lens with
defining the geometry parameters z;, S;, and D; is given in paper [16].

With known axial magnetic inductivity distribution B.o(z), calculated using relation (1), its transversal distribution
at every point on the longitudinal coordinate z in the simulated electrode system, corresponding to Galejs model, simply
recalculated as expansion to Taylor series for B, and B, components as follows [39 —42]:

3 2
B, :‘332'”;_635 +...; BZ:BZ()—%BZ”0+.... (2)

For calculation the EB trajectories in the region of free movement in magnetic field of focusing lens, which induction
is calculated by relations (1, 2), such important physical effects have been taking into account [39 — 45].

1. Owns space charge of beam electrons.

2. Space charge of ions of residual gas, which compensate the self space charge of beam electrons.

3 Magnetic focusing of an electron beam in an ionized gas, or pinch-effect, as relativistic effect in the condition of
space charge of beam electrons compensation. Really, for considered acceleration voltage, smaller than 500 kV, this effect
can be ignored [39 — 42]. Results of computer simulation, given in next part of the article, are confirm this presumption.

4. Influence of the magnetic field of focusing lens and twisting of the electrons’ trajectories in it.

5. Dissipation of beam electrons on the atoms of residual gas corresponding to Rutherford model [44 — 46].

Therefore, corresponding set of algebraic-differential equation is written as follows [39 — 42]:

[M U 1,(1-f-p*
n, =~nr?B,pn, 2t exp{— — J - . c= —b( ) ;
meUc 80nerb niO _ne 47'580 gUS/Z
m@

6min 1 074 23/3 6max Zj/z
tan| —2% | = ————;tan| /= | = =5 3)
2 2vB 2 2vB
62 — 87[’/})2"232 1n emax e — dzrb dZ+6 dz’;; — C(Rmax _Rmin) _ e(Rmax _Rmin )Bz20
B4Y2 emin ' dzz v dzz lan 16meUc '

where U, is acceleration voltage, 7, is beam current, p is residual gas pressure, Rmax is maximal radius of EB, Rmin is its minimal
radius, /., is length of anode aperture, B; is the level of gas ionizing, 7. is concentration of electrons, m. is mass of electron, ¢,

is dielectric constant, fis level of beam space charge compensation by ions of residual gas, 0 _, is minimal scattering angle,

n

0,,. is maximal scattering angle, Z, — charge of nuclear for residual gas atoms, p = v/c is relation of electrons velocity v to

max

light velocity c, , is EB radius, # is concentration of gas atoms, 0 is average angle of electrons dissipation.

Generally, the set of equations (3) is only slightly different from well-known equations for EB with point focus by
taking into account maximal and minimal radius of hollow cylindrical EB [48, 49].

Dependence of EB current on acceleration voltage and residual gas pressure /,(U., p) for HVGDEG is usually
considered as a simple power function [28, 29]:

1, (U, p)=CU"p", 4)

c

where C;, m and k is semiempirical coefficients, which depended on the geometry of electrodes system, operation gas and
cathode material [28, 29]. As it is proven in the theory of HVGD, the values of coefficients m and & are always lead in
the range from 1 to 2.

In elaborated computer software the set of algebraic-differential equations (3), taking into account (1, 2, 4), has been
solved using the fourth-order Runge — Kutta method [47 — 57].

Another approach to finding the trajectories of relativistic EB in the high-frequency electromagnetic fields has been
proposed in papers [58 — 60]. This approach is generally based on statistical analysis of experimental results using
microcomputers, connected with experimental equipment.

PARTICULARITIES OF SIMUALTION TECHNIQUE
For providing computer simulation of EB trajectories, the original computer software EBTIAE (Electorn Beam
Trajectories Interpolation, Approximation and Extrapolation), created directly for analyzing parameters of short-focus
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EB, propagated at low pressure in ionized gas, has been used [43]. This software has been developed using the advanced
means of Python programing language, particularly, paradigms of functional and matrix programming [32 — 34].

It should be pointed out that the main particularity of elaborated computer software is its multifunctionality and
orientation to solving different practical tasks connected with simulation of EB propagation in ionized gas [32 — 34].
Another distinguishing feature of elaborated software is the inclusion of advanced means of graphic user interface for
each scientific and engineering task, which is solved. Therefore, for the convenience of users working with the developed
software, all the various tasks, which can be solved, are located on separate tabs of the corresponding graphic window
[32 — 34]. For example, one of these windows is a window in which an important engineering problem of simulating the
guiding of short-focus EB in the equipotential channel in the field of short magnetic lenses is solved. The corresponding
interface window of elaborated computer software is presented in Fig. 4.
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Figure 4. Interface window of the elaborated computer software EBTIAE, designed for solving the task of short-focus EB
propagation in the equipotential channel in the field of magnetic lens. Screen copy

But it should be pointed out that solving the problem of finding the trajectories of hollow EB, propagated in an
electrode system with a plane cathode, a cylindrical anode, and one focusing magnetic lens, is generally different and
needs a specific approach for defining simulation parameters. Main presumptions in this aspect are connected with basic
conceptions of vacuum science and technology [61, 62] and can be formulated as follows.

1. Inlet and outlet operation pressures are given as close values, which correspond to operation pressure in the
electron gun, but outlet pressure has to be slightly smaller. For example: inlet pressure — 4 Pa, and outlet — 3.999 Pa.

2. Pumping productivity is taken as an extra small value, for example, 0.001 m?/s.

3. Inlet and outlet channel radii are given as close values, which correspond to the maximum value of the EB radius
1, but they are slightly greater. For example: if 7, =10 mm, the inlet channel radius can be taken as 11 mm, and the

outlet, correspondingly, as 12 mm.

It is obvious that with such limitations and assumptions on the parameters of the computer model, the description
of the propagation of a hollow EB in an electrode system with a plane cathode, a cylindrical anode, and a focusing
magnetic lens is completely correct. For the real tasks, the parameters of the virtual channel for EB propagation are
selected so that its length corresponds to the extent of the electrons' drift region along the longitudinal coordinate z, up
to the ring focus of the EB. Thus, the set simulation problem is completely reduced to the previously solved problem
of simulating the process of guiding an EB with a point focus in an equipotential channel. In general, such an approach
simplifies the structure of the developed computer software and its operation. It is generally clear that the expansion
of the range of engineering problems solved in one software complex always leads to significant complications in
computer software.

OBTINED SIMULATION RESULTS
Let’s considering now some simulation tasks, which given basic dependences of position F} and radius R; of focal
beam ring on location of lens z;, lens current /; and number of coils N, as well as acceleration voltage U. and EB current /5.
Task 1. Calculate EB trajectories for parameters of the beam and electromagnetic lens, given in Table 1.
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Obtained graphic dependences for different values of start EB radius 7y are given in Fig. 5.

Table 1. Parameters of EB and electromagnetic lens for Task 1

Type of parameters # Parameter Value
1. | Acceleration voltage, kV 20
2. | Beam current, A 0.5
3. | Operation pressure, Pa 4
4. | Type of gas N2
EB propagation parameters 5. | Pumping productivity, m%/s 1.7-10°3
6. | Start point on z coordinate, m 0.1
7. | Maximal value of EB radius, mm 10
8. | Minimal value of EB radius, mm 7
9. | Angle of EB divergence, degree 12
1. | External radius, mm 60
2. | Thickness, mm 15
. 3. | Gap, mm 10
Parameters of magnetic lens 4. | Position, m 012
5. | Current, A 5
6. | Number of turns 5000
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Figure S. Simulation results, have been obtained for Task 1.
1—7rp0=10mm; 2 —rp0 =9 mm; 3 — rp0 = 8 mm; 4 — rp0 = 7 mm

As it is clear from the obtained simulation results, electron beam trajectories, started from different points by the
transversal coordinate r, are focused by a short magnetic lens in one point with the position of the focal beam ring F =
0.1323 m and the radius of the focal ring R, = 4.63 mm. The thickness of the focal ring for this task is 75 = 2.4 mm.
Generally, simulation results, obtained by solving this task, confirm the basic statement of electron optics, that all
electrons, which started from different points at the same angle, when they have the same velocity, are collected by the
magnetic lens to the single-point region, located at the corresponding distance [38 — 42].

Task 2. Calculate EB trajectories for parameters, given in Table 1, but for angle of EB divergence a. = 8° and minimal
value of EB radius r, =5 mm. Compare obtained results with results, which have been obtained in the Task 1.

The graphic dependencies, have been obtained by solving this task for EB trajectories with different start radii 750,
are given in Fig. 6.
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Figure 6. Simulation results, have been obtained for Task 2.
1—rpo=10mm; 2 —rp0=9mm; 3 —rpo=8mm; 4 —rpo=7mm; 5 —rpo=6mm; 6 —rpo =5 mm

It is obvious, that for this simulation task EB trajectories also converge at the region of one point with focal
parameters F;= 0.1295 and R, = 2.61 mm. The thickness of the focal beam ring in this case is 7, = 1.8 mm. Generally,
for a smaller value of EB divergence angle a, the position of focus approaches the cathode, and the radius of the focal
ring and its thickness become smaller. These results are also in good agreement with the basic principles of electron optics
[38 —42].

Task 3. Calculate EB trajectories for parameters given in Table 1, but for different angles of EB divergence: o = 12°,
a=10% o= 8° and o. = 6°. Compare the obtained results with the results, which just have been obtained in the Task 1 and
Task 2.

The graphic dependencies, have been obtained by solving this task for different angles of EB divergence a and start
radius rpo are given in Fig. 7.

From the computer-solved of this simulation task, it is clear that with the dispersion of angles of EB divergence, the
position of the focal ring is changed, and its thickness becomes generally greater. Position of focal ring without divergence
of angles corresponds to Task 1, F;, = 0.1323 m, but since from the start point with radial coordinate r, = 10 mm inlet



613
Simulation of Focusing a Hollow Electron Beam by the Symmetric Magnetic Lens... EEJP. 4 (2025)

few EB trajectories with different divergence angles, which are smaller, that the basic angle a = 12°, the focal beam ring
approaches to the cathode slightly. For this task, the corresponding value is = 0.1284 m. The thickness of the focal ring
is also becoming significantly greater, 7, = 4.4 mm. Therefore, with the dissipation of divergence angles of electrons, the
focal power density of EB is significantly smaller. Generally, this result also fully corresponded to basic principles of
electron optics and had to be taken into account in the construction of electron guns for industrial applications [38, 42].

0.010
=
- 0.005 D
6 R
PSS
0.000 - ; S
0100 0105 0110 0115 0120 0125 0130 0135
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Figure 7. Simulation results, have been obtained for Task 3.
1—rpo=10mm, 0=12%2 —rpo=8mm, a=12% 3 —rpo =6 mm, o= 12% 4 —rp0= 10 mm, a.= 10% 5 — 0= 10 mm, 0. = 8°; 6 —
750 =5 mm, o = 8°

Task 4. Calculate EB trajectories for parameters given in Table 1, but for the position of the magnetic lens,
z=0.13 mm and the minimal value of EB radius 7, =5 mm. Provide a simulation also for another gap of the magnetic

lens, G; =5 mm. Compare the obtained results with the results, which have been obtained in Task 1.
The graphic dependences, have been obtained by solving this task are given in Fig. 8.
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Figure 8. Simulation results, have been obtained for Task 4.
1—rpo=10mm; 2 —rp0 =8 mm; 3 — rp0 = 6 mm; 4 — rp0 = 5 mm

As shown in Fig. 8, when the magnetic lens is moved further away from the cathode, the ring focus of the electron
beam also shifts to a greater distance. In this case, F;, = 0.1418 m. On the contrary, the radius of the focal ring is generally
similar: Ry = 4.65 mm and 7 = 2.53 mm. It is also interesting that for G; = 5 mm the simulation results are similar, with
no significant difference from those that are given in Fig. 8.

Task 5. Calculate EB trajectories for the same EB and lens parameters, as in Task 4, but for different currents of the
magnetic lens: /;=4 A and ;=6 A.

The graphic dependencies, have been obtained by solving this task, are given in Fig. 9.
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Figure 9. Simulation results, have been obtained for Task 5.
a—-[=4Ab-1L=6A.1—-rpo=10mm; 2 —rpo=8 mm; 3 —rp0 = 6 mm; 4 — rp0 = 5 mm

It is clear from the obtained dependencies that in the case of reducing the current of the magnetic lens, the ring focus
of the hollow conical EB is located further from the cathode. If in Task 4, in the case of [;=5 A, the value of F;,= 0.1418 m,
for [; =4 A, this value is greater, F;, = 0.1482 m. And in this case, the radius of the focal beam ring is also greater, the
corresponding value is R, = 5.1 mm. On the contrary, as it is clear from Fig. 9, b, in the case of increasing the current of
the magnetic lens, the ring focus of EB approaches the cathode, and the radius of the focal ring becomes smaller. For
example, in case I; = 4 A corresponding EB parameters are F;, = 0.138 m and R, = 2.4 mm. Therefore, changing of
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magnetic lens current is a very suitable way to adjust the parameters of forming EB to the requirements of the
technological process, for example, to the wire diameter in technologies of three-dimensional printing by metal [1 — 16].
Task 6. Calculate EB trajectories for the same EB and lens parameters, as in Task 1, but for different number of
turns in magnetic lens: N; = 4000 and N; = 6000.
The graphic dependences, have been obtained by solving this task are given in Fig. 10.
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Figure 10. Simulation results, have been obtained for Task 6.
a—N;=4000,b— N;=6000.1—rp0=10mm; 2 —rp0=9 mm; 3 —rs0 =8 mm; 4 — rp0 = 7 mm; 5 — rp0=7 mm

It is clear from the obtained dependencies, presented in Fig. 5 and Fig. 10, that in the case of reducing the number
of turns of the magnetic lens, the ring focus of the hollow conical EB is also located further from the cathode, and the
radius of the focal beam ring becomes greater. On the contrary, in the case of increasing the number of turns, the ring
focus was located nearer to the cathode, and the radius of the focal beam ring became smaller. But the thickness of the
focal ring with changing the number of turns of the magnetic lens is generally similar. Corresponding values for this
example have been obtained as results of a computer simulation, are presented in Table 2.

Table 2. Focal parameters of EB for simulation Task 6

Ni Fp, m Rp, mm Tp», mm
4000 0.1375 5.0 2.44
5000 0.1323 4.63 2.4
6000 0.1283 2.5 2.42

It should also be pointed out that increasing the number of turns in the magnetic lens gives the same influence to the
focus position and focal beam ring as increasing the lens current. This fact is simply explained by relation (1), because
the product of the quantities /;NV; appears directly in the numerator of this formula. Really, this rule is very important from
a practical point of view and will be considered carefully in the next section of the article.

Task 7. Calculate EB trajectories for the simulation task parameters, given in Table 1, but for different values of
acceleration voltage: U. = 15 kV and U, = 25 kV.

The graphic dependencies, have been obtained by solving this task, are given in Fig. 11.
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Figure 11. Simulation results, have been obtained for Task 7.
1—rmo=10mm, Uc=15kV;2 —rpo=8 mm, Uc=15kV; 3 —rpo=6 mm, U =15kV;4 —rpo=5 mm, Uc=15kV; 5 —rpo =10
mm, Ue=25kV; 6 —rpo=8mm, Uc=25kV; 7 —rpo=6 mm, U- =25 kV; 8 —rpo =5 mm, U= 25 kV

It is clear from the obtained simulation results that with increasing acceleration voltage, the focal beam ring is located
further from the cathode and its radius becomes greater. Values of these EB parameters, obtained as a result of solving
this simulation task, are presented in Table 3.

Table 3. Focal parameters of EB for simulation Task 7

Ue, kKV Fp, m Rp, mm T», mm
15 0.1311 3.95 2.8
20 0.1323 4.63 24
25 0.1398 5.21 1.9
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Task 8. Calculate EB trajectories for the simulation task parameters, given in Table 1, but for different values of EB
current: /5 =0.3 A and 7, = 0.7 A.
The graphic dependencies, have been obtained by solving this task are given in Fig. 12.
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Figure 12. Simulation results, have been obtained for Task 8.
1 —rpo=10mm; 2 —rpo=8 mm; 3 — rp0 =7 mm; 4 — rpo = 6 mm

It is generally clear that dependencies for EB trajectories, presented in Fig. 12 and obtained for the case 7, = 0.3 A,
are in particularity the same as dependencies for the case 7, = 0.5 A, given in Fig. 5. Therefore, focal parameters of EB
are also the same. For the value of EB current 7, = 0.7 A, the graphs of EB trajectories also do not practically differ from
the graphs already presented in Fig. 5 and Fig. 12. Therefore, EB focal parameters generally don’t depend on the current
of EB. From the theoretical point of view, this fact can be simply explained by the compensation of the owner space
charge of electrons by the positive ions of ionized gas [39 — 42].

The same simulation results have been obtained with changing operation pressure from 4 Pa to 7 Pa, generally, EB
trajectories aren't deferred, and focal parameters were the same as in Task 1.

Experimental focal parameters of hollow EB, have been obtained with the values of its input parameters and
parameters of magnetic lens, given in Table 1, but for different acceleration voltage and number of turns of magnetic lens,
are presented in Table 4.

Table 4. Measurement focal parameters of hollow EB for different acceleration voltage

Ue, KV N Fp, m Rp, mm T, mm
15 5000 0.129 3.42 2.67
20 4000 0.1384 4.83 2.12
20 5000 0.1337 4.48 2.08
20 6000 0.1256 2.37 2.31
25 5000 0.1419 5.18 1.57

Overall, it is clear that the obtained simulation results presented in Tables 2 and 3 and the experimental data on the
focal EP parameters presented in Table 4 are in excellent agreement. The difference between them does not exceed 15%.
Therefore, the developed software can be effectively used by design engineers for preliminary evaluation of the focal
parameters of a hollow EP focused by a magnetic lens. Corresponding practical recommendations will be given in the
next subsection of the article.

ANALIZING OF OBATINED SIMULATION RESULTS AND PRACTICAL RECOMMENDATIONS

Generally, the provided scientific studies have shown that the developed computer software, based on the
mathematical approach and physical assumptions described in the previous subsections, yields accurate calculations of
the hollow EP focal parameters, which correlate well with the obtained experimental data. Therefore, it is strongly
recommended to use this software in the simulation and computer-aided design of an improved HVGDEG for future
industrial applications.

On the basis of the provided simulation and obtained theoretical results, some important practical recommendations
in the aspect of designing novel HVGDEG constructions with the plane cathode and magnetic EB focusing have been
formulated. Generally, the most significant physical effects that characterize dependencies between input and output EB
parameters are as follows. Generally, the provided scientific studies have shown that the developed computer software,
based on the mathematical approach and physical assumptions described in the previous subsections, yields accurate
calculations of the hollow EP focal parameters, which correlate well with the obtained experimental data. Therefore, it is
strongly recommended to use this software in the simulation and computer-aided design of an improved HVGDEG for
future industrial applications.

1. In accordance with the law of electron optics, beam electrons that have the same speed and initial divergence
angles, but start in the region of free motion with different transverse coordinates o, are focused after passing through a
short magnetic lens at one point.

2. As the divergence angle of the electron beam increases, its ring focus moves further from the cathode surface, and
the radius of the focal ring in this case becomes greater.

3. With a large spread of the initial angles of entry of the beam electrons into the drift region in the magnetic lens,
the thickness of the focal ring increases significantly, which leads to a significant decrease in the electron beam current
density on the workpiece. In general, at small entry angles, the focus of the electron beam is located closer to the cathode
surface, and at large entry angles, it is further away. On the one hand, a large spread of the entry angles of the beam
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electrons at the entrance to the drift region in the AP, caused by their collisions with residual gas atoms, is a characteristic
feature of the operation of HBGD electron sources. Therefore, electrons with different entry angles are scattered after
passing through the magnetic lens. However, if the electron beam current density at the focus of the ring is sufficient to
perform a specific technological operation, magnetic focusing offers significant advantages in terms of the ability to
control the focal parameters of the beam, including the focus position, the radius of the focal ring, and its thickness. The
corresponding theoretical foundations for estimating the thickness of the focal ring EB are considered in [16].

4. When the magnetic lens is moved to a greater distance from the cathode, the ring focus of the electron beam is
also located further away. The thickness of the focal ring in this case is generally similar.

5. In the case of reducing the current of the magnetic lens, the ring focus of the hollow conical EB is located further
from the cathode, and its radius becomes greater. On the contrary, in the case of increasing current of the magnetic lens
ring, the focus of EB is approached to the cathode, and the radius of the focal ring becomes smaller. But the thickness of
the focal ring in this case is also generally similar.

6. Generally, increasing the number of turns in the magnetic lens gives the same influence on the focus position and
the radius of the focal beam ring as increasing the lens current.

7. In the case of reducing the number of turns of the magnetic lens, the ring focus of the hollow conical EB is located
further from the cathode, and its radius becomes greater. On the contrary, in the case of an increasing number of turns of
the magnetic lens, the ring focus of EB approaches the cathode, and the radius of the focal ring becomes smaller. The
thickness of the focal ring in this case is generally similar.

8. In case of changing the magnetic lens gap, the focus position and focal ring radius are generally unchanged.

9. In the case of increasing acceleration voltage, the ring focus of the EB is located further away from the cathode,
and the radius of the focal ring becomes larger. Among the dependencies that have been obtained and studied, this is the
most clearly expressed. When the accelerating voltage changes by 5%, the position of the beam focus and its focal
diameter always change within 15 - 20%. Therefore, the correct selection and stabilization of the accelerating voltage
using the appropriate design tools for high-voltage technology is a primary necessary condition for the stable operation
of electron-beam technological equipment with magnetic focusing of the EP [16]. In general, this fact is quite simply
explained by the basic laws of electron optics, since, as is known, the focusing power of a magnetic lens is very strongly
dependent on the velocity of electrons, which is directly related, namely, to the accelerating voltage [39 — 42].

10. When the EB current and the HVGD operating pressure change, the focal position and focal ring radius generally
remain unchanged. This effect is explained primarily by the fact that the beam electrons move under conditions of space
charge compensation by residual gas ions. Generally, the EB current and the operating pressure under VTR ignition
conditions are related by relation (4).

Consequently, in accordance with the rules of physical laws, which are described above, general recommendations
regarding the engineering development of the EB equipment with HVGDEG, which uses a short magnetic focusing lens
for forming EB, have been formulated as follows.

1. The basic condition of updating HVGDEG with magnetic focusing to meet certain requirements of the
technological process is defining the correct acceleration voltage. The values of beam current and operation pressure are
defined after that by the necessary current density for melting the moving wire. Corresponding analytical relations are
given in the paper [29].

2. Changing the position of the magnetic lens relative to the cathode allows, when designing electron-beam
equipment, positioning the focus of the electron beam at a given distance in the chamber of the item treatment in
accordance with the requirements of the technological process.

3. The correct choice of the EB focus position and the radius of its focal ring can be done in two ways: by changing
the current of the focusing magnetic lens or by changing the number of its turns. When designing an electron beam
installation, the best method is to increase the number of lens turns rather than to increase its current, since in this case
the lens heats up less and its heating has less effect on the parameters of the technological process. On the other hand, the
method of changing the lens current is easier to implement and can be implemented when reconfiguring technological
equipment for another type of product, as well as directly during the realization of the technological process.

4. The installation can be easily reconfigured to heat a wire of a different diameter by changing the magnetic lens
current, which allows the use of HVGDEG with magnetic focusing of the EB in small-scale production while maintaining
the high quality of the products obtained. This technology is extremely cheap and very effective, since it does not require
highly qualified service personnel to disassemble the electron gun to reconfigure the equipment for a new technological
operation.

5. Automatic control of the focus position of the EB during the technological process can be easily accomplished by
changing the current of the magnetic lens on the small values.

In general, the obtained simulation results showed that the flat-cathode HVGDEG with magnetic focusing of the
EB, as a technological tool, has a number of advantages over guns with a spherical cathode and electrostatic focusing in
the technologies of three-dimensional printing by metal. They, like guns with electrostatic focusing, form a hollow
converging EB with a ring focus and provide uniform heating of the wire along the perimeter, but are much easier to
operate. In addition, an important technological advantage of guns with magnetic focusing of the EB is the ability to
adjust the radius of the focal ring by changing the current of the magnetic lens. In general, the theoretical studies have
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shown that this type of HVGDEG can be successfully used for melting wires or rods with various diameters, from 0.5 to
10 mm. Further development and application of such advanced technologies is very promising for the development of the
transport industry and mechanical engineering and the chemical, aviation, and space industries, in particular, for the
production and reconstruction of blades of aircraft and marine engines.

CONCLUSIONS

Provided numerical computer experiments and scientific research directed to the study of focusing EB trajectories
with different parameters in short magnetic lenses, showing that in the physical conditions of HVGD, it is possible to
form a hollow EB with ring focus. Therefore, uniform heating of treated wire or rods is guaranteed. Since, in comparison
with experimental results, the accuracy of the simulation is very high, in the range of 5 — 15%, the elaborated computer
software with corresponding assumptions for creating the simulation tasks can be successfully used on the preliminary
steps of HVGDEG engineering designing for certain industrial technologies' three-dimensional printing by metal.

Based on the obtained theoretical and experimental results, important physical laws and rules have also been
formulated, which can be further effectively used for the design of electron-beam technological equipment using the
developed software.

Generally, the provided research has shown that by using HVGDEG with a plane cathode and a short magnetic lens,
the formation of hollow EB with a radius of the focal ring range of 1 — 5 mm. Using EB with such parameters for melting
wire or rods with a diameter from 0.5 to 10 mm is really possible.

A significant technological advantage of using magnetic focusing for electronic lasers is the ability to easily change
the focus position and focal ring radius by adjusting the magnetic lens current. This allows for easy reconfiguration of the
process equipment for new product types, as well as automatic control of the focus position during the process. The
developed software can also be effectively used to select the optimal magnetic lens current.

In general, the conducted studies have shown that the development and wide implementation in industry of the
HVGDEG with a flat cathode and magnetic focusing of the electron beam will significantly contribute to the further
development and improvement of modern electron-beam technologies of three-dimensional printing on metal. Today, the
engineers and experts working in the fields of production of transport vehicles, mechanical engineering, chemical
industry, shipbuilding, aircraft construction, and space industry are most interested in the use and further improvement
and development of such advanced technologies.

Overall, the conducted research has shown that the development and widespread industrial adoption of a flat-cathode
HTEG with magnetic focusing of the electron beam will significantly contribute to the further development and
improvement of modern electron-beam 3D printing technologies on metal. Currently, engineers and specialists working
in the vehicle manufacturing, mechanical engineering, chemical industry, shipbuilding, aircraft manufacturing, and space
industries are showing the greatest interest in the use and further improvement of such promising technologies.
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MOJEJIOBAHHS ®OKYCYBAHHSA NOPOKHUCTOI'O EJIEKTPOHHOI'O TYYKA CUMETPUYHOIO
MAT'HITHOIO JIIH3010 JJISI TIPOMUCJIOBOI'O 3BACTOCYBAHHS B AIMTUBHUX TEXHOJIOI'TSAX
Irop B. Meabnuk!, Cepriii B. Tyraii!, Muxaiiio ¥0. Ckpunka', Mukoaa C. Cypxuxos!, Onexcanap M. Kopaaenko',
Omutpo B. Kopanbuyk?
! Hayionanonuti mexuiunuii ynicepcumem Yipainu «Kuiscoxuii nonimexuiunuti incmunmym imeni Izops Cikopcoko2oy
’[Ipusamne axyionepne mosapucmeo «HBO «Uepsona Xeuns»

VY crarTi, 3 BHKOPUCTaHHSIM METOJIB YHCEIHFHOTO MOJEITIOBAHHS, TOCITIPKEHO OCOOIMBOCTI (POKYCYBaHHS KOPOTKO(OKYCHOTO
MOPO’KHUCTOTO IIyYKa €JEeKTPOHIB, C(HOPMOBAHOTO 3 INUPOKOi MOBEPXHI XOJIOJHOTO KaTroja B EIEKTPOHHUX rapMmarax
BHCOKOBOJIBTHOTO TJIIOYOrO po3psay. Jlisi OTpUMaHHS BIANOBIAHUX pE3yJbTaTiB MOJICIIOBAHHS BUKOPHUCTAHO OpHUTiHAJbHE
nporpamMHe 3a0e3e4eHHs, CTBOPEHE aBTOPaMM Ha MOBI mporpamyBaHHs Python. AHani3 OTpUMaHHX pe3yJbTaTiB YHMCEIBHOTO
MOJICITIOBaHHS ITOKa3aB, 10 y Pa3i HEeBEIUKOI 3MiHH KyTa po30iXKHOCTI TpaeKTopii my4yka abo pajiyca Mmo4aTkoBOi TOUKH Ha MOBEPXHi
KaTo/1a MOJIOXKeHHsI POKyCy MydKa, sIK MPaBHIIO, He 3MIHIOEThCS. TOMy KinblieBHi (OKYC MydKa 3a3BUUaii 3aiiMae CTIHKe MONOKESHHS
10 TO3IO0BXHIM KOOPAWHATi, a TOBHIMHA (DOKAIFHOTO KINBIS 3aBXKIU 3HAXOAUTHCS B MEXax KUIBKOX MiTiMeTpiB. BimmomimHi
TEOPETHYHI PE3yJIbTATH MOPIBHIOBAIUCA 3 EKCHEPUMCHTAJIBHUMHM, Ta PI3HULISA MDK TEOPETHMYHMMH Ta EKCHIEPUMEHTaIbHUMHU
pe3yJIbTaTaMy 3HaXOAUTHCS B Mexax 10-15% 3aexHo Bix IPHCKOPIOBAIBHOI HAIIPYTH Ta PO3Mipy NOBEpXHi KaTozxa. BrucokoBonbTHI
€JIEKTPOHHI TapMaTé TIIIOYOTO PO3psAy 3 TaKMMHU IapaMeTpaMd 3a TOBIIMHOIO (DOKAIBHOTO KITbLS MOXYTh OYTH YCHIIIHO
BUKOPUCTaHI B IPOIPECUBHUX HPOMHCIOBUX AJUTHBHHUX TEXHOJIOTISX TPUBHMIPHOTO NPYKY Ha METAJIEBUX ITOBEPXHAX LIIIXOM
PIBHOMIPHOTO HAarpiBaHHsI 3a IEPUMETPOM PYXOMOTI'0 APOTY abo CTPHIKHIB pi3HOro AiameTpa, B gianazoH 0,5 — 10 Mm.

KuarouoBi ciioBa: Aoumusni mexnonoeii; Enexmpouno-npomenesi mexnonocii, Maenimne ¢gpoxycyeanns, Iloposcnucmuii KOnycHul
eeKmpoHHULl ny4ok, Yucnose Mooeno8anHs
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The paper analyses the results of experimental studies investigating the photosensitive properties of Si<B,S> and Si<B,Rh> structures
under the influence of various types of radiation. It was found that the sensitivity of photodiodes fabricated based on Si<B,S> and
Si<B,Rh>, increases several times (from 0.35 to 2.6 A-W-!) at decreasing temperature (from 300 K to 77 K). The threshold sensitivity
of Si<B,S> based photodetectors was found to be significantly higher compared to Si<B,Rh> based photodetectors
(® = 1.2-10""" Im-Hz"""?). Increasing the concentration of sulphur (S) or rhodium (Rh) in silicon increases photosensitivity, but
sensitivity decreases by 3-4 times when the permissible concentration is exceeded (Nrn>2.6-10'° cm™). It was found that
photodetectors based on Si<B,S> and Si<B,Rh> retain their sensitivity parameters at high levels of radiation exposure (from protons,
neutrons, electrons, and y-quanta). In diodes based on p*-n-p-n*, an S-shaped I-V characteristic is observed, as well as the disappearance
of the gating voltage (Usp = 0.5+10 V) with increasing temperature. Relaxation of photoconductivity in diodes based on Si<B,S> and
Si<B,Rh> is due to increased charge-carrier lifetimes.

Keywords: Sulfur;, Rhodium,; Photoconductivity, Dopant concentration; Radiation; Monochromatic Sensitivity; Relaxation
PACS: 85.60.Dw

INTRODUCTION

Improving the photoelectric properties of silicon through doping is crucial to the development of modern electronic
devices such as photodetectors, photodiodes, and radiation sensors. Purposeful modification of the silicon structure,
namely, doping it with various donor and acceptor elements, allows for control over its carrier concentration, permitted
energy states, and optical sensitivity. This significantly enhances the sensitivity, reliability, and stability of devices
produced on the base of silicon. In particular, doping with elements such as sulfur (S) or rhodium (Rh) leads to the
formation of a p* layer on the surface of the silicon [1]. This particular layer serves as a reliable hole-type carrier source,
enhancing efficient photoelectric control at the surface upon illumination [2]. The configuration enables the production
of both p*-i-p" and p*-i-n" asymmetric and symmetric photodetector structures. These structures are widely used in
conventional photodetectors, radiation-resistant sensors, infrared detectors, night-vision imaging systems, astronomical
instruments, and high-precision devices [3]. The use of intrinsic (i-) material layers in this design shows that light doping
together with quasi-intrinsic behavior enhances the well-defined, and highly efficient photoelectric effect [4].

Silicon obtains an n*-layer through the encapsulation of phosphorus (P) as a donor material. The creation of p*—i—n*
structures become possible through this process because the built-in electric field enables quick and efficient photo
generated carrier separation [5]. The sensitivity of the device along with its response speed improves through this
fabrication. The devices designed through these processes and structures demonstrate operational stability regardless of
temperature changes and radiation exposure levels [6]. These designs prove most appropriate for environments
characterized by high levels of radiation found in nuclear power systems and within space exploration and defense
industries.

MATERIALS AND METHODS

In this research, the response of Si<B,S> and Si<B,Rh>-based structures to different types of radiation was examined
and analyzed from the perspective of their photosensitivity. Silicon (Si) was selected as the base material for forming
p*-i-n* semiconductor structures. Boron-doped p-type silicon wafers with a specific resistivity of approximately
p~2-10 Q-cm were used as the starting material in the experiments. During the experimental procedures, either S or Rh
solution was applied to one surface of the silicon wafer. This would generate p*-regions of the p-type semiconductor with
high hole carrier concentrations. Then donor sites were formed using applying phosphorus (P) solution to the other surface
of wafer, forming an n*- type layer. In this way, a three-layer structure was developed, that are shown as a p*- type layer
to the top of the semiconductor layer, a i-layer in the middle, and n*-type layer to the bottom. The silicon wafers were
glued together with adequate pressure to provide good electrical and physical properties between the layers. This method
ensured that the dopants could be uniformly distributed in the Si crystal lattice, and were well integrated.
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After the fabrication of the structures, we thermally treated them at temperatures between 1250 to 1300 °C, in
diffusion atmospheres of either air or inert gases (nitrogen or argon). Thus, using the oven method to fabricate structures,
the p* and n* dopants would diffuse into the silicon crystal, allowing the material to develop suitable p*—i—n"* structures
with respect to depth.

To investigate radiation-induced modifications, irradiation experiments were carried out at the Institute of Nuclear
Physics of the Academy of Sciences of the Republic of Uzbekistan (INP AS RUz). Proton irradiation was performed
using the U-150-II isochronous cyclotron, which accelerates protons up to 18 MeV. Neutron irradiation was conducted
using the NG-150 neutron generator, producing a quasi-monochromatic neutron flux with an energy of about 14 MeV.
Electron irradiation was performed using the LINAC-1000 linear accelerator, generating electron beams with energies up
to 10 MeV. All irradiation parameters — including fluence, energy, and exposure time — were precisely controlled to ensure
the stability and reproducibility of the experimental conditions.

The compensation ratio K = P/Ns was evaluated using the effective carrier concentration P and the concentration of
sulfur impurity Ns. The value of P was determined from the measured electrical resistivity using the expression

qu.l -100%] (1)

Hp -p

where ¢ is the elementary charge and g, is the hole mobility at room temperature. The sulfur concentration Ns was
estimated from the diffusion profile parameters and solubility data reported for compensated crystals based on Si<B,S>
in the study [1]. The sulfur concentration Ns was estimated from the diffusion profile parameters and solubility data
reported for Si<B,S>-based compensated crystals in study [1].

RESULTS AND DISCUSSION
Photovoltaic characteristics

In our experimental investigations, spectral characteristics of p*—i—p* and p"—i—n" devices were studied by their
comparison with spectral characteristics of the reference industry photodiode — FD-28KP. Thanks to experiments, it was
feasible to estimate with high precision the spectral sensitivity and operating parameters for the described structures.
Figures 1a and 1b depict the measured spectral sensitivity curves of the devices, and Table 1 lists the corresponding device
parameters. The photodetector sensitivity was dramatically enhanced, particularly when the operating temperature was
lowered to 77 K. Cooling of the operating temperature from 300 K to 77 K enhanced the spectral sensitivity of the Si<B,S>
structure from S = 0.35 A-W-! to about 2.6 A-W-! at a wavelength A = 0.625 um. In the same temperature range, the
sensitivity of the Si<B,Rh> structure grew from S, = 0.28 A-W-! up to about 0.74 A-W-!. These facts prove that the
sensitivity of these structures is enhanced several times when operating at cold (cryogenic) temperatures and thus they
can be used as low-light sensors in cryogenic detector systems [7].

The minimum light sensitivities (®) of the photodetectors were also measured in the experiments. When a load
resistance of Ry = 50 kQ was employed, the corresponding ® values of the Si<B,S> and Si<B,Rh> structures were
®=1.2-10"" Im-Hz'"? and ® = 4.0-107'° Im-Hz ', respectively. These extremely low ® values evidently confirm that
structures enable the detection of extremely weak light signals with high precision.

100 100
a —o— Si<B.S> (T=300 K)
1 =—0—5i1<B.5> (T=77 K)
80 —&—Si<B Rh> (T=300 K) 80 —o— Si<B,S>
—0—S81<B.Rh> (T=77 K) —o— 5i<B,Rh>
—&—FD-28KP
e 60 -1 . i
: b
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Figure 1. Spectral characteristics of photodetectors based on Si<B,S> and Si<B,Rh>: (a) p'—i—p" structures; (b) p'—i—n" structures,
compared with the FD-28KP photodiode.

Furthermore, the Si<B,S> structures exhibit higher responsivity and lower threshold sensitivity compared to their
Si<B,Rh> counterparts, confirming their effectiveness for use in high-precision photoelectric applications [8].
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Table 1. Parameters of photosensitive structures based on Si<B,S> and Si<B,Rh>

no. Parameter Si<B,S> Si<B,Rh>

1 Noise voltage (Un), pV 2+10 2+10

2 Monochromatic sensitivity (S)) A=0.85 um, A/W 0.50+0.75 0.50+0.75

3 Integral current sensitivity (S1), mA/Im 40+50 40+50

4 Photoresponse time constant (1), s (2+50)-10* (2+50)-10*

Effect of Dopant Concentration

The conducted studies have shown that when p-type silicon is treated with sulfur (S) or thodium (Rh), an increase
in dopant concentration leads to a corresponding rise in photosensitivity. The silicon crystal lattice was able to effectively
retain charge carriers under illumination, while the dopant elements helped reduce recombination effects [9]. However,
when the dopant is added in excess beyond a certain threshold, an overcompensated state occurs, resulting in donor—
acceptor compensation. This significantly reduces the number of free carriers [10]. Consequently, the sensitivity of the
photodetectors typically drops by a factor of 3 to 4. Furthermore, this situation can lead to the formation of potential
barriers within the structure, which are associated with structural defects and contribute to a reduction in photocurrent.
For Si-based structures with varying Rh concentrations, the dark current (Is), measured in the absence of illumination,
and the photocurrent (I;n), measured under illumination, are presented in Table 2. This table also illustrates the influence
of Rh concentration on the photoelectric response of the structures. The data in the table show that once the Rh
concentration exceeds the optimal level, the steady-state photocurrent decreases, and the I,/Iq4 ratio changes. When the
Rh concentration is approximately Nrn = 2.6-10'5 cm?3, the I/lq ratio reaches a value of 107 at a temperature of 77 K,
indicating very high sensitivity. However, when Rh concentration surpasses the threshold, no further improvement in
sensitivity is observed, as excessive dopant levels ultimately lead to the degradation of the functional system [12].

Table 2. Photocurrents as a function of Rh concentration

Ngp, cm™3 300 K 77K
Iy, A Ipn, A Ipn/1a Iy, A Ipn, A Ipn/la
7-101* 1.1-107* 1.0-1073 9.1 2.3-10°° 8-10-5 35
1.5-10%° 4-10°¢ 3.8-10°5 9.5 1.6-10°
2.6-10%° 1.6-10°° 1.8-107° 11 1-10710 1.8-1073 1.8-107
Effect of irradiation

The effect of radiation on the sensitivity parameters (Sy and Si) of structures formed on the basis of Si<B,Rh> and
Si<B,S> is presented in Tables 3 and 4. These tables analyze the changes in current sensitivity of the structures under the
influence of various types of radiation, such as protons, neutrons, electrons, and y-quanta. According to the experimental
results, in most cases, structures based on Si<B,Rh> demonstrated a greater increase in sensitivity compared to those
based on Si<B,S>. Experimental results show that Si<B,Rh> and Si<B,S>-based photodetectors retain high levels of
sensitivity under y-irradiation fluences ranging from 10'* ¢cm to approximately 10'® cm™ (Table 3). The retention of
sensitivity at such high fluence levels indicates the robustness and stability of the defect-mixture complexes formed in
the crystal lattice.

Table 3. Changes in current sensitivity under the influence of radiation type and currents

no. Type of radiation Integral flow (cm2) AS1 (%) Si<B,S>
1 Protons (E=18 MeV) 5-10'%/1-10"3/5-10" 20/50/92
2 Neutrons (E>0.1 MeV) 3-10'3/5-10'3/8-10" 12/42/55
3 Electrons (E=6 MeV) 10'4/10'%/10'¢ 7/44/87
4 y-quanta (*°Co) 1.1-10'%/2.5-10'%/3.5-10'8 7/38/70

Table 4 presents how the key parameters — S;, Sy, and T — of components based on Si<B,S> and Si<B,Rh> change
before and after irradiation. Although the sensitivity of both structures decreased slightly after radiation exposure, their
values remained above the industry-accepted thresholds.

Table 4. Parameters of Si<B,S> and Si<B,Rh> based structures before and after irradiation with fast neutrons

Si<B,S> Si<B,S> after a fast Si<B,Rh> Si<B,Rh> after a fast
Parameter before neutron fluence before neutron fluence
of ~10'* cm™ of ~10'% cm™
Monochromatic sensitivity (S»), A/W 0.70 0.40 0.78 0.26
Integral current sensitivity (S1), mA/lm 49.4 21 55 13.29
Photoresponse time constant (1), s 1-104 8-107 1-10% 6-107°

Sensors based on Si<B,S> and Si<B,Rh> continued to operate reliably and stably even after being subjected to
irradiation. These structures demonstrate notable utility for long-term wireless applications in high-radiation
environments, providing a solid scientific basis for their future implementation [13].
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Figure 2. Spectral characteristics of Si<B,S> and Si<B,Rh> structures without irradiation and after irradiation with fast
neutrons with a fluence of 8-10' cm™

The spectral characteristics shown in Figure 2 present an analysis of the photodetectors both before and after neutron
irradiation. It was observed that silicon-based photodetectors containing boron and sulfur (n-Si<B,S>) demonstrated
greater resistance to radiation-induced changes in spectral responsivity compared to conventional silicon counterparts.
Silicon photodiodes fabricated from specially modified materials showed a neutron radiation resistance that is three to
four times higher than that of standard industrial-grade photodiodes. This conclusion is further supported by the data in
Table 5, which illustrates how exposure to fast neutrons (E > 0.1 MeV) affects the integral current responsivity of different
photodetector types. The table provides a comparative analysis of the relative change in integral responsivity - expressed

i

_cgrad
as[S; = % - 100%] - for photodetectors based on n-Si<B,S> and the industrial reference model FD-10K. According
1

to the results, photodetectors built on n—Si<B,S> substrates maintained stable integral responsivity over the entire
irradiation range, with relative variations within 10-31%. In contrast, the FD-10K industrial photodiode exhibited a
significantly larger decrease in responsivity (80—88%), indicating that its performance degrades much more strongly
under neutron irradiation.Thus, the results showed that the n—Si<B,S>-based photodetectors maintain their functional
stability significantly better under neutron irradiation than the FD-10K device, which indicates that they are suitable for
long-term operation in environments with high radiation levels [14].

Table 5. Relative change in integral susceptibility under the influence of fast neutrons

Fluence (cm™) Si<B,S> (%) FD-10K (%)
2-101 10 80
4-10 17 83
6-10" 26 86

10" 31 88

A specific group of diodes fabricated using p*—n—p—n* type semiconductor structures was observed to exhibit an S-
shaped current - voltage (I-V) characteristic. During the experiments, it was found that these diodes undergo a sudden
switching behavior, resulting in what is known as a snapback voltage (Usp). When the applied voltage approached a certain
critical threshold, the diode's operating state changed abruptly. It was also noted that as the temperature increased, the S-
shaped portion of the I-V curve gradually disappeared, making the curve smoother overall. This behavior makes such
diodes particularly well-suited for temperature-sensitive devices like photorelays and thermal sensors. The measurements
showed that snapback typically occurs within a voltage range of approximately Us, = 0.5 to 10 V, with the corresponding
current values ranging between I, ~ 0.2 and 1 mA [15]. At elevated temperatures, the snapback region faded, confirming
the diode’s suitability for thermal-responsive switching applications [16,17]. Further investigation revealed that the
magnitude of the snapback voltage is directly influenced by two internal parameters of the diode: the base resistivity (p)
and the level of compensation (K) [18]. This relationship was explored by analyzing the UZ** /UR™ ratios presented in
Table 6, which reflect how changes in compensation and base resistivity affect snapback behavior. The experimental
results clearly demonstrated that increasing the compensation level leads to a wider snapback voltage range. This opens
up the possibility of fine-tuning diode parameters and gaining precise control over the device’s switching domain. By
selecting an optimal compensation level in p*—n—p-n" structures, it is possible to adjust the snapback voltage to meet
specific technological requirements, enabling flexible and efficient use across a wide range of real-world electronic
applications [19].
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Table 6. Ratio U /U™ depending on p and compensation level

p, Q-cm ymax jymin K = P/Ns
1 - 0.51
3 1.5 0.78
10 3.5 0.91
20 5 0.95

y-irradiation effect and relaxation
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Figure 3. Current-voltage characteristics of S-diodes prepared based on Si<B,S> before and after irradiation (p-irradiation)

Silicon-based S-diodes show excellent radiation resistance due to their stable performance. The (Us,) and (Z;)
measurements of the diodes remained stable when y-radiation from 69Co had been applied according to experimental
findings (Figure 3). Data findings about the material's excellent resistance to radiation confirms the evidence strongly.
The research investigated photoconductivity relaxation mechanisms in either Si<B,S> or Si<B,Rh> based diodes
separately. The experimental results matched previously recorded data, which indicated that the relaxation of
photoconductivity depends directly on increased carrier lifetime [20].

It is known that the relaxation of photoconductivity in silicon-based materials is directly related to the lifetime of
unbalanced charge carriers. After illumination is removed, the excess carriers recombine through defect trap centers located
within the forbidden band gap. The recombination-generation dynamics in such systems is described by Shockley-Read-
Hall (SRH) statistics, where the presence of deep-level traps, shifting the Fermi level to a position away from the
recombination centers, can significantly extend the carrier lifetime by reducing the effective recombination rate. The
introduction of sulfur or rthodium into the compensated Si<B,S> and Si<B,Rh> structures created local deep energy states
that stabilized the unbalanced carriers, thereby increasing the relaxation time of photoconductivity and the photosensitivity.
Thus, the observed long-term relaxation behavior was consistent with the SRH model and confirmed that the increase in
photoconductivity is directly related to the increase in the carrier lifetime. An extended carrier lifetime improves photo
detector stability through photosensitive materials when operated over extended time span [21].

The research findings demonstrate that S-diodes containing Si<B,S> and Si<B,Rh> show promising performance in
high-dose radiation environments due to their reliable operation and stable photosensitivity characteristics [22].

CONCLUSIONS

Based on the analysis of experimental investigations into the effects of various types of radiation on the
photosensitivity properties of Si<B,S> and Si<B,Rh> structures, the following conclusions can be drawn:

Photodiodes using Si<B,S> and Si<B,Rh> become much more sensitive — increasing several times (from 0.35 to
2.6 A-W-1) — when cooled down (from 300 K to 77 K). This makes them usable as very cold sensors and detectors for
recording dim radiation.

The threshold sensitivity for Si<B,S> photodetectors is much better (® ~ 1.2:10-11 Im-Hz1/2) than Si<B,Rh> ones.
This means they can spot really weak light signals with great precision.

More sulfur (S) or rhodium (Rh) in the silicon boosts photoelectric sensitivity. But, if you add too much
(Nrn> 2.6-10"° cm3), the sensitivity drops by 3—4 times.

Si<B,S>and Si<B,Rh> photodetectors retain their sensitivity even under high-radiation environments (protons,
neutrons, electrons, and y-rays).

In p*—n—p-n* diodes, we saw an S-shaped I-V behavior and the breakdown voltage (Us, = 0.5+10 V) disappeared
as the temperature went up. Because of this, these diodes can be used as very sensitive photorelays and temperature
Sensors.
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The photoconductivity relaxation in Si<B,S> and Si<B,Rh> diodes is due to the charge-carrier lifetime increasing.
This helps photodetectors remain stable for a long time, enabling reliable, effective use in environments with high
radiation levels.
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BIIJIUB PI3HUX YMOB OCBITJIEHHSI HA ®OTOYYTJIMBI BJIACTUBOCTI CTPYKTYP Si<B,S> TA Si<B,Rh>
Axpampxon M. Bo6oes!, Illaxpiop X. FOnbuien?, 3iomxon M. I6poxivos?, Hypitain M. IOnycaies!
! Anouarcancoruii depocasnui ynisepcumem imeni 3.M. Babypa, Anousican, Yzbexucman
2 Anoudicancokuti OepoicasHutl nedazoziunul incmumym, Anoudsican, Y30exucman
3 Anouoicancoxuii deparcasnuil mexuivnuii incmumym, Ysbexucman

VY cTaTTi IpoaHaNi30BaHO PE3yNbTATH EKCIIEPUMEHTAIBHHUX JOCHIKEeHb (OTOUYTIMBHX BIAcTHBOCTEH CTpykTyp Si<B,S> Ta
Si<B,Rh> mix BIMBOM pi3HHMX BH[IB BHIIPOMIHIOBAaHHA. Byno BHSIBIICHO, IO YyTIMBICTH (POTOMIOAIB, BUTOTOBJICHHX Ha OCHOBI
Si<B,S> rta Si<B,Rh>, 3pocrae B kinbka pasis (Bix 0,35 10 2,6 A-B1™") npu 3umkenni remneparypu (Big 300 K o 77 K). IToporosa
YyTIMBICTh (OTOAETEKTOPIB Ha OCHOBI Si<B,S> BusBMIACS 3HAYHO BUIIOIO MOPIBHSAHO 3 (hoToAeTekTopamMu Ha ocHOBI Si<B,Rh>
(® = 1,2-10" im-Tur'?). 36inbuenns konuenTpawii cipku (S) a6o poxito (Rh) y kpemHii migsuiye (poTO4yTIMBICTD, ajle Yy TIUBICTL
3MEHIIYEThCS B 3-4 pasy PH NEPEBUILIEHH] 10MyCcTUMOi KoHuenTpanii (NRh > 2,6-10'5 ¢cm). Byno BusBieHo, 10 (OTONETEKTOPH Ha
ocHOBi Si<B,S> ta Si<B,Rh> 36epiraroTs cBoi mapaMeTpu 4y TIIMBOCTI IPH BUCOKUX PIBHAX paAialliifHOTr0 OIpOMiHEHHS (Bi IPOTOHIB,
HEHTPOHIB, ENEKTPOHIB Ta Y-KBaHTIB). Y IioJaX Ha OCHOBI p*-n-p-n* crocrepiraeTbes S-MoAiOHa BOIBT-aMIIEPHA XapaKTEPHUCTHKA, a
TaKOXX 3HUKHEHHs Hanpyru 3aTBopa (Usp = 0,5+10 B) 31 36inpmennsM Temneparypu. Penaxcamist pOTOIpoOBiAHOCTI B Ai01ax Ha OCHOBI
Si<B,S> ta Si<B,Rh> 3ymoBieHa 301IbIIEHHAM Yacy KUTTS HOCIIB 3apsimy.

KuarwuoBi caoBa: ciprka, pooitl; ¢omonposionicms;, KoHyewmpayis ae2yiouoi OOMIWKU, SUNPOMIHIOBAHHS, MOHOXPOMAMUYHA
YYMAUBICMb, penaKcayis
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The anthracene molecule was adopted as a m-conjugation bridge for the D-n—A system with a methyl group CHj3 and a nitro group NO2
acting as donor and acceptor groups. The influence of the anthracene nature junction with the donor and acceptor sides was evaluated
on the performance of a dye-sensitized solar cell (DSSC). The donor and acceptor positions in this study changed around the anthracene.
Density functional theory (DFT) has been utilized at the B3LYP theory level. The donor group could bind to anthracene at two specific
sites, while the acceptor group could bind to the remaining anthracene sites, excluding the donor group site. The photovoltaic and
electronic properties have been investigated. The results showed that the best-performing molecular dyes, D10A7, D1oAs, and D1As, are
suitable for use as sensitizers due to their energetically favorable photovoltaic parameters, which are attributed to the potential for
electron injection and regeneration.

Keywords: D-7—A; TD-DFT; DSSC; Photovoltaic properties, Anthracene

PACS: 88.40.hj, 31.15.es, 82.47.Jk

INTRODUCTION

Following Grétzel's initial publication, DSSC research garnered significant interest in renewable energy studies
because of its affordability, straightforward manufacturing process, and eco-friendly characteristics [1]. Like inorganic
dyes, Ruthenium complex-based dyes have good chemical and thermal stability, but are expensive and unavailable [2].
Metal complex dye molecules, such as Zn-porphyrin, based on DSSCs have high light-harvesting ability [3]. Metal-free
organic dyes have low cost and high absorption coefficients [4]. Although Zn-porphyrin metal complexes based on DSSCs
have achieved higher conversion efficiency than metal-free organic dyes, they are costly, highly toxic, and of limited
resource [5]. The donor-m-acceptor (D-n—A) moieties are the most prevalent structure in DSSCs due to their light
harvesting nature and appropriate modification of the nature of the intramolecular charge transfer [1, 6]. The dye sensitizer
absorbs the incident light; therefore, the electron is excited by photoexcitation and moves from the highest occupied
molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO) of the dye, as shown in Figure 1 which
explain the working principle of DSSCs. The electron is injected into the titanium dioxide (TiO2) conduction band;
therefore, the charge separation occurs at the dye and semiconductor interface through the photo-induced electron
injection process. Then, the electron transfers from the TiO, to the transparent conducting oxides (TCO) [7]. Thus, the
electron reaches from the anode to the cathode and diffuses from the cathode to the electrolyte, so the regeneration of the
dye occurs. Based on that, the dye is oxidized to make the DSSC stable and long-lasting [2].

Additionally, the energy level of the redox couple (iodide I /triiodide I37) should be higher than the HOMO level of
the dye for successful regeneration to occur. The conduction band of the semiconductor metal oxide photo-anode should
be below the LUMO level of the dye. The conduction band of TiO» should be lower than the LUMO energy level of the
dye to allow the electron to be transported to the anode [8]. For potential electron injection and dye regeneration, the
HOMO and LUMO Ievels of the dye should lie with the redox electrolyte (I'/I37) and the conduction band of TiO,,
respectively [9]. In a molecule, the location of the most energetic electrons is typically considered the HOMO, and it is
the most likely location to react with an electrophile. According to a study conducted by Bulat et al. on the HOMO in a
molecule, it confidently points to the site of the most energetic electron. It is noted that the HOMO does not consider that
the lower energy orbitals in different parts of the molecule may still be occupied by electrons. The lowest values of the
average local ionization energy have a considerable influence on the magnitudes and locations of electron density. The
HOMO is delocalized and does not point to the lower-lying orbital contributions. Consequently, it is essential to be caution
when considering the HOMO as the best energetic electron in a molecule and the most reactive site for the
electrophile [10].

Recently, anthracene has been used in DSSCs due to its unique photophysical properties, such as bright blue
electroluminescence [11]. When investigating DSSCs, the electron diffusion properties matter, not the luminescent or
fluorescent properties. Rapid intramolecular charge transport is crucial in successful electron injection from the anchoring
groups of the dye into the conduction band of the semiconductor and successful regeneration back into the dye via the
electrolyte. Recombination is crucial in electroluminescence but is a drawback in DSSCs. Anthracene compound is
reported in various applications such as light-emitting diodes, thin film transistors, and bulk heterojunction solar cells due
to its outstanding optical properties, excellent stability, easy tunability, low cost, and high carrier mobility [12].
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The n-conjugated bridge groups help in the electronic transition charge transfer from the ground state to the excited state
to enhance the light absorption of DSSCs at a longer wavelength [5, 14, 15], and specify how the w-spacer can facilitate
charge transport between different dye fragments. The charge recombination and dye aggregation reduce the efficiency
of the metal-free organic dyes [16]. In organic solar cells, fullerenes [15, 17-18] facilitate electron transport, although
they have not been studied extensively.
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Figure 1. Schematic diagram of the dye-sensitised solar cell (DSSCs) working principle. hv is incident light (photon), e is electron,
TCO stands for transparent conducting oxide, TiOz is titanium dioxide, Ecs is the conduction band edge energy level, Evs is the valence
band edge energy level, Eris the Fermi level, I'/I5™ is the iodide/triiodide redox couple, I7/12™ is the iodide/diiodide radical redox pair,
HOMO is the highest occupied molecular orbital, LUMO is the lowest unoccupied molecular orbital, AGiy; is the injection driving
force, AGreg is the regeneration driving force, and Voc is the open circuit voltage.

Additionally, nanotubes [19, 20] have recently been used in organic solar cells. Nitro group (NO,) has been
employed as a strong electron acceptor group because of its remarkable electron-withdrawing ability and a strong
anchoring ability to bond through chemisorption with the semiconductor [21, 22]. In a previous study on benzene and
triphenylamine as donors, dimethylanisole as m-conjugated and CN, COOH, and NO; as acceptors, Mathiyalagan et al.
concluded that triphenylamine and NO; have the most potent effect as electron donors and acceptors, respectively, and
have perfect optoelectronic properties for use in DSSCs [22]. Methyl group (CH3) is a substantial electron donor due to
its strong electron-donating nature [23]. In a recent work by Bora and Kalita on tetrathiafulvalene as a donor and both
cyanoacrylic and carboxylic as acceptors with thiophene as n-conjugation, the dye electron density increased when the
CHj3 group and the NO» were attached in the donor and acceptor parts, respectively, which maximized the redshift by
reducing the energy bandgap [23]. The previous literature generally searched for affective LUMO or HOMO groups to
use in D-n—A to get better DSSC efficiency. These studies did not modify the binding sites of these groups; therefore,
they did not examine the effect of the choice of binding site to know how the changing sites affected the working cells.
In the current research, this has been addressed by studying the D-n—A structure by adding LUMO and HOMO groups
and changing their binding sites to find out what effect this change had on the photovoltaic parameters.

This paper used anthracene as a m-spacer between the CH3 donor and NO, acceptor. The position of the donor and
acceptor groups around the anthracene was investigated. To evaluate the impact of changing the position of donor and
acceptor groups around the n-conjugation on photovoltaic (PV) performance, a molecular orbital with the highest occupied
energy Enomo and a molecular orbital with the lowest unoccupied energy Erumo, optical bandgap energy (£,), the maximum
absorption wavelengths, oscillator strength (f), light harvesting efficiency (LHE), excited state lifetime (7), injection driving
force (AGinj), regeneration driving force (AGreg), open circuit voltage (Voc) and fill factor (FF) were illustrated.

COMPUTATIONAL AND THEORETICAL METHODOLOGY
In the D-n—A design, the CH3, and NO, were selected as the donor and acceptor groups, respectively, and they are
linked by the anthracene, which acts as a m-conjugation fragment (see Figure 2).

\g CH3= D QC
o4 ~ G H
N

s @ @0
L NO:=4a

Figure 2. The numbering scheme is used for the variation in functional group positions: D-donor (Dx = CH3 methyl group) and A-
acceptor (An= NOz nitro group) around the anthracene molecule (n = anthracene); (Dx—n—An), wherek=1o0r 10,andn=1, 2,...,10,
with k#n. C, H, N, and O represent carbon, hydrogen, nitrogen, and oxygen, respectively.

[
€
¢
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According to the numbering DiA, = (Dx—n—A,) in Figure 2, the donor group (Dy) is fixed on anthracene and limited
to only two positions, either k = 1 or k = 10, while the acceptor group (A,) is fixed around the other anthracene positions
sothatn=1,2...10 and k#n. In this case, when the donor group is fixed on k = 1, the acceptor group will vary on positions



629
Impact of Donor-Acceptor Positions to Tune Efficient Dye-Sensitized Solar Cells... EEJP. 4 (2025)

of anthracene (n = 2—-10), and when the CH3 groups are fixed on k = 10, the acceptor groups will vary on positions of
anthracene (n = 1-9); therefore, 18 isomers of Di—n—A, were obtained. The molecular dye has been studied to explore
the influence of changing the position of donor and acceptor groups around the n-conjugated system on the geometries,
electronic, and PV properties of the DSSCs.

Complete optimization of these 18 cases was carried out with TD-DFT approaches [24] at B3LYP/6-311G(d,p),
where 6-311G(d,p) basis sets for C, H, O, and N, usually approved as a beneficial plan to speculate the molecular
structures, based on optimized ground state geometry, were used to evaluate the oscillator strengths and excited state
energy calculations. The ground state geometry optimizations for the Di—n—A, structure were performed with the
Gaussian 09 program package using DFT [25, 26] at the hybrid functional of exchange-correlation B3LYP (Becke three-
parameter Lee-Yang-Parr) theory level [26]. Furthermore, all calculations were performed in the gas phase. DSSCs
calculations in the real case are more complex than those of the gas phase, where in real DSSCs, dye molecules stick to
the TiO, surface and are surrounded by a liquid electrolyte. Therefore; the values of AGiy, AGreq, Voc, and FF should be
interpreted as qualitative trends. The gas phase does not take these factors into account, and this can affect the dye
performance in addition to the overall cell efficiency [27]. However, gas phase calculations are still extremely valuable
since they provide initial insights about the electrical and optical properties of the dye [28].

For practical applications, simple chemical methods can be used to bind the methyl (—CHs) donor group and nitro
(—NO,) acceptor group to the anthracene 7 -bridge. These groups are added to the anthracene part of the dye to improve
DSSCs performance. Common methods such as Friedel-Crafts alkylation or Suzuki coupling can be used to attach
the —CH3 group, whilst the —NO, group can be bound through aromatic nitration [28]. Furthermore, a carboxylic acid
group is added in the dye to make it stick strongly to the TiO» surface [29]. These methods are well established and have
been successfully utilized in photovoltaic research [27, 29, 31], our D- « -A dyes are actual and can be surely employed
in DSSCs devices.

For PV characterisation, the substantial factor in DSSC is Voc and can be estimated using the commonly used
approximately [13]:

Voc = ErLumo — Ecg (Ti0) (1)
where Erumo is the LUMO energy level of the dye, Eqp is the reduction potential of TiO, conduction band edge of the
semiconductor, with the widely used experimental value of TiO, Ecg (Ecg = —4.0 eV) [33]. All energy values are

presented in volts (V), and this expression is intended as a preliminary theoretical estimate. The FF have a crucial role in
the device efficiency and can be determined as [34]:

FF = VOC - ln (VOC + 072)/(V0C + 1) (2)
LHE, one of the key factors that affects the Jsc, is expressed as [35]:
LHE=1-10"f 3)

where f'is the oscillator strength of the adsorbed dye molecule related to Amax. The Lambert-Beer law proposes that the
LHE of a cell relies on the coefficient of dye extinction, the concentration of dye, and the optical path length within the
semiconductor film [36]. The lifetime (7) of the molecular dye can be determined as follows [35]:

7 =1.499/fE? 4)

where E is the different electron states’ excitation energy (cm™') of the different electronic states. In addition, photovoltaic
performance depends on the electron injection rate (AGjy) from the dye to the TiO, (Ecs). Therefore, AGiy; is beneficial
for examining the injection driving force of electrons injected from the dye-excited state Erymo level to the conduction
band of the semiconductor oxide [25]. A negative sign suggests the process of spontaneity [13]. AGi,; can be determined
according to Preat’s method [37] as follows [38]:

AGinj = Eayex — Ecp(Ti02) &)

Egye. is the oxidation potential energy of the dye molecule in the excited state and can be estimated by:

Edye* = Edye —Ey (6)

Egye is the oxidation potential of the dye molecule in the ground state (donate —Enowmo), and E_ is an electronic vertical
transition energy corresponding to A,y AGreg 1s another critical factor that affects the Js¢ [39]. The significant driving forces
of dye regeneration, promote the regeneration efficiency resulting in high Js¢ [40]. AGr can be calculated as follows [41]:

AGreg = Eredox—E. dye (7)

where Ercqox 1 the redox potential of the applied electrolyte. Iodide/triiodide (I7/137) is typically used as an electrolyte, and
the level of couple redox electrolyte (I7/137) is about —4.80 eV [25]. Both AGinj and AGy, represent the change in the free
energy in eV for the injection and rejection electrons [13].
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RESULTS AND DISCUSSION
Ground state geometry

Knowing the most stable structure for 18 isomers of the Dy—n—A,, is essential to examine the relative energy (AE)).
The ground state geometry of Di—n—A, was determined using the B3LYP/6-311G(d,p) levels. The differences in ground
state energy of the Di—n—A, due to the position of donor and acceptor groups around the anthracene are listed in Table 1.
The five most stable structures of the anthracene derivatives, with the minimum relative energy (AE;) of 18 isomers, are
DioAs, DioA4, DiAg, D1A4, and D As, respectively. This indicates that the lowest ground state energy is for DioAs.
Generally, a comparison with the previous studies’ significant differences [14,18]. Furthermore, no available
experimental data are available for comparison.

Frontier molecular orbitals and energy levels

The electronic distribution of frontier orbitals is vital in transferring the effective charge from the donor to the
acceptor [5]. The effective charge transfers between the Enomo and Erumo levels are substantial for studying the molecular
structure of organic PV. The Enomo levels should be located below the electrolyte I7/15~ (—4.80 eV) [33] to get an efficient
dye in DSSCs, and the Erumo levels should be located above the TiO, Ecg (—4.0 eV) [33]. Therefore, the electronic and
transition properties of the molecule dyes were investigated employing the B3LYP/6-311G(d,p) levels. In our results, all
the values of the HOMO level are located below the value of the TiO, Ecg; therefore, the electron can inject efficiently
from the dye to the TiO, Ecg and the electron can then transfer from the TiO, Ecg to the TCO and diffuse to the electrolyte.
In addition, all the values of the LUMO level are located above the value of the TiO, Ecg; therefore, the dye can be
successfully regenerated back into the dye through electron acceptance from the electrolyte I'/I5™.

The DFT calculated results of Exomo, Erumo, and E, for various positions of the acceptor and donor for D;A, and
DioA, are listed in Figure 3. The Enomo level values of Dy—n—A,, located below the electrolyte, are in the order D;A,,
DioA1, DioAg, D1A; and DioAs, respectively. Thus, D1A,, DioA1, DioAs, D1As and DioAs may enhance the efficient
regeneration of electrons back into the dye in DSSCs. In addition, they have the highest ground state energy due to the
electrolyte I/I;7; therefore, they can occur easily and enhance the AGr,. Enomo is often related to the ability [42,43] to
donate electrons. Thus, DiA; and DjoA; have the highest electron-donating ability. However, for the Erumo levels that
should be located above the TiO; Ecg, the highest maximum value in the order of Di—n—A,, is D1A2, DigA1, D10A2, DigA7
and DA, respectively. The highest value of the Erumo levels is DiA, despite its high relative stability. Therefore, the
effective values of the Erumo levels that improve the Voc and AGiyj are for DjA; and DA, respectively, and show the
highest electron-accepting ability. Figure 3 illustrates that the energy gap values of DiA3, DiAs, DioA7, Di0As, and DioAs
are smaller than those of the other dyes (isomers). From previous studies, we expect that the sensitisers with smaller gaps
of Erumo—FEnomo energy show favourable characteristics beneficial to higher LHE in the DSSC and facilitate the injection
of electrons and the regeneration of dye, which enhances efficiency. Therefore, our designed dyes Di1Asz, DiAg, DioA7,
DioAs, and DipA; may have better light harvesting ability than the others [5, 44-46]. Interestingly, we noticed that the
decrease in energy gap values is mainly due to decreased LUMO energy levels. This result confirms that the energy levels
of the dye sensitisers can be tuned through the donating group’s position around the n-conjugated bridge.
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Figure 3. Calculated HOMO- LUMO electronic structures of all studied dyes. TiO2 Ecs represents the conduction band edge of
the titanium dioxide (TiO2); I'/Is~ is the redox couple (iodide I /triiodide I37), HOMO is the highest occupied molecular orbital,
LUMO is the lowest unoccupied molecular orbital

The absorption ability of dye sensitizers plays an essential role in promoting Jsc. The solar radiation, including the
visible and near-IR range, should be absorbed by a suitable sensitizer in DSSCs [47] as much as possible. Position
modifications in the donor-acceptor groups would tune the photo absorption spectra of 18 dye isomers. As Figure 4 shows,
the designed dyes D1Ajpand DA, have the broadest absorption spectra, except for blue shifts. The maximum absorption
coefficients of dyes are D;1As, D1As, Di0As, D1A4, D1Ag and DioA3, respectively. The origins of these absorptions are
detailed by calculating the singlet electronic transition in the Gaussian 099W program. The maximum absorption peaks of
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isomer dyes D;As, DigAs and D Az have more redshifts than others. Therefore, we selected D;Ag, D1oAs and D;As to
design novel dyes further.
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Figure 4. Absorption spectra of 18 dye isomers as a function of wavelength (). (a) isomers where the donor group is fixed on the
anthracene at site D10, and the acceptor group is bound to the remaining sites. (b) isomers where the donor group is fixed on the
anthracene at site D1, and the acceptor group is bound to the remaining sites

Photovoltaic properties

The fundamental factors for characterising an efficient photovoltaic device are Voc, FF, LHE, t, AGiyj, and AGreg
and are listed in Table 1. These parameters were investigated using TD-DFT theory levels. The impact of the positions
of the donor-acceptor groups on the device performance was illustrated.

For increased light-capturing, the LHE should be as high as possible to promote the photocurrent and enhance the
photovoltaic efficiency. The LHE and f are directly proportional to each other [13]. The higher LHE values in the order
are D1oA7, D1As, DioAs, D1oAs and DoAs, respectively. Here, D1pA7 has the highest LHE and can therefore encourage the
absorption of the photons and maximise the photocurrent [48]. LHE is considered one of the most critical parameters for
determining dye efficiency.

Table 1. Calculated relative energy (AE), oscillator strength (f), light harvesting efficiency (LHE), excited state lifetime (t), injection
driving force (AGiy)), regeneration driving force (AGreg), open circuit voltage (Voc), fill factor (FF) of dye isomers (Di—n—An)

Position AE(eV) F LHE  t(ns) AGinj (eV) AGireg (V) Voc (V) FF
DiA> 0.556 0.047  0.103  4.021 ~0.955 1.065 1.631 0.890
DiAs 0.223 0062  0.133  2.920 ~0.985 1.107 1.212 0.862
DiAs 0.047 0072  0.152  2.838 ~0.732 1.192 1.203 0.861
DiAs 0.047 0054  0.116  3.567 -0.821 1.192 1.214 0.862
DiAs 0.228 0.075  0.159  2.485 -0.928 1.116 1211 0.861
DiA7 0.384 0063  0.134 3242 ~0.774 1.152 1.380 0.875
DiAs 0.217 0.065  0.138  2.803 ~0.947 1.140 1.255 0.865
DiAs 0.037 0069  0.146  2.959 -0.722 1.207 1.225 0.863
DiAio 0.240 0.050  0.109  3.848 —0.821 1.175 1.326 0.871
DioAl 0.289 0052  0.112  4.022 -0.831 1.069 1.436 0.878
DioA> 0.326 0063  0.134 3359 ~0.739 1.143 1.405 0.876
DioAs 0.183 0073  0.155  2.628 -0.895 1.107 1.251 0.865
DioAs 0.005 0055  0.119  3.486 -0.823 1.181 1.237 0.864
DioAs 0.000 0075  0.158  2.777 -0.711 1.186 1.251 0.865
DioAs 0.184 0066  0.141  2.770 ~0.964 1.109 1.248 0.865
D10A7 0.329 0.079  0.167  2.463 ~0.840 1.142 1.386 0.875
D10As 0.185 0.073  0.155  2.540 —0.947 1.101 1.256 0.865
DioAo 0.150 0052  0.112  3.507 —0.947 1.144 1.263 0.866

A fundamental parameter for DSSC performance is 7, which represents the number of diffusing electrons from the
excited dye into the TiO, Ecg semiconductor [39]. In the long lifetime, the charge transfer is facilitated, leading to a
potential Jsc [49], in contrast, in the short lifetime, the transfer of the charge becomes faster because of electron
recombination [39]. 7 is inversely proportional to f. The longer 7 values for dye isomers order are for DigA1, Di1A2, DiAjo,
DiAs, and DipAy, respectively. D1As, DigA;, and DA, have approximately the most extended value of z; therefore, they
can promote the Jsc since they have higher generated charge transfer efficiency.

AGiy affects the electron injection [39]. The higher absolute value (more negative values) of AGiy makes the electron
injection more efficient and improves the Jsc [39]. Egyer (ELumo), which, must be 0.5 eV above TiO, Ecg to have adequate
solar energy converted to current while Egye (Enomo), which must be 0.2 eV below the redox electrolyte [50-51].
Generally, all the calculated values of AGj,; have negative sign values; therefore, the electronic injection from the excited
state of the dye to the TiO, Ecg is spontaneous [13]. All values of AGjyj have less negative potential than the TiO, Ecs
(—4.0eV), which enhances the electron injection from the excited dyes to the TiO, Ecg. D1A3, DioAs, Di1A2, D1As, DioAs,
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and DjoAy exhibit noticeably more negative values and a more stable structure; therefore, they have more efficient electron
injection and a higher Jsc. Jsc is also influenced by the regeneration efficiency of dye (#:), which is determined by the
driving force of regeneration AGr,. The regeneration process of dye can significantly influence the efficiency of DSSC.
However, higher AGy, leads to lower recombination efficiency and represents the increased proportion of absorbed light
converted into electrical power [13]. The calculated results of AGyeg for the dye molecules show that all DA, and DA,
values have Euomo levels lower than the electrolyte (—4.80eV), as listed in Table 1 and plotted in Figure 4. The larger
AGi values are for D1Ag, D1A4, D1As, D1gAs4, and DioAs respectively. Di Ao has the greatest AGr., values, which enhances
the Voc due to the reduction of the recombination reaction, leading to higher photocurrent generation.

In DSSC, the difference in energy between the Erumo of dye and TiO, Ecp and the loss in energy via the photo
charge generation represents the Voc [52]. The higher Erumo will produce a higher Voc. The highest Voc values of dyes
in the order are for D1 A,, DigA1, D1oA2, D10A7, and D1 A7, respectively. The highest Voc value for D1As is equal to 1.631eV.
However, FF values depend on the Voc [34]. For Di—n—A,, the FF values are in the order D;A», DioA1, D1oA2, DioA7, and
D; A7, respectively. The range of the FF values is between (0.890 to 0.875). The calculated results suggest that D A»,
DioAi, DioAz, DigA7, and D1 A7 have excellent values for Voc and FF. Generally, based on our findings, including LHE,
Voc, FF, and AGin, we can roughly extrapolate the theoretical current density value and deduce the efficiency's speculative
value. Furthermore, according to these results, DipA7, DioAs, and DA as molecular dyes could be used as sensitisers
since the electron injection process from the excited molecule to TiO» Ecp is possible.

We evaluate our results by comparing the Voc and LHE calculations of our 18 dyes with the theoretical and
experimental research. The Voc values of our 18 dyes range from 1.203 to 1.631 V, and LHE values range from 0.103 to
0.167, which are consistent with theoretical studies based on DFT [5, 22]. However, for the experimental studies, results
of our 18 dyes were compared with those of well-known commercial dyes such as N719 and D149. The Voc values of
N719 and D149 [53] range approximately from 0.70 to 0.80 V, and the LHE values are about 0.79, as calculated from the
absorption spectra of N719 in the 200-500 nm range [54]. Although the calculated LHE values for the studied dyes are
lower than experimental values for commercial dyes such as N719 and D149, the Voc values are notably higher
(1.203-1.631 V) compared to these dyes (0.70-0.80 V), highlighting the potential of our dyes for improved photovoltaic
performance. The discrepancy in values is due to difference between theoretical modelling and practical measurement
conditions. Overall, the calculated results demonstrate the promising potential of our dyes for improved photovoltaic
performance.

CONCLUSIONS

CHj3 and NO; were adopted as donor and acceptor groups, respectively, and attached as moieties to the anthracene.
Structural, electronic, and photovoltaic parameters affected by the position changing of the donor and acceptor groups
around the anthracene were examined theoretically at the B3LYP/6-311G(d,p) level. Enomo, Erumo, Voc, FF, LHE, t,
AGhy, and AGrg were illustrated to determine their influence on the photovoltaic properties based on the donor and
acceptor position around the anthracene. Our results show that all dye molecules in excited states are effective at injecting
electrons into the TiO, ECB, and that oxidized dyes that lose electrons in the ground state can be restored by accepting
electrons from the redox potential. Therefore, the injection and regeneration process is energetically permitted. Notably,
the D10A7, D10AS, and D1A6 dyes can be essential for PV parameters, including LHE, AGreg, Voc, AGiyj, and FF,
suggesting that the PV device concept can employ these dye molecules, D10A7, D10AS8, and D1A6, as sensitizers.
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BILIAB MO3UIII JOHOP-AKIIENITOP HA HAJIAIITYBAHHSI EOGEKTUBHUAX COHSIYHUX EJJEMEHTIB,
CEHCHUBUII3OBAHUX BAPBHUKOM: DFT/TD-DFT JOCJIIIKEHHS
®@. baxpawi, C. Pecan, P. Xamin, M. Anb-Aubep
Jlabopamopiss monekynapHoi indcenepii ma 06YUCII08aIbHO20 MOOeN08an s, Kagedpa gizuxu, Konedsc npupooHuuux Hayk,
VYuisepcumem bacpu, bacpa, Ipak

Monekyiy aHTpareHy OyJ10 NPUHHATO SK T-CIIONYYeHHI MICTOK it cucteMu D—mi—A 3 Hitporpynoto CH3 ta niTporpynoro NO2, mio
JUIOTH SIK JOHOPHA Ta aKLEeNTOpHA rpynu. BIUMB aHTpaneHOBOro 3'€THAHHSI 3 JOHOPHOIO Ta aKLENITOPHOIO CTOPOHAaMHU OYJI0 OI[IHEHO Ha
NPOIYKTHBHICTh COHSYHOTO eJieMeHTa, ceHcubinizoBaHoro 6apsrnkom (DSSC). TlosoxeHHs 10HOpa Ta aKIenTopa B [IbOMY JOCIIiKSHHI
3MiHIOBaIKCSl HABKOJIO aHTpaieny. Teopist ¢yukuionany rycriunu (DFT) Oyna Bukopucrana Ha piBHi Teopii B3LYP. Jlonopna rpyma
MOTJIa 3B'I3yBATHCS 3 aHTPALICHOM y JBOX IEBHHUX MICIIAX, TO/I SK aKIIEITOPHA TPYyTIa MOTJIA 3B'SI3yBATUCA 3 PEIITOI0 aHTPAIICHOBHX MiCIIb,
3a BHHATKOM JIOHOPHOTO Micusl. Bynu mociimxkeHi OTOSNeKTpHYHI Ta eIEKTPOHHI BIaCTUBOCTI. Pe3ynbTaTy mokasaim, o MOJIEKYJIIApHi
OapBHUKY 3 HAaWBHINUMH MOKa3HHKamu, D10A7, DioAs ta DiA¢, npumaTHi 115 BUKOPHCTaHHS SIK CEHCHOLTI3aTOPH 3aBISKH CBOIM
CHEPTeTHYHO BUT1THUM (POTOCIEKTPUIHUM ITapaMeTpaM, sIKi HOSICHIOIOTHCS MTOTEHIIaJIOM JUIS IHKEKIIIi Ta pereHepariii eleKTpoHiB.
Kurwuosi cnosa: D—n—A; TD-DFT; DSSC; ¢homoenekmpuuni 61acmuocmi, anmpayen
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The paper presents the results of a quantum chemical calculation of a hypothetical SizMnS structure representing a “hybrid” of the cubic
lattice of silicon Si and sphalerite ZnS. The Si lattice with a diamond structure, scaled up to a supercell (1X1X3), has been chosen for
further study and calculation. Several assumptions have been made regarding the most likely substitutional sites for S and Mn impurity
atoms in the Si crystal lattice. The corresponding SizMnS phase is expected to form in the first coordination shell. For quantum chemical
calculations, the Quantum ESPRESSO suite for first-principles electronic-structure calculations and materials modeling has been adopted.
The calculated forbidden bandgap of SizMnS phase in a (1X1X3) supercell turns out to be /.14 eV. Also, the current-voltage characteristics
of Si<Mn,S> samples with p-n junction have been measured by applying the technique of temperature scanning at two comparatively low
and nearly adjacent temperatures with the aim to determine the experimental forbidden bandgap energy value. The original n-type single-
crystal silicon (phosphor-doped, specific resistance 100 -cm) and p-type single-crystal silicon (boron-doped, specific resistance 1 Q-cm)
were used as initial materials for the experiments. An attempt has been made to perform a comparative analysis of forbidden bandgap
values determined both during quantum-chemical calculations of the density of electronic states of the Si3MnS phase and during
experimental measurements. Thorough quantum chemical calculations of IV/III-V and IV/II-VI-type “hybrid” structures in the cubic lattice
of silicon and experimental measurements could incidentally shed light onto the possibility of engineering high-performance structures for
future solar cells based on single crystal silicon.

Keywords: Silicon, Hybrid Structure; Semiconductor; Current-voltage characteristics; Forbidden bandgap; Cubic Lattice
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INTRODUCTION
Targeted engineering of chemical molecules from a small number of defects with an ordered arrangement of impurity
atoms and the atoms of the basic material in the lattice, with a partially ionic and partially covalent nature of bonds between
them, could help to extend functional properties of semiconductor structures and thus vary their properties [1].

In particular, one of the promising areas is harnessing the functional properties of single crystalline silicon with non-
isovalent compounds in the crystal lattice (Si2AuByr -type), representing a “hybrid” of the cubic lattice of silicon Si and
sphalerite ZnS (cubic modification).

Theoretical studies, quantum chemical calculations, and experiments focused on engineering a novel class of hybrid
chemical complexes with a cubic diamond-structured lattice that consists of elements of groups /V/III-V and IV/II-VI, are
conducted at leading universities and research centers around the world. In particular, in [1, 2], the possibilities of
nonequilibrium growth of complexes of Si-IV/I1I-V and Si-IV/II-VI -type compounds to obtain optically sensitive materials
based on Si have been described. In [2,3] the authors suggest that the "hybrid" phases of Si>4/P (or Si.ZnS) with lattice
constants close to the lattice constant of the base matrix might be ideal materials with controlled local chemical order
around Si atoms. In all the above-mentioned studies using first-principles calculation methods, the authors discuss how
chemical order impacts the electronic and optical properties of non-isovalent solid solutions. The authors in the above-
mentioned papers further demonstrated, that the decomposition of the A/-P-Si3 units leads to the formation of Si;A/P
containing A4/-P “chains” as a new structural motif, as well as the AI-P pairs. The synthesized Si;AIP shows higher
absorption than bulk material of Si in the visible range, however the intensity of absorption is substantially lower than the
theoretical result for the models based on the 4/-P pairs.

In this regard, this paper deals with modelling and quantum-mechanical calculation of a hypothetical Si;MnS-
structure which is similar to the cubic structure F43m-f-MnS (zinc blende). The reason behind choosing for quantum-
chemical calculations SisMnS was that, rich polymorphism and interesting physical properties have prompted many
laboratories to study MnS nanocrystals in view of their possible application as photoluminescent components, catalysts,
as anode material for lithium-ion batteries, and also as supercapacitors [4]. Also, in f-MnS, ions of $°~ form an FCC
lattice, while Mn?* ions occupy half of the tetrahedral voids. The ionicity of constituents in f-MnS phase was documented
in the Materials Project international database. Thus, for further theoretical studies and calculations, a hypothetical cubic
Si>MnS structure of F43m -  -MnS space group has been chosen. For natural experiments Si<MnS> samples were studied.
However, no ultimate objective was set to perform a comparative analysis between the results of quantum chemical
calculations and the experimental results, besides some careful attempts to compare the calculated and experimentally
measured forbidden bandgaps.
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MATERIALS AND METHODS

All calculations were performed using the Quantum ESPRESSO suit for first-principles electronic-
structure modelling and calculations. Using the available quantum-chemical and molecular-dynamic methods, the Si
lattice scaled up to a supercell (1X7X3) with a diamond structure with location of impurity atoms S and Mn in
substitutional positions in the first coordination shell in the lattice a hypothetical diamond structure was built.

The corresponding lattice parameters a = 5.43095 A, b (4-B) = 2.35167 A, and d(4-A4) = 33.84026 A were initially
set for Si and Mn and S atoms were positioned in lattice sites in substitutional positions so to form a cubic Si,MnS structure

of F43m - f -MnS space group (Fig. 1)

Figure 1. Cubic Si2MnS structure of F43m -  -MnS space group

Before the calculation, the parameters for the Si;MnS phase in a scaled-up (1X1X3) supercell were entered (Table 1),
after which the Quantum ESPRESSO software package built a phase model, representing a scalable cubic Si structure
scaled up to (1X1X3) supercell with a single atoms of Mn and S in substitutional positions in the first upper coordination

shell (Fig.2).
Table 1. Parameters of SizMnS-phase in the scaled-up (1X1X3)-supercell
Phase
Parameters
SisMnS

a 5.46873¢+00
b 2.18749¢+01
c 5.46873e+00
degauss 1.00000e-02
ecutrho 4.55000e+02
ecutwfc 4.50000e+01
ibrav 8
nat 33
nbnd 141
nspin 1
ntyp 3
occupations "smearing"
smearing "gaussian"

Figure 2. SisMnS phase in (1X1X3) supercell group Fd 3m
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Of all the above parameters of ultimate interest was the parameter “smearing”. The point is: in case if the calculated
silicon structure with impurities would have been regarded as non-metal, the option “fixed ” should have been used instead
of “smearing”. Incidentally, the authors of the present investigations have opted for “smearing”’. Both options belong to
Self-Consistent-Field (SCF) theory for convergence that solves the Schrodinger equation with either conventional
Hartree—Fock (HF) molecular orbital theory or generalized Kohn—Sham Density Functional Theory methods. ibrav stands
for Bravais lattice type.

In order to optimize the time and computational resources required for calculations, a semi-empirical method might
be desirable due to less time and computational resources required for executing the method comparing to density
functional theory (DFT). However, it worth noting that the accuracy of DFT is traditionally higher.

DFT offers much more accurate solutions of the Schrodinger equation compared to the classical Hartree-Fock
method. The computational complexity of DFT is O(N?) [5-8]. For modeling and calculation of the density of electron
states (DOS) and the band diagram of the SizMnS phase in the supercell (1X1X3), the capacity of the server station
installed in the Uzbek-Japanese Innovation Center of Youth (UJICY) was used. To calculate the density of electronic states
(DOS) for phase Si;MnS in the supercell (1X1X3), the density functional theory (DFT) method was used in the Quantum
ESPRESSO software package with Hubbard U correction (DFT+U). For calculations, no spin polarization of Mn*" was
taken into account.

Preliminarily, it was necessary to figure out whether the structure was geometrically correct. Thereafter, a relaxation
calculation was performed, yielding the ionic positions in the relaxed structure. In the next step, instead of a relaxation
calculation, we have chosen to perform a fixed-point self-consistent field (SCF) calculation for various ionic positions.

In Quantum ESPRESSO, a calculation="SCF' could be performed to find out the key state energy for a fixed ion
position. For information, the SCF (self-consistent field) method is an iterative approach to solving the Schrodinger
equation for a multiparticle system, on the basis of which many quantum chemical methods are built, the most famous of
which is the Hartree-Fock method.

In the present work, the quantum chemical calculation considers the doped silicon model as a metal (i.e., the
occupations='smearing’ option is used) to achieve convergence more quickly, whereas in reality, the doped silicon is a
semiconductor with certain value of the bandgap. In this case, by checking the output DOS file (the graph is shown in
Fig. 2), we could extract the values needed to calculate the band gap value.

Regarding the experimental part, the initial n-type (silicon doped by phosphor with specific resistance 100 Q-cm)
and p-type (silicon doped with boron with specific resistance 1 Q-cm) were used for the experiments. Doping with sulfur
and manganese was performed by applying diffusion doping technique in vacuumed (10~ bar) and sealed quartz ampoules
at temperature of 1260°C and 1200°C, respectively, for a duration sufficient to ensure uniform doping. After doping with
Mn and S, the initial silicon remained of p-type, but the resistivity increased to p = 2.4-10* Q-cm.

The forbidden band gap of the p-n junction formed on the basis of an n-type conductivity phosphor-doped silicon
samples with initial resistivity of p=100 Q-cm was measured (Fig.3).

At various temperatures, the current-voltage characteristics (CVC) of the p-n junction samples were measured. Their
spectral sensitivity was also measured at room temperature by using an IKS-12 spectrophotometer in the visible light
range. The current-voltage characteristics of the samples were measured using a DC source with a voltage of U=5V and
U=12V, a multi-stage potentiometer with a resistance of 10 k€2, while current measurements were carried out using a
Rigol DM3068-type device, voltage measurements were carried out with a Mastech MS8040 device, a thermostat
connected to a constant voltage source, digital temperature meter type Espada TPM10 with scale division of At =0.1°C.
To prevent significant overheating of p-n structures, measurements were performed using short-term impulse voltages.
The results of the current-voltage characteristics of samples with a p-n junction are shown in Fig. 3.

70

——1T=25°C g0 Initial sample — Si<Mn,S> ——1.T=25°C
phosphorus doped silicon ¢ ——2.T=77"C

Initial sample — phosphorus Si<Mn>
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I, mA
I, mA

60 704

50

40 4

T T T T T T T
’ i r r ! o 0.9 10 11 12 13 14 15
0.65 0.70 0.75 0.80 0ss U,V

a) b)

Figure 3. Current-voltage characteristics (CVC) of silicon samples containing impurity atoms of manganese and sulfur, measured
at temperatures: T= 25°C and 2- T= 77°C: a) Si<Mn> b) Si<Mn,S>
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RESULTS AND DISCUSSION

For quantum chemical calculation of the bandgap, the occupations='smearing’ option instead of the
occupations='fixed' option was applied only for the reason to achieve convergence more quickly. When it comes to
determining the forbidden bandgap, both options give comparatively accurate results, except for the technique of finding
the forbidden bandgap from a pile of calculated databases. As the result of quantum chemical calculations by
implementing the density functional theory (DFT) method, the Quantum ESPRESSO software suite has built the density
of electronic states diagram which is illustrated on Fig.4. Based on this diagram and by checking the DOS (density of
states) output file, we were able to extract the values needed to calculate the forbidden band gap.

Density of states

DOS / (states/eV)
g

Total
Energy / eV’ si
S
Mn

Figure 4. Density of electron states (DOS) of the SisMnS phase in a supercell (1X1X3) space group Fd 3m
The first line in espresso.dos file looks like this:
# E (eV) dos(E) Int dos(E) EFermi = 7.049 eV

Near the Fermi level of 7.049 eV, all subsequent DOS values equal to zero were tracked. Afterwards, energy values
where the first zero DOS value occurs were scanned. The first zero value appears to be 6.140 eV. Then we have scrolled
up and looked for where the first non-zero DOS value appears. It appears at 7.280 eV. Incidentally the difference between
these two energy values gives us the band gap value. Thus, at:

# E (eV) dos(E) Int dos(E) EFermi = 7.049 eV

So, the bandgap of Si;MnS phase is (7.280 —6.140) eV=1.14 eV.

We have also been able to determine the band gap energy of Si<Mn> and Si<Mn,S> samples, based on building
temperature curve of the reverse current of the diffusive p-n junction. The measurements were carried out at temperatures
T =25% and T = 77°C. As a result of the measurements, the band gap value of the Si<Mn> sample was calculated to be
1.14 eV and that of Si<Mn,S> was 1.42 eV.

Tentative investigations of the short-circuit current and open-circuit voltage of p-n-structures, as well as the phase
transitions in such structures, together with the analysis of their lux-ampere characteristic previously showed that these
structures could in principle be seen as potential photodiodes and/or solar cells. Further calculations of the fill factor and
efficiency ratio of these structures would pave the way for prospective application of these structures as solar cells that
would allegedly extend the absorption wavelengths range. Also, as the band gap (E;) is a core parameter of a
semiconductor material, so, the authors think that an exact knowledge of the band gap in such materials makes it possible
to manipulate key performance characteristics of semiconductor devices developed on the basis of such materials.

A model and results of quantum-chemical calculation of a hypothetical phase of Si;MnS, similar to the cubic structure
of F43m-p-MnS were proposed. The results of a comparative analysis of the bandgap value E, of the Si;MnS phase
obtained in the process of quantum-chemical numerical calculation and the bandgap value determined during the
measurement of current-voltage characteristics at two temperature points, have been compared. Preliminary geometry
optimization has preceded quantum-chemical calculation of the Si;MnS phase in supercell (1X1X3) even though as a
matter of fact, frequent optimization and subsequent calculation by the density functional theory (DFT) results in the
overlap of valence and conduction bands (VBM and CBM).

CONCLUSIONS
Quantum chemical calculation of the bandgap of a hypothetical SisMnS structure that represents a “hybrid” of the
cubic lattice of silicon, Si, and sphalerite ZnS, and experimental measurements of the bandgap of Si samples doped with
Mn and S impurity atoms have been performed. The quantum-chemical calculation yields a 1.14 eV bandgap, whereas
the results of natural experiments were /.42 eV. The authors assume that the discrepancy between these two values may
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be because, for the quantum chemical calculation, a “pristine” Si3MnS phase in a supercell (1x1x3) was used, with only
Si, Mn, and S atoms in substitutional positions. In natural samples, there is a certain concentration (~10'*cm) of boron
atoms and oxygen atoms (~10'7cm) mostly in interstitial positions. Also, larger concentrations of boron and other
impurities, the absence of ideal Si;MnS phases in real samples, and a variety of local irregularities in the composition and
concentrations of impurity atoms in real samples, allegedly led to discrepancies in the values of the forbidden bandgaps
obtained quantum chemically and experimentally.

For calculations, no spin polarization of Mn?* has been anticipated, and the value of the Hubbard U parameter has
not been indicated. To conduct further quantum-chemical calculations of the new “hypothetical” phases in silicon, we
plan to use these parameters to improve calculation accuracy.

We assume that further in-depth theoretical studies, the detailed quantum-chemical calculations, and more
thoroughly performed experiments in the field of engineering a novel class of hybrid compounds with a cubic lattice of
the diamond type, where the elements of groups IV/III-V and IV/II-VI are embedded in a Si matrix, could help to forecast
novel crystal structures in the future.

Meanwhile, an experimental study of the structural and electrical properties of such materials on single-crystal silicon
doped with impurity atoms that theoretically form Si-IV/III-V and Si-IV/II-VI-type compounds would expand the parameter
space of single-crystal silicon. It could also shed light on the potential to engineer silicon materials with closely spaced
absolute minima in momentum space. In this case, it is necessary to take into account the fact that the electronic properties
of such structures will differ depending on the ordered and random arrangement of impurity atoms in the silicon lattice.
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PO3PAXYHOK 3ABOPOHEHOI 30HA ®A3H SisMnS Y CYIIEPKOMIPII (1X1X3) TA EKCHEPUMEHTAJIbHE
BU3HAYEHHS 3ABOPOHEHOI 30HU Si<MnS>
HI.b. YramypanoBa, LI1.X. laxies, A.ILl. MaBasinos, ®@. FOn1namen
Inemumym ¢hizuxu nanienposionuxie ma mikpoenekmponiku Hayionanvrozo ynisepcumemy Yzbexucmany, Tawkenm

VY crarTi nmpencTaBiIeHi pe3ylabTaTd KBaHTOBO-XIMIYHOIO pO3paxyHKy TiOTETHYHOI cTpykTypH Si3MnS, mo sBise cobo0 «riOpum»
KyOi4HOI pewliTku KpemHito Si ta chanepury ZnS. [lns momanbiioro JOCHIDKEHHS Ta po3paxyHKy oOpaHa peuritka Si 3 ajJMa3HOIO
CTPYKTYpOI0, MaciuTaboBaHa 10 HaakoMipkH (1X1X3). Byno 3po6ieHo Kilbka IPUITYIIeHb M0N0 HAHOLIBII IMOBIPHIX MiCIlb 3aMillIeHHS
JIOMIIIKOBUX aroMmiB S Ta Mn y kpucramiuniii pemritui Si. OdikyeTbcs, 1o BiamosigHa ¢aza Si3MnS yTBOpIOETbCS B mepiiiii
KOOpJMHALINHIA 00onoHLi. [l KBaHTOBO-XIMIYHMX pO3paxyHKiB Oyno BukopucraHo maker nporpam Quantum ESPRESSO ms
PO3paxyHKIB eIeKTPOHHOI CTPYKTYPH 3 TIEPIINX MPHHIIMIIB Ta MOJICITIOBaHHS MarepiaiiB. Po3paxoBana 3a00poHeHa mnpruHa 3a00pOHEHOT
30nH (ha3u SisMnS y Hagkomipui (1X1X3) Bussuinacs 1,14 eB. Takox Oyino BUMIpSIHO BOJIBT-aMIIepHI XapaKTepUCTUKH 3pa3KiB Si<Mn,S>
3 p- IEPEeX0I0M, 3aCTOCOBYIOUH METOJ TeMIIEPaTypPHOTO CKaHyBaHHS IIPHU ABOX MOPIBHAHO HU3bKUX i Maibke CyMDKHHUX TEeMIIEpaTypax 3
METOI0 BU3HAYCHHsI EKCIIEPUMEHTAILHOTO 3HAYEHHS eHeprii 3a00poHeHol 3a00poHeHOT 30HH. SIK BUXiHI MaTepiaiy i eKCIIePUMEHTIB
BUKOPHCTOBYBAJIMCSl OPUTiHAIBbHMI MOHOKPHUCTANIUHUHM KpeMHill n-tumy (eroBanuii ¢ochopom, muromuit omip 100 Om-cm) Ta
MOHOKPHCTAIYHUIA KPEMHI# p-THITy (JIeroBanuii 6opom, muromuii omip 1 Om-cm). Byna 3po6ieHa cipoba npoBecTH MOpiBHSUTBHUI aHAITI3
3Ha4eHb 3a00pOHEHOT MIMPUHH 3a00POHEHO] 30HH, BUSHAYEHHUX SIK 111/l 9aC KBAHTOBO-XIMIYHUX PO3PaxXyHKIB I'yCTHHH €JICKTPOHHIUX CTaHIB
¢a3u SisMnS, Tax i mix yac eKCrepuMEeHTaIbHUX BUMIpPIOBaHb. PeTebHI KBAaHTOBO-XIMIUHI PO3PaXyHKH «TiIOPHIHUX» CTPYKTYpP THUILY
IV/II-V 1a IV/II-V1y Ky6iuHii pemiTui KpeMHito Ta eKClIepMMEHTalIbHI BUMIPIOBaHHS MOXYTh POJIMTH CBITIIO Ha MOXIIUBICTH PO3POOKH
BUCOKOIIPOIYKTUBHHX CTPYKTYp sl MailOyTHIX COHSYHMX €JIEMEHTIB Ha OCHOBI MOHOKPHCTAIIYHOTO KPEMHIIO.

KumouoBi cioBa: xpemniii; 2ibpuona cmpykmypa, HaAniénposioHUK; 60NbM-amMnepHa Xapakmepucmuka, 3a00poHeHa 30Ha, KybiuHa
pewimka
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The current-voltage characteristic, electrical conductivity, thermally stimulated current, and photoelectric properties of a layered GeS
crystal with excess sulfur were investigated under an external electric field of 10-104 V/cm and at temperatures of 100-300 K. It was
found that donor-type defects formed as a result of stoichiometric distortion due to excess sulfur in a GeS crystal obtained by the
Bridgman method, leading to impurity conductivity. Charge transport occurs by a monopolar injection current limited by the volume
of the charge region. It was found that thermal activation of photocurrent and thermal quenching of photocurrent in doped GeS crystals
are associated with electron exchange between capture traps and recombination centers.

Keywords: Layered crystal; Electrical conductivity; Monopolar injection; Thermally stimulated current; Photoconductivity

PACS: 72.15.Eb, 73.50.Pz

1. INTRODUCTION

In low-dimensional layered crystals (GeS, GeSe, SnS, GaS, GaSe, InSe), the quantum effects observed during
structure formation depend on the nature of the chemical bonds of the components and the shape of the crystal lattice. In
such systems, the relationship between physical properties and structure was studied in binary systems AMBY! and
AVBVI[1-4]. It was found that the electrical, photoelectric, and radiation-resistance properties of layered crystals depend
on the nature of the interactions between layers and within layers. Within the layer, this interaction is powerful and ionic-
covalent in nature [5-7]. The formation of weak van der Waals bonds between layers leads to the emergence of anisotropic
properties characteristic of layered crystals. The effects observed in low-dimensional structures form new areas of
research in layered crystals and expand the possibilities of their practical application. Therefore, by selecting different
components, it is possible to control the type of chemical bond intentionally.

A comparative analysis of the results obtained in the study of binary systems ABY! and ATVBY! shows that the electrical,
especially photoelectric properties of layered crystals depend on the electron configuration of the components and the nature
and properties of the electron transitions of cation vacancies, which occur depending on external influences (temperature,
illumination, radiation rays, etc.). On the other hand, elements with a large ionic radius and chemical activity, electrons in the
p-layer of cations during the formation of chemical bonds have a strong effect on the electrical, photoelectric, and optical
properties of the crystal [8]. In the GeS crystal, which is one of the binary compounds A™VBY! with the above properties,
information on the formation of chemical bonds, the structure of the crystal lattice and the influence of impurity atoms on the
physical properties has been studied [9]. The studies show that the GeS crystal is a semiconductor with a complex band
structure. The elementary lattice consists of two layers, each layer of two molecules. Since the atoms of adjacent layers are
linked to each other by weak van der Waals bonds, many of the physical properties of the crystal are two-dimensional [10].

Since layered semiconductors crystallize in defect structures, the study of the electronic structure of localized defects
is particularly important. Dopant atoms are distributed non-periodically in different spaces (inside a layer or in the
interlayer region). Although the above facts were investigated in a doped GeS crystal, the results obtained do not support
the development of a universal model explaining the mechanism of dopant-atom distribution. One of the important
properties of a GeS crystal is that it has high concentrations (10'7-10'® cm™) of specific defects (cation and anion
vacancies, Frenkel defects), especially cation vacancies. This property causes low mobility of charge carriers in the
direction of the c axis of the crystal and a short diffusion path. A high concentration of specific defects, coupled with their
compensation by dopant atoms, enables targeted control of properties. The above is also supported by the results of the
study of the electrical and photoelectric properties of the GeS crystal [11].

Despite the existence of a number of research works on the study of electrical, photoelectric and optical properties
of semiconductor compounds of the AVBY! type, including the GeS crystal, there is no information on the mechanism of
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the effect of defects on the current [12-14]. The obtained results do not allow us to study the mechanism of the effect of
specific defects in the GeS crystal, including uncontrolled impurity atoms, on conductivity. The study of defects present
in semiconductor crystals provides extensive information on the formation of their structural features and physical
properties. Therefore, research has been carried out in this direction recently [15,16]. Therefore, in order to obtain
additional information on the distribution, concentration and energy states of defects in layered crystals, it is planned to
study the volt-ampere characteristics, electrical conductivity and photoconductivity of the GaS crystal with excess sulfur
at temperatures of 100-300 K and external electric field values of 10-10* V/cm.

2. EXPERIMENTS

The GeS single crystal was grown by the Bridgman method, a standard method for chalcogenide semiconductors.
High purity Ge and S (99.999%) were used in the synthesis process. Ge with a specific resistance of 50 Ohm-cm and B5
grade sulfur were used in the synthesis. To maintain the stoichiometric ratio and minimize sulfur vacancies, the quartz
ampoule filled with components taken with excess sulfur was welded after reducing the pressure to 1.33x1072 Pa. During
synthesis, the ampoule heating rate at the first stage was set to 1.5 degrees/minute, and after melting the germanium, the
heating rate was set to 2.5 degrees/minute. To ensure the safety of the synthesis process, the germanium crystal was
ground into powder, and the evaporation and condensation zone temperatures were 1173 K and 1073 K, respectively. The
homogeneity of the grown crystals and their single-phase nature were tested using differential thermal analysis (DTA),
X-ray diffraction (XRD) and electron microscopy (SEM). The obtained crystals had p-type conductivity and a specific
resistance of 10°-10° Ohm-cm. The sample size during measurements was 2.0x5.0x0.2 mm®. The conductive contacts
were applied to a natural flat surface using aquadag and had an ohmic character. The study of electrical and photoelectric
properties was carried out at 100-300 K and in an electric field of 10* V/cm.

RESULTS AND DISCUSSIONS

During the research, the structure of the GeS crystal obtained with excess sulfur was studied by X-ray diffraction.
The X-ray diffraction spectrum obtained at room temperature is shown in Figure 1. The spectrum shows six main maxima
over the diffraction angle range 26 = 20-70°. It was determined that these maxima correspond to the atomic planes (111),
(020), (022), (131), (222) and (040). The obtained single crystal is single-phase and orthorhombic. The lattice parameters
correspond to the values: a =4.291 A, b=3.641 A and ¢ = 10.471 A.

The volt-ampere characteristics of a GeS single crystal with excess sulfur at different temperatures were studied.
The obtained dependences are shown in Fig. 2. From the nature of curves 1-3 it is evident that the / ~ U" dependences
consist of ohmic, quadratic and sharply increasing regions. From the dependences it is evident that the GeS crystal has a
semiconductor property, i.e. with decreasing temperature the resistance of the sample increases, due to which the ohmic
region observed at room temperature shifts towards the region of high voltages.
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Figure 1. X-ray diffraction spectrum of a GeS crystal Figure 2. Current-voltage characteristics of a GeS crystal at

different temperatures: 1) 7=100K, 2) T=160K, 3) T=300 K

According to Lambert's theory, the charge carriers injected from the electrode cannot completely fill the traps, and
conductivity occurs due to thermal ionization of shallow levels. With a further increase in the voltage applied to the
sample, the concentration of injected charge carriers increases and the traps are partially filled. After the traps are
completely filled, with increasing voltage, the current increases sharply to the quadratic region without jumps
(curves 1-3). Based on the value of the transition voltage from the ohmic part to the quadratic part for the crystals from
Figure 2, the concentration and mobility of charge carriers in the equilibrium state in GeS crystals were calculated
according to Lampert's theory ( np~ 4-10'3 cm?, u = 20-30 cm?/V-s) [12].

Based on the measured value of the electrical capacitance of the GeS sample at the input voltage U = 0 and the
transition of the traps to a completely filled state (C = 5-10-'° F, E7-20 is an impedance meter), the trap concentration was
calculated to be Nt = CUttd/q-V = 5-10'"* cm™ (where V is the sample volume). The shift of the Fermi level from the
equilibrium state and AE;~ 0.02 eV was. This indicates that at low voltages (in the ohmic region) and low temperatures,
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the charge carriers injected from the electrode cannot completely fill the traps and conductivity occurs due to the thermal
ionization of shallow levels.

To study the electrical properties of semiconductor materials, it is necessary to analyze the temperature dependences
of electrical conductivity. Previous studies have shown that a number of electronic processes occurring in these materials
can be explained based on the temperature dependence of electrical conductivity [17-22]. Therefore, for the GeS crystal,
a mechanism for changing electrical conductivity depending on temperature was determined. Figure 3 shows the
temperature dependence of the electrical conductivity of the GeS crystal at different electric field strengths.
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Figure 3. Electrical conductivity of doped GeS crystal at different field strengths: 1) 10> V/em, 2) 10° V/em, 3) 10* V/em

The dependences show that in an undoped GeS crystal, a specific and additive region is observed, and with
increasing temperature, the dark conductivity increases, passes through a minimum and increases again (curve 1). At high
electric fields, an increase in temperature leads to the dark conductivity passing through a maximum and increasing again
(curves 2 and 3). From a comparison of the experimental curves, it is clear that at low and high field strengths, the dark
conductivity is explained by two opposing processes: thermal ionization and electroionization. Thus, in the GeS crystal,
the dark conductivity in the layer direction obeys the law oo= A-exp(-AEy/2kT), and in strong fields — the law g9 = 4 exp(-
AE,— 2e(eE/e)"?/2¢kT). The calculated values of the activation energy of the energy levels from the slope of the curve
from the dependence Inc0 ~ f{1/T) were 0.22 eV and 0.45 ¢V. From a comparison of curves 1 and 3 in Figure 3, it is
evident that the slope of the curve increases with increasing field strength in the range of 120-250 K. At low field strengths
(E < 10? V/cm), the conductivity occurs due to thermal ionization of the defect level, and in strong fields it increases
exponentially as a result of field ionization.

To determine the energy depth, concentration and cross-section of filling centers located in the forbidden zone in
the GeS crystal, the thermally stimulated current was studied, the results are presented in Figure 4.
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Figure 4. Thermally stimulating current in a doped GeS crystal at different field strengths: 1) 10? V/cm, 2) 10* V/em

According to the research methodology, the GeS sample was cooled to a temperature of 100 K in vacuum, then
illuminated with natural light for 5 minutes and heated at a rate of 0.40 degrees/second at different field strengths (102
V/cm, 10* V/cm), the resulting signal was recorded on a special recorder. From Figure 4 it is evident that the thermal
signal increases with increasing temperature, and the maxima of low and high intensity are observed at temperatures of
150 K and 210 K, respectively. Based on the conditions given in the research [12], according to the values of 7. and
T/ from Figure 4, the activation energy of the filling center 4E; was 4E; = 0.19 eV and 4E, = 0.27 eV, the concentration
Nt; =2:10" cm™ and Np = 110" cm™, and the filling cross-section Sy = 102° cm™ and Sp = 10712 cm.

Figure 5 shows the spectral characteristics of photoconductivity in the layer direction in a GeS crystal at temperatures
of 300 K and 100 K. It is evident from the dependences that two maxima (4 = 0.75 pm and A2 = 0.90 pm) are observed on
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the curve of the spectral distribution of photoconductivity in an undoped GeS crystal. The first maximum falls on the
region of specific absorption, and the second on the doped region; therefore, it corresponds to the defect-zone transition.
The observation of a doped absorption region in an undoped GeS crystal can be explained by the formation of partially
irregular regions (low-resistance regions) in layered compounds.
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Figure 5. Spectral distribution of photoconductivity in undoped GeS crystal. 1) T=300K, 2) 7= 100 K

During the synthesis of the GeS crystal, the excess of sulfur causes a violation of stoichiometry, which leads to the
formation of a local impurity band in the crystal [23]. Figure 6 shows that at a temperature of 7'~ 100 K (curve 2), both
maxima shift to the short-wave region. This proves that the absorption outside the fundamental absorption band in the
long-wavelength region is due to impurities. The temperature dependence of the photoconductivity in the GeS crystal
upon excitation by natural light of varying intensity in the direction perpendicular to the layer surface and at an electric
field strength of 10* V/cm is shown in Figure 6.
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Figure 6. Temperature dependence of photocurrent in undoped GeS crystal. 1) 10 Ix, 2) 10% 1x, 3) 10* Ix

It is evident from the figure that in the range of 100-160 K, as a result of thermal activation, the photocurrent
increases (thermal activation), and in the region of 160-200 K, thermal quenching of photoconductivity is observed. With
a further increase in temperature, the photocurrent increases again. It should be noted that with an increase in the
illumination intensity the depth of the maximum decreases. It is evident from the experimental results that the dependence
ar~ fI1/T) obeys the law oy = ooexp(4Ef/kT) and two processes are observed - thermal activation and thermal quenching
of photoconductivity. The activation energy determined from the slope of the curve was ~0.27 eV. It should be noted that
there is no information on thermal quenching of photoconductivity in the doped GeS crystallite, but it is noted that there
is specific conductivity. The activation of the photocurrent observed by us in the GeS crystal with excess sulfur occurs as
a result of the nonequilibrium exchange of the majority charge carriers between the photoactivation trap and the
recombination center, as shown in [24].

The results of the study of electrical conductivity and photoelectric properties of alloyed GeS crystals (with an excess
of sulfur), obtained by the Bridgman method at different temperatures and external electric fields, show that the capture
and recombination processes in alloyed GeS crystals largely depend on the chemical nature of the components, including
alloying atoms, and less on the degree of disorder in the crystal. In contrast to previous studies, we found that complex
defects (complexes, dislocations, point defects) formed in alloyed GeS crystals with an excess of sulfur, as well as in
alloyed GeS, have a strong influence on the electronic processes occurring in the crystal under external excitation (light,
temperature, radiation). Therefore, as a result of exposure to an electric field and illumination in the alloyed region of
conductivity of the GeS crystal, thermal quenching is observed (Fig. 3, curve 1). The reason for this is that excess sulfur
causes the formation of defect regions with activation energies of 0.17 eV and 0.27 eV. This fact is confirmed by the



644
EEJP. 4 (2025) R.S. Madatov, et al.

dependence presented in Figure 4. As you can see, excess sulfur causes partial disorder of the crystal, both due to
stoichiometric distortion and due to the formation of new structural defects.

At the same time, the temperature dependence of the charge-carrier mobility partially confirms the correctness of
the observed effect (Fig. 7).
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Figure 7. Temperature dependence of charge-carrier mobility in an undoped GeS crystal

According to the theory, the centers formed as a result of the introduction of an impurity atom into a crystal,
especially a layered crystal, can cause thermal quenching of photoconductivity, thermal activation and quenching of the
photoluminescence process. As shown in Fig. 6, the effects of thermal activation and thermal quenching of
photoconductivity were observed in the dependence oy~ f{(1/7).

CONCLUSIONS

The obtained results show that the activation energy resulting from the stoichiometric disorder in layered crystals,
depending on the ratio of components, plays the role of the center of generation and recombination of the majority charge
carriers, the defect level of which is 0.27 eV in the low-temperature region and 0.41 eV in the high-temperature region,
depending on the ratio of components. The concentration of these centers varies with temperature and illumination
intensity in undoped GeS crystals. The results obtained in a comprehensive study of the electric, photoelectric, and
thermally stimulating current in an undoped layered GeS crystal show that the defects resulting from the stoichiometric
disorder caused by excess sulfur in the crystal lattice of the orthorhombic GeS structure create the possibility of targeted
control of electronic processes, i.e. electrical and photoelectric properties. This, as shown in the scientific literature,
enables the practical application of the layered GeS crystal, particularly for the creation of highly efficient photo- and
thermal converters.
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Basbr-amMIiepHa XapaKkTepuCTHKa, eJICKTPOIPOBIAHICTh, TEPMOCTHMYJILOBAHHI CTPYM Ta (OTOETCKTPUYHI BIACTHBOCTI IIApYyBAaTOrO
kpuctana GeS 3 HaJUTUIIKOM CIpKH JOCIIIKYBaJIKCS B yMOBaX 30BHILIHBOTO enekTpuyHoro noist 10-104 B/cm Ta npu TemnepaTypax
100-300 K. Byno BusBieHO, mo JedeKTH JOHOPHOTO THUILy YTBOPIOIOTBCS B PE3YNIBTATi CTEXIOMETPHUYHOTO CIIOTBOPEHHS uepe3
HaJUTHIIOK cipku B Kpuctani GeS, oTpumanoMy mMeTooM Bpimkmena, 1o npu3BoaUTh 10 JOMILIKOBOI mpoBigHocTi. IlepeHeceHHs
3apsiay BifiOyBa€eThCs 3a JOTMOMOTOI0 MOHOIOJISIPHOTO CTPYMYy iHXKEKIii, 0OMexxeHoro 06'eMoM o0acti 3apsay. Bymno BusiBieno, mo
TEpMivHA aKTUBalig (OTOCTPYMY Ta TEPMiYHE TaCiHHS (POTOCTPYMY B JIEroBaHUX KprcTanax GeS MoB's3aHi 3 eIeKTPOHHUM OOMiHOM
MiX MTaCTKaMH 3aXOIUICHHS Ta [IEHTpaMH peKoMOiHarii.
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This study investigates the synthesis, structural characterization, and physicochemical properties of magnetic nanoparticles
derived from iron group metals (Fe, Co, Ni) and their corresponding ferrite dispersions. Magnetic nanoparticles were synthesized
via chemical condensation, and their morphology and structure were analyzed using transmission electron microscopy (TEM)
and X-ray diffraction (XRD). The synthesized magnetic nanoparticles, comprising Fe3O4, CoFe204, and NiFe204 ferrites,
exhibited nano-scale dimensions ranging from 10 to 50 nm. The precise correlation between TEM and XRD measurements
validated the structural and dimensional characteristics of the synthesized nanoparticles. Aqueous-based magnetic liquids with
varying nanoparticle concentrations were prepared, enabling systematic investigation of their electrical conductivity and
magnetic susceptibility at ambient temperature. The experimental findings provide critical insights into the fundamental
properties of magnetic nanoparticle-based colloidal systems, potentially facilitating advanced applications in materials science,
magnetic device engineering, and emerging technological domains. The methodological approach and results presented herein
contribute to the expanding understanding of magnetic fluid behavior and performance.

Keywords: Magnetic nanoparticles; Ferrite dispersions; Colloidal systems; Magnetic fluid; Nanostructured materials;
Electrical conductivity, Magnetic susceptibility

PACS: 75.50.Tt; 75.75.-c; 75.50.Gg; 81.20.-n; 81.07.Bc.

INTRODUCTION

Magnetic fluids, a class of smart materials, have attracted significant attention in modern materials science and
technology due to their ability to alter their physical properties under an external magnetic field [1,2]. These fluids
primarily consist of magnetic nanoparticles dispersed in a liquid medium, forming a stable colloidal suspension. The
unique responsiveness of magnetic fluids to external magnetic fields enables dynamic changes in their viscosity,
electrical conductivity, magnetic susceptibility, and other key physical properties, thereby expanding their applicability
across various scientific and industrial domains [3]. Typically, the magnetic nanoparticles in these fluids range in size
from 10 to 50 nm, and their ability to undergo controlled modifications under an external magnetic field distinguishes
them from conventional industrial fluids [4]. The exceptional tunability of their electrical and rheological properties
makes magnetic fluids highly valuable for applications in automotive engineering, acrospace technology, biomedicine,
sensors, and advanced cooling systems. The ability to manipulate their viscosity and conductivity through external
magnetic stimuli is particularly advantageous in the design of next-generation functional materials [5]. The synthesis
and characterization of magnetic fluids are crucial to advancing nanotechnology and materials science. Their
adaptability to external stimuli and their integration into novel smart material systems pave the way for groundbreaking
technological innovations. The physicochemical properties of magnetic fluids, including nanoparticle size, shape,
dispersion, and interactions within the fluid medium, fundamentally influence their performance [6]. Therefore,
comprehensive studies focusing on the electrical conductivity and magnetic behavior of these materials are essential for
both scientific exploration and practical applications.

This study investigates the synthesis of magnetic fluids with varying nanoparticle concentrations and
systematically analyzes their electrical and magnetic properties. Key factors such as nanoparticle classification,
dispersion stability, and carrier fluid viscosity are considered, as each plays a significant role in determining the overall
behavior of magnetic fluids. The interaction between magnetic fluid components and the correlation between their
electronic and magnetic characteristics remains of substantial scientific interest, with implications for both fundamental
research and technological innovation [7]. Despite extensive research in this field, a unified theoretical framework for
understanding the structural, electrical, and magnetic properties of magnetic fluids, particularly those based on spinel
ferrite nanoparticles such as Fe3Os, CoFe;04, and NiFe,Os, has yet to be established [8]. Furthermore, the variations in
their magneto-electronic properties remain insufficiently explored. In this study, we synthesized magnetic nanoparticles
based on 3d transition metals (Fe, Co, Ni) and investigated their size, chemical composition, crystal structure, and the
electrical conductivity and magnetic susceptibility of their corresponding magnetic fluids at room temperature. By
systematically analyzing these properties, we aim to contribute to the understanding of their fundamental behavior and
potential technological applications.
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METHODOLOGY

The preparation of magnetic fluids involved a two-step process: (I) the synthesis of colloidal magnetic
nanoparticles and (II) their stabilization with a surfactant layer, followed by dispersion in water to obtain a
homogeneous magnetic fluid. A low-concentration magnetic fluid containing magnetic nanoparticles was synthesized to
ensure colloidal stability and optimal dispersion [9]. The chemical co-precipitation method was employed, as it is one of
the most widely used and straightforward techniques for the synthesis of magnetic materials [10]. This method allows
simultaneous precipitation of multiple metal ions, resulting in magnetic nanoparticles with uniform chemical
composition.

Synthesis of Fe3;04, CoFe204, and NiFe2O4 Magnetic Nanoparticles
For the synthesis of Fes;Oy, ferric chloride hexahydrate (FeCls-6H,0), ferrous sulfate heptahydrate (FeSO4-7H,0),
and sodium hydroxide (NaOH) were used, and the procedure was carried out as follows:

1. Preparation of precursor solution: A 1 M solution of theFeSO4*7H>0 and a 2 M solution of theFeCl;*6H,O were
prepared separately and dissolved in 200 mL of distilled water.

2. Heating and mixing: The solution was heated to 90°C and stirred vigorously to ensure uniform distribution.

3. Precipitation reaction: A 100 mL solution of 1 M NaOH was added dropwise to the mixture while stirring
continuously using a magnetic stirrer. The pH of the solution was maintained at 9-10 to facilitate controlled
precipitation.

4. Ageing process: The reaction mixture was further heated at 80 °C for 2 hours to enhance nanoparticle
crystallization.

5. Magnetic separation: A small portion of the reaction mixture was extracted, diluted to twice its volume, and
placed in a 0.2 T permanent magnetic field to separate the precipitated magnetic nanoparticles.

6. Drying process: The obtained precipitate was washed thoroughly, dried at room temperature for 48 hours, and
collected for further characterization.

The synthesis of NiFe,O4 (Nickel ferrite) and CoFe,O4 (Cobalt ferrite) followed the same procedure, using appropriate
metal salts as precursors. The chemical reaction equations for the synthesis are presented below:

2+ 3+ - 80X C
a) 3FeX“" + 6FeX" + 240HX™ —» 3Fe(OH)X, + 6 Fe(OH)X; — 4FeX;0X,+ 12HX,0
80X C
b) C0X2++2FeX3++80HX_—>C0(0H)X2+2Fe(OH)X3 - CoFeX,0X,+4HX,0

y2+ 3+ - . gox’c .
c) NiX“" +2FeX°" +80HX™ - Ni(OH)X, + 2Fe(OH)X; — NiFeX,0X,+4HX,0

The synthesized magnetic nanoparticles were mixed with oleic acid (CigH340,) as a surfactant and distilled water as the
liquid medium, followed by heating at 90°C for 1 hour to ensure uniform dispersion. Magnetic fluids with varying
volumetric concentrations were prepared using Fe;0s, CoFe>Os, and NiFe,O4 magnetic nanoparticles. The volumetric
concentrations of the samples were determined using the following formula:

0= my/py
(my/p1) + (my/p2) + (m3/p3)

-100%

RESULTS AND DISCUSSION
We investigated the crystal structure of FesOs, CoFe;Os4, and NiFe;Os magnetic nanoparticles using X-ray
diffraction (XRD) analysis. The synthesized nanoparticles were dried, finely powdered, and placed in a special sample
holder. Monochromatic Cu Ka X-rays (A = 1.5406 A) were directed onto the sample surface at incident angles ranging
from 10° to 80°.The diffracted rays were analyzed at angles satisfying the Wulf-Bragg condition, allowing us to
determine the crystallographic structure of the nanoparticles. The relationship between the intensity of the diffracted
X-rays and the angle of incidence on the nanoparticle surface is presented in Figure 1.
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Figure 1. X-ray spectrum of magnetic nanoparticles MFe20O4 Figure 2. Crystal structure of (M=Fe,Co, Ni ) MFe2O4 magnetic
(M=Fe,Co, Ni) nanoparticles
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The crystal structure of the synthesised magnetic nanoparticles was analysed based on the relationship between
the X-ray diffraction (XRD) intensity and the angle of incidence. As shown in Figure 1, the intensity peaks in the
XRD spectrum of the obtained Fe;Os, CoFe,04, and NiFe,O4 nanoparticles correspond to the (220), (311), (400),
(422), (511), and (400) planes. The diffracted X-ray spectrum confirms that all observed diffraction peaks are
characteristic of a single-phase inverted cubic spinel structure, which [11]. Spinel ferrites follow the general
chemical formula M Fe,O4 where M = Fe, Co, or Ni represents the divalent metal ion, while Fe*" exists in the
trivalent state. These materials exhibit remarkable physicochemical properties, making them highly relevant for
various applications. As illustrated in Figure 2, MFe,O4 spinel ferrites comprise 64 tetrahedral and 32 octahedral crystal
lattice sites within a single magnetic nanoparticle. The Fe*" ions predominantly occupy octahedral sites, while the M?*
(Fe?*, Co*', or Ni*") ions are positioned within tetrahedral sites. In these spinel structures (Figure 2), half of the Fe** ions
are also located in tetrahedral sites, whereas the remaining half ones occupy octahedral sites [12]. The magnetic

properties of these nanoparticles are primarily governed by the M?* (Fe?", Co?", Ni?") ions. The average crystallite size
KA

B cos(8)’
the most intense (311) diffraction peak. The results of transmission electron microscopy (TEM)are presented in
Figure 3.

of Fe304, CoFe;04, and NiFe,O4 nanoparticles was estimated using the Debye-Scherrer equation D = based on
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Figure 4. Concentration dependence of the electrical Figure 5. Concentration dependence of the magnetic
conductivity of magnetic fluids at room temperature susceptibility of magnetic liquids at room temperature

The electrical conductivity and magnetic susceptibility of magnetic fluids based on Fe;O4, CoFe;O4, and NiFe;O4
nanoparticles were measured at room temperature (t = 25 °C) across various concentrations. The results are presented in
Figures 4 and 5. The electrical conductivity of magnetic fluids is highly complex and depends on several factors,
including their internal structure, the properties of the surfactant, the liquid base (distilled water), and the concentration
of magnetic nanoparticles within the fluid.

Ferrites such as CoFe;04, NiFe;04, and Fe;O4 (Magnetite) exhibit intrinsically low electrical conductivity, as they
are primarily dielectric materials. However, as the concentration of magnetic nanoparticles in these magnetic fluids
increases, their electrical conductivity rises significantly. As shown in Figure 4, the electrical conductivity of the
synthesized magnetic fluids at room temperature was as follows:
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e For the Fe;Os-based magnetic fluid, the electrical conductivity increased linearly from 15.6 pS/cm to
147.8 uS/cm as the magnetic nanoparticle concentration increased from 0.5 % to 5 %.

e For the Co Fe;Os-based magnetic fluid, the electrical conductivity increased linearly from 2.1 pS/cm to
20.2 uS/cm within the same concentration range (0.5 % to 5 %).

e For the NiFe,O4-based magnetic fluid, the electrical conductivity increased linearly from 0.23 pS/cm to
10.4 pS/cm, also within the same concentration range (0.5 % to 5 %).

Ferrites such as CoFe;O4, NiFe;O4 and FesO4 are mainly ferrimagnetic materials in their properties. However,
magnetic fluids based on magnetic nanoparticles are mainly paramagnetic. As the concentration of magnetic
nanoparticles in these magnetic fluids increases, their magnetic susceptibility increases significantly. As can be seen
from Figure 5, the magnetic susceptibility of the magnetic fluids at room temperature was as follows: for the FeFe;O4-
based magnetic fluid, the magnetic susceptibility increased linearly from 0.2-10? to 1.9-10* with a magnetic nanoparticle
concentration of 0.5 % to 5 %; For the CoFe;Os-based magnetic fluid, the magnetic susceptibility increased linearly
from 11.1-10? to 98.7-10% with a magnetic nanoparticle concentration ranging from 0.5 % to 5 %; for the NiFe,O4-based
magnetic fluid, the magnetic susceptibility increased linearly from 1.5-10% to 14.9-10> with a magnetic nanoparticle
concentration ranging from 0.5 % to 5 %.

Table 1. General parameters of synthesized magnetic fluids

Magnetic fluid Temperature Concentration Density Electrical conductivity Magnetic susceptibility
nanoparticle (°C) (%) (g/cm®) (uS/cm) (1 10
Fes0s 2 ER Lk 5
R R T e S T n
NiFe:O 25 ER T fo4 149
CONCLUSIONS

Magnetic nanoparticles with the general formula (M = Fe, Co, Ni) M Fe,O4 were successfully synthesized using
the chemical precipitation method. X-ray diffraction (XRD) analysis showed that the dominant diffraction peak
appeared at the (311) plane, confirming the formation of single-phase cubic spinel structures in all (M = Fe, Co, Ni) M
Fe,O4 samples. These results agree well with previously reported findings in the literature. The particle sizes of the

(M= Fe, Co, Ni) M Fe,O4 nanoparticles were determined using transmission electron microscopy (TEM) and
KA

Bcos(8)’
20-40 nm for Fe;04, 12-27 nm for CoFe;0s, and 820 nm for NiFe,04.The lowest electrical conductivity measured at
room temperature was 0.23 uS/cm at a concentration of 0.5 % for the NiFe,O4-based magnetic fluid, whereas the
highest value, 147.8 uS/cm, was recorded at a concentration of 5 % for the Fe;Os-based magnetic fluid. Likewise, the
lowest magnetic susceptibility was 0.2 x 10% at 0.5 % concentration for the Fe;O4-based fluid, while the highest value,
98.7x10?, was obtained at 5 % concentration for the CoFe;O4-based fluid. These results demonstrate that both electrical
conductivity and magnetic susceptibility vary significantly with increasing concentration, which is an important
observation for the design of smart materials and highlights their potential use in advanced manufacturing technologies.

calculated using the Debye—Scherrer equation D = The estimated diameters ranged from approximately
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BHUPOBHUILITBO ®EPUTIB HA OCHOBI MATHITHUX HAHOYACTHUHOK TA KOMIIJIEKCHA
XAPAKTEPH3AILIS iX EJEKTPUUHHAX TA MATHITHUX BIACTUBOCTEM Y KOJIOITHUX CUCTEMAX
O.K. KyBanzuixos, Y.E. Hypimos
Camapkanocvruil 0eparcasnuil ynieepcumem imeni Lllapogpa Pawmoosa, 140001, Camapxano, Y3b6exucman
VYV 1upoMy JOCTIKEHHI HOCTIKYETHCS CHHTE3, CTPYKTYpHa XapakTepHcTHKa Ta (i3MKO-XiMi4HI BJIaCTHBOCTI MAarHITHHX
HAHOYACTHHOK, OTpuMaHMX 3 MeTaniB rpymu 3amiza (Fe, Co, Ni) Ta ixHIX BiAmoBimHHX QepuTOBHX muciepciii. MarHiTHi
HAHOYACTHHKM OYJIM CHHTE30BaHI METOJOM XiMi4HOi KOHZIeHcamii, a ix Mopdoimoris Ta cTpykTypa Oyiam mpoaHaii3oBaHi 3a
JIOTIOMOTOI0 TIpocBiuyBasibHOI enekTpoHHOI Mikpockomii (TEM) Ta pentrenicpkoi mudpakmii (XRD). CuHTe30BaHi MaritHi
HaHOYAaCTHHKH, 0 MicTATh Geputh Fe3;04, CoFe204 Ta NiFe2Os, nemoncTpyBamu Hanopo3Mipu B giamasoHi Bix 10 no 50 am. Touna
Kopemsinist Mk BuMiptoBanHsMu TEM ta XRD minTBepamia CTpPYyKTypHI Ta pO3MIPHI XapaKTEpPUCTHKH CHHTE30BAHHX
HAHOYACTMHOK. ByiM IiArOTOBJIEHI MarHiTHI PiIMHM Ha BOJHIM OCHOBI 3 Pi3HOI0 KOHIIEHTPALI€I0 HAHOYACTHHOK, IO JO3BOJIMIIO
CHCTEeMAaTUYHO [OCHI/KYBaTH iXHIO EJIEKTPOIPOBIAHICTh Ta MAarHiTHy CHPUHHATIMBICTG 3a KIMHATHOI TeMIepaTrypu.
ExcriepuMeHTanbHI pe3y/bTaT JalOTh KPUTHUYHE PO3YyMIiHHS (YHIAMEHTAIbHUX BIACTUBOCTEIl KOJOIIHMX CHCTEM Ha OCHOBI
MAarHiTHAX HaHOYAaCTHHOK, IO TMIOTEHIIHHO CIIPUsE TIEPEIOBUM 3aCTOCYBAaHHSM y MaTepialo3HABCTBI, MarHITHIN Npuiago0yayBaHHi
Ta HOBHX TEXHOJOTTYHHX Tay3sX. METOHONOTIYHUIA HiAXi Ta pe3yIbTaTH, MPEACTABICH] TYT, COPUSIIOTH PO3IIUPEHHIO PO3YMiHHSA

MIOBE/IIHKH Ta XapaKTEPUCTHK MarHiTHOI PiHHH.
KonrouoBi cioBa: maenimui nanouacmunxu; @epumosi oucnepcii; Konoiowi cucmemu, mMacHimua piounda; HAHOCMPYKMYpPOBAHi
Mamepianu,; eieKmponpogioOHiCMb, MASHIMHKA CRPULIHAMIUGICMb
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The specific energy release in the structural materials of the absorber assembly (control part of the accident control assembly —
ACA, aso known as the shim assembly) has been calculated. It depends on the power of the fixed fuel assemblies (FAS) in
adjacent cells. The value of the energy release is 17.5 W/cm?® on the most loaded section of the boron absorber insert for an
average Kg=1.28 over sectors. The total energy release in the structural materials of the absorber assembly, in the coolant, and in
the connecting bar material is 229 kW for fully inserted controls and 64 kW for controls lifted up by 154.8 cm from the core
bottom. The surface temperature distribution in the absorber insert along the absorber assembly height is conservatively
calculated based on the total energy release in the absorber insert material and the amount and rate of coolant flow through it. At
a coolant temperature around the absorber insert corresponding to the maximum coolant heating in adjacent fixed FAs (46.6 °C),
and in the absence of axial heat exchange, the maximum surface temperature of the absorber insert for fully inserted controls will
be 312.7 °C (outer surface), and for controls lifted from the core bottom to 154.8 cm — 317.1 °C (inner surface), giving a margin
to saturation of 14.3 °C and 9.9 °C, respectively, at a coolant saturation temperature of 327 °C. In the most conservative case
considered in this paper, the maximum surface temperature of the absorber insert is lower than the coolant's saturation
temperature. This indicates the absence of bulk and surface boiling of the coolant under operation of the most energy-loaded
component, i.e., the absorber insert of the absorber assembly, meaning that the structural components of the absorber assembly
will be reliably cooled in the VVER-440 reactor core.

Keywords: VVER-440; Accident control assembly; Absorber assembly; Absorber insert; Energy release; Cooling

PACS: 28.41.Bm, 28.41.Qb, 28.41.Vx

INTRODUCTION

The structural materials of the reactor core operate for long periods under severe mechanical loads, neutron
irradiation, high coolant parameters, and significant thermal loads. The absorber assembly of the follower fuel assembly
isanintegral part of the VVVER-440 nuclear fuel cycle and is operated in Units 1 and 2 of the Rivne NPP.

Reactor irradiation results in a series of phenomena that cause energy release not only in the core's structural
materials but also in the coolant. In this regard, each structural component must be reliably cooled by the coolant
flow, and there must be sufficient coolant volume to prevent boiling on its surface. The design of a core component
must be sufficient to prevent any of its parts from melting, even under conservative operating conditions.

At present, the issue of justifying the implementation of nationally produced absorber assemblies is relevant for
Ukrainian NPPs with VVER-440 reactors. This requires work to be done to justify their corrosion and radiation
resistance, the compatibility of materials at contact temperatures, and specify the adequacy of mechanical
characteristics to maintain the structural integrity of the absorber assembly components under all static and dynamic
loads. Most of the listed phenomena and mechanisms depend on the temperature of the material, and corrosion
resistance also depends on the state of the coolant (i.e. water, steam). The work to justify safe operation requires
specifying the temperatures of the absorber assembly structural materials in a mixed core (fuel produced by JSC TVEL
and Westinghouse). This will enable further materials research at temperatures close to real ones and justify its reliable
cooling.

1. GENERAL DESCRIPTION OF THE VVER-440 ABSORBER ASSEMBLY DESIGN
The accident control assembly (ACA) is the actuating component of the VVER-440 control and protection system.
The ACA consists of afollower fuel assembly (the fuel part) and an absorber assembly (the control part). ACAs are the
reactivity control components (controls) of the reactor control and protection system and 37 of them are the part of the
VVER-440 reactor core[1].
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The follower FA and the absorber assembly of the

ACA are connected by a connecting bar. The absorber

assembly (Fig. 1) has awelded structure with atotal mass of 110 kg. It is made of stainless steel and contains a boron
steel hexagonal insert. The components of the absorber assembly are made of the following materials[2]:

shroud — steel X6CrNiTil18-10 (1.4541);
absorber insert — boron stainless steel (1.6...2.0% of

top nozzle — steel X6CrNiTi18-10 (1.4541);
bottom nozzle — steel X6CrNiTi18-10 (1.4541).

a b c
Figure 1. Schematic view of the absorber assembly: a—genera

vertical section; ¢ — top view, cross-section, bottom view

Figure 2. Schematic view of the lower part of the reactor
pressure vessel and various positions of the ACAs

boron);

central tube and flow limiter — steel X6CrNiTi18-10 (1.4541);

The connecting bar linking the
follower FA to the absorber assembly is
made of 08Cri18Nil0T steel. As shown
below, it is the chemical composition of
the material and the position of the
absorber assembly components in the
reactor core that account for the energy
releasein it.

ACAs can move in a vertical channel
formed by six adjacent fixed FAs, a
hexagonal slot in the bottom plate of the
core basket, and the bottom tubes of the
core barrel (Fig. 2). When the ACA isin
the lower position, the fuel part is located
in the core barrel bottom tubes and the
absorber assembly is in the core. In this
position of the ACA, energy release in the
absorber assembly materiads will be
maximal and the coolant temperature at
the inlet will be minimal. The main
positions of the ACA, namely full and
partial insertion, are shown schematically
in Fig.2. Above the core, there is a
protective tube unit that separates the fixed
FAs and has protective tubes in which the
ACAs can move verticaly.

The design features of the VVER 440
reactor core affect the energy released in the absorber
assembly materials and the coolant temperature at the
inlet. Therefore, they are important for determining the
operating temperature and ensuring cooling reliability.

view; b—

2. ENERGY RELEASE IN THE ABSORBER
ASSEMBLY MATERIALS

Resactor irradiation results in a series of phenomena
that cause the release of energy in the core materials. For
structural materials, this interaction involves y-quanta and
electrons; for neutron-absorbing materials, it also involves
neutrons. In an operating reactor, y-quanta and electrons
are generated by the nuclear interaction of neutrons with
fissile isotopes and are also emitted by radioactive decay
products. During power operation, the fraction of
fissionable sources is much larger than that of decay
sources; therefore, the latter can be disregarded. The
power of fission sources is proportional to the neutron flux
density, which in turn is proportional to the energy release

power of the nuclear fuel in the axial zone (according to the energy release profile at different heights (Kz)) in which

the irradiated materia is located.

The energy release profile for each stage of reactor core operation is characterized by a curve fitting the maximum
energy release values along the height of the fuel assemblies from the same year of operation. These profiles were
calculated for the beginning (BOC), middle (MOC), and the end (EOC) of the fuel cycle for assemblies in the first to
fifth/sixth years of operation [3]. The BOC is characterized by a single-maximum profile with a maximum Kz close to
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1.2, and the EOC — 1.1, which is less conservative for further calculations. Considering this, to calculate the energy
release in the absorber assembly components, the profile with the maximum Kz (1.1985), which is typical of a“fresh”
assembly at the BOC, was used (Fig. 3).

Reactor irradiation results in a series of phenomena
that cause the release of energy in the core materials. For
structural materials, this interaction involves y-quanta
and electrons; for neutron-absorbing materials, it also
involves neutrons.

The absorber assembly materials do not contain
fissile materials. The total energy release in the absorber
assembly materials, which can result in heating of the
coolant passing through it, depends on the energy release
power of the fixed FAs located in adjacent cells. The Kq
of the six assemblies in adjacent cells varies
significantly, ranging from 1.4 to 1.1. It is assumed that

Figure 3. Distribution of relative energy release by height the average Kq over sectorsis 1.28.
of the core at the BOC [3] For the absorber insert material, which is made of
stainless steel containing 1.6-2.0% boron, energy release will also be due to neutron absorption and interaction with -
quanta and electrons. For boron (B), the main energy release reaction is the interaction of a neutron with the °B
isotope: n+ 1°B =>7Li + “He + 2.78 MeV.
Using the calculation model developed in the HELIOS software (Fig. 4), the energy release in the absorber
material containing 1.8% natural boron, with a°B isotope content of 19.8%, was calculated (Table 1).

Figure 4. Calculation model of the absorber assembly segment at the level of the absorber inserts next to the fixed FA 427WN,
implemented in the HEL|OS software

The calculations reveal that, for the case considered in this paper, the maximum averaged over sectors specific
energy release power in the most loaded part of the boron absorber insert is 17.5 W/cm?®. The energy release is almost
the same across different sectors of the radial and azimuthal cross-sections of the absorber insert. Considering that the
absorber insert material is mainly stainless steel, which has a high thermal conductivity, the average energy release
across the cross-section of the absorber insert was used for further calculations.

Table 1. Energy release in the absorber inserts material of the absorber assembly

Energy release, W/cm3
Céll number in the radial direction
6 5 4 3 2 1
1 17.03 16.69 16.73 16.96 17.45 18.28
2 17.05 16.79 16.86 17.15 17.73 18.72
Céell number inthe 3 16.98 16.79 16.91 17.26 17.90 18.94
azimuthal direction 4 17.00 16.82 16.95 17.31 17.96 19.01
5 16.98 16.79 16.91 17.26 17.90 18.94
6 17.05 16.79 16.86 17.15 17.73 18.72
7 17.03 16.69 16.73 16.96 17.45 18.28

When calculating energy release in the materials of the absorber assembly structural components, two positions of
the controls in the VV ER-440 reactor core during operation at the corresponding power level were considered:

e full insertion. The absorber insert of the absorber assembly is located in the middle of the core (in the area of
maximum energy release);

e partial insertion (operating condition). The controls are partialy inserted in the core to a lower position of
154.8 cm (from the core bottom).
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In addition to the structural materials of the absorber assembly main components (Section 1), the coolant flowing
through the absorber assembly will also be heated by the connecting bar and the energy release in the water (coolant)
itself. The distribution of specific energy release power by height of the absorber assembly structural components for
the fully inserted and lifted to 154.8 cm controlsis shown in Fig. 5. Accordingly, with a change in the height of energy
release in adjacent assemblies in the core (Fig. 3), the energy release in the materials of the absorber assembly structural
components also changes (Fig. 5).

a b
Figure 5. Distribution of specific energy release power by height of the absorber assembly structural components for the controls
fully inserted (a) and lifted to 154.8 cm from the core bottom (b)

A comparison of the specific energy release in materials of the VVER-440 absorber assembly structural components
and materials of the VVER-1000 rod cluster control assembly (RCCA), presented in the paper [4] shows that for fully
inserted controls, the specific energy release in the structural materials (except for the absorber material) and water is
comparable to the data given in the above-mentioned paper. This comparability may be due to the comparable neutron
flux density in the mentioned reactors. However, the specific energy release in the VVER-1000 RCCA absorber (B4C)
is significantly higher than for the absorber materia of the VVVER-440 absorber assembly, which is due to the higher
boron content per unit volume of the absorber.

Thetotal energy release power in the absorber assembly materials at full insertion of the controlsis 229 kW, and the
maximum energy releaseis in the absorber insert material (95 kW) (Fig 6a, Table 2).

Table 2. Energy release in the absorber assembly structural materials for fully inserted controls

Structural component Volume, cm?3 Total energy release, W
Shroud 2291 16388
Absorber insert 6265 95220
Central tube 3974 28116
Flow limiter 55 233
Bottom nozzle 47 1518
Top nozzle 899 2436
Connecting bar 1537 9452
Coolant 28845 75986
Total 229 349
a b

Figure 6. Distribution of total energy release power by height of the absorber assembly for the controls fully inserted (a) and lifted
to 154.8 cm from the core bottom (b)
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The total energy release in the absorber assembly materials of the lifted to 154.8 cm controls is 64 kW, while the
maximum energy release in the absorber insert material is 26 kW (Fig. 6b, Table 3).

Table 3. Energy release power in the absorber assembly structural materials for the controls lifted to 154.8 cm

Structural component Volume, cm?® Total energy release, W

Shroud 907 4025
Absorber insert 2429 26680

Central tube 1484 5732

Flow limiter 55 422

Bottom nozzle 536 3816

Top nozzle 0 0
Connecting bar 609 2534

Coolant 11754 20911

Total 64 120

In both cases, the highest energy release occurs in the absorber insert material. It is reasonable to calculate the
margin to the saturation temperature for the most heat-loaded component of the absorber assembly, i.e., the absorber
insert.

3. COOLANT HEATING IN THE ABSORBER ASSEMBLY

Based on the data on the total volume of coolant flowing through the absorber assembly and the distribution of the
total energy release power in the absorber assembly, the distribution of the coolant heating temperature aong the height
of the absorber assembly and the maximum coolant heating temperaturein it are calcul ated.

The calculation assumes that all the heat from the absorber assembly structural components is spent on hesting
water in the absorber assembly channel. There is no heat exchange through the shroud. In accordance with [1], the
coolant flow rate through the fixed FA and follower FA is not less than 100 m%hour. All coolant flowing through the
follower FA daso flows through the absorber assembly. According to Tables 3.3-3.8 of [5], the average coolant
temperature at the reactor inlet is 266 °C, and the average coolant temperature at the outlet of the follower FA fuel rod
bundle of the most heat-loaded second-generation ACA, manufactured in the russian federation and the NOVCC
manufactured by Westinghouse, does not exceed 310 °C in all cases.

According to the basic thermal-hydraulic characteristics of the Rivne NPP Unit 1 reactor [6], the coolant flow rate
through the follower FA is not less than 120 m%hour, and for the Rivne NPP Unit 2 [5] is 123 m%hour. In accordance
with the operating conditions of the absorber assembly specified in the technical specifications [2], the minimum
coolant flow rate through the follower FA and the absorber assembly is 100 m3hour, which at a coolant density of
0.777 g/lcm3is 21.6 kg/s.

The water heat capacity (Cp) is 4936 J/(kg-°C) at temperatures above 266 °C and 6199 J(kg-°C) at the maximum
coolant temperature at the assembly outlet (310 °C). Coolant heating is described by the following expression:

T =2 (3.2)

T (cpm)’

where:
AT — coolant heating, °C;
Q —total heat release capacity, W;
Cp —water heat capacity, J(kg-°C);
m — coolant flow rate through the absorber assembly, kg/s.

The calculation results demonstrated that, in the absence of heat exchange through the absorber assembly shroud,
the maximum coolant heating would be 1.9 °C for the fully inserted controls and 0.53 °C for the controls lifted to
154.8 cm (Fig.7, Table 4).

An increase in energy release in six fixed FAs located in
adjacent cells, with the averaged for these FAs Kq=1.28, to a
value corresponding to Kqg = 1.47 will result in increased energy
release in structural materials. In the absence of heat exchange,
thiswill cause the coolant to heat up to 2.4 °C in the case of afull
insertion of the controls.

In the absence of heat exchange through the shroud, the
coolant heating is insignificant, and the temperature at the outlet
of the absorber assembly will be controlled by the temperature
at the outlet of the follower FA. For the case of fully inserted
controls, with a residua energy release in the follower FA of
250-300 kW, the coolant temperature at the inlet to the absorber

Figure 7. Coolant heating in the absence of heat assembly will be approximately ~2 °C higher than the coolant
exchange through the absorber assembly shroud temperature at the inlet to the adjacent fixed FAs.
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Table 4. Parameters for calculating coolant heating

Parameter Fully inserted Controlslifted to
controls 154.8 cm
Coolant temperature at theinlet of the absorber assembly, °C 268 266
Coolant flow rate through the absorber assembly, kg/s 21.6 21.6
Total heat release in the absor ber assembly, W 229349 64120
Coolant heating in the absor ber assembly, °C 1.90 0.53

When the absorber assembly is partially inserted, due to significant energy release in the follower FA, the heating
of the coolant flowing through the follower FA will be significant. The maximum hesting of the coolant in the most
thermally loaded follower FA isin the range of 40-41 °C (depending on the FA type, their number and positions in the
mixed core). For the most conservative caculation (minimum coolant flow, etc.), the maximum heating
reaches 44.4°C [5].

For further calculations of the cooling reliability of the absorber insert, which is the most energy-loaded structural
component, it can be conservatively assumed that the coolant temperature at the inlet of the absorber assembly will
correspond to the temperature at the outlet of the follower FA with heating in it, which is characteristic of this axial area
and has a maximum of 44.4 °C at full withdrawal of the absorber assembly.

4. MAXIMUM TEMPERATURE OF THE ABSORBER INSERT AND MARGIN TO THE SATURATION
TEMPERATURE

To increase the calculations’ conservatism, it was assumed that the temperature of the shroud and coolant near the
absorber insert corresponds to the coolant temperature of the adjacent fixed FAS, taking into account the corresponding
axial position. According to Report [5], the maximum heating temperature of the Rivne NPP Unit 2 reactor core is
46.6 °C. In further calculations, it is assumed that the coolant heating temperature in all adjacent fixed FAsis46.6 °C.

The surface temperature of the absorber insert was assessed for each segment with a characteristic specific energy
release. As the absorber insert is a semi-hexagonal prism, temperature calculations were performed for a flat wall with
two-sided cooling by solving conventional one-dimensional inhomogeneous differential equations for a steady-state
case (axia heat flow was conservatively not taken into account).

The absorber inserts were conventionally divided into 5-6 cm segments by height, which conventionally have
similar specific energy release power (Fig. 5) and heat transfer coefficient (coolant parameters) by height.

Taking into account that the heat fluxes from the considered wall on the outer surface (in the gap between the
absorber insert and the shroud) and the inner surface (the gap between the central tube and the absorber insert) are
different, the maximum temperature across the radial cross-section of the absorber insert (due to internal sources of
energy release, the dependence is parabolic) is not located in the middle, but is offset from the center. In this regard, the
wall thickness (9) was conventionally divided into two zones by a floating point (with coordinate r). For the inner zone
(xe0...r) of the absorber insert, the temperature distribution across the cross-section was obtained by solving the
equation:

d2T(x) _
—+f=0, (4.1)
boundary conditions:
daT(x) _
(77Lﬂ_o, (4.2)
daT
A(%2) = alis = To), (43)

where:
f — specific energy release power;
T;s — inner surface temperature of the absorber insert;
T, — coolant temperature;
A —thermal conductivity factor of the absorber insert material;
r — coordinate of the maximum temperature in the cross section of the absorber insert along its thickness;

a, — heat transfer factor from the inner wall to the coolant.
For the outer zone (xer...0) of the absorber insert, the temperature distribution across the cross-section was
obtained by solving equation (4.1) for xer...3 with the following boundary conditions:

(dﬂ—i"))m =0 4.4

-4 (dz_ix))x:é = ay(Tos — T¢) (4.5)
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where:
o — absorber insert wall thickness;
Tos — outer surface temperature of the absorber insert;
a,— heat transfer factor from the outer wall to the coolant.
The coordinate of the maximum temperature “r” for each segment by height was obtained from the condition of
temperature equality at point “r”, obtained from two expressions, which are the solutions of equation (4.1) with
boundary conditions (4.2, 4.3) and (4.4, 4.5):

5.8

_+_
y o2 (4.6)

a1 az Z
In further calculations, it was assumed that the thermal conductivity of the absorber insert material is 20 W/(m-°C).

The heat transfer factors for each of the absorber insert surfaces were obtained from the following expression:
a; = = Nug, [W/(m?°C)] (4.7)

where:
i — absorber insert segment number by height,
li — coolant heat transfer factor on the segment i;
Nu; — Nusselt number on the segment i;
d. — equivalent (hydraulic) diameter.
The Nusselt number was calculated by the formulafor ring-type cross-section channels (tube-in-tube [7]):

i 0,18

Ny, = 0.017 x Re;*® x Pr,%* x (M) (4.8)
dodt

where:

Re — Reynolds number;
Pr — Prandtl number;

% —theratio of the absorber insert inner diameter to the tube outer diameter was calculated as the ratio of the
d

odt
wetted perimeters of the absorber insert inner surface to the outer perimeter of the central tube.
The Reynolds nhumber depends on the coolant flow rate and parameters:;

Re; = p—i"j]de" (4.9)
where:
p — coolant density;
v — coolant flow rate;
1 — coolant dynamic viscosity.

Using the ANSY S software package [8] by the finite element method, a detailed calculation of the coolant flow rate
throughout the entire volume of the absorber assembly was performed at a coolant flow rate through the ACA (follower
FA + absorber assembly) of 100 m¥hour. The coolant flow rate distribution at the most interesting segments of the
absorber assembly (i.e. the coolant inlet (bottom nozzle) and outlet (top nozzle)) is shown in Fig. 8 and Tables 5 and 6.

a (bottom nozzle) b (top nozzle)

Figure 8. Distribution of the coolant flow rate at theinlet (a) and outlet (b) of the absorber assembly was obtained using ANSY S CFD
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Table 5. Coolant flow rate in the bottom nozzle area

Gap Averagerate, m/s
Connecting bar — central tube (1 and 5 positions) 3.77
Central tube — absorber insert (2 and 6 positions) 2.30
Absorber insert — shroud (3 and 7 positions) 0.95
Stagnant area (4 and 8 positions) 0.14

Table 6. Coolant flow rate in the top nozzle area

Gap Averagerate, m/s
Connecting bar — central tube (1 and 5 positions) 3.90
Central tube — absorber insert (2 and 6 positions) 271
Absorber insert — shroud (3 and 7 positions) 1.36
Stagnant area (4 and 8 positions) 0.57

Based on the data obtained (Tables 5, 6), it can be assumed that the most heat-loaded area of the absorber
assembly will be near the bottom nozzle, since it is characterized by the highest energy release when the controls
insertion is different from zero, and the lowest coolant flow rate is in the area of the absorber insert, as well as the
presence of an area with a low coolant flow rate in contact with the absorber insert (staghant area (positions 4 and 8)
Table 5). The stagnant area in the upper part of the absorber assembly (top nozzle) will not affect the cooling of the
absorber insert (Fig. 8.b). The top nozzle of the absorber assembly is located outside the fuel-containing core area when
the controls insertion is different from zero. Therefore, in further calculations of the temperature on the surface of the
absorber insert, the coolant flow rate values obtained for the lower part of the absorber assembly are used.

The calculations demonstrate (Fig. 9) that the lower part of the absorber insert (0 cm), in the stagnant area
(positions 4 and 8), which is characterized by alow coolant flow rate in the inner part (0.14 m/s), the temperature of the
inner surface of the absorber insert is higher than the temperature of the outer surface, and their difference for fully
inserted controls (100%) will be ~5 °C, and ~10 °C for controls lifted to 154.8 cm from the core bottom. The difference
is dueto the different specific energy release values (Fig. 5) for fully and partially inserted controls.

a (100%) b (154 cm)

Figure 9. Temperature distribution across the absorber insert wall cross-section at different axia positions of the
absorber assembly in the reactor core for controls fully inserted (a) and lifted to 154.8 cm from the core bottom (b)

a (100%) b (154 cm)
Figure 10. Distribution of the coolant temperature on the absorber insert surface along the core height for fully inserted (a) and
lifted to 154.8 cm (b) controls
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With an increase in the axia position along the height of the core, the temperature of the inner surface of the
absorber inserts decreases due to the increased coolant flow rate in the gap between the central tube and the absorber
insert (positions 2, 6) (Fig. 9). The distribution of coolant temperature on the surface of the absorber insert along the
height of the core for fully inserted and lifted to 154.8 cm controlsis shown in Fig. 10.

The calculation results indicated that, at the coolant temperature around the absorber insert corresponding to the
maximum coolant heating in adjacent fixed FAs (46.6 °C), the maximum surface temperature of the absorber insert will
be 312.7 °C for fully inserted controls, and 317.1 °C for controls lifted to 154.8 cm from the core bottom, which at a
coolant saturation temperature of 327 °C gives amargin to saturation of 14.3 °C and 9.9 °C, respectively.

Table 6. Results of calculating the cooling of the absorber insert

Par ameter Fully inserted Lifted to 154.8 cm
Coolant temperature at the absorber assembly inlet, °C 268 295
Coolant flow rate through the absorber assembly, kg/s 21.66 21.66
Coolant temperature at the outlet from adjacent fixed FAs, °C 312.6 312.6
Max. surface temperature of the absorber insert, °C 312.7 317.1
Axia position of max. temperature, cm ~231 ~165
Coolant saturation temperature, °C 327 327
Margin by saturation temperature, °C 14.3 9.9

According to the calculations, the maximum surface temperature of the absorber insert does not exceed 317.1 °C
at a coolant saturation temperature of 327 °C for different controls' positions. This indicates the absence of bulk and
surface boiling of the coolant during operation. Therefore, the absorber insert is reliably cooled in the VVER-440
reactor core. Increasing the energy release in six fixed FAs located in adjacent cells, with an average value of Kg=1.28
for these fixed FAs, to a value that corresponds to Kg=1.47, will cause an increase in energy release in the absorber
insert material and an increase in its temperature from 317.1 °C to 320.1 °C, which is also below the saturation
temperature (327 °C).

CONCLUSIONS

1. The specific energy release power in the structural materials of the absorber assembly depends on the power of
the fixed FAs located in the adjacent cells. For the most loaded part of the boron absorber insert, with average
Kq = 1.28 across sectors, the energy release is 17.5 W/cm?. The total energy release power in the structural materials of
the absorber assembly, coolant, and connecting bar material is 229 kW for fully inserted controls and 64 kW for lifted
by 154.8 cm from the core bottom.

2. If no heat exchange occurs through the absorber assembly shroud, the maximum heating of the coolant due to
energy release in the structural materials, at a conservative coolant consumption rate of 100 m%hour, will be 1.9 °C for
fully inserted controls and 0.53 °C for controls lifted to 154.8 cm from the core bottom. In the most conservative case
involving an increase in energy release in the adjacent fixed FAS to a value corresponding to Kg=1.47, the coolant
heating does not exceed 2.4 °C. Due to the large area and the coolant's parameters, heat transfer through the shroud will
cause the coolant in the gap between the shroud and the absorber insert to heat. To increase the conservatism of
subsequent calculations, it was assumed that the shroud and surrounding coolant temperatures would correspond to the
coolant temperature in the adjacent fixed FAs, for which the maximum allowed heating temperature is 46.6°C.

3. At a coolant temperature around the absorber insert that corresponds to the maximum coolant heating in
adjacent fixed FAs (46.6 °C), and with no axial heat exchange, the maximum surface temperature of the absorber insert
for fully inserted controls will be 312.7 °C (outer side), and 317.1 °C (inner side) for controls lifted to 154.8 cm, which
at a coolant saturation temperature of 327 °C gives a margin to saturation of 14.3°C and 9.9 °C, respectively. An
increase in energy release in six fixed FAs located in adjacent cells with average Kg=1.28 to a value corresponding to
Kg=1.47 will cause an increase in energy release in the absorber insert material and an increase in its temperature from
317.1°C 10 320.1 °C, which is also below the saturation temperature (327 °C).

4. The calculations and analysis performed reveal that the absorber insert, specificaly its lower part when
controls are partially inserted, is the most heat-loaded component of the absorber assembly structure. This position is
characterized by high energy release and high coolant temperature at the inlet to the absorber assembly. For the most
conservative case considered in this paper, the maximum surface temperature of the absorber insert remains below the
coolant saturation temperature. This indicates an absence of both bulk and surface boiling of the coolant when the most
energy-loaded component (i.e., the absorber insert) isin operation, confirming that the absorber assembly components
will bereliably cooled in the VVER-440 reactor core.
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BU3HAYEHHS TEMIOEPATYPH EKCILTYATAILII EJIEMEHTIB KOHCTPYKIIIi HAIICTABKH,
MIATBEPJKEHHS HAQIMHOCTI iX OXOJIOKEHHS B AKTUBHIM 30HI BBEP-440
3yiiok Baaepiiil, Mazypok OJekcanap?, 3irynos Bosionumup?, JIanbkos Boraan?, Txxamipsoes Anbdeprt, MakapeHko
Anton®, Tper’ sikos Muxaiisno!, Conyn Ouser?
Hayionanvnuti nayrosuii yenmp «Xapxiecokuti (izuxo-mexuivnuii incmumym», Xapxie, Ykpaina
2TOB «ES Group», Kuis, Ypaina
3Hayxoso-mexniunuii komnaexc «lncmumym enekmposeapiosanns iveni €.0. Iamona», Kuis, Ypaina
“Hayxoso-mexuiunuti yenmp, AT «<HAEK «Enepeoamom», Vxpaiua, Kuis

P03paxyHKOBHUM LIISXOM BH3HAYCHO IMUTOMY MOTYXHICTh €HEPrOBHIICHHS B KOHCTPYKUIMHHX Marepiaiax HajactaBku APK, sika
3aJICKUTh BiJ] MOTY)KHOCTI pOOOYMX KACeT, 10 3HAXOIThCS Y CyCiIHIX KoMmipkax. J[is HaiOinblI HaBaHTAXKEHOT YaCTUHH OOPHOTO
BKJIQJMINA, I ycepeaHeHoro no cekropam Kg=1,28, emeprosuminenns cranosuTs 17,5 Br/cm®. 3araibHa MOTYXHICTH
CHEPrOBUIICHHS B KOHCTPYKIIHUX MaTepianax HaJICTaBKH, TEIUIOHOCI Ta MaTepiaii IITaHTH MPOMIDKHOI cTaHOBUTH 229 kBT mms
MOBHICTIO 3aHypeHoro Ta 64 kBt mns mimasaroro Ha 154,8 cm OP CVY3. Chnuparounch Ha 3aralbHe CHEPrOBUAUICHHS B MaTepiaii
Bkiaaunry HajctaBku APK, KiibKicTh Ta IIBHIKICTH TEIUIOHOCIS, L0 HOro OMHBAa€, KOHCEPBATHBHO BHM3HAYCHO DPO3IOALI
TeMIIepaTypu MOBEpXHI BKIaauiny no BucoTi HajgcraBkd APK. 3a TeMiepaTypu TEIUIOHOCIS HAaBKOJIO BKJAHINA, LIO BigmOBixae
MaKkCHMaJbHOMY MifirpiBy TemioHocis B cycignix PK (46,6 °C), Ta BiACyTHOCTI akciaJbHOTO TEIIOOOMiHY, MaKCHMajbHa
TeMIeparypa NoBepXHi BKIaauIna Jyist moBHicTio 3anypeHoro OP CVY3 cranoutume 312,7 °C (30BHIiLIHS CTOPOHA), @ IS MiAHATOTO
Ha 154,8 cm — 317,1 °C (BHyTpiLIHS CTOPOHA), W0 32 TeMIIepaTypu HacuueHHs Temionocis 327 °C pae 3amac g0 Hacudenns 14,3 °C
ta 9,9 °C BignosigHo. J[i1s HalOLIBII KOHCEPBATMBHOIO BHIAKY, PO3IISHYTOro B JaHiii po0OTi, MakcHMalbHa TeMIieparypa
MMOBEPXHI BKJIAIUINY HIDKYA, HDK TeMIlepaTypa HaCHYCHHS TeruioHocis. Lle cBiZuuTh mpo BiACYTHICTH 00’ €MHOTO Ta MOBEPXHEBOTO
KHITIHHA TEIUIOHOCIS MiJ Yac eKcIuTyaramii HalOuIbIl eHeproHaBaHTAKEHOTO €JIEMEHTa — BKJIAIUIIA HaJCTaBKA. TOOTO eleMeHTH
KOHCTPYKII{ HajicTaBKK OyIyTh HamilfHO OXOJIOKYBaTHCS B akTHBHII 30Hi BBEP-440.

Kuarouosi cnoBa: BBEP-440; kacema APK; naocmaeka; 6Kk1aduit; eHepeosUOieHHst; 0X0N00CeHHsL
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In this research, we have performed experimental measurements of coincidence time resolution with a custom-built test-bench. In the
scope of this work, we discussed technical issues and data validation in the CTR experiment on an example of Saint-Gobain 2 x 2 x 3
mm lutetium-yttrium oxyorthosilicate (Lu; gY 2SiOs : Ce) crystals. The primary objective of the presented experimental works is to
develop instruments for the experimental validation of newly created scintillation materials, as a step toward way the 10-ps time-of-flight
PET challenge.

Keywords: coincidence time resolution (CTR); heterostructured scintillating matherials; 511 keV gamma detector; LYSO; PET; fast
timing; constant fraction discriminator (CFD), annihilation events

PACS: 29;29.40.Mc; 29.40.-n

1. INTRODUCTION

The technical level of the modern, practically implemented PET (positron emission tomography scanners) with
assistive CT (X-rays computed tomography) is declared in a range around 180-300 ps, coincidence resolution time (CTR).
Reviewing the open data form industry leaders: Siemens Biograph Vision with time of flight performance 214 ps [1],
Discovery MI with LightBurst Digital 4-Ring Detector with Timing Resolution 385 ps [2], Philips Vereos with PET
timing resolution 310 ps FWHM (full width at the half maximum) [3], NeuEra Series PET/CT from Neusoft Medical
with 180 ps grade fully digitzed based on third generation ASIC digital chip [4], Canon PET/CT scanner Cartesion Prime
with SURECount digital PET detector 263 ps ToF (time-of-flight) resolution [5], MiFound ScintCare PET/CT 730T with
380 ps resolution, Mediso AnyScan TRIO-TheraMAX SPECT/CT with resolution of 3.3 mm (FWHM) maintained by
high-density sensor arrangement (123 PMTs per detector head) [7], United Imaging uMI Panorama GS declared system
with 189 ps temporal resolution first full-body PET/CT scanner with time-of-flight (TOF) resolution better than 200 ps
[8].

In principle, the shown evolution of the technical design in the PET scanning industry affects to reducing the radiation
dose (currently 5-25 mSv, whole body) and a shortening of the procedure time (currently around 15 min), with a patient’s
mental comfort [9]. To achieve this ambitious goal, it is essential to develop a PET experiment test-benches for the
characterization of a new scintillation material [10]. Since the acquisition boards and data processing capabilities are far
in the sub-picosecond range, the new scintillation materials should be significantly improved in light yield and decay time.

It might be some boost from speeding up the photo-sensors, self single-photon time resolution (SPTR) and photon
detection efficiency [12, 11], improving the photon detection efficiency (PDE, currently 50-63%), and lower operation
voltage V},,- (breakdown voltage). In this direction, the main focus in the PET industry on developing and characterizing
new scintillation materials is crucial.

2. MATERIALS AND METHODS
It was prepared two identical scintillators LYSO [14], cut and polished (all sides) in a size of 2 x 2 x 3 mm. Prepared
crystals were installed on multi pixel photon counters (MPPC) Broadcom AFBR-S4N44P014M [11] with an Cargille
Meltmount media [13]. Additional wrapping with PTFE tape (300 um) used to improve the entire light collection. A
simplified experimental diagram is presented on Fig.1
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Figure 1. Experimental setup. D1, D2 - LYSO crystals. Figure 2. Dark box for CTR measurements with installed
Readout outputs are connected directly to oscilloscope. PCBs and mounted scintillators LYSO.

All the prepared acquisition parts were placed inside a dark box with external BNC connectors and power outputs.
On the Fig.2 presented an experiment geometry, two acquisition boards (left and right channel) installed on the V-rail,
Na-22 source mounted on beige holder in the geometrical center. It was used two custom HV boards (C11204-01 with the
temperature feedback loop). MPPC boards with the installed crystals were connected directly to the oscilloscope Lecroy
WP7300A (3GHz, 20GS/s in 2ch mode). High voltage was 39V for both channels. Typical signals of coincidence events
are shown on Fig.3 Custom designed amplifier used for the MPPC readout, Fig.4 presents the schematic diagram of the
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Figure 4. Schematic of the one channel, differential ampli-

Figure 3. Pulses from coincident events from Na-22 iS0-  fer used with maximum gain 18dB

tope. Corresponding left and right channels, 20GS/s, full
bandwidth 3GHz. Baseline noise 2mV avg.

implemented topology: differential input to single output with balun decoupling. The ADA4960-1 is a high performance,
differential amplifier (U3) optimized for RF and IF applications. Temperature feedback loop (U2) LM94021 is a linear,
precision analog output temperature sensor.

3. DATA ANALYSIS

To verify the limits of time measurement capabilities the test run was processed. Test signal from LBE-1322 Fast Rise
time Variable Frequency Pulser was split and applied to LeCroy Ch2 and Ch3 with coaxial cables (external cable delay
added). Specified rise and fall time for used pulse generator was 30 ps Fig.5. Using the LeCroy builtin math functions it
was measured CTR value for the test signals: FWHM = 9.5ps for 3870 “’coincidence” events, repeatable signal Fig.7.

In parallel, the raw test pulses were recorded to the host PC for further analysis with our custom code. In the Fig.12
presented results of signal processing with our code it is almost identical to the built-in LeCroy math results and correspond
to the generator specification (oscilloscope bandwidth limitation of 3GHz).

4. EXPERIMENTAL RESULTS AND DISCUSSION

LYSO scintillator is a well-known material suitable for equipment verification. CTR results for LYSO but with
different experimental equipment were examined by many researcher groups [15, 16, 17]. The measured value is in a



663
Experiment Details in Time Resolution Measurements of LYSO Scintillator EEJP. 4 (2025)

+0.5V

-0.5V

b2
A-BASE Rev:22.10.25 ‘
1van. yakymenk o€gmail. com "

Figure 6. Designed PCB, one channel, MPPC covered with
Figure 5. Typical test signal, rise time 30 ps. crystal holed (beige plastic), SMA output, U2 temperature
sensor, U3 amplifier
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Figure 7. Experiment simulation using the external pico-second generator. Results: mean 58.342ps, sdev 5.309ps. DUT:
LeCroy WP7300 3GHz 10-20GSa/s

range from 100 ps to 600 ps and depends on the used acquisition path, crystal quality, etc. On the first stage, we performed
an energy cut to limit the ROI to 511 keV. Fig.9 represents the spectrum from both channels and Fig.10 demonstrates the
selected photopeak. The prepared dataset was processed with the CFD function to correct the rise time walk, Fig.11, and
achieve a zero crossing point. The final distribution Fig.8 represents the experimental CTR of 226 ps. Analyzing the
presented result, we should consider several possible factors that may contribute to the resulting CTR: defects in LYSO
crystals, possibly non-identical acquisition channels, and errors in the CTR calculation algorithm (such as the baseline
calculation for zero-crossing detection). 226 ps result is in line with a lot of reported results. A pair of 511 keV y-quanta
could be recoiled in the surrounding material, entering the scintillator with lower energy. Different input energies may
affect the resulting signal deviation. New scintillation material with a stable” light production mechanism in a specified
energy bandwidth may reduce the signal deviation in a coincidence registration experiment. This work aims to gain a
deeper understanding of CTR measurement details and address the identified problems in future test-bench modifications.
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Figure 8. Experimental results for CTR measurements
of LYSO scintillators.
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Figure 9. Spectra for LYSO scintillator, two channels, Figure 10. Energy cut applied for LYSO
Na-22, input signal polarity negative scintillator spectra

Figure 12. Raw pulses from generator processed with cus-
tom code: FWHM = 12.28ps 3870 events, mean 59ps,
sdev 5ps.

Figure 11. Pulses with applied CFD,
Zero crossing point
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This paper presents a comprehensive analysis of n-p junction currents and polarization effects in diffusion Si detectors (receivers) for
radiation. The mechanisms of polarization induced by charge-carrier capture at localized centers and the formation of space charge in
the detector's sensitive region are investigated. The relationship between the presence of "large-scale" traps, which are local clusters of
impurity atoms, and the appearance of anomalous spectral characteristics in the form of doublets has been established. It has been
experimentally shown that ultrasonic treatment of Si-n-p detectors leads to a significant reduction in polarization effects due to the
redistribution of impurity atoms and smoothing of the potential relief in the semiconductor structure. A physical model is proposed to
explain the mechanism by which ultrasonic influence affects the electrophysical and spectrometric characteristics of silicon detectors.
The results obtained have practical significance for optimizing production technology and improving the operational parameters of
Si-n-p radiation detectors.

Keywords: Silicon detectors;, n-p junctions; Polarization effects; Capture centers; Ultrasonic treatment;, Spectrometric
characteristics; Space charge; Potential relief; Diffusion detectors; Local impurity clusters

PACS: 29.40.Wk

INTRODUCTION

The study of polarization effects in silicon n-p radiation detectors is one of the key areas of modern semiconductor
electronics and detector technology. This issue is particularly relevant in the context of the ever-increasing demands on
the accuracy, stability, and reliability of semiconductor detectors used in various fields of science and technology - from
fundamental research in nuclear physics to applied problems in medical diagnostics, space technology, and radiation
monitoring systems. Polarization effects that occur during the operation of Si-n-p detectors significantly limit their
functionality, reduce temporal stability, and distort spectrometric characteristics, which makes the study of the nature of
these phenomena and the development of methods for their minimization a critically important task [1].

The physical nature of polarization effects in silicon detectors is complex and is associated with charge-carrier
capture and accumulation at localized centers within the semiconductor volume. The formation of a volume charge in the
sensitive region of the receiver distorts the internal electric field, which in turn causes a change in the efficiency of
collecting charge carriers generated by radiation and, as a consequence, degradation of the spectrometric characteristics
of the detector [2]. The so-called "large-scale" traps play a special role in these processes: local clusters of impurity atoms
that form inhomogeneities, the potential relief in the semiconductor structure, and contribute to the appearance of
anomalous spectral characteristics, in particular, doublet peaks [3,4].

Traditional approaches to solving the polarization problem, based on increasing the purity of the source material and
improving detector manufacturing technology, demonstrate some efficiency but do not fully eliminate undesirable effects.
In recent years, alternative methods for modifying the properties of semiconductor structures, in particular, ultrasonic
treatment, have attracted considerable interest from researchers. Experimental data indicate that the effect of ultrasound
on Si-n-p-receivers can lead to a significant reduction in polarization effects due to the redistribution of impurity atoms
and smoothing of the potential relief in the semiconductor structure [5,6].

In this paper, we present the results of a comprehensive study of n-p junction currents and polarization effects in
diffuse Si radiation detectors. Particular attention is paid to the analysis of the mechanisms of polarization occurrence
caused by the processes of charge carrier capture at localized centers and to the study of the effect of ultrasonic treatment
on the electrophysical and spectrometric characteristics of silicon detectors. A physical model is proposed that explains
the mechanism of ultrasound action on the semiconductor structure and allows one to predict changes in the parameters
of Si-n-p detectors resulting from such treatment.

MATERIALS AND METHODS
For the fabrication of Si-SDD (semiconductor diffusion detectors) detectors, we used p-type monocrystalline silicon
ingots with a resistivity of p = (10+14)-10’Q-cm and a minority carrier lifetime of T = 450+650us, as well as lower-
resistance p-Si ingots with p< (2+5)-103Q-cm and t=800+1000us. The oxygen concentration No, was no more than
10'%cm™ and the dislocation density Np~10*cm™. The cylindrical ingots were cut into plates up to 0.5 mm thick. The
plates had an area S from 0.25 cm? to 2.0 cm?. The Si plates were ground on both sides with M15 abrasive powder. After
appropriate chemical treatment, aluminum (Al) with a thickness of 1=0,45um =+ 0,5um was sprayed onto one side of the
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Si plates; during this technological procedure, the edges of the Si plates were protected with a mask. After that, a solution
of phosphorus pentoxide P,Os was applied to the other side of the Si plate, and this coating was dried. The next
technological step was the phosphorus diffusion into the Si plates. The samples, located in quartz cassettes, were placed
in a diffusion furnace. Phosphorus diffusion was carried out at a temperature of T = 1073K in a stream of inert gas for a
time of t = 60 minutes. Then the temperature was slowly lowered to room temperature. Aluminum deposited on the Si
wafer is alloyed with it at T=820K and then, diffusing from the melt into the Si wafer, forms a heavily doped p*-layer of
silicon. After cooling, the Si wafer undergoes a series of chemical-technological operations to clean and remove the
phosphosilicate glass on the n*-layer obtained by phosphorus diffusion. Gold with a density of about 30+50 pg/cm? was
sputtered onto the input window of the Si-n-p structure. Electrical contacts to the n- and p-layers were made in the form
of pressure or by attaching thin metal wires using conductive silver pastes. The structure was then mounted in a case.
Large-area Si-n-p structures can be cut into smaller plates and also used to make SDD detectors for specific purposes. It
is also envisaged to protect and seal the semiconductor detector edges with specialized protective coatings [7,8].

The theoretical analysis and experimental studies presented in this work aim to deepen the understanding of the
physical processes underlying polarization effects in silicon detectors and to develop effective methods to minimize them.
The results obtained are not only fundamentally important for semiconductor physics but also practically valuable for
optimizing production processes and enhancing the operational performance of Si-n-p radiation detectors, opening new
opportunities for their use in various scientific and technological fields.

It was found that local clusters of impurity atoms with an effective size [>6um+30um are present in Si-n-p radiation
detectors, determining the behavior of the signal amplitude in different intervals of electric and temperature fields. It was
found that at E>1500 V/cm and T>168 K, the efficiency of collecting nonequilibrium charge carriers increases
significantly and the doublets of spectral a-lines and "humps" in the temperature dependences of the signal amplitude
disappear. The main physical processes and mechanisms determining the occurrence of the phenomenon of "polarization”
of Si-n-p detectors were investigated. This phenomenon is due to the existence of local gold atoms that arise during the
technology of manufacturing Si-n-p detectors and act as effective capture centers.

Previously, similar studies were carried out in detail for Si(Li)-p-i-n-detectors [9], where it was shown that the
energy resolution is significantly affected by the inhomogeneities of the specific resistance of silicon. Since the process
of compensation of inhomogeneity in the manufacture of SDD (semiconductor diffusion detector) - Si-n-p-detectors does
not exist, then the effect of self-regulation of the system (sensitive region) does not occur here, as in the case of lithium-
ion drift. Therefore, the potential relief of the concentration of the main dopant is preserved. This leads to fluctuations in
the carrier lifetime and, in the case of the formation of local clusters of impurity atoms, leads to a strong inhomogeneity
of the electric field in a given microvolume of the sensitive region of the radiation receiver [10].

The experiments conducted allowed us to establish critical parameters at which the influence of these
inhomogeneities is significantly reduced: at an electric field strength exceeding 1500 V/cm and a temperature above 168
K, a significant increase in the efficiency of collecting nonequilibrium charge carriers is observed. Under these conditions,
the characteristic anomalies in the spectral characteristics of the detectors, such as the doublet peaks of gamma lines and
specific "humps" in the temperature dependence of the signal amplitude, practically disappear.

The physical interpretation of this effect is that the increased field strength provides sufficient energy for charge
carriers to overcome potential barriers created by impurity clusters, while the increased temperature promotes thermal
activation of carriers captured at localized centers. In the course of the study, the main physical processes and mechanisms
underlying the well-known but poorly understood phenomenon of "polarization" of Si-n-p detectors were thoroughly
studied. Our experiments convincingly showed that this phenomenon is directly related to the presence of local clusters
of gold atoms in the semiconductor structure, which form during the manufacturing process of Si-n-p detectors.

Gold atoms, when they penetrate the silicon crystal lattice, form deep energy levels in the semiconductor's forbidden
zone and act as effective centers for capturing charge carriers. The process of carrier capture and subsequent release at
these centers has characteristic time constants that determine the dynamics of polarization effects. Charge accumulation
at localized centers distorts the detector's internal electric field, which in turn alters the efficiency of charge collection
and, consequently, degrades the spectrometric characteristics of the receiver. These effects are especially pronounced at
low temperatures and low field strengths, when the probability of thermal release of captured carriers is minimal, and the
drift velocity is insufficient to overcome potential barriers effectively.

For a more detailed study of the causes of polarization effects and low values of the functional characteristics of the
radiation receivers, Si- SDD were selected. Then, Si- SDD were divided, in accordance with the selection, into 3 groups
(recall that the polarization effect consists in the fact that, being in the operating mode, the radiation receiver gradually
worsens its functional characteristics due to the strong capture of charge carriers by traps [6]. After heating to room
temperatures, the radiation receiver restores its characteristics).

a) Group 1. In this group, Si- SDD had high functional characteristics and insignificant capture effects were observed
in them, the linearity of the A(1/E) dependence was preserved in a wide range of electric field strengths E;

b) Group 2. Capture effects were observed in the Si- SDD of this group (the field dependences A(1/E) had a nonlinear
form in the region of low values E<1000 V/cm), which is associated with shallow capture centers. The detectors of this
group had average spectrometric characteristics. In this case, the spectral lines had a long decline on the low-energy side,
which is due to the presence of a certain number of local clusters of impurity atoms in the sensitive layer.
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¢) Group 3. The polarization effects of Si- SDD of this group manifested themselves most clearly and quickly for
radiation registration times t,<2 hours. The spectral lines of this Si-SDD group showed doublets (Fig. 1, spectra 1 and 2).
As shown above, these Si- SDD have significant sizes of local clusters of impurity atoms, determined by us using the
phase-frequency method [7].

N,
number of pulses 5 487keV
4.5 10° 3
5.482keV
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3-10° |
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<0 ke
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Figure 1. Spectral o-lines of the isotope >*! Am from Si-n-p-detector No. 12 d=130 pm, T=300 K. a) spectra 1 and 2 were obtained
at E=400 V/cm and E=550 V/cm before irradiating the detector with ultrasound. b) spectra 3 were obtained at E=550 V/cm and
T=300 K after irradiating the detector with ultrasound with [*=0.4 W/cm?, =15 MHz for 43 min.

It seems interesting to us to analyze the observed phenomena for Si- SDD of the second and third groups, using for
this purpose not only the study of the shapes of the spectral lines, the dependences A(1/E), A(T), but also using such an
important tool as the analysis of the electrophysical characteristics of these groups of radiation receivers.

RESULTS AND DISCUSSION

We conducted an independent study of the causes of the observed phenomena by analyzing the additional behavior
of the dependence of the current density on the reverse bias voltage at temperatures T = 300 K based on the Fowler-
Nordheim field emission model [11].

This model describes the behavior of this dependence quite well in the presence of inhomogeneities in the region of
p-n-junctions [12,13].

The studies were carried out for 15 most prominent representatives of each group. Typical results for two of them
are given below. For simplicity and convenience, we introduce the following designations: Si-receivers with a strong
capture effect Si- SDD -R and with a weak one - Si- SDD -W, respectively. Figure 2 shows the measured dependences
of the current on the reverse bias voltage Vyat a temperature of T =300 K for two Si-n-p radiation detectors Si- SDD -R
and Si- SDD -W, containing, respectively, large-scale and small-scale local accumulations of impurity atoms. It is evident
from the graph that a sharp increase in the current (deterioration of the characteristics) of Si- SDD-R and Si- SDD -W
begins at a voltage of V, = 1,5 V (curve 4 in Fig. 2) and V,= 3.0 V, (curve 1 in Fig. 2), respectively. In addition, it was
found that the reverse current of Si- SDD -R is almost independent of temperature in the temperature range T =77 + 300
K, but at the same time a noticeable temperature dependence of the reverse current was observed in Si- SDD -W.

1 kA 2 7 4 3
- 50

L 10

Figure 2. Current dependences on reverse voltage for Si- SDD -W and Si- SDD -R radiation receivers, T=300K
a) Si-PI-W-curve 1 before ultrasound irradiation, curve 2- after irradiation; b) Si- SDD -R-curve 3 before ultrasound irradiation,
curve 4- after irradiation. Parameters of ultrasound 1*=0.4 W/cm?, =15 MHz, t=45 min, T=300K.

The use of the Fowler-Nordheim model allows one to calculate the dependence of the reverse current density on the
reverse bias voltage I(Vy) based on an equation of the following form [11]:



670
EEJP. 4 (2025) Abdumalik G. Gaibov, et al.

I(T,E)= TA(T, E"YD(E,E")dE' (1)

where A(T,E!) is a function describing the process of charge carrier transfer to the barrier surrounding the local cluster of
impurity atoms, D(E,E!) is the transmission coefficient describing the probability of charge carrier tunneling through the
barrier. This is true, since the barrier becomes repulsive after the carriers are captured by the local cluster of impurity
atoms, or the barrier is initially repulsive due to the nature of the atoms forming the cluster. Then, as calculations and
computations show [11], the functions A(T,E') and D(E,E'") can be written as follows:

A(T,E") = (4nm"-KT/h®)In[ 1+exp(-E/KT) @)
D(E,E') = exp(-4(2m")"*(q®s-E')**V(y))/2h’qE, (3)
where y = (¢*-E)"*/q®s )

The following notations are used in the equations: m* - is the effective mass of charge carriers; k is the Boltzmann
constant; T is the absolute temperature; h* - is the Planck constant; q is the electron charge; ®,- is the barrier height; E -
is the electric field strength; E! -is the carrier energy (electrons or holes); V(y) -is the Fowler-Nordheim function. In the
calculations, it is assumed that V(y) = 1. For T— 0, equation (1) will have the following form:

1(0,E) = ¢’Eexp(-4(2m")*(q®s)**/3h*qE)/16n’h*2q®s )

It is natural to assume that near a local cluster of impurity atoms, the electric field is amplified by 3 times, since the
presence of the cluster causes the emergence of a local p-n junction, the electric field of which determines the processes
of carrier drift in a given place of the active element (sensitive region) of the radiation receiver [12]. That is, the expression
for the electric field in this case will have the following form:

E= B(2qNp/es)2(Vi+Vp) 2. (6)

Where Np is the donor concentration, & - is the semiconductor permittivity, V; - is the built-in voltage, and Vy - is the
reverse bias voltage. The calculation is based on a model of an abrupt p-n junction, assuming that local clusters of impurity
atoms are located near the region of the maximum field of the p-n junction of the Si radiation receiver. Given the above,
the electric field gain can be calculated as follows.

First, by numerical integration of equation (1), the dependences I(Vy) are calculated for different values of the
effective barrier height ®=(m*/m)'*®p at temperatures T = 77 K and T = 300 K. These dependences for the values q®
=0,31; 0,52 and 0.72 eV at Np=1,2:10""cm™ and V;=0 were calculated, measured and presented as an example for the
value q®@ = 0.31 eV in Figure 3. Then, a comparison of the experimental dependences I(Vy,) with the calculated
dependences I(Vy,) was carried out until they completely coincided and the coefficient B was determined from a simple
relationship (7):

B =[ Vb (theoretical value)/ V,, (experimental value) ]2 @)

It is easy to see that the values of the coefficients B for the Si- SDD -R and Si- SDD -W radiation receivers are
Bi1 =128 and B, =13, respectively. The effective barrier height @ is also determined using the matching procedure
described in [11]. It was found that the value of @ for Si- SDD -R and Si- SDD -W is ®r = 0,62 V and ®w = 0.67 V,
respectively.

LuA
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l _ ——— 1
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Figure 3. Volt-ampere characteristic of Si-n-p-detector no. 8 before (curve 1 - theory; curve 2 - experiment) and after (curve 3 -
experiment) ultrasonic treatment at I* = 0.4 W/cm?, =15 MHz, t = 125 min at T = 300 K.
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The peculiarity of the presented model of the current transfer mechanism is that the temperature dependences of the
reverse currents of the Si radiation receivers are calculated without introducing any special approximations. For this, as
noted earlier, numerical integration of equation (1) is carried out for different values of B, ®g and reverse bias voltage V.

It was noted above that for Si- SDD -R the reverse current density depends weakly on temperature. This is explained
by the fact that the temperature-independent coefficient D in equation (1) significantly exceeds the temperature-dependent
function A(T,E") due to the very small barrier width. The decrease in the barrier width is caused by a significant increase in
the local field near the local cluster of impurity atoms. In the Si- SDD -W radiation receiver, the reverse current density
strongly depends on temperature due to the low value of the parameter B, = 13, which is associated with smaller values of
local clusters of impurity atoms in this type of Si- SDD -W compared to the values of the local cluster of impurity atoms
existing in Si- SDD -R radiation receivers. From the analysis of the obtained data, it is possible to determine the values of
the intensity of localized (internal) electric fields near local clusters of impurity atoms, the values of which are E = 10°-107
V/cm, which is approximately two orders of magnitude greater than the maximum electric field in the p-n junction of Si
radiation receivers. For example, if we take Si- SDD -R with a p-n junction width of W =20 pum, at a voltage of V, =10V,
the value of E™,., = 5000 V/cm, and for a receiver of the Si- SDD -W type, the value of E™,., =2,5-10* V/cm.

The figures (2, 3) show changes in the current characteristics after ultrasonic waves with a frequency f= 15 MHz
and an intensity I* = 0.4 W/cm? pass through Si receivers.

It is clearly seen that the curves of the dependence of the reverse current on the bias voltage Vy, shift toward lower
current values (Fig. 2, curves 2 and 4; Fig. 3, curve 3). We believe that after the ultrasonic treatment of Si-receivers, a
decrease in the value of q® occurred, that is, a decrease in the height of the potential barrier of the p-n-junctions formed
by the presence of local clusters of impurity atoms occurred, which is reflected in Table 1.

Table 1. The effect of ultrasonic treatment on the value of q®

q®P, eV, before ultrasonic treatment q®, eV, after ultrasonic treatment
0.31 0.25
0.52 0.45
0.72 0.66

Thus, the decrease in the reverse currents of Si-n-p-receivers after the passage of ultrasonic waves through them is
most likely associated with the decay of local clusters in ultrasonic fields.

The spectral lines of Si-receivers measured after ultrasonic processing also underwent significant changes, namely:

a) the energy resolution and shape of the spectral lines improved (the low-energy "tail" decreased, the "humps"
smoothed out (Fig. 1, spectrum 3);

b) the amplitude of the signal "A" increased, which is determined by the position of the peak of the spectral line on
the analyzer screen. "A" was measured in the channels (Fig. 4). In addition, after ultrasonic processing of Si-receivers,
the charge pulses began to have a sharp leading edge and the signal rise time T decreased by an average of 10+15%.
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Figure 4. The amplitude of the signal of Si-n-p-detector no. 12 depending on the magnitude of the electric field strength. T = 300 K.
Curve 1 - before irradiation with ultrasonic waves. Curve 2 - after irradiation with ultrasonic waves I* = 0.4 W/cm?, =15 MHz,
irradiation time t = 40 min

All these experimental data directly indicate that the potential relief in the active region of Si detectors became
smoother after ultrasonic wave treatment, i.e. local clusters of impurity atoms began to exert less influence on the
processes of carrier capture drift. Polarization effects in Si- SDD-W type detectors disappeared completely, and in Si-
SDD -R detectors they significantly decreased. Figure 5 shows the temperature dependences of the signal amplitude for
a Si-n-p detector containing local clusters containing Au atoms in the sensitive region, before and after ultrasonic waves
passed through it (curves 1 and 2, respectively).

The appearance of a “hump” in the temperature range T = 148 K-168 K is clearly visible, which indicates the
presence of a “large-scale” trap. Such “humps” were absent in gold-free silicon detectors. In the same temperature range,
the spectral line is a doublet (see Fig. 5, spectrum 1). Therefore, it can be stated that gold, being a rapidly diffusing
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impurity in silicon and in the presence of dislocations and stacking faults in it, can be deposited on them, forming Au
clusters. At elevated Au concentrations in such microvolumes of the sensitive region of the Si receiver, strong capture of
charge carriers begins to occur, reducing the mobility and lifetime of the latter [14]. This leads to a sharp increase in
charge losses (a drop in the signal amplitude) and the appearance of a polarization effect. Around the formed clusters of
such impurity atoms, there is a zone of mechanical stresses in which strong absorption of ultrasound occurs, leading to
the disintegration of clusters and a noticeable improvement in the characteristics of the Si-n-p receiver (Fig. 5, spectrum
2 demonstrates the disappearance of the doublet). Curve 2 shows the disappearance of local clusters after the action of
ultrasonic waves on the receiver.
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Figure 5. Temperature dependence of the amplitude of the a-spectrum signal from the >*! Am isotope of the Si-n-p-detector before
(curve 1 and spectrum 1) and after irradiation with ultrasonic waves (curve 2 and spectrum 2) at T=300 K, I* =0.4 W/cm?,
f=15 MHz, t=40 min.

CONCLUSIONS

As aresult of the conducted research, the features of diffusion Si-n-p-receivers, their electrophysical and spectrometric
characteristics, as well as the influence of various types of trapping centers on them were identified and studied in detail.
The obtained results are of significant importance both for the fundamental understanding of physical processes in
semiconductor structures and for practical application in the development and optimization of silicon receivers.

It was established that diffusion Si-n-p-receivers are characterized by the presence of two types of defects: single
trapping centers and so-called "large-scale" traps of charge carriers. It is the presence of "large-scale" traps that has a
decisive effect on the functional characteristics of the studied receivers. These traps are local clusters of impurity atoms
that form inhomogeneities in the semiconductor structure and significantly change its electrophysical properties.

The most striking manifestation of the influence of "large-scale" traps is the appearance of anomalous spectral lines
in the form of doublets. This effect is observed precisely in those Si-n-p-receivers that contain local clusters of impurity
atoms. In addition, pronounced polarization effects are observed in such receivers, indicating a violation of the electric-
field homogeneity in the device's sensitive region.

A detailed analysis of the experimental data allowed us to establish the physical mechanism underlying the observed
anomalies. The appearance of doublets in the spectral lines and characteristic "humps" on the temperature dependences
of the signal amplitude is due to the formation of a space charge in the sensitive region of the receiver. The electric field
of this space charge creates a counteraction to the normal drift of charge carriers to the contacts of the receiver, which
leads to distortion of the recorded signal and the appearance of the above anomalies.

The conducted studies showed that local impurity accumulations within the Si-n-p receiver's structure actually form
built-in n-p microjunctions in its sensitive region. These microjunctions create a complex potential relief, which
significantly affects charge-transfer processes and, consequently, the device's spectrometric characteristics. The
heterogeneity of the potential relief leads to charge carriers generated in different areas of the receiver moving at various
speeds and along different trajectories, resulting in doublets in the spectral lines.

An important practical result of the study was the discovery of an effective method for eliminating the identified
anomalies. It was experimentally established that ultrasonic treatment of Si-receivers with pronounced potential relief
and polarization effects completely eliminates these undesirable phenomena. Ultrasonic action promotes the redistribution
of impurity atoms and a decrease in the concentration of local impurity clusters, which leads to smoothing of the potential
relief and normalization of the electrophysical characteristics of the receiver.

The conducted study of polarization effects in Si-n-p radiation detectors allowed to significantly expand the
understanding of the physical processes underlying this phenomenon and to develop effective methods for minimizing
the negative impact of polarization effects on the characteristics of semiconductor detectors. In the course of the work,
the mechanisms of polarization occurrence associated with the capture and accumulation of charge carriers at localized
centers in the volume of the semiconductor were studied in detail, which leads to a distortion of the internal electric field
and, as a consequence, to the degradation of the spectrometric characteristics of the detectors. Particular attention was
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paid to the study of the role of "large-scale" traps - local clusters of impurity atoms that form inhomogeneities of the
potential relief in the silicon structure and contribute to the appearance of anomalous spectral characteristics.

Experimental studies of the current characteristics of Si-n-p receivers in various operating modes allowed us to
establish a correlation between the parameters of reverse currents and the degree of polarization effect manifestation. It
was shown that the temperature dependence of reverse currents is complex and determined by a set of mechanisms for
charge-carrier generation, including thermal generation in the space-charge region, tunneling through potential barriers,
and generation on surface states. Analysis of the current-voltage characteristics of receivers before and after exposure to
ionizing radiation revealed significant changes in the current structure, driven by charge redistribution at localized centers
and the formation of additional conductivity channels.

An important result of the work was the discovery and detailed study of the effect of a peak doublet in the energy
spectra of Si-n-p-receivers, which manifests itself when registering monoenergetic radiation. It was found that this effect
is associated with the inhomogeneity of the electric field within the detector's sensitive volume, caused by the localization
of charge on impurity centers. A physical model is proposed that explains the mechanism of doublet peak formation and
allows predicting their parameters based on the operating conditions of the receivers. It is experimentally confirmed that
the degree of manifestation of the doublet effect depends significantly on the irradiation intensity, temperature and applied
bias voltage, which is consistent with theoretical ideas about the nature of this phenomenon.

One of the key achievements of the study was the development and experimental testing of the method of ultrasonic
processing of Si-n-p-receivers aimed at minimizing polarization effects. It was shown that the effect of ultrasound of a
certain frequency and intensity leads to the redistribution of impurity atoms in the semiconductor structure, smoothing of
the potential relief and, as a result, to a significant reduction in polarization effects. The parameters of ultrasonic
processing were optimized, providing maximum improvement in the characteristics of the receivers with a minimum risk
of mechanical damage to the structure. Long-term tests of ultrasonic-treated detectors confirmed the stability of the
achieved improvements and the absence of degradation of the parameters during operation.

A comprehensive study of the influence of various factors on the manifestation of polarization effects allowed us to
develop recommendations for optimizing the operating modes of Si-n-p radiation detectors. It was found that increasing
the operating temperature of detectors in a certain range helps to reduce the lifetime of charge carriers at localized centers
and, accordingly, to reduce the degree of polarization. Optimum values of bias voltage were determined, providing a
compromise between the efficiency of charge collection and minimization of polarization effects. Algorithms for
compensating for the effect of polarization on the results of spectrometric measurements by introducing appropriate
corrections when processing experimental data were proposed.

Theoretical analysis of the experimental results allowed us to develop a refined physical model of polarization effects
in Si-n-p detectors, taking into account the spatial distribution of impurity centers, their energy spectrum and the kinetics
of the processes of capture and release of charge carriers. The model successfully describes the observed experimental
patterns and allows us to predict the behavior of detectors under various operating conditions. Based on this model, a
software package for numerical simulation of processes in Si-n-p detectors was developed, which can be used to optimize
the design and manufacturing technology of semiconductor detectors.

The successful implementation of the developed methods and recommendations in the production of Si-n-p radiation
detectors confirms the practical significance of the obtained results. Detectors manufactured with the proposed
modifications to the technological process and subjected to ultrasonic treatment demonstrate significantly improved
characteristics: increased temporal stability, improved energy resolution, and reduced sensitivity to changes in operating
conditions. This opens new opportunities for the application of Si-n-p receivers across various fields of science and
technology, including nuclear physics, space research, medical diagnostics, and radiation monitoring systems.

Thus, the conducted research makes a significant contribution to the development of the physics of semiconductor
detectors and the technology of their production. The obtained results not only expand fundamental understanding of
processes in semiconductor structures but also have direct practical significance for improving the characteristics of Si-
n-p radiation detectors. Further research in this direction can focus on a more detailed study of the microscopic
mechanisms underlying ultrasound's effect on semiconductor structure, the development of new methods to modify the
properties of silicon detectors, and the expansion of their application scope.
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E®EKTH MOJAPU3ALI B MPUAMAYAX Si-n-p BAITPOMIHIOBAHH S
Aoaymadik I'. I'aioos, Kya6inain 1. Baxados, Mapry6a C. MipkomisioBa, YTkip E. Ikypaes
TawxenmcvKull OepicasHull mexHiyHuil yHigepcumem, Y30exucmau

VY wmiif cTaTTi NpeAcTaBIeHO KOMIUIEKCHUH aHaNli3 CTPyMIB n-p Hepexoxy Ta e(eKTiB moispu3aiii B Audys3iiHux Si-IeTeKTopax
(mpmitMadax) BHIpOMiHIOBaHHS. J[OCTIIPKEHO MEXaHI3MH HOJsipu3anii, iHAyKOBaHOI 3aXOIUICHHSIM HOCITB 3aps/ly B JIOKQJII30BaHHUX
LEHTpax Ta (OpPMYBaHHSIM OO'€MHOrO 3apsay B UyTJIUBIH o00macTi JeTekTopa. BCTaHOBICHO 3B'I30K MK HAsSBHICTIO
"BeMKOMacTaOHUX" MACTOK, SIKI € JIOKaIbHHMH KJIaCTepaMH JOMIIIKOBUX aTOMIB, Ta IIOSIBOI0O aHOMAJBHUX CIIEKTPAIbHUX
XapaKTepUCTHK Yy BUIAAL AyOieriB. EkcriepuMeHTa IbHO MOKa3aHo, 10 YJIBTPa3ByKoBa 00poOKa Si-n-p AETEKTOPIB MPHU3BOIUTH IO
3HAYHOTO 3MEHIICHHs e(eKTiB Mosipu3alii 3aBAsKN Iepepo3MoIily JOMIIIKOBUX aTOMIB Ta 3IJIA[DKEHHIO HOTEHUIHHOTO penbedy B
HaIliBIPOBIIHUKOBIH CTPYKTYpi. 3apONOHOBaHO (Pi3MYHY MOJENb AJIs MOSICHEHHS MEXaHi3My, 3a IOTIOMOTOI0 SIKOTO YJIbTPa3ByKOBHii
BIUIMB BIUIMBA€ Ha €NEKTPO(i3WUHI Ta CHEKTPOMETPHYHI XapaKTEePUCTUKU KPEMHIEBHX AETEKTOpiB. OTpHMaHi pe3ylbTaTH MaroTh
MPAaKTUYHE 3HAYEHHS JUIA ONTHMi3alii TEXHONOril BHPOOHMITBA Ta MOKpAIIEHHS pOOOYMX MapaMeTpiB Si n-p HETEKTOpiB
BUIIPOMIHIOBaHHS.

KutouoBi ciioBa: kpemuicgi demexkmopu, n-p nepexoou; egekmu noiapusayii; yeHmpu 3aXONieHHs; YIbmpazeykoea 00pooKa;
CHEKMPOMEMPUYHI XAPaAKMePUCmMuKu, npocmoposutl 3apso, NOMEeHYIATbHUL peibeh, Ouysiini demexmopu, J10KATbHI QOMIUKOBI
Knacmepu
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In this paper, a unified current model for tunnel diodes has been developed. The model incorporates not only the tunneling, diffusion,
and excess currents but also the photocurrent generated under illumination. In addition, phonon-assisted tunneling processes, namely
phonon absorption and phonon emission, arising from electron—phonon interactions, have been included. The calculated current—
voltage characteristics indicate that the total current shifts downward under illumination. It is demonstrated that the photocurrent
increases proportionally with the optical intensity and wavelength. In the case of phonon absorption, electrons gain additional energy,
the tunneling channel broadens, and the peak current increases by approximately 15-20%. Conversely, during phonon emission, part
of the electron energy is lost, reducing the tunneling probability, and the peak current decreases by about 10—12%. The obtained results
indicate that accounting for phonon and photon processes significantly extends the application potential of tunnel diodes in
optoelectronic and photodetector devices. The proposed model provides a theoretical basis for the development of tunnel diodes as
high-frequency, light-sensitive, and energy-efficient devices.

Keywords. Tunnel diode; Photocurrent; Diffusion current;, Excess current; Semiconductor modeling; Phonon-assisted tunneling;
Optoelectronic devices

PACS: 42.66

INTRODUCTION

Researchers have developed a wide range of models to describe the current—voltage (I-V) characteristics of tunnel
diodes. Regardless of their diversity, a reliable tunneling model must accurately reproduce three essential features: (i) the
peak current regime, where tunneling dominates; (ii) the valley current regime, where the tunneling probability decreases,
and drift mechanisms begin to prevail; and (iii) the diode regime, where carrier drift and diffusion dominate [1]. In the
classical Tsu—Esaki model, several of these phenomena are captured, but excess and diffusion currents are not fully
incorporated. Later, O. Kan demonstrated that the tunneling current strongly depends on the density of states and on the
Wenzel-Kramers—Brillouin (WKB) approximation applied to parabolic and non-parabolic electron transitions [2]. The
model proposed by Karlovsky, based on the Franz—Keldysh effect, offered a more straightforward approach for evaluating
the current in tunnel diodes but considered only the band bending in the semiconductor’s n-region [3,4]. Yajima and Esaki
discussed the concept of excess current, while Chynoweth [5] proposed a more complete description. Subsequent studies
extended these foundations by including additional mechanisms such as generation—recombination processes,
illumination-induced photocurrents, and phonon-assisted tunneling (PAT). Under classical tunneling conditions, electron
energies must coincide exactly. However, as Tien and Gordon established, phonon interactions significantly modify
tunneling, especially in the presence of external electromagnetic fields. Phonon absorption and emission create satellite
tunneling channels, enriching the I-V characteristics and producing complex behavior under illumination [6]. Recent
investigations have further advanced the theoretical and experimental understanding of these effects. Liu et al. proposed
an analytical framework that refines tunneling current density calculations by incorporating nonparabolic band structures
[9]. Février et al. demonstrated the influence of photon-assisted transport and coherent tunneling in nanoscale junctions,
linking optical excitation with negative differential resistance phenomena [10]. Mendez et al. provided detailed ab initio
simulations of phonon coupling under high-field and quantum confinement conditions, emphasizing the interplay between
lattice vibrations and electron tunneling [11]. Similarly, Sugiura et al. investigated tunnel mechanisms in semiconductor
devices designed for renewable energy applications, revealing how energy-band engineering can enhance tunneling
efficiency [12]. Additionally, Moulin revisited the I-V characteristics of p—# tunnel junctions and proposed a revised
semi-empirical model that aligns well with experimental data for homojunctions [13]. These studies collectively highlight
the growing attention to photon- and phonon-assisted processes and their critical roles in shaping the nonlinear response
of tunnel junctions. Nevertheless, existing models still treat these mechanisms separately and rarely unify all
contributions—including direct tunneling, diffusion, excess, phonon-assisted, and photo-induced currents—within a
single analytical framework.
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Therefore, in this work, we present a comprehensive current model for tunnel diodes that explicitly includes
photocurrent generation and phonon-assisted tunneling, providing a unified description of the total current in illuminated
and non-illuminated conditions. This approach aims to bridge the gap between earlier theoretical models and recent
experimental findings, contributing to a deeper understanding of quantum transport in nonlinear semiconductor structures.

METHODS
The hole and electron energies at the p—n junction in tunnel diodes f; (g;) and f,(&,) are the Fermi—Dirac

distribution functions for holes and electrons in the p and n-regions of the semiconductor, and their difference takes

the form: f; (&) — fo(&) = - (8—1un)+1 T (a—uil +qv)+1. The Wentzel-Kramers—Brillouin (WKB) approximation
kT T

provides an analytical framework for describing quantum tunneling through a slowly varying potential barrier. In this
method, the stationary one-dimensional Schrodinger equation for an electron of energy E moving in a potential V (x) is
written as

TV 4 2 (g Y p(x) = 0 0

Introducing the local wave number k(x) = / Zh—rzn |E — V(x)| the WKB solution can be expanded as an h? -series of the

exponential form

Y(x) = exp [%S(x)] S(x) = So(x) +%‘ S,(x) + (%)Zsz(x) . @)

Substituting this into the Schrédinger equation and collecting terms of equal powers of A2 — gives recursive
equations for the coefficients S, (x). The standard applicability condition of the WKB approximation requires that each
subsequent term in this expansion be much smaller than the preceding one, i.e.,

|—“"+1(") & 1. 3)

Sn(x)

For practical tunneling problems, this condition is equivalent to the requirement that the potential V (x) varies slowly
on the scale of the electron wavelength, namely,

nk'(x)
k2(x)

< 1. )

Equation (1) ensures that the semiclassical wave function varies smoothly, and quantum interference between
adjacent turning points is negligible. Under this condition, the first-order WKB term dominates, and higher-order
corrections can safely be ignored.

In tunnel diodes, the potential barrier is formed by the built-in electric field F(x) arising from heavy doping. The
potential variation near the depletion region can be expressed as

V(x) = qF (x)x +V, (&)

so that

k() = |55 [E = qF(0)x — Vo] ©)

For typical heavily doped GaN or GaAs tunnel diodes, the field gradient F'(x) is moderate and the characteristic
spatial scale L = |V (x)/(dV /dx)| exceeds the de Broglie wavelength A = 2m/k(x) satisfying Eq. (1) Therefore, the
WKB approximation remains valid for calculating tunneling probabilities in such devices. This justification is consistent
with the standard analysis presented by Karnakov and Krainov [14] and more recent works extending WKB theory to
Dirac-like materials and two-dimensional tunneling systems [15,16].

Consequently, in the modeling of tunnel diodes presented in this paper, the first-order WKB term provides an
accurate estimation of the transmission coefficient:

T(E) = exp [—2 fxx: k(x)dx] @)

Where k(x) = zh—nzl* [V(x) — E] is the imaginary wave number in the classically forbidden region. This formulation

ensures that the WKB approximation is applied within its validity domain and that higher-order A2-corrections contribute
negligibly to the total tunneling current. For the transmission coefficient, the following [14-16]:

P =exp (—aT ®
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For the transfer (tunneling) coefficient, we use the following formula, where F — is the internal electric field

4,/2me.
3Fqh’
the Chynoweth model), we arrive at the following expression[1]. We assume that the internal electric field F —is constant

in the range F ~ 103 — 10* %

strength, E; = E; — qV + pp, + ;. = 6 6 = 1 (0 - by employing these relations with the constant parameter of

Hnt ey, —aV (9)
1, = APT de
! { ! - ! JelgV  —E, —qV —¢)
£E-H, E—-u, +qV
exp +1 exp| ————— | +1
() e ()

Now, using this expression and taking into account the diffusion current, we obtain the following expression for the
[-V characteristic of the tunnel diode:

i, =gV
I =APT de+
}[ 8—1 - £- l+ 14 \/S(QVK_Eg_qV_g) (10)
exp A, +1 exp E-4, 797 +1
kT kT

_qV
+1,| exp| — |-1
( p( k7 j J
Based on the model presented by Chynoweth, the excess current in a tunnel diode can be expressed as
follows [17,18]:

=D.p= 1 _ 1 _ N S _ B
Iey=D-P f exp(E;;")+1 exp(s—u]:l;qV)_‘_l (1—exp( Eg—qV+ﬂn+/Lp))(1 exp ( Eg_qVJr#nJrﬂp))dg
4.2me 3
6 (Eg—aV+un+up)?
exp (- ——— ) (1)

Here, for the density of states D, we used the model proposed by Kan. Tunnel diodes are required to withstand large
currents and, in some cases, high temperatures. To achieve this, it is advisable to employ either heavy doping of the
semiconductor material or heterojunctions. As a result of these methods, numerous discrete energy levels are formed
within the forbidden band. To simplify the calculations, we assumed the density of states to be unity. In this case, electrons
from the conduction band of the n-type semiconductor can tunnel into the forbidden band of the p-type semiconductor,
where they may first occupy the impurity energy levels, then emit a phonon and transition to other impurity states, and
finally fall into the valence band. Alternatively, electrons may first emit a phonon, then be captured by impurity levels
before transitioning into the valence band of the p-type semiconductor. This process leads to an increase in the minimum
current observed in the I-V characteristics of tunnel diodes, i.e., the excess current. When light is absorbed in a
semiconductor diode, electron—hole pairs (EHPs) are generated. Their flow contributes to the external circuit, producing
a photocurrent denoted as —I,,. When the diode is illuminated, each absorbed photon generates one electron-hole pair. If
these carriers reach the contacts before recombining, they contribute to the current [19-21]. The incident light intensity
on the diode is denoted by P;,, . The energy of each photon is given by:

E=— (12)

Photocurrent in a tunnel diode arises due to photon absorption and is proportional to the incident optical power. By

relating the photon flux to the optical power and introducing the external quantum efficiency #, the photocurrent
expression is derived as:

Pind
Lpn = qn ="~ (13)
n — external quantum efficiency (0 <# < 1), that is, how many photons are converted into carriers, # — Planck’s constant,

c— the speed of light.

Phonon absorption (E; — hw):

An electron absorbs phonon energy and thereby gains additional energy. As a result, even an electron that would
typically be unable to overcome the barrier may participate in the tunneling process. This opens a new tunneling channel,
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increasing the total current. In the band diagram, this corresponds to an electron originating from a lower-energy level,
which, with the assistance of a phonon, is elevated to a higher state and then undergoes tunneling.

RESULTS AND DISCUSSION
The expression for the total current of the tunnel diode, accounting for the photocurrent, is given by the following
formula:
I=1Ip+Ix+ Ilgp + Ly (14)

Phonon emission (E, + hw):

During tunneling, an electron emits a phonon, thereby losing part of its energy. As a result, the initial energy required
for tunneling becomes higher. In this case, the number of electrons capable of tunneling decreases, and consequently, the
total current is reduced. In the band diagram, an electron originating from a higher-energy state undergoes tunneling and,
by emitting a phonon, transitions to a lower energy level [11-13,20-23]. If we supplement expression (7) given above
with the corresponding additional terms, we obtain

My + 1, —qV —qV
1=APT de+1, — -1
l ! - ! Je(aVe—E,—qV —¢) O[eXP( ij J
ex (ﬂ) (MJ
P +1 exp +1
kT kT
1 1 E E
e - 1= exp (-2 )) (1 = —exp (- 2))de
f exp(%)+1 exp(%)+1 ( Xp Eg—qV+un+up ( xp ( Eg—qV+#n+llp))
4./2me 3
0 (Eqg—qV+un+up)2 X
h g 14 PinA
exp (———— )+ aqn = (15)
3
The transmission coefficient of the tunnel diode when a phonon is absorbed P = exp (— M}; when emitting
3
a phonon, it takes the form P = exp (— w)

Equation (15) represents the generalized current model of the tunnel diode, incorporating photocurrent contributions
[16]. The total current of the tunnel diode is highly sensitive to incident optical flux and wavelength, with the photocurrent
leading to a noticeable shift in the current—voltage characteristics. As the incident optical power (Pin) increases, the
photocurrent rises proportionally, directly shaping the diode’s I-V curve. Figure 1 presents the calculated -V
characteristics for different illumination intensities (Pin) and wavelengths (A). The plots illustrate the effects of incident optical
power (Pin = 100-500 W/m?) and illumination wavelength (A = 650 -850 nm) on the total current, including cases where both tunneling
and photocurrent contributions are included. The results indicate that an increase in optical flux enhances the overall current,
while shorter wavelengths (corresponding to higher photon energies) improve the efficiency of the tunneling process.
The calculated three-dimensional [-V—P;, characteristic of the tunnel diode is shown in Figure 2. The plots demonstrate
that increasing optical intensity increases the photocurrent, shifting the total current surface.
0.009 I(V . Pin) surfaces for different A (650,850,1100 )
0.0og
0007
0.006
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Figure 1. Calculated current—voltage characteristics of the Figure 2. Three-dimensional current—voltage—optical power
tunnel diode under different optical excitation conditions. (I-V-Pin) surface characteristics of the tunnel diode for different
wavelengths (A = 650, 850, 1100 nm).

The graph represents the sum of tunneling, diffusion, and photocurrent contributions for different wavelengths. As light
intensity increases, the photocurrent rises, shifting the overall characteristic vertically. These findings confirm the strong
optical sensitivity of tunnel diodes and highlight their potential for photodetection and advanced optoelectronic devices.

The current—voltage (I-V) characteristics of the p—n tunnel diode were measured both in complete darkness and
under controlled optical illumination. In the absence of light, the dark current Iy, is dominated by direct band-to-band
tunneling, enabled by the extremely high doping levels and the narrow depletion region characteristic of tunnel diodes.
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Under illumination, the total current increases to
Light = ldark + Ion

where I ;is the optically generated photocurrent. At low and moderate biases, the illuminated I-V curve exhibits an
approximately constant upward shift relative to the dark curve, corresponding to the bias-independent I,. At higher
electric fields, especially near the resonant tunneling region, photocurrent alters both the peak and valley currents because
the internal electric field distribution is modified. This effect is enhanced by field-dependent absorption due to the
Franz-Keldysh effect, which changes the tunneling probability and therefore slightly modifies the Peak-to-Valley
Ratio (PVR).

The photocurrent under monochromatic illumination of power P, —and photon energy —hv is given

L., = Pin
ph — QTIH

where q is the electron charge and 7 is the external quantum efficiency (EQE) of the device (fraction of incident photons
producing collected carriers). Photosensitivity (responsivity) is defined as
S(/D _ Ilight - Idark
P opt
In structures operating near the band edge, the Franz—Keldysh effect becomes significant. The enhanced
electroabsorption leads to sub-bandgap optical response and shifts the spectral sensitivity curve toward longer
wavelengths. As the bias increases, the absorption tail broadens, and oscillatory structures may appear due to modulation
of the joint density of states [24-28].
To experimentally obtain the spectral response:
-The incident optical power P, (4)is calibrated at each wavelength using a reference photodiode.
-The diode current is measured in darkness (Ig,) and under monochromatic illumination (jjgh (1))
-The spectral responsivity is computed as

(hight(A)—Idark)

S =" @

A plot of S(A)vs. A — reveals the Franz—Keldysh absorption tail below the nominal bandgap.
For a shot-noise-limited photodetector, the dominant noise source is the dark current. The noise current over a detection

bandwidth Af —is
Op =+ 2qlganAf

Ln hight = ldark

The linear signal-to-noise ratio is

SRN[ ==
"o, V24l aarkay
In decibels:
_ hight—Ildark
SRNap = V2aTaarkas

Because tunnel diodes inherently exhibit high dark current, the corresponding shot noise is considerable. As a result,
the signal-to-noise ratio (SNR) decreases with increasing bias voltage, which is consistent with the experimentally
obtained SNR—V characteristics shown in Fig. 3 and Fig. 4. Although increasing bias enhances the photocurrent, it
simultaneously increases 4,4, making an optimal operating bias essential.
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3D SNR Surface vsV and [ dark
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Figure 3. The measured current—voltage characteristic in
complete darkness indicates tunneling-dominated conduction.

Figure 4. Three-dimensional mapping of the signal-to-noise
ratio (SNR) dependence on the current—voltage (Iqari—V)
characteristics.
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CONCLUSIONS
In this study, a unified theoretical model for the total current of a tunnel diode was developed. The model
incorporates tunneling current, diffusion current, photocurrent, and the contribution of additional carriers generated
through phonon interactions. This comprehensive formulation enables a clearer understanding of how optical excitation
and phonon-assisted processes influence the tunneling mechanism.

The measured dark and illuminated -V characteristics support the validity of the proposed model. In darkness, the
current is governed by direct band-to-band tunneling, while under illumination the I-V curve exhibits a consistent upward
shift due to the photocurrent. At higher electric fields, variations in the peak and valley currents arise from redistribution
of the internal electric field and Franz—Keldysh-enhanced electroabsorption, leading to observable changes in the Peak-
to-Valley Ratio (PVR). These graphical results confirm the strong interplay between tunneling, illumination, and internal
field modulation.

Numerical simulations further demonstrate that changes in light intensity and phonon energy significantly affect the
[-V behavior of tunnel diodes, particularly near the resonant tunneling region. These findings provide a solid theoretical
basis for optimizing tunnel-diode-based photodetectors, high-speed optical switches, and low-power optoelectronic
components.

Future work may extend the model by incorporating the Tien—Gordon framework and the effects of high-frequency
electromagnetic fields, enabling a more detailed description of photon-assisted and RF-assisted tunneling phenomena.
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MOJEJIIOBAHHSA BAX-XAPAKTEPUCTHUK TYHEJBHUX AIOAIB 3 YPAXYBAHHAM ®OTOCTPYMY
TA ®OHOHHUX ITPOLIECIB
Myxammakon I. Jlagamipsaes!, Mynipaxou K. Ykramosa'?, lllupin Paxmanosa’, Taiipar A. I6axysiaes*
! Hamanzancokuii Oepocasnuti mexnivnuii ynieepcumem, 160103 Hamanean, Yabexucman
2Vuisepcumem biznecy ma nayku, Y3bexucman
3Vpeenucvruil deporcasnuii ynisepcumem, Yzbexucmar
*Vpeenucokuii Oeporcasnuii nedazoziunuii incmumym, Y3bexucman

VY miit cTarTi po3polneHo €auHy MOIENb CTPYMY AUl TYHEIBHHUX AiOo#iB. Mozens BpaxoBye He JHINE TyHENbHHH, nudy3iiiHuA Ta
Ha/UIMIIKOBHH CTPyMH, ajie # ()OTOCTpyM, IO TEHEPYETHCS Mix 9ac ocBimIeHHSA. KpiM TOro, BKIIOYEHO MPOIECH TYHEIIOBAaHHS 3a
JIOTIOMOTOr0 (DOHOHIB, a caMe TIONIMHAHHS (DOHOHIB Ta eMiCi0 ()OHOHIB, IO BUHUKAIOTh BHACTIJOK CIICKTPOH-(OHOHHOT B3a€MOIIi.
Po3paxoBaHi BOJIBT-aMIEPHI XapaKTEPUCTHKH OKa3yIOTh, L0 3arajbHUI CTPYM 3MIILY€THCS BHU3 ITiJ] BILIMBOM ocBiTieHHs. [Toka3aHo,
o (GOTOCTPYM 3pOCTaE MPOMOPLIHHO ONTHYHIM IHTEHCHBHOCTI Ta JOBXKHWHI XBHJI. Y BHMAAKy MONIMHAHHS (DOHOHIB €JIEKTPOHH
OTPUMYIOTb JJOJATKOBY €HEPIil0, TYHEIbHUH KaHall PO3LIMPIOETHCS,  NIKOBHI CTpYyM 30ii1blyeThest Ipuoiu3Ho Ha 15-20%. I HaBmakw,
mig Jac emicii OHOHIB YacTHHA EHEPrii eIEKTPOHIB BTPAYAETHCS, IO 3MEHIIYyE WMOBIPHICTH TYHETIOBAHHS, 4 MIKOBHH CTPyM
3MeHIIy€eThest Mpuoan3HO Ha 10-12%. OTpuMaHi pe3ynsTaTi MOKa3yloTh, IO BpaxXyBaHHSA (JOHOHHUX Ta ()OTOHHHX NPOLECIB 3HATHO
PO3IMINPIOE TOTEHI[Ia) 32aCTOCYBAHHS TYHETBHHX JI0MIB B ONITOSIEKTPOHHHX Ta (DOTONETEKTOPHUX MPUCTPOSIX. 3aIIPOIIOHOBAHA MO
3a0e3nedye TEOPeTHYHY OCHOBY JUISI PO3POOKM TYHENBHHX MIOJIB SIK BUCOKOYACTOTHHX, CBITJIOUYTIMBHX Ta €HEProe(eKTHBHHUX
MIPUCTPOIB.
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The paper examines the physical aspects of some landmine detection methods based on fast neutron backscattering. An analysis of the
reaction products of the interaction of fast, slow, and thermal neutrons with H, C, N, O nuclei, which are part of explosive substances, was
carried out. Mainly, to make it clear how to use secondary instantaneous and delayed gamma quanta emitted by the nuclei of explosive
substances to achieve an increased detection efficiency. Discussed the physical features of some well-known methods of detecting
explosive materials, exploiting elastic and inelastic scattering of fast neutrons. The reaction products of the interaction of fast, slow, and
thermal neutrons with H, C, N, O nuclei included in explosives were analyzed. The goal was to simultaneously use both scattered fast
and intermediate-energy neutrons emitted by the nuclei of explosives from elastic and inelastic scattering reactions (backscattering), as
well as secondary instantaneous and delayed gamma quanta. The most suitable candidate for this role may be gamma-neutron detectors
based on oxide scintillators of the ZWO type, which are simultaneously sensitive to both fast, slowed, and resonant neutrons, as well as
to gamma quanta in a wide range of energies from tens of MeV to hundreds of eV. The using of a low-threshold single-photoelectron
mode of photon registration makes it possible to significantly increases the sensitivity of the detection systems.

Keywords: Neutron backscattering; Landmine detection; Neutron detector; Detection efficiency

PACS: 29;29.40.Mc; 29.40.-n

1. INTRODUCTION

Over the past decade, significant efforts have been made to develop neutron-based methods for the detection of
hidden explosives (EXP), and other contraband materials. None of the well-known landmine detection technologies are
capable of detecting mines in all applications. Therefore, a combination of several technologies is required. Among
a large number of different instrumental analytical detection methods, some nuclear technologies have retained leading
positions in solving special problems. For example, the high penetrating ability of fast neutrons and the characteristic
gamma rays generated in reactions (n,y), (n,n’y) and (n, xy) make it possible to carry out multi-element analysis of bulk
samples [1]-[10], [37]. Currently, the requirements for technologies that could provide a successful solution to the task
of search and identification (EXP) have been developed. Such requirements include: - permeability, i.e. the detection
method must ensure the detection and identification of explosives at a great distance from the surface of the object or
behind thick barriers; - sensitivity, i.e. the need to ensure the minimum volume and mass of detectable explosives, since
modern explosives can be dangerous even in small quantities; - selectivity, since hidden explosives are often found in a
large volume of harmless objects and substances; - reliability, as the level of false positives should not be high.

The chemical composition of the substance under investigation. Explosives consist mainly of elements of low and
medium atomic mass: hydrogen H, carbon C, nitrogen N, oxygen O, they have a relatively high ratio of nitrogen and
oxygen content to the total mass compared to carbon and hydrogen. Therefore, mine identification technology must detect
the nitrogen content along with the oxygen content.

When developing explosive detection methods, the assumed chemical composition of both the explosive and the
surrounding soil is taken into account. Chemical composition and density of some explosives: trinitrotoluene (TNT),
C7H5N30¢, mol. mass = 227.132 g/mol, density up to 1.65 g/cm3; hexogen (RDX), C3HgNeOg; minor mass =
222.117 g/mol, density up to 1.80 g/cmS; C-4, composition: RDX, 91%; plasticizer Co6Hs004 5.3%; binder C4Hg 2.1%;
oil C20H4231.6%, density up to 1.60 g/cm’; octogen (HMX), OgNgCyHg, mol. mass = 296.156 g/mol, density up to
1.90 g/cm” [11].
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Table 1. Mass fractions (in %) of elements H, C, N, O in some substances [11]

H C N o Si N/H | N/C
TNT (C7H5N30¢) 222 | 37.02 | 18.05 | 42.26 | - 834 | 0.50
RDX (C3HgNgOg) 272 | 1622 | 37.84 | 43.22 | - 13.90 | 2.33
C4 (C3HgN6Os) 3.64 | 21.75 | 3443 | 40.13 | - 9.46 | 1.58
Saltpeter (N2H403) | 5.04 | - 35.00 | 59.97 | - 694 | -
Urea (NH3),CO 6.71 | 20.00 | 46.65 | 26.65 | - 6.95 | 2.33
Polyethylene (CoHy) | 14 86 - - - - -
Sand (Si0») - - - 533 | 46.7 | - -

When analyzing and developing explosive detection methods, it is also necessary to take into account the chemical
composition and density of dry soil in which explosives can be found: O (51.4%), Na (0.614%), Mg (1.31%), Al (6.87%),
Si (27.06%), K (1.43%), Ca (5.11%), Ti (0.46%), Mn (0.072%), Fe (5.64%), density up to 2.70 g/cm>.

The composition of the soil may include the following components: Al,O3 - 20%, SiO; - 57.2%, K»0 -2.5%, CaO
- 2.6%, TiO2- 1.3%, Mn - 0.08%, Fe;03 - 16.2%, Rby0 - 0.04%, SrO - 0.05%, ZrO - 0.07%. In addition, data on the
composition of dry sand are required: SiO; - 90-98%, Al O3 - 1-5%, Fe;03 -0.2-2%, CaO - 0.1-1%, M gO -0.1-0.5%,
K>0 -0.1-1%, Na,O - 0.1-0.5%, grain density 2.60 — 2.65 g/cm?, bulk density 1.60—1.85 g/cm?.

When experimentally modeling the processes of interaction of neutrons with explosives, it is possible to use ammo-
nium nitrate, NoH;03, mol. mass = 80.0434 g/mol, density 1.72 g/cm?3, urea (NH,),CO, mol. mass = 60.056 g/mol.
density 1.32 g/cm>. To obtain experimental data on the response of fast neutrons, as close as possible to the response
of neutrons from TNT, it is possible to use the above-mentioned substances with carbon additives (graphite) as a dummy
explosive.

The technology of registering gamma radiation emitted during neutron activation was first described as a process for
identifying useful materials in the 1970s.

Nuclear composition of the substance under investigation. The essence of neutron analysis methods is to probe the
area of interest with a beam of fast or thermal neutrons, which, due to their neutrality, penetrate quite deeply into the
volume of the substance, and then interact with the nuclei of certain atoms (for explosives, this is usually hydrogen (‘H),
carbon (1%0), nitrogen (N, oxygen (1%0), some soil elements - silicon (285i), etc., and measure the response value -
scattered fast and thermal neutrons, instantaneous and delayed gamma quanta that arise in the substance as a result of the
interaction of neutrons with the nuclei of its atoms [12].

Neutron analysis methods. Neutron analysis methods differ:

- by the energy of neutrons in the beam (thermal or fast neutrons, mono energy neutrons or neutrons with a continuous
spectrum);

- by type of response (scattered thermal neutrons, backscattered thermal neutrons (shadow method), scattered fast neutrons,
gamma radiation from nuclear reactions (radiation capture), gamma radiation from inelastic scattering);

- by to the type of neutron source (impulsive or continuous flow of neutrons, continuous neutron spectrum or mono energy).

Interaction mechanisms. During the process of interaction of neutrons with matter, atomic nuclei are excited and
emit gamma radiation and secondary neutrons. It should be noted that neutrons, both instantaneous scattered and delayed
secondary ones, can also interact repeatedly both in the substance of the sample and in the substance of the detector and
makes a useful contribution to the response of the detector in the form of gamma quanta with energy from approximately
8 - 10 MeV to hundreds of electron volts at the points of neutron scattering from the target nuclei due to inelastic collisions
and reactions of resonance and radiation capture.

Registration of gamma radiation in the form of a spectrum or registration of the flow of gamma quanta as a whole,
in the counting mode, allows you to detect either the corresponding element or the anomaly of the chemical composition,
and the radiation intensity correlates with the amount of the substance present. The key components of this technique are
a neutron source, a gamma detector, a spectrum analysis, and a decision-making algorithm.

Types of neutron sources. Neutrons can be obtained in synthesis reactions, for example (d, t), (d, d), reactions using
radioisotope sources, for example 238.9py, — Be, **'Am — Be from Pu(a, n)9Be reactions, in spontaneous fission reactions
(PXCf). In addition, by now, compact accelerators have been created that consume about 100 W of power and generate
acceptable flows of fast neutrons.

Types of detectors. As detectors, sensitive gamma-quantum scintillation detectors such as Nal(T!), BGO, ZWO,
LaBr3, NE-213, stilbene are used, which allows obtaining reliable results and unambiguously identifying target materials
at distances of 0.5 m within 5 minutes. The use of methods of visualization of associated particles simultaneously with
the method of labeled neutrons makes it possible to mark the time and direction of neutron movement, which significantly
improves the signal/background ratio. If the neutron generator is located within 20-30 cm from the target, the materials
can be identified in a few seconds [13, 14, 15].

Limitations of the neutron method. These include the fact that in many work scenarios, the number of sensors covering
a small corner of the body is limited, so the speed of the identification process increases to several minutes [12]. It should
also be noted that neutrons are emitted isotropically from neutron sources, and gamma quanta are emitted isotropically
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from atomic nuclei. Consequently, useful signals (gzamma quanta) decrease as 1/r*. So, if the neutron source and the
gamma detector are moved to double the distance from the target, the signal will drop 16 times. Another characteristic
that can increase the time of identification of materials is the mass of the object of interest. As the mass increases, the
detection time decreases linearly.

Therefore, the limitations of the methods are the proximity of the target and the system, as well as the detection
sensitivity. Despite certain shortcomings and limitations of neutron methods, this method proved to be useful for detecting
organic materials hidden from the eyes. The fact is that the general approach to the search for hidden explosives (explosives)
at the present time consists in the simultaneous use of several methods of identification, for example, X — ray radiation,
electromagnetic radiation, etc. Therefore, the neutron method, due to its high sensitivity, can provide significant help in
clarifying both the localization of the object of interest and its chemical composition.

2. INTERACTION OF NEUTRONS WITH MATTER

Neutrons can be obtained in reactions using radioactive sources, for example Pu(«, n)9Be, Am(a, n)9Be, in reactions
of spontaneous fission (>>°C f). Neutrons are also obtained in synthesis reactions, for example (d, 1), (d, d), in electro-
nuclear reactions (e, n) using electron accelerators. Neutrons interact with nuclides in different ways, depending on the
neutron energy (E,) and, to some extent, the atomic number (Z). The neutron’s lack of charge distinguishes the way it
interacts with matter compared to other particles. Scattering (elastic and inelastic), absorption, and neutron and proton
emission reactions are important mechanisms that reduce the flow of neutrons when they pass through matter. Neutrons,
having reached resonance and thermal energy, are usually absorbed by the nucleus, creating at the same time secondary
radiation, which usually consists of gamma quanta and recoil nuclei. In addition, as a result of nuclear reactions caused by
neutrons, instantaneous gamma quanta emitted by a composite (compound) nucleus, or delayed gamma quanta from beta
decay by an excited finite nucleus, and also, as a rule, electrons of internal conversion appear. The interaction of neutrons
with nuclei depends on the energy: slow (E,, < 0.5¢V) and resonant neutrons (E, ~ 0.5¢V-100keV), fast neutrons (E,, ~
100keV—1 —20M eV and higher) [16, 17]. The forms of interaction of neutrons with matter are as follows:

- elastic scattering (n, n). This reaction leads to the slowing down of fast neutrons;

- inelastic scattering (n, n’y). Threshold reaction, neutron energy is spent on the excitation of nuclei, leads to the appearance
of "sloweddown” fast neutrons, instantaneous and delayed gamma quanta and electrons of internal conversion;

- absorption with emission of gamma radiation (n,7y) - radiation and resonance capture. The reaction is thresholdless.
The neutron binding energy is spent on the excitation of compound nuclei and is released through gamma quanta and
conversion electrons;

- absorption with proton emission (n, p);

- absorption with nuclear splitting, leaving various fragments (n, r).

In elastic scattering X (n, n) X, the loss of kinetic energy during a collision strongly depends on the mass of the target
nucleus: if the nucleus is massive, then the incoming neutron practically does not lose energy. Therefore, a hydrogen-rich
material such as polyethylene is often used to slow down fast neutrons. In the case of a head-on collision with a proton, the
entire momentum of the neutron is transferred to the target nucleus, so the neutron cannot scatter back. Elastic scattering
dominates for fast neutrons. Elastic scattering on light nuclei, such as hydrogen nuclei, which form ionization tracks, is
usually used to detect fast neutrons. Elastic scattering on the light nuclei of the moderator leads to reactions on thermal
neutrons. Heavy nuclei absorb only a small part of the neutron energy.

Inelastic scattering X (n, n’y) X dominates for fast neutrons when the incident (primary) neutron has sufficient kinetic
energy (usually more than 100 keV for heavy nuclei and more than several MeV for light nuclei) to excite the target
nucleus.

If the reaction proceeds through an intermediate (compound) nucleus (E < 20 — 50MeV), then in a very short time
it can decay to the ground state (r < 10 — 12s), releasing all the excitation energy in the form of instantaneous (" fast”)
gamma quanta. But a more likely case is when the neutron energy, without taking into account the reaction threshold, goes
to the partial excitation of the nucleus and the formation of a secondary neutron with reduced energy (up to 2-3 MeV).

Inelastic scattering on heavy nuclei leaves, as a rule, finite nuclei in an excited state. Its energy is released in the
form of a cascade of instantaneous (fast) and, possibly, delayed gamma rays from final nuclei from the reaction (n, n’g)
and electrons of internal conversion. It should be noted that the probability of emission of internal conversion electrons
(EC) can be comparable to the probability of emission of gamma quanta, therefore, when modeling the energy response
of the detector to fast neutrons, it is important to take EC into account. The secondary fast neutron with reduced kinetic
energy continues to interact with the surrounding nuclei, generating additional gamma quanta in the capture reaction.
Compound nuclei (intermediate) emit instantaneous gamma rays. The total energy of these instantaneous gamma quanta
can be comparable to the excitation energy of the nucleus and, in the case of a slow detector path, can be recorded by
hardware as one high-energy pulse. Final nuclei, in turn, also emit both instantaneous and delayed gamma rays, which
have different energies and are useful in the identification process.

Radiation capture of neutrons by nuclei A(n,y)A + 1, i.e. the formation of radionuclides (isotopes) mainly occurs
when the neutron has resonant or sufficiently low energy. Neutron capture is an exponential process that indicates the
inelastic nature of scattering as the dominant mechanism. When a neutron is captured, both instantaneous and delayed
gamma quanta arise from the excited nucleus. It is also possible that, as a result of beta-decay of the final nucleus,
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additional delayed and isomeric gamma quanta from excited compounds of the daughter final nucleus may occur.

The reaction of radiation capture of a neutron by a proton (n + p— >2H + ), despite the absence of excited states
in the deuteron, occurs with the emission of a high-energy photon with energy E, = 2.225 MeV, equal to the binding
energy of the deuteron and the formation of a bound neutron-proton system (deuteron) in the final state. It is also useful
for identifying slow neutrons. That is, hydrogen acts as a moderator and absorber of neutrons. Note that the effect of
neutron-proton momentum transfer during s-scattering is used in the shadow method of detecting explosives, when there
is a complete absence of thermal neutron scattering at an angle of 180° [8].

Direct detection of neutrons is complicated by the fact that these interactions are most often measured in more
complex environments (methods), which include reactions with the emission of gamma quanta and alpha particles.

3. NUCLEAR REACTIONS USED IN THE DETECTION OF EXPLOSIVES
The following reactions are used to detect slow (thermal) neutrons [3, 12, 13, 18, 19, 20, 21, 22]:

H(n,y)*H, Q =2.225MeV; E, = 2.225MeV; (1)
H(n, p)*H, Q = 0.764MeV, 0o = 5.328kb; )
Li(n,a)°H,Q = 4.783MeV, 010 = 0.9404kb:; (3)
YB(n, a)'Li, Q0 = 2.789MeV; E, =478keV; 00 = 3.837kb, Q =2.31; — thread; o (1eV) = 1kb; 0 (10MeV) = 2b;

“)
PH(n,y)"C..Ey = 1-5MeV:; (5)

14 15 _ .
H(n,y) °N., E, = 1—-10MeV; (6)

The following reactions are used to detect fast neutrons [3, 12, 13, 18, 19, 20, 21, 22]:

H(n, p)'H, 00 = (4.5MeV) = 3.85b.  010;(14MeV) = 3.9b; @)
H(n,y)H, o, = (4.5MeV) = 25ub. 0, (4.5MeV) = 14ub; (8)
6Li(n, a)3H, Q0 =4.783MeV;E hr =0MeV; 0101 (4.5MeV) 0.0975b; 00 (14MeV) = 0.06-0.08b 9)

2C(n,n'y)°C*, E,hr = 4.8130MeV; Ey, = 4.438MeV; 040, (4.5MeV) 0.1b; 070, (14MeV) = 0.4215b (10)
YN (n,n'y)"N*,E, = 5.1MeV; 0y, = 0.103b; 070, (14MeV) = 0.3664b (11)

0 (n,n'y)'%0", E, = 6.129MeV; 0, = 2.785b; 0740 (14MeV) = 0.5084b (12)

4. PARAMETERS OF NEUTRONS AND SECONDARY GAMMA QUANTA USED IN THE DETECTION OF
EXPLOSIVES

The interaction of fast neutrons with hydrogen, oxygen, carbon and nitrogen, which are part of most explosives,
creates gamma-neutron responses (signatures), which are registered with the help of separate gamma- and neutron
detectors [19, 20, 21, 22, 23, 24]. The quality of identification depends on the intensity of the signal from the explosive
substance compared to the background signal, that is, on the signal/background ratio. The signal/background ratio depends
on such parameters as the distance, the mass of the explosive, as well as the sensitivity (efficiency and size) of the detector.

In addition to recording neutrons and gamma quanta with separate detectors, it is possible to use oxide scintillators
as a universal gamma-neutron detecting device that combines the properties of a neutron detector and a gamma detector
[15]. Neutrons in this approach are registered due to their conversion into secondary cascades of gamma quanta from the
reactions of inelastic scattering and resonance capture. At the same time, the high efficiency of registration is achieved
due to the absence of an intermediate moderator, which is used in traditional devices for registration of fast neutrons. The
effectiveness of the deceleration, as a rule, does not exceed ~ 5 — 6%.

A further significant increase in the calculated efficiency of fast neutron registration is possible when using the
single-electron registration mode of the detecting photomultiplier (PMT). This PMT mode makes it possible to significantly
reduce the threshold of registration of low-energy secondary gamma quanta, which arise during the interaction of secondary
resonant and slowed down neutrons in the scintillator substance.

In Tab. 2 shows the parameters of nuclear reactions with neutrons on the most relevant elements of explosives
hidden in the ground and of interest for the detection/identification of explosives [19, 20, 21, 22, 23, 24]. The energies of
secondary gamma quanta arising in nuclear reactions with fast and thermal neutrons are also given.
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Table 2. Parameters of the products of nuclear reactions with neutrons

Element Reaction Ey, keV 0y, b, [23,24] 0y.to1,0,[23] 0,0,[22] Neutron
H IH(n, n)TH 0.6876 Elast(14 MeV)
TH(n, y)2H 2223.248 0.3326 0.3326 0.332 Thermal
0.1495 Resonance
2.956E-5 Fast (14MeV)
C 12C(n, n)12C 0.8192 Elast(14MeV)
12C(n, y)I3C* 0.00351 0.00386 Thermal
-/7- 0.00177 Resonance
/A 1.1567E-4 Fast (14MeV)
-/7- 1261.765 0.00124 Thermal
-//- 3683.920 0.00122 -
-//- 4945.301 0.00261 -
12C(n,n’y)12C* 4438.03 0.1847 (5MeV)
0.31(10MeV) 0.4207 Fast (14MeV)
-/7- 3214.83 0.0009 -
N 14N(n, n) 14N 0.9697 Elast (14MeV)
14N(n, y) I5N* 0.0795 0.0750 Thermal
-/I- 0.03368 Resonance
/A 1.7140E-5 Fast (14MeV)
-17- 1884.821 0.0147 Thermal
-/7- 3531.981 0.0071 -
-/7- 3677.732 0.0T15 -
-//- 5269.159 0.0236 -
-//- 5297.821 0,0168 -
-I7- 5533.395 0.0155 -
-I7- 5562.057 0.0084 -
/A 6322.428 0.0145 -
-17- 8310.16 0.0033 -
-I7- 10318 - -
-/7- 10829.12 0.0T13 -
14N(n,n"y)14N* 0.3664 Fast (T4MeV)
-I7- 729.6 0.0562 -
-I7- 1634.6 0.3136 -
/A 2312.8 0.468 -
-/7- 2792.5 0.02668 -
-/7- 3384 0.05148 -
-/7- 3949.9 0.01685 -
-//- 5104.6 0.10296 -
O 160(n, n)160 0.9566 Elast(14MeV)
160(n, g)170* [.90E-4 1.6991E-4 Thermal
-//- 1.5829E-4 Resonance
-17- 2.8349E-5 Fast (14MeV)
-l- 870.68 I.7TE-4 Thermal
-17- 1087.75 1.538E-4 -
-/7- 2184.42 1.64E-4 -
160(n, n"y)160%* 0.5084 Fast (14MeV)
-/7- 1983.0 0.468 - -
-/7- 5618 - - -
-//- 6129.3 2.785 - -
160(n, p)16N* 7120 - 0.0421 -
Si 28Si(n, n)28Si1 0.6619 Elast (14MeV)
28Si(n, y)29Si* 0.172 0.169 Thermal
-/7- 0.0818 Resonance
-//- 6.631E-4 Fast (14MeV)
-I7- 1273.349 0.0289 Thermal
-/7- 2092.902 0.0331 -
-//- 3538.966 0.1190 -
-/7- 4933.889 0.1120 -
-/7- 6379.801 0.0207 -
-/7- 7199.199 0.0125 -
28Si(n, n"y)28Si* 1778.8 0.468 0.5224 Fast (14MeV)
-/1- 2837.9 0.01264 -
/A 3199.9 0.00468 -
-//- 4496.3 0.00393 -

5. NEUTRON METHODS USED IN THE DETECTION OF EXPLOSIVES

To date, a significant number of techniques using neutron methods have been developed for the search and identifi-
cation of explosives in the environment of bulk soil [1]-[10], [37]. These include the following:
- TNA - thermalized neutron analysis [1, 2, 5, 6,7, 9, 10, 18, 26, 27, 28, 37, 38, 39];
- FNA, (NRA) - fast neutron analysis [1, 2,4, 5,7, 9, 10, 12, 18, 26, 37, 38, 39];
- PGNAA, (PGAA)- Prompt Gamma-Neutron Activation Analysis [3, 4, 7, 9, 10, 12, 18, 25, 31, 34, 39];
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- PFTNA - Pulsed Fast-Thermal Neutron Analysis [1, 2, 3, 4, 6,7, 12, 31, 38, 39];

- PENTS - Pulsed Fast Neutron Transmission Spectroscopy [1, 3, 12, 38];

- PFNA- Pulsed Fast Neutron Analysis [1, 2, 3, 4, 6, 12, 29, 36, 37, 38];

- FNSA - fast neutron scattering analysis [4, 29, 32, 33, 35, 38];

- MNBRP - Monoenergetic Neutron Backscattering with Resonance Penetration [7, 8, 33, 39];
- API - Associated Particle Imaging [1, 2, 3, 4, 37];

- EBS - elastically backscattered spectrometry [31, 35];

- NBS (FNBS, FNB, FNS) - Neutron Back Scattering [32, 33, 34];

- NRA - Neutron Resonance Absorption [1, 2, 4, 7, 32, 37].

In Table 3 shows the characteristics of the main methods of material analysis using neutron radiation [1].

1. TNA - Thermalized Neutron Analysis. [1,2,5,6, 7,9, 10]. The main mechanism of interaction is the radiation
capture reaction (n,y), which uses instantaneous gamma quanta that arise when activated by slowed down (< 0.025¢V)
neutrons. Thermal neutrons fall on the inspected object, and the gamma radiation obtained as a result of capture provides
information for detection. The measured spectra of gamma rays are related to the number of incident neutrons and known
capture cross sections (velocities) for the corresponding nuclides, which allows determining the concentration of elements
in the irradiated sample. The use of TNA for the detection of explosives is mainly based on the identification of nitrogen
(N) and hydrogen (H) contained in most explosives [1]. Two reactions of delight:

YN + ninermar ~° N+ (5.271MeV,10.83MeV) (13)

H + nynermar ~* H +y (2.223MeV) (14)

generate energetic (“fast”) y-rays, which are registered by detectors and analyzed tomographically to obtain the spatial
distribution of nitrogen () and hydrogen (H) density. A typical TNA spectrum of a metal land mine in sand is shown in
Fig.1. The full energy peak, the first and second peaks of the 10.835 MeV nitrogen gamma radiation leakage (N) are not
fully resolved, and an exponential slope due to the summation of events with lower energy is observed in the lower part of
the region of interest (ROI) window [18, 26, 27, 28, 37, 38, 39].
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Figure 1. Gamma spectrum of an anti-tank mine in the soil (red upper curve). The mine has a steel case and contains
approximately 3.6 kg of nitrogen equivalent. Also shown is the spectrum without the mine (blue lower curve) [27].

2. FNA - Fast neutron analysis [1, 2, 4, 5,7, 9, 10]. The main mechanism of interaction is the reaction of inelastic
scattering (n, n’y). This method approach is very similar to TNA, but it involves bombarding the object under inspection
with a collimated beam of continuous fast neutrons, usually from a neutron generator. Nuclei in the sample are excited as
a result of inelastic collisions to certain low-level nuclear states, which decay with the emission of discrete gamma rays.
Strong gamma transitions, which can be excited by fast neutrons (E, ~ 8 MeV) in nuclides, are important for the detection
of IH, 12C, 14N, 10 nuclei. Particular attention should be paid to the absence of low-lying levels (< 5SMeV) in 160, The
attenuation of fast neutrons inside the object is much less than the attenuation of thermal neutrons, which allows obtaining
a better image reconstruction than when using the TNA method. Limitations of the fast neutron scattering (FNA) method
include a high background and relatively low visualization capabilities of large objects [12, 18, 26, 37, 38, 39].

3. PFNA - Pulsed Fast Neutron Analysis. The method was developed with the aim of removing restrictions on
the possibility of visualization of large objects. The main mechanism of interaction is the reaction of inelastic scattering
(n,n’y). The nanosecond pulse generation method of incident neutrons and the neutron time-of-flight method are used.
The deuteron accelerator with an energy of 5.5 MeV generates nanosecond (7 ~ 1 -2 ns, f 10M Hz) neutron beams with an
energy of about 8§ MeV, which are collimated and directed to the scan. Neutrons produced in inelastic scattering processes
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Table 3. The main characteristics of some methods of analysis of explosive materials using neutron radiation [1]

IENG: Electronic Neutron Generator — can be based on neutron production processes such as
(d,D),(d.T),(d,Be), (p, Li)), (p, Be).

ZSNM: Special Nuclear Materials — e.g., fissile isotopes 23U, 23°Pu.

STOF: Neutron Time of Flight method.

# | Technique | Probing Radi- | Main Nu- | Detected Sources Primary

Name ation clear Re- | Radiation and Sec-
action ondary

Detected

Elements

1 | TNA, Thermalized (n,y) Neutron ¢ £, Cl, N,
Ther- neutron capture y- | also ac- SNM?2, H,
malized rays/promt | celerator Metals, P,
neutron and  de- | based S
analysis layed sources

neutrons, | (ENG')
y-rays for
SNM?

2 | FNA, Fast | Fast (high en- | (n,n"y) y-rays ENG! 0, C(N),
neutron ergy, usually produced based on | (H)CL P
analysis 14 MeV) neu- from in- | (d,7T)

trons elastically

scattered

neutrons

3 | FNA/TNA | Pulsed neu- | (n,n’y) + | During us pulsed | N, CL,

tron source, | (n,7vy) pulse ENG SNM, H,
fast neutrons (FNA), based on | C,0O,P, S
during  the after pulse | (d,7T)
pulse, thermal (TNA)

neutrons be-
tween pulses
4 | PFNA (ns | Nanosecond (n,n"y) Like FNA | ns pulsed | O, C, N,

Pulsed fast | pulses of fast w / TOF? | (d,D) ac- | Cl, Oth-
neutron neutrons [/ prompt | celerator ers, SNM
analysis) and de- | with E; 6

layed MeV

neutrons,

y-rays

from

SNM

5 | API (As- | 14 MeV neu- | (n,n’y) Like FNA | (d,7T) H, Metals,
sociated trons in co- in delayed Si, P, S,
particles incident with coinci- Others
inspec- the associated dence
tion) a-particles with «

6 | NRA Nanoseconds | (n,n) Elastically | Accelerator| O, C, N,
(Neutron pulsed  fast and res- | based ns | Metals
resonance | neutrons onantly pulsed
absorb- (0.5-4 MeV), scattered (d, Be)
tion) broad energy neutrons or (d,D)

spectrum w/angular
correla-
tion, with
E;, > 4
MeV

are recorded in an array of Nal(T1) crystals and sorted by energy and time of registration relative to the neutron pulse,
resulting in a spectrum of neutron energies. Gamma rays produced in the process of inelastic scattering are registered
by an array of Nal(TI) crystals and sorted by energy and time of registration relative to the neutron pulse, resulting in a
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three-dimensional image of the object under study, Fig.2.

The PFNA technique is used to detect explosives and drugs in passengers luggage, as well as to determine the
characteristics of hazardous and nuclear materials transported in containers. On Fig.3 shows the gamma radiation
spectrum of PFNA, measured with the Nal(T1) detector for a sample of the C — 4 type explosive simulator. Characteristic
peaks associated with inelastic gamma rays such as '2C, '*N, 190 are clearly visible. Intense lines of nitrogen and oxygen
indicate the presence of an explosive substance. The content of hydrogen (H) in the object under study is not directly
measured using this technique [1, 2, 3, 4, 6, 12, 29, 36, 37, 38].
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Figure 2. Schematic representation of cargo inspection (0-72, 1.63, 212, and 2.31 MeV). A weak line of 2.80 MeV

system based on fast neutron pulse analysis (PFNA) [1]. associated with '*N is also indicated. The 5.11 MeV *N
line merges with the second leakage peak of the 6.13 MeV

160 line.

4. PGNAA - Prompt Gamma-Neutron Activation Analysis, often called thermal neutron analysis, is an isotopic or
elemental radioanalytical method. PGNAA is based on the reaction of radiation capture of neutrons (n, y) - a fundamental
nuclear reaction that occurs on every isotope except *He. PGNAA is an effective method of non-destructive multi-element
analysis of samples such as metals, coal (minerals), cement and radioactive materials, as well as explosives, chemical
warfare agents, various drugs, land mines, etc. This method can be used in the laboratory or for on-site analysis of various
samples. Thanks to this nuclear reaction, PGNAA stands out among other analytical methods due to several special
advantages. This is not only a non-destructive multi-element analysis, which simultaneously analyzes all elements, but
also allows for instant measurements, regardless of the state of the sample substance and without any sample preparation.
In addition, it is possible to analyze entire arrays of samples, and the measurement results are not limited to the surface of
the sample. The method has a wide dynamic range and is characterized by the ability to measure light elements, especially
hydrogen (H). PGNAA is a unique method that allows you to determine even trace amounts of H [3, 4, 7, 9].

PGNAA, which has a wide range of applications, has shown great potential in detecting plastic mines. The detection
of buried mines using the PGNAA method consists in irradiating the ground with neutrons to activate the elements. Then
the sample emits gamma rays by means of (1) instantaneous emission of gamma rays as a result of de-excitation of nuclei,
(2) emission of gamma rays as a result of short-lived beta decay, or (3) instantaneous emission of gamma rays as a result
of exoenergetic nuclear reactions. On Fig. 4 The schematic diagram of the PGNAA system [Im] is presented.

The detection of instantaneous gamma rays produced in (n, ) and (n, n’y) reactions in hydrogen ' H (E ,=2.223 MeV),
oxygen 190 (E,=6.129 MeV), carbon '2C (E,=4.438 MeV) and nitrogen '#N, which is much greater in mines than in
soil (E£,=10.8 MeV), shows the probability of the presence of buried mines in this area. Since the neutron capture cross
section (7, y) on 4N increases with decreasing neutron energy, the optimal geometry of the moderator, which leads to the
maximum flow of thermal neutrons, certainly increases the efficiency of this method. In most cases, activation systems
are not considered portable and are usually installed at customs terminals.

Several types of neutron sources can be used for PGNAA: nuclear reactors, radioisotope neutron sources such as 2>2C f
or *'Am — Be, 14 MeV neutron generators, or accelerators. Pulsed neutron sources can be used in PGNAA systems. The
development of small-sized neutron generators made it possible and expanded the scope of application, since a stationary
nuclear reactor is no longer an indispensable element in PGNAA. However, the use of pulsed neutron generators without
the advantages of a pulsed mechanism is ineffective. Since the nuclear reactor (including the moderator system) produces
the highest flux among these sources, it provides the highest analytical sensitivity and is the preferred source.

The most noticeable advantages of using PGNAA methods are non-destructive and direct measurement, since
neutrons and y-rays have high penetrating properties. This radioanalytical method also allows for rapid and simultaneous
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analysis of a large number of different elements. In addition, the entire detection system can be built as a mobile system
due to the use of small neutron generators. In PGNAA, hydrogen has one fast gamma peak at 2.223 MeV. Therefore,
determining the hydrogen content in various materials is quite simple [10, 12, 18, 25, 31, 34, 39].

5. PFTNA (TNA/FNA) - Pulsed Fast-Thermal Neutron Analysis. This is a combined method that combines the
measurement of y-radiation and the interaction of fast and thermal neutrons with substance nuclei [1, 2, 3,4, 6,7, 12, 31,
38, 39]. The main mechanisms of interaction are reactions of radiation capture and inelastic scattering (n,y) + (n,n’y).
PFTNA is used in conjunction with portable neutron generators. Unlike PFNA, which has a pulse duration of about 2 ns,
PFTNA uses pulses with a minimum duration of 7,,;, ~ 5 — 10us. Long pulse duration significantly reduces the cost
of PFTNA systems. The PFNA system can be used in the “macropulse” mode, in which the neutron beam is turned off for
a period of 100 us. This "macropulse” mode imitates the mode of the PFTNA system.

The advantage of PFTNA systems is the ability to separate the gamma radiation spectrum of inelastic scattering
reactions (n,n’y) from the gamma radiation spectra of thermal neutron capture reactions (n, y) and activation reactions
(for example, (n, p)). The data acquisition system collects data during a neutron pulse at one memory address, and then
switches to another memory address to collect data between pulses. The data collected during the pulse mainly refer to the
(n,n’y) reactions, and the data collected between the pulses mainly refer to the (n,7y) reactions. PFTNA pulses usually
have a duration of 10 us with a pulse frequency of 10 kHz. The scheme of the PFTNA with the temporal structure of the
neutron pulse is shown in Fig.5.

6. PENTS - Pulsed Fast Neutron Transmission Spectroscopy - (neutron spectroscopy), the same pulsed transmission
spectroscopy with fast neutrons — a technique that examines the resulting spectrum of neutrons, not the spectrum of
gamma radiation [1, 3, 38]. In this technique, a wide energy beam of neutrons is directed at the array neutron detectors.
The investigated object passes through the beam, and the resulting the attenuated spectrum of neutrons is measured with the
help of neutron detectors. This method is similar to the method that researchers use to measure cross sections of neutrons.
The pulsed nature of PFTNS allows the system to perform time measurements a flight of neutrons. These time-of-flight
measurements are used to determine energy of neutrons with a flight path from 4 to 10 m. The resulting spectrum of
neutrons is used to estimate the attenuation of neutrons as a function of energy. Light elements such as H,C, N and O
have high cross sections for attenuation of neutrons at these energies. Thus, it is possible to determine relative quantities
of H,C, N and O, and it becomes possible to "visualize” elements Due to high neutron fluences and the need for accurate
timing for PFTNS, this system requires an accelerator similar to that used in PENA. PFTNS was proposed as a security
inspection system airlines.

7. API - Associated Particle Imaging. Field analysis methods of neutrons scattered in certain directions, visualization
of associated particles by the method of labeled neutrons are also being developed [1, 2, 3, 4, 37]. The main mechanism of
interaction is the reaction of inelastic scattering (n,n’y). In associated particle imaging (API), the final nucleus, such as
an alpha particle from a d-t reaction, is used to determine the time of flight and direction of the neutrons. In addition, the
signal-to-noise ratio for gamma spectra from the (n, n’y) reaction can be significantly improved by measuring the gamma
signals emitted only from the selected volume. However, the application of this technique will not affect the signal-to-noise
ratio (SNR) of gamma radiation spectra (n,y) or gamma radiation spectra with an activation delay. The scheme of the
API technique is shown in Fig.6 The d — ¢ fusion reaction produces an alpha particle and a fast neutron of 14.1 MeV, which
are emitted in opposite directions due to conservation of linear momentum.

A segmented alpha detector, installed inside the hermetic tube of the neutron generator, is used to detect the position
and time of the alpha particle event to “mark” the direction of the 14.1 MeV neutron. The geometry of the segments of
the alpha detector and the time of flight of neutrons determine the geometry of “voxels” for three-dimensional analysis.
A ZnO(Ga) detector was used as an alpha detector. Flashing time ~ 3.3ns. The data collection system is configured
to generate a logic signal when both events (detection of an alpha particle and a photon) are registered within a short
time interval - a ”coincidence window”. This logic signal is used to select those gamma radiation signals in the energy
spectrum that come from the marked voxel. The width of the coincidence window and the neutron flux are interrelated:
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the frequency of random coincidences increases with the growth of the neutron flux, which limits the neutron output of
the generator [3].

8. The MNBRP - Monoenergetic Neutron Backscattering with Resonance Penetration method is based on the
kinematic property of IH not to scatter neutrons in the opposite direction [7, 8, 33, 39]. The method allows detection
of hydrogen anomalies in the soil by irradiating the soil with a neutron beam and analyzing the quality of backscattered
neutrons. The method uses monoenergetic neutrons. To obtain a shadow image of a buried object containing hydrogen,
the following components are required: — monoenergetic neutrons; — backscattering; — the time-of-flight method (split
by time) to suppress the background; — method of bound particles to facilitate the visualization of an object containing
hydrogen; — resonant penetration for deeper scanning. Figure 7 shows the scheme of the proposed device for detecting
mines. It consists of a neutron generator, an array of detectors for the detection of bound charged particles, detector
shielding and collimation (not shown), a neutron detector and a visual display of the shadow image. The sensitivity of the
method is due to the fact that neutrons are not backscattered from 'H, an important component of all explosive substances.
Thus, when hydrogen is present in an object surrounded by backscattering material, the backscattered monoenergetic
neutron flux is suppressed. Thus, it is possible to obtain a shadow image of an object containing hydrogen.

The displacement of the soil by the mine leads to the formation of a volume that does not contain the components
of the soil, but contains the components of the mine. The elastic backscattering of neutrons from the volume of a mine is
very different from the scattering from a volume of soil of the same size, both in terms of neutron intensity and energy.
The components of explosives have low mass numbers, which leads either to the complete absence of backscattering
of neutrons (hydrogen), or to the backscattering of neutrons with very low energy (carbon, nitrogen, oxygen in a high
energy range). The components of explosives have low mass numbers, which leads either to the complete absence of
backscattering of neutrons (hydrogen), or to a noticeable weakening of the energy of backscattered neutrons (Table 4)
[7, 39]. Thus, the number of backscattered neutrons with higher energy less in the presence of an explosive substance,

Table 4. Properties of neutrons with an energy of 2.35 MeV scattered at 150° from some isotopes [8]

Isotope | Energy fraction | Energy, MeV
1H 0
12C 0.730 1.715
14N 0.764 1.795
160 0.790 1.857
28Si 0.874 2.054
41Ca 0.912 2.143
56Fe 0.935 2.197
1.00 2.350

which leads to the formation of a ”shadow” for backscattered neutron radiation with higher energy. Since the shadow
arises due to the difference in scattering from two spaces of the same volume (determined by the collimation of the source
and selected in the time domain), the magnitude of the measured effect does not depend on the depth of the mine, i.e.,
on the thickness of the soil cover above this volume. The depth limitation lies only in the relative intensity of detected
neutrons, which decreases exponentially with depth.

9. NRA - Neutron Resonance Absorption method. One of the obvious ways to use neutrons is to analyze their energy
and scattering angles after interaction in the region of interest [1, 2, 4, 7, 32, 37]. The main mechanism of interaction
is the reaction of elastic scattering (n, n). Neutron resonance analysis (NRA) is another method of analysis that requires
neutrons of variable energy (white spectrum). Neutron energy is measured using short (ns) pulses to distinguish the time
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between pulses. To carry out this analysis of the (n, n) reaction, a powerful source of neutrons is required.

To date, two methods of using neutron scattering to detect mines have been developed. Both methods are based
on a sufficiently high content of hydrogen in almost all known explosives. Thermalization of neutrons with hydrogen is
used in HYDAD (HYdrogen Density Anomaly Detection) systems, developed for the detection of small (less then 300 g)
anti-personnel mines (APM) of plastic construction. Explosive substances contain low-mass elements for which neutrons
have a high interaction cross section. The main component of explosives is hydrogen, 'H. Therefore, the detection of a
hydrogen anomaly in some soils is a reliable indicator of the presence of buried explosives. Examination of the soil with
the help of a neutron beam and analysis of the quality of backscattered neutrons gives information about the anomalies of
hydrogen in the soil. For this, two main properties of 'H are used:

1. The energy loss of elastically scattered fast neutrons is maximal when neutrons are scattered by 'H nuclei gives
information about hydrogen anomalies in the ground;

2. At the same time, multiple scattering leads to the fact that neutrons acquire thermal energy, resulting in the formation of
(backscattered) thermal neutrons that are easy to detect and identify. Using a ”white” source of neutrons, thermalization
of neutrons by multiple elastic scattering in hydrogen can be measured using a neutron detector, which is insensitive to
fast neutrons, but very sensitive to low-energy neutrons (thermal neutrons). This method is usually called the neutron
backscattering method.

Single elastic scattering from ' H occurs with a maximum scattering angle of 87° [8], since the mass of a proton is
less than the mass of a neutron. Thus, fewer fast neutrons are backscattered from the soil if an object containing hydrogen
is buried in it. It is possible to measure the decrease in the flow of neutrons with the highest energy of backscattering,
emanating from the soil components. In principle, backscattering from other light components of explosives, such as
nitrogen and carbon, can also be measured. Oxygen is not suitable, since there is a lot of it in typical soil.

When the neutron energy is chosen in such a way that attenuation in the soil is minimal, this method is called MNBRP
(monoenergy backscattering of neutrons with resonant penetration).

10. FNSA - Fast neutron scattering analysis is an approach that detects neutrons scattered from the material under
study. The main mechanism of interaction is the reaction of elastic (n, n) and inelastic (n, n"y) scattering. The nuclides
responsible for scattering are determined by measuring the dependence of the intensity and energy of the scattered neutrons
on the scattering angle and energy of the incident neutrons. The FNSA method [4, 29, 32, 33, 35, 38], consists in the
fact that the processed material sample is bombarded with a beam of monoenergetic neutrons, the energy of the incident
neutrons alternates between two carefully selected values, and two detectors are used to observe the scattered neutrons:
one detector is positioned at a forward angle (45°), and the other at a backward angle (150°). The pulse height resolution
of neutron detectors should ideally, but not necessarily, be sufficient to resolve small energy differences (4%) between
neutrons backscattered by elements C, N, and O. Time-of-flight can also be used to resolve large energy differences, for
example, to separate elastically and inelastically scattered neutrons. Measurements obtained with the help of two detectors
at two different energies of incident neutrons are combined to form a “’scattering signature”. The FNSA method is based
on the assumption that the relative intensities of the H, C, N, and O signatures will be proportional to the atomic shares of
the corresponding elements in the scatterer. It was shown that with the help of the FNSA method, atomic fates of elements
in a small sample (0.2+0.8 kg) of HCNO material can be measured with an accuracy of several percent and that explosive
substances can be reliably identified based on these measurements. An important feature of the FNSA method is that it
measures elements that are important for mine detection (H, C, N and O) with equal sensitivity. This guarantees that the
atomic proportions of these different elements in the sample are determined with the same accuracy, which leads to a more
reliable identification of the investigated material.

11. The EBS Elastically Backscattered Spectrometry method. The main components of drugs and explosives are
H,C, N and O, which can be identified by various interactions with neutrons [31, 35]. For explosives, the atomic fates of
these elements, in particular the C//O and C/N ratios, are significantly different from those present in other materials used
for their concealment. The sensitivity and spatial resolution of the methods of neutron transmission, elastic scattering,
inelastic scattering, and reactions depend on the size and composition of the sample being studied. Both neutron leakage
spectrometry and neutron reaction analysis, used for the analysis of bulk media, require knowledge of the neutron flux
density spectrum at a given point inside the sample or averaged over an extended area of the survey. Neutron leakage
spectra depend on the interaction cross section, as well as on the integral density of elements between the neutron source
and the detector. The energy of elastically backscattered neutrons depends on the mass of the scattering nucleus at a
given source-sample-detector geometry. In experiments related to elastic backscattering spectrometry (EBS), the neutron
spectrum of the Pu-Be source covers a large energy interval (1.5 - 10 MeV) of the elastic scattering cross sections of C, N
and O, which allows the use of various methods for determining the energy of neutrons. In the work [35] the spectral
outputs of elastically backscattered PuBe neutrons from C (graphite), H,O, SiO,, liquid nitrogen, polyethylene, paraffin
oil, Al, Fe, and Pb were investigated the measured dependences of the outputs on the thickness. The net spectral yield
was derived as the difference between the data measured with and without the samples. Some of the measured typical
spectra of EBS neutrons together with the calculated energy dependence of the reaction rate R(E,,) are shown in Fig.8.
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Figure 8. Backscattered spectra of PuBe neutrons for 4 cm slabs of graphite, water and 5.6 cm thick liquid nitrogen as
compared to the calculated reaction rates.

6. CONCLUSIONS

The analysis of the products of the interaction of fast and thermal neutrons with nuclei of low atomic number, which
are the primary components of explosives, combined with their ability to penetrate the soil, makes neutrons a preferable
choice for detecting buried land mines that also have a plastic shell.

The composition of the reaction products of the interaction of fast, slowed, and thermal neutrons with H, C, N, O
nuclei, which are part of explosive substances, indicates the presence of a significant number of secondary instantaneous
and delayed multiple gamma quanta from both inelastic scattering reactions and resonance and radiation capture reactions.
In addition, it is possible to note the high value of the flight cross section of secondary fast neutrons in the reactions
of elastic scattering, ”slowed down” secondary neutrons from the reaction of inelastic scattering from the investigated
explosive samples.

As a rule, the existing neutron detection methods for explosives focus mainly on one type of secondary radiation,
which occurs in the interaction of neutrons with matter - these are either secondary instantaneous gamma quanta flying
out of target nuclei, or fast or thermal neutrons scattered in the matter of the target. The use of effective oxide scintillation
gamma-neutron detectors, for example ZWO, which are simultaneously sensitive to the fast and slow resonance energies
of neutrons arising in the samples, as well as gamma quanta in a wide range of energies from tens of MeV to hundreds
of eV, in combination with the corresponding high-speed low-threshold single-electron photon detection methods, can
contribute to increasing the detection efficiency of detection, and hence the sensitivity of explosives.

Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

Acknowledgments

This work was supported by the Ministry of Education and Science of Ukraine (0124U000837). Partly supported
by the U.S. National Academy of Sciences (NAS) and the Office of Naval Research (ONRG) through the Science and
Technology Center in Ukraine (STCU) under STCU contract number [7120] in the framework of the International
Multilateral Partnerships for Resilient Education and Science System in Ukraine (IMPRESS-U).

ORCID

G. Onyshchenko, https://orcid.org/0000-0001-6945-8413; (@ 1. Yakymenko, https://orcid.org/0000-0002-0194-8376;
0. Sidletskiy, https://orcid.org/0000-0003-0865-6517; P. Kuznietsov, https://orcid.org/0000-0001-8477-1395;
0. Tarasenko, https://orcid.org/0000-0002-8152-2198; @ O. Shchus, https://orcid.org/0000-0001-6063-197X;

L. Tolkunov, https://orcid.org/0000-0001-5129-3120; = O. Kudin, https://orcid.org/0000-0003-4788-6665;

0. Kuzin, https://orcid.org/0009-0004-3159-1680; @ A. Dobrozhan, https://orcid.org/0000-0002-8830-0942;

S. Lytovchenko, https://orcid.org/0000-0002-3292-5468


https://orcid.org/0000-0001-6945-8413
https://orcid.org/0000-0002-0194-8376
https://orcid.org/0000-0003-0865-6517
https://orcid.org/0000-0001-8477-1395
https://orcid.org/0000-0002-8152-2198
https://orcid.org/0000-0001-6063-197X
https://orcid.org/0000-0001-5129-3120
https://orcid.org/0000-0003-4788-6665
https://orcid.org/0009-0004-3159-1680
https://orcid.org/0000-0002-8830-0942
https://orcid.org/0000-0002-3292-5468

694
EEJP. 4 (2025) G. Onyshchenko, et al.

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

(9]

[10]

(11]

[12]

[13]

[14]

[15]

[16]
[17]
(18]

[19]
[20]
[21]

[22]
[23]

[24]

[25]

[26]

[27]

REFERENCES
A. Buffler, "Fast neutron scattering analysis,” Doctoral Thesis, University of Cape Town, 1998. https://open.uct.ac.za/items/
5161f2a2-f3a8-4f5a-a92f-8305a9875f4e

M. Litz, C. Waits, and J. Mullins, Neutron-Activated Gamma-Emission: Technology review, (2012). https://doi.org/10.21236/
ada554870

A.P. Barzilov, 1.S. Novikov, and P.C. Womble, "Material Analysis Using Characteristic Gamma Rays Induced by Neutrons,” in:
Gamma Radiation, edited by F. Adrovic, (InTech. 2012). https://www.perlego.com/book/2014964/gamma-radiation-pdf

T.U. Munchen, Advanced Lab Course in Physics at FRM 1. Prompt Gamma Activation Analysis, (PGAA), (2004). https://wiki.
mlz-garching.de/_media/fopra:pgaa_praktikum_2015.pdf

E. Hussein, and E. Waller, ”Landmine detection: the problem and the challenge. Applied Radiation and Isotopes,” 53(4-5),
557-563 (2000). https://doi.org/10.1016/s0969-8043(00)00218-9

A. Buffler, F. Brooks, M. Allie, K. Bharuth-Ram, and M. Nchodu, "Material classification by fast neutron scattering,” Nuclear
Instruments and Methods in Physics Research Section B Beam Interactions With Materials and Atoms, 173(4), 483-502 (2001).
https://doi.org/10.1016/s0168-583x(00)00425-0

F. Brooks, M. Drosg, A. Buffler, and M. Allie, "Detection of anti-personnel landmines by neutron scattering and attenuation,”
Applied Radiation and Isotopes, 61(1), 27-34 (2004). https://doi.org/10.1016/j.apradis0.2004.02.013

M. Drosg, and F.D. Brooks, “Detection of antipersonnel landmines by measuring backscattered neutrons. P. II: Monoenergetic
backscattering,” in: International Atomic Energy Agency, Division of Physical and Chemical Sciences, Physics Section, (IAEA,
Vienna, Austria, 2007). https://www.osti.gov/etdeweb/biblio/20977099

F. Rahmani, N. Ghal-Eh, and S.V. Bedenko, “Landmine-identification system based on the detection of scattered neutrons: A
feasibility study,” Radiation Physics and Chemistry, 199, 110264 (2022). https://doi.org/10.1016/j.radphyschem.2022.110264

R.M. Megahid, Landmine Detection By Nuclear Techniques, in: 2nd Conference on Nuclear and Particle Physics, (Cairo, Egypt,
1999). pp. 564-570. https://www.osti.gov/etdeweb/servlets/purl/20818385

R. Weinheimer, Properties of Selected High Explosives, in: 27th International Pyrotechnics Seminar, (Grand Junction, CO, 2000).
https://psemc.com/resources/pyrotechnic-white- papers/properties- of-selected-high-explosives-rev/

V.Y. Plahotnik, and G.A. Poliakov, "Neutrom methods,” Visnyk KDPU, 2, (2007). (43). p.2. https://visnikkrnu.kdu.edu.ua/statti/
2007-2-2(43)/97.pdf (in Ukraine)

H. Klein, and F.D. Brooks, ”Neutron detectors,” in: International Workshop on Fast Neutron Detectors, (University of Cape Town,
South Africa, 2006). https://pos.sissa.it/025/097/pdf

R. Novotny, “Inorganic scintillators—a basic material for instrumentation in physics,” Nuclear Instruments and Methods in
Physics Research Section a Accelerators Spectrometers Detectors and Associated Equipment, 537(1-2), 1-5 (2004). https:
//doi.org/10.1016/j.nima.2004.07.221

G.M. Onyshchenko, B.V. Grynyov, L.I. Yakymenko, S.V. Naydenov, P.E. Kuznietsov, and O.P. Shchus, ”The contributions to
registration efficiency of the fast neutron reactions on the nuclei of the heavy oxide scintillators,” East European Journal of
Physics, 4, 355-370 (2023). https://doi.org/10.26565/2312-4334-2023-4-46

K.H. Beckurts, and K. Wirtz, Neutron physics, (Springer-Verlag New York Inc., 1964).

J.B. Marion, and J.L. Fowler. Neutron physics, (New York, Interscience Publishers, 1960-63). P.1, P.2.

H. Im, and K. Song, “Applications of prompt gamma ray neutron activation Analysis: Detection of illicit materials,” Applied
Spectroscopy Reviews, 44(4), 317-334 (2009). https://doi.org/10.1080/05704920902852125

Nuclear Energy Agency. Data Bank. (JANIS). https://www.oecd-nea.org/jcms/pl_39910/janis

Evaluated Nuclear Data File (NDS) (ENDF). Ver. 2025-08-26 https://www-nds.iaea.org/exfor//endf.htm

Brookhaven National Laboratory (BNL). National Nuclear Data Center. Evaluated Nuclear Data File (ENDF) https://www.nndc.
bnl.gov/endf/advanced.html

Japan Atomic Agency (JAEA). https://wwwndc.jaea.go.jp/jendl/j40/j40.html

R. Firestone, H. Choi, R. Lindstrom, G. Molnar, S. Mughabghab, R. Paviotti-Corcuera, Z. Revay, et al., ”Database of prompt
gamma rays from slow neutron capture forelemental analysis,” (IAEA, Vienna, 2006). https://doi.org/10.2172/882898

A.M. Hurst, L.A. Bernstein, T. Kawano, A.M. Lewis, and K. Song, "The Baghdad Atlas: A relational database of inelastic
neutron-scattering (n, n’y) data,” Nucl. Instrum. Methods Phys. Res. Sect. A, 995, 165095 (2021). https://doi.org/10.1016/j.nima.
2021.165095

H. Miri-Hakimab, H. Panjeh, and A. Vejdaninoghreiyan, “Experimental optimization of a landmine detection facility using
PGNAA method,” Nuclear Science and Techniques, 19(2), 109—112 (2008). https://doi.org/10.1016/s1001-8042(08)60033-0

W. Uchai, S. Changkian, L. Zhu, and H. Sun. ”Experiment on the performance of of the neutronbased explosives detection
system using 252cf and 241am / 9be,” Suranaree J. Sci. Technol. 15(2), (2008). https://www.thaiscience.info/Journals/Article/
SJST/10890604.pdf

E. Clifford, J. McFee, H. Ing, H. Andrews, D. Tennant, E. Harper, and A. Faust, ”A militarily fielded thermal neutron activation
sensor for landmine detection,” Nuclear Instruments and Methods in Physics Research Section a Accelerators Spectrometers
Detectors and Associated Equipment, 579(1), 418-425 (2007). https://doi.org/10.1016/j.nima.2007.04.091


https://open.uct.ac.za/items/5161f2a2-f3a8-4f5a-a92f-8305a9875f4e
https://open.uct.ac.za/items/5161f2a2-f3a8-4f5a-a92f-8305a9875f4e
https://doi.org/10.21236/ada554870
https://doi.org/10.21236/ada554870
https://www.perlego.com/book/2014964/gamma-radiation-pdf
https://wiki.mlz-garching.de/_media/fopra:pgaa_praktikum_2015.pdf
https://wiki.mlz-garching.de/_media/fopra:pgaa_praktikum_2015.pdf
https://doi.org/10.1016/s0969-8043(00)00218-9
https://doi.org/10.1016/s0168-583x(00)00425-0
https://doi.org/10.1016/j.apradiso.2004.02.013
https://www.osti.gov/etdeweb/biblio/20977099
https://doi.org/10.1016/j.radphyschem.2022.110264
https://www.osti.gov/etdeweb/servlets/purl/20818385
https://psemc.com/resources/pyrotechnic-white-papers/properties-of-selected-high-explosives-rev/
https://visnikkrnu.kdu.edu.ua/statti/2007-2-2(43)/97.pdf
https://visnikkrnu.kdu.edu.ua/statti/2007-2-2(43)/97.pdf
https://pos.sissa.it/025/097/pdf
https://doi.org/10.1016/j.nima.2004.07.221
https://doi.org/10.1016/j.nima.2004.07.221
https://doi.org/10.26565/2312-4334-2023-4-46
https://doi.org/10.1080/05704920902852125
https://www.oecd-nea.org/jcms/pl_39910/janis
https://www-nds.iaea.org/exfor//endf.htm
https://www.nndc.bnl.gov/endf/advanced.html
https://www.nndc.bnl.gov/endf/advanced.html
https://wwwndc.jaea.go.jp/jendl/j40/j40.html
https://doi.org/10.2172/882898
https://doi.org/10.1016/j.nima.2021.165095
https://doi.org/10.1016/j.nima.2021.165095
https://doi.org/10.1016/s1001-8042(08)60033-0
https://www.thaiscience.info/Journals/Article/SJST/10890604.pdf
https://www.thaiscience.info/Journals/Article/SJST/10890604.pdf
https://doi.org/10.1016/j.nima.2007.04.091

695
Analysis of Radiation Methods for Explosive Materials Detection EEJP. 4 (2025)

[28] W. Lee, D. Mahood, P. Ryge, P. Shea, and T. Gozani, “Thermal neutron analysis (TNA) explosive detection based on electronic
neutron generators,” Nuclear Instruments and Methods in Physics Research Section B Beam Interactions With Materials and
Atoms, 99(1-4), 739-742 (1995). https://doi.org/10.1016/0168-583x(95)00221-9

[29] F. Brooks, A. Buffler, M. Allie, K. Bharuth-Ram, M. Nchodu, and B. Simpson, “Determination of HCNO concentrations by
fast neutron scattering analysis,” Nuclear Instruments and Methods in Physics Research Section a Accelerators Spectrometers
Detectors and Associated Equipment, 410(2), 319-328 (1998). https://doi.org/10.1016/s0168-9002(98)00264-2

[30] A. Berlizov, and J. Magill, ”Dose rate and sh4ielding calculations for an IBN-12 Pu-Be neutron source,” European Communities,
2007 Report -No: JRC-ITU-TN-2007/78, (2007). https://studylib.net/doc/7376726/pu-bei---nucleonica

[31] J. Csikai, R. Déczi, and B. Kiraly, "Investigations on landmine detection by neutron-based techniques,” Applied Radiation and
Isotopes, 61(1), 11-20 (2004). https://doi.org/10.1016/j.apradiso.2004.02.011

[32] F. Brooks, and M. Drosg, "The HYDAD-D antipersonnel landmine detector,” Applied Radiation and Isotopes, 63(5-6), 565-574
(2005). https://doi.org/10.1016/j.apradiso.2005.05.006

[33] E.D. Brooks, and M. Drosg, "Detection of antipersonnel landmines by measuring backscattered neutrons. Part I: Detection of Ther-
mal Neutrons,” in: International Atomic Energy Agency, Division of Physical and Chemical Sciences, Physics Section, 1AEA, Vi-
enna, Austria, 1999-2005). https://www.researchgate.net/search/publication?q=brooks%20Detection%200f%20Antipersonnel %
20Landmines%20by%20Measuring%20Backscattered%20Neutrons

[34] K. Yoshikawa, K. Masuda, T. Takamatsu, Y. Yamamoto, H. Toku, T. Fujimoto, E. Hotta, et al., "Research and development of
the humanitarian landmine detection System by a compact fusion neutron source,” IEEE Transactions on Nuclear Science, 56(3),
1193-1202 (2009). https://doi.org/10.1109/tns.2008.2009118

[35] J. Csikai, and 1. ElAgib, "Bulk media assay using backscattered Pu—Be neutrons,” Nuclear Instruments and Methods in Physics
Research Section a Accelerators Spectrometers Detectors and Associated Equipment, 432(2-3), 410-414 (1999). https://doi.org/
10.1016/30168-9002(99)00521-5

[36] T. Gozani, ”Understanding the physics limitations of PENA — the nanosecond pulsed fast neutron analysis,” Nuclear Instruments
and Methods in Physics Research Section B Beam Interactions With Materials and Atoms, 99(1-4), 743-747 (1995). https:
//doi.org/10.1016/0168-583x(94)00675-x

[37] T. Gozani, "Detection of Explosives and Other Threats Using Accelerator-Based Neutron Techniques,” in: Electrostatic Acceler-
ators, edited by R. Hellborg, (Springer Berlin, Heidelberg, 2005). https://link.springer.com/book/10.1007/b138596

[38] I. Mor, “Energy-resolved fast-neutron imaging via time resolved optical readout,” M.Sc. Thesis, Ben-Gurion University, Beer-
Sheva, Israel, 2006. https://jinst.sissa.it/jinst/theses/2006_JINST_TH_002.pdf?utm_source=chatgpt.com

[39] F. Brooks, A. Buffler, and M. Allie, "Detection of anti-personnel landmines using neutrons and gamma-rays,” Radiation Physics
and Chemistry, 71(3—4), 749-757 (2004). https://doi.org/10.1016/j.radphyschem.2004.04.087

HENTPOHHI METO/IN JETEKTYBAHHS BUBYXOBUX PEHOBHUH
I". Onmmenxo', I. Axumenko', O. Cignenpkmii', I1. Ky3nenos', O. Tapacenxo' 4, O. Illycs', I. Toakynos?,
0. Kynin®, O. Ky3in', A. Jlo6po:xan’, C. JIutoByenko®
lKagﬁebpa isuxu s0pa ma sucoxux enepeiti imeni O.1. Axiezepa, Xapkiecoruii
Hayionanvruii ynigeepcumem imeni B.H. Kapasina, Xapkis, Ykpaina
2Bidoin mexnonozii 8UPOWYEanHs Kpucmanis, [ncmumym cyunmunsayitinux mamepianie, HAH Ykpainu, Xapkie, Yxpaina
3Ka_cﬁeapa NPOMUMIHHOT QISLALHOCIE MA CREYIANLHOT NIO20MOBKU HABUANLHO-HAYKOB020 THCMUMYMY THICEHEPHOT ma CneuidNbHOT
niozomosku, Hauionanonuii ynisepcumem yuginbrozo 3axucmy Ykpainu, Yepkacu, Yrkpaina
4Biooin 2emepocmpyKmyposanux mamepianie, Incmumym cyunmunsyiiinux mamepianie, HAH Ykpainu, Xapkie, Yxpaina
3 Kadgpeopa ¢pizuxu i mamemamuxu, Hayionanreruii ynisepcumem yueinohoi o6oponu Ykpainu, Xapkis, Yxpaina
6Kagﬁeapa mamepianie peaxmopooyoyeanus ma PizuuHux mexnonozii, XapKiecokuii
HayioHarvruii ynigeepcumem imeni B.H. Kapasina, Xapxis, Ykpaina

VY crarTi posrnamaioThes (i3UUHI ACTIEKTH OEesKUX METOAIB BHSBJICHHS HAa3eMHHMX MiH, 3aCHOBAHMX Ha 3BOPOTHOMY PO3CiIOBaHHI
LIBUAKUX HEUTPOHiB. Byno mpoBelieHO aHasi3 MPOMYKTiB peakilil B3a€MOii MBUIKKX, MOBUIbHUX Ta TEIUIOBMX HEHTPOHIB 3 sAopamu
H,C,N, O, 110 BXOAATb 10 CKJIay BUOYXOBHX PEYOBHH IOJIOBHUM YMHOM JUIsl TOTO, 1100 3’ACYBaTH, SIK BUKOPUCTOBYBATH BTOPUHHI
MHTTEBI Ta 3aTPUMaHi raMMa-KBaHTH, 1[0 BUIIPOMIHIOIOTHCS sApaMH BUOYXOBHX PEUYOBHH, IS JOCSITHEHHS MiIBUIIEHOT e(heKTUBHOCTI
BUSIBJICHHSI BUOYXOBHUX pedoBHH. OOroBOpIOIOTHCST (Di3WUHI 0COOIMBOCTI AESKUX BiIOMHX METOAIB BUSBJICHHS BUOYXOBHUX MaTepialis,
II0 BUKOPUCTOBYIOTh NIPY’KHE Ta HENPY’KHE PO3CiIOBaHHS IBUIKUX HEHTpOHIB. MeTolo 6y/o 0qHOYAaCHe BUKOPUCTAHHS SIK PO3CisTHUX
IIBUAKUX, TaK i HEATPOHIB CepelHiX eHepriil, 10 BUIIPOMIHIOIOTHCS sSAPAMH BUOYXOBHMX PEUOBUH B PE3y/IbTaTi peakiiil Mpy>KHOTo
Ta HENpY)XHOTO PO3CiloBaHHs (3BOPOTHOTO PO3CiIOBAHHS), & TAKOX BTOPMHHUX MUTTEBMX Ta 3aTPUMAHMX raMMa-KBaHTiB. HaiiGiiblu
I IXOASIIMM KaHIUJATOM Ha POJIb TAKMX JIETEKTOPIB MOXYTh OyTH JETEKTOPH raMMa-HEiTPOHIB HA OCHOBI OKCHJHUX CLMHTHIISITOPIB
Ty ZWO, siki OqHOYAaCHO YyTJIMBI SIK JO IIBUAKUX, TEIUIOBHX, i OCOOJIMBO, JO PE30HAHCHUX HEHTPOHIB, a TAKOXK JI0 raMMa-KBaHTIB
y HIMPOKOMY iHTepBaji eHepriii BiJ AecAtkiB MeB no corenp eB. BukopucTaHHS HM3bKOIIOPOrOBOTO OJHOEJIEKTPOHHOIO PEXUMY
peectpatiii (POTOHIB TO3BOJISIE 3HAUHO i JBUIIUTH Ty TINBICTh CUCTEM JETEKTYBaHHS.

KurouoBi c10Ba: 36opomue po3citosanus Helimponie; 6UsI8ACHHS HA3EMHUX MiH; OemMeKmop Helimponia; eheKmusHicmb 8USAENEHHSL.


https://doi.org/10.1016/0168-583x(95)00221-9
https://doi.org/10.1016/s0168-9002(98)00264-2
https://studylib.net/doc/7376726/pu-bei---nucleonica
https://doi.org/10.1016/j.apradiso.2004.02.011
https://doi.org/10.1016/j.apradiso.2005.05.006
https://www.researchgate.net/search/publication?q=brooks%20Detection%20of%20Antipersonnel%20Landmines%20by%20Measuring%20Backscattered%20Neutrons
https://www.researchgate.net/search/publication?q=brooks%20Detection%20of%20Antipersonnel%20Landmines%20by%20Measuring%20Backscattered%20Neutrons
https://doi.org/10.1109/tns.2008.2009118
https://doi.org/10.1016/s0168-9002(99)00521-5
https://doi.org/10.1016/s0168-9002(99)00521-5
https://doi.org/10.1016/0168-583x(94)00675-x
https://doi.org/10.1016/0168-583x(94)00675-x
https://link.springer.com/book/10.1007/b138596
https://jinst.sissa.it/jinst/theses/2006_JINST_TH_002.pdf?utm_source=chatgpt.com
https://doi.org/10.1016/j.radphyschem.2004.04.087

696

EasTt EUROPEAN JOURNAL OF PHYSICS. 4. 696-700 (2025)
DOI:10.26565/2312-4334-2025-4-75 ISSN 2312-4334

RAMAN SPECTROSCOPY OF GAMMA-IRRADIATED SILICON DOPED WITH RHODIUM

Sharifa B. Utamuradova!, ©Shakhrukh Kh. Daliev', ®Dilmurod A. Rakhmanov'*,
Aysara B. Uteniyazova', ®Afsun S. Abiyev?

!nstitute of Semiconductor Physics and Microelectronics at the National University of Uzbekistan,
20 Yangi Almazar st., Tashkent, 100057, Uzbekistan
’Western Caspian University, Baku, AZ1001, Azerbaijan
*Corresponding Author e-mail: rahmanovdilmurod363@gmail.com
Received July 3, 2025; accepted November 23, 2025

This research investigates the impact of gamma-ray irradiation and rhodium (Rh) contamination on the crystalline structure of silicon
through Raman spectroscopy. The presence of rhodium in silicon single crystals induces slight structural changes and introduces new
elements in the Raman spectral profile. Notably, the intensity of the silicon signature peak at 521 cm™ shows a marked increase, while
its full width at half maximum (FWHM) remains essentially unchanged. This rise in peak intensity is likely due to enhanced bonding
interactions within the silicon lattice resulting from the incorporation of Rh. Additionally, the new Raman signal at 245 cm™ in the
Si<Rh> spectra is attributed to elemental rhodium and the formation of RhSi compounds. Furthermore, irradiation of n-Si with
1.25 MeV gamma rays and a dose of 107 rad disrupts and amorphizes the silicon crystal structure and creates radiation-vacancy defects.
The irradiation results for the doped samples indicate that the addition of thodium atoms reduces the amorphous content in silicon and
enhances its crystalline structure.
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INTRODUCTION
Silicon (Si) plays a vital role in microelectronics, serving as the foundation for integrated circuits, transistors, and
various semiconductor components. Nevertheless, when exposed to radiation — such as in space environments, nuclear
reactors, or areas with ionizing radiation — its structural properties can undergo considerable alterations. These changes
lead to degradation of its electrical, mechanical, and optical properties, which restrict its use in extreme conditions [1-3].

The study of radiation effects in silicon is essential for the development of radiation-hardened semiconductor devices
used in the military, aerospace, and nuclear industries. In addition, radiation exposure is also used in controlled doping of
silicon, making it an active subject of scientific research [4,5].

When silicon is irradiated with various types of radiation (gamma rays, X-rays, electrons, neutrons, heavy ions), the
crystal structure of the material changes. This is due to the ionization of atoms, the formation of interstitial defects, and
vacancy complexes. The main mechanisms of destruction of the silicon structure include: Ionization processes,
Dislocation defects and lattice damage, and Amorphization of the structure [6].

One effective way to increase the radiation resistance of silicon is to alloy it with transition elements such as gold
(Au), platinum (Pt), rhodium (Rh), iridium (Ir), etc. These elements play a key role in reducing the concentration of
radiation defects and minimizing their negative impact on the material's electrical properties [7,8].

The study of the effect of radiation on the structure of silicon has both theoretical and applied significance.
Radioprotective technologies and methods for increasing silicon's resistance to radiation exposure are important areas in
microelectronics and materials science.

The radiation effects on Si under the influence of y-quanta have also been well studied. Research shows that high-
energy y-radiation causes the formation of point defects and partial amorphization at high total doses, which is manifested
by a decrease in the intensity of the crystalline peak and an enhancement of the phonon continuum in the low-frequency
region [9-11].

Considerable attention in the literature has been devoted to the influence of transition metal impurities on defect
formation in silicon. Elements such as Ni, Co, Pt, and Pd can interact with radiation defects, form stable metal-silicide
phases, and act as recombination centers for vacancies and interstitial atoms [12]. It has been shown that silicide formation
increases lattice stability against radiation damage and reduces the degree of amorphization [13].

Platinum-group metals, including rhodium, are strong silicide-forming elements. Although there are significantly
fewer studies on the Rh—Si system than on the Pt—Si or Pd—Si systems, existing data indicate that rhodium can form stable
compounds with silicon and influence the evolution of defects in the matrix [14,15]. Similar studies have shown that Pt
and Pd increase the radiation resistance of silicon by suppressing the accumulation of the amorphous phase [16],
suggesting a similar analogy and mechanisms for Rh.
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This study aims to investigate the defect structure of silicon doped with rhodium and exposed to gamma radiation,
utilizing Raman spectroscopy as the primary analytical method.

Raman spectroscopy is an optical method of material analysis based on the inelastic scattering of monochromatic light
(usually a laser) by molecules of the material being studied. This method provides information on vibrational, rotational, and
other low-energy states of molecules, making it a powerful tool for studying the structure and properties of materials. This
article presents results on the change in the structure of rhodium-doped silicon irradiated with gamma quanta.

EXPERIMENTAL PART

The research was conducted on n-type silicon (n-Si) with a specific resistivity of 40 Q-cm, fabricated using the
Czochralski method. The initial doping concentration of phosphorus in the n-Si single crystals ranged from 8x10' to
7%10' cm . Rhodium was incorporated into the silicon via diffusion, which entailed placing rhodium atoms on the silicon
surface inside evacuated quartz ampoules. This diffusion process was performed at temperatures ranging from 1100 to
1200°C for durations of 3 to 5 hours. Following the diffusion, the samples were subjected to different cooling rates.
[17,18].

The original (n-Si) and doped samples (n-Si<Rh>) were irradiated with gamma quanta with an energy of 1.25 MeV,
a dose of 107 rad using a ®°Co gamma source at the INP ASUz.

The samples were examined using Raman spectroscopy with a 785 nm laser, employing an Ocean Optics Raman
spectrometer capable of analyzing the spectral range from 0 to 2000 cm™. All spectral measurements were carried out at
room temperature. Additionally, a Carl Zeiss EVO10 scanning electron microscope (Zeiss, Oberkochen, Germany) was
used to analyze the elemental composition and obtain micrographs of the samples.

RESULTS AND DISCUSSIONS

Figure 1 displays the Raman spectra of the original silicon, rhodium-doped silicon, and gamma-irradiated samples.
In the spectrum of the undoped silicon, prominent peaks are observed at 305 cm™ and 521 cm™!, along with a broad band
spanning from 913 to 1039 cm! — features that are indicative of the cubic crystalline phase of silicon. It is established [19]
that silicon with a diamond cubic structure exhibits a primary first-order Raman-active phonon mode near 520 +1 cm!,
associated with the longitudinal optical (LTO) mode, along with additional weaker features resulting from long-range
translational symmetry. The peak near 304 cm™ corresponds to the longitudinal acoustic (LA) phonon mode, as noted in
references [20, 21]. The broad band observed in the 913—1039 cm ™ range has been experimentally detected in both single-
crystalline [22] and nanocrystalline silicon [20, 21, 23], and is associated with the scattering of multiple transverse optical
(2TO) phonons and their overtone vibrations [19, 24].
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Figure 1. Raman spectra of silicon doped with rhodium and irradiated with gamma quanta

Additional doping of silicon with rhodium results in subtle modifications and the emergence of new vibrational
features in the Raman spectra. In the doped samples, the intensity of the primary peak at 521 cm™ increases — by a factor
of 1.17 at 1100°C and 1.55 at 1200°C — while the full width at half maximum (FWHM) remains nearly unchanged
(Fig.2b). This shows that after doping, rhodium can form complexes with defects in silicon, which reduces inelastic losses
of scattered light and increases the scattering yield, strengthens the bonds in the structure of the silicon crystal lattice due
to the incorporation of Rh atoms.

In addition, a new peak with low intensity at 245 cm™' Raman shift (Fig. 2a) appears in the Raman spectrum of doped
samples. The formation of this peak is due to the introduction of rhodium atoms into the crystal structure of silicon and
the formation of rhodium silicide (RhSi) after high-temperature diffusion. Rhodium is recognized as one of the few
transition metal impurities in silicon that can induce surface turbidity [25]. This effect is primarily attributed to rhodium’s
high diffusion coefficient and significant solubility in silicon. Rapid cooling (quenching) of rhodium-doped silicon
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samples from high diffusion temperatures down to room temperature results in the formation of electrically active
rhodium atoms occupying substitutional positions within the silicon lattice.

-5
e

o,
SRR
'3"2:"‘:0'3 b resrny 1100 O
2000 a) e weo| D) 8RN -1200 %
~ NS,
o,
FSHRN)-1100 oc"" 28000 - f SR 1100 P
7] r-SHRNF1200 “C-ir = —
g 30-230 I 3 | ]| St 1200 (-
= 2000 4 £ ;000 - [
£ 305 8 {
5 = 18000
= £
g 245 § \ @
E 1way | _/ 2 £ 10000 1 i
\ - 1
. l/'\_..'.\ |
N Y, E [
P M Y Y ‘J' \; ) 'I |
4 \ \
:E = -\-—f!f; e O R L -
H 00 200 100 ato MO 400 480 800 550 600 680 T T
Rarman shifticm') Raman shifticm’’)

Figure 2. Fragments (a and b) of Raman spectra of single-crystal silicon, doped with rhodium and irradiated with gamma-rays.

Further analysis confirmed the presence of rhodium in the single-crystal samples through X-ray spectral analysis,
which revealed a rhodium concentration of 0.68 atomic percent (at.%) or 2.4 weight percent (wt.%). As shown in the
energy-dispersive spectra in Figure 3, the samples also contain oxygen and carbon atoms, with concentrations of 1.23 at.%
(1.82 wt.%) and 1.84 at.% (1.32 wt.%), respectively, alongside the detected rhodium.
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Figure 3. Energy dispersive spectra of a single crystal of silicon doped with rhodium

The change in doping temperature had almost no effect on the concentration of rhodium atoms on the silicon surface.
The distribution map (Fig. 4) of impurity atoms in silicon shows that, after high-temperature diffusion, rhodium atoms
formed micro- and nanostructures that were uniformly distributed on the silicon surface.

Furthermore, all studied samples were irradiated with 1.25 MeV gamma rays to a dose of 107 rad. Some changes in
the Raman spectrum of the irradiated samples were determined. After gamma irradiation, the intensity of the main Raman
peak at 521 cm! in the original silicon sample decreases by approximately 1.35 times, indicating a degradation of the
crystalline structure. Furthermore, the broad peak observed in the 30-230 cm™ range — associated with the amorphous
phase of silicon — becomes more pronounced in the irradiated sample, suggesting an increase in structural disorder.
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Figure 4. Micrographs of the surface of a Si single crystal after Rh doping with distribution maps

As noted by the authors in [26], exposing silicon to various forms of radiation results in the formation of radiation-
induced defects — such as A-centers, divacancies, and E-centers — that introduce deep energy levels within the silicon
bandgap. Among these, the vacancy—oxygen complex (A-center or VO) is one of the most prominent defects. This
complex creates an acceptor level at approximately Ec —0.17 eV. When a vacancy forms, it can trap an oxygen atom,
which then shifts into the vicinity of the vacancy, residing near the vacant lattice site without wholly occupying a
substitutional position [27].
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Divacancy is the second most concentrated radiation defect in irradiated silicon. At high irradiation doses, when the
accumulation of A-centers is limited, divacancy becomes the dominant radiation defect in concentration [28]. The next
radiation defect is considered to be a vacancy-phosphorus complex (E-center), which creates a deep level in the forbidden
zone of silicon with an ionization energy of Ec — 0.43 eV. All these radiation-induced defects are considered traps for the
main charge carriers in silicon and worsen its electrophysical properties, leading to changes in the crystal structure. Based
on [26-28], we can assume that irradiation of silicon leads to the creation of radiation defects, disruption of the crystal
structure, and amorphization.

A summary of existing scientific data confirms that introducing transition metals and forming silicide phases can
significantly increase silicon's resistance to y-irradiation, reducing the concentration of structural defects and preventing
the destruction of crystalline order. The experimental results obtained for Rh-doped silicon are consistent with the general
trend identified in the literature.

The Raman spectra of the thodium-doped (Si<Rh>) samples subjected to irradiation show an enhanced intensity of the
primary silicon peak at 521 cm™!, accompanied by a significant decrease in the broad band within the 30-230 cm™! range.
This suggests an improvement in the crystalline structure and a reduction in the amorphous content. This suggests a positive
structural effect from the rhodium doping. Transition metals like rhodium are highly chemically active and can interact with
radiation-induced defects such as vacancies and interstitials, promoting their recombination and thereby lowering the overall
defect concentration [29]. Rhodium atoms can form stable complexes with these defects, effectively preventing them from
participating in charge-carrier recombination [30]. Based on these findings, it can be concluded that incorporating rhodium
into the silicon lattice reduces radiation-induced defect density and enhances the crystal's structural integrity.

CONCLUSIONS

Raman spectroscopy analysis revealed two distinct peaks at 305 cm™ and 521 ¢m™, along with a broad band between
913 and 1039 cm™! —all characteristic of cubic-phase silicon. Additional rhodium doping alters the spectral profile, leading
to the appearance of a new peak at 245 cm!, attributed to the formation of rhodium silicide.

Using a scanning electron microscope, the concentration of impurities on the silicon surface was determined. It was
found that, after high-temperature diffusion, rhodium atoms form micro- and nanostructures and are uniformly distributed
on the silicon surface.

Further exposure of n-type silicon (n-Si) to gamma radiation with an energy of 1.25 MeV and a total dose of 107 rad
results in a reduction of the main Raman peak at 521 cm™' and the emergence of a broad feature within the 30-230 cm!
range. These changes indicate damage and partial amorphization of the silicon crystal lattice. However, in irradiated
rhodium-doped silicon (n-Si<Rh>), a different behavior is observed: the intensity of the main peak at 521 cm™! increases,
while the broad band associated with structural disorder in the 30-230 cm™ region nearly disappears. These results suggest
that incorporating rhodium atoms into the silicon matrix mitigates radiation-induced amorphization and enhances the
preservation or recovery of the crystalline structure.
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PAMAHIBCBKA CHEKTPOCKONISA TAMMA-OITPOMIHEHOT'O KPEMHIIO, IETOBAHOTI'O POAIEM
Ilapida B. Yramypanosa!, Illaxpyx X. Haxics!, Tiamypon A. Paxmanos!, Aiicapa B. Yrenisizopa!, Adpcyn C. Adics?
nemumym ¢hizuxu nanienposionuxie ma mikpoenexkmponixu Hayionanvnozo ynicepcumemy Yzbexucmany,
eyn. Aneu Anmaszapa, 20, Tawxenm, 100057, Y3b6exucman
23axiono-Kacniticoxuii ynisepcumem, Baxy, AZ1001, Azepbatiosican
Le mocmimkeHHS IOCTIKYye BIUIMB TaMMa-ONPOMiHEHHA Ta 3a0pynHeHHs poxiem (Rh) Ha kpucTamiuHy CTPyKTypy KpEMHIIO 3a
JIOTIOMOTOI0 PaMaHiBChKO1 criekTpockomii. [IpucyTHICTE pollito B MOHOKpHCTalaX KPEMHII0 BUKIMKAE HE3HAYHI CTPYKTYpHI 3MiHH Ta
BBOJIUTH HOBI €IEMEHTH B CIIEKTPaJIbHUH NPOQiIs paMaHiBCBKOTO po3cioBaHHS. IIpHMITHO, IO IHTEHCHBHICTH MKy KPEMHi€BOI
curHarypu npu 521 cm™!' eMoHCTpye moMiTHE 36UIbIIEHHS, TO/I SK HOro MoBHa IMpKHA Ha 110y10BUHI Bucotn (FWHM) 3anumaerscs
NpPaKTUYHO He3MiHHO0. Lle 30inblIeHHs IHTEHCHBHOCTI MiKy, HMOBIPHO, MOB'si3aHe 3 MOCHJICHHSM 3B'SI3KiB y KPEMHi€Bii pemriTii
BHACINOK BKMoueHHs: Rh. Kpim Toro, HoBHil pamMaHiBebkuii curnan npu 245 cm! y cnexrpax Si<Rh> mosicHIOETBCS elIEMEHTAPHAM
poxiem Ta yrBopeHHsM cromyk RhSi. Kpim toro, onpomineHHs n-Si ramma-ipoMeHsiMu 3 eHeprieto 1,25 MeB ta no3oro 107 pan
HPU3BOAUTE 10 MOPYIIEHHs Ta aMmopdizariii KpHUCTaNiYHOI CTPYKTYPH KPEMHIIO Ta 10 CTBOPEHHS pajiialiiiHO-BaKaHCIHUX Ae(eKTiB.
Pe3ysbTaTi ONMPOMIHEHHS JISTOBAHUX 3pa3KiB MOKa3yIOTh, 110 JIOAABAHHS aTOMIB POJIi0 3MEHILYE BMICT aMOP(HOTO LIapy B KPeMHii

Ta MOKPAIIy€e HOTO KPUCTATIIHY CTPYKTYPY.
KunrouoBi cnoBa: kpemnuiii; podiil; 1ecysants,; ONpoOMIHEHHS, 2AMMA-K8AHM, PAMAHIBCLKA CHEeKMPOCKONIs
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This study investigates the wear behaviour of TIMoN/NbN nano-multilayer coatings deposited by cathodic-arc PVD under two nitrogen
working pressures (0.52 and 0.13 Pa). Although both coatings exhibit comparable total thicknesses (~10—11 um) and a similar number
of periods (~270), their structural integrity, interface coherence, and elemental distribution differ significantly with deposition pressure.
The coating synthesized at 0.52 Pa develops a highly ordered, dense multilayer architecture, characterized by well-defined interfaces
and a reduced microdefect density. Conversely, the coating deposited at 0.13 Pa displays pronounced interfacial waviness, disrupted
periodicity, and increased defect concentration. Ball-on-disc tribological tests reveal a stable friction coefficient of 0.42—0.48 for the
0.52 Pa coating, whereas the 0.13 Pa coating shows an elevated and unstable friction response (0.60—0.70) with frequent fluctuations.
Microstructural and chemical analyses of wear tracks indicate the formation of a robust, adaptive Ti-Nb—Mo—O tribofilm for the high-
pressure coating, incorporating lubricious MoO3 and mechanically strengthening Nb2Os phases. In contrast, the low-pressure coating
produces only a thin, brittle TiOz-rich film lacking self-replenishing capability. These findings demonstrate that optimized nitrogen
pressure is essential for achieving structurally coherent nanolaminates capable of forming functional tribofilms, thereby dramatically
improving wear resistance in TIMoN/NbN nano-multilayer systems.

Keywords: PVD, Nitrides, Multilayer coatings; Microstructure; Composition, Wear

PACS: 68.55.Jk, 68.65.Ac

INTRODUCTION

In modern mechanical engineering, instrument engineering, aviation, and power engineering, materials capable of
withstanding extreme operating conditions — high temperatures, abrasive and corrosive wear, and cyclic loading — are
playing an increasingly important role [1]. To protect tools, components, and assemblies, hard nitride coatings based on
transition metals are widely used, such as CrAIN and TiAIN [2,3], CtMoN and CrTiN [4], ZrNbN [5], TiNbN [6], as well
as superhard TiSiN and TiSiN/DLC hybrids [7] and TiN/DLC systems [8]. The classical monolayer nitrides — TiN, MoN,
and NbN — which are characterized by high hardness (H ~ 20-30 GPa), low coefficient of friction, and good thermal and
corrosion resistance — have been well studied and are widely used [9,10]. For TiN, it has been shown that structural
refinement under the action of a substrate bias gradient increases the H/E and H3/E? ratios and ensures high wear
resistance [11]. For MoN-containing systems, a combination of increased hardness (up to ~28-30 GPa) and a low friction
coefficient is achieved due to the formation of self-lubricating MoOs tribo-oxides [12] The NbN films demonstrate high
hardness, wear resistance, and corrosion resistance simultaneously [13].

An analysis of modern scientific studies [12—15] in the field of structural materials and the development of the
tooling industry indicates that for a long time the main attention has been focused on increasing the durability of protective
coatings in order to extend the service life of components and tools. Thus, Chenrayan and co-authors showed that the
application of TIAIN, DLC, and TiCN coatings to cutting tools provides an increase in tool life by approximately 5.8 times
compared to uncoated tools [16]. In the work of Sonawane et al., it was demonstrated that, during dry turning of DSS2205
steel, a tool with an AITiCrN coating achieves an operating time of about 124 minutes, which is roughly 3.5 times higher
than that of an uncoated tool [17]. Akbar and co-authors established that the use of a multilayer TiAIN/TiN coating on
carbide drills makes it possible to increase tool life by approximately six times compared with both uncoated and single-
layer variants [18].

The evolution of coating deposition technologies has led to the development of advanced multifunctional and highly
wear-resistant materials, thereby creating new opportunities for further optimization of their performance and expansion
of their application domains. Xu et al. demonstrated that employing high-power impulse magnetron sputtering (HiPIMS)
to fabricate multilayer MoN/TiN coatings results in a dense nanolamellar architecture with significantly enhanced
mechanical and tribological properties compared with conventional deposition techniques, making these coatings
promising candidates for heavily loaded tribological systems and cutting tools [12].

Zhang et al. developed a superhard high-entropy nitride coating, AICrNbSiTiN, exhibiting an ultrahigh hardness of
approximately 46 GPa and an exceptionally low wear rate of 6.3x10~7 mm?*/N-m. Such outstanding performance suggests
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strong potential for applications in components operating under extreme mechanical stresses [19]. Furthermore, Wang
and co-authors reported that AICrNbSiTiN high-entropy nitride coatings deposited by RF magnetron sputtering combine
high hardness with markedly improved corrosion resistance in water vapor environments, making them suitable for
aggressive and high-temperature service conditions [20].

Recent findings [21] indicate that PEALD processing of Ti-Mo—N systems enables the formation of nitride coatings
with excellent adhesion and very low wear, primarily due to precise control of the coating—substrate interface.
Van Meter et al. established that the critical factor governing adhesion is the surface condition prior to deposition,
specifically the presence of a native oxide layer on the substrate without any adhesion-promoting or buffer interlayers.
This native-oxide interface minimized residual stresses in the TiMoN film and provided the strongest adhesion.
Conversely, aggressive pre-deposition etch-cleaning increased compressive stresses and degraded interfacial strength.
The optimal configuration is TiMoN deposited directly onto a native-oxidized substrate, which resulted in the lowest wear
coefficient of ~4 x 10~® mm?*/N-m, underscoring the essential role of controlled interfacial engineering in achieving long-
term durability of nitride coatings.

In a recent study, Zhou et al. [22] demonstrated that TiMoN coatings exhibit an atypical deformation behavior
compared with conventional TMN hard-coating systems — plastic deformation occurs not through brittle fracture but via
intensive dislocation multiplication and grain-boundary-mediated sliding. This dislocation-governed mechanism enables
efficient dissipation of contact-induced energy and suppresses crack formation, which typically initiates abrasive or
adhesive wear in traditional nitride coatings. Consequently, the intrinsic ability of TiMoN to undergo localized plastic
deformation provides a basis for its enhanced wear resistance and improved stability under cyclic and impact loading
conditions.

Further investigations of TiMoN-based systems confirm the promising potential of this composition. Zhou et al.
reported that Mo-alloyed TiN coatings of the TiMog 03N type, deposited by multi-arc ion plating, combine high hardness
(up to ~34 GPa), strong adhesion (Lc > 65—-100 N), and a low friction coefficient (< 0.24) due to the formation of a
lubricious MoOs tribo-oxide in the wear track. These coatings also markedly reduced the corrosion current compared with
WC—Co substrates [23]. Moreover, Wang et al. showed that TiMoN coatings deposited on GCr15 bearing steel by arc ion
plating exhibit a minimum friction coefficient (= 0.31), a low wear rate of ~1.99 x 10° mm3/N-m, and a corrosion current
of 3.62 x 10~ A/cm? when an optimal substrate bias of —120 V is applied. These improvements were attributed to a
pronounced (111) texture and the formation of a layered MoOj tribo-oxide phase, further confirming the potential of
TiMoN systems as self-lubricating, wear-resistant coatings [24].

Although monolayer TiMoN coatings already exhibit atypical, dislocation-mediated plasticity and enhanced wear
resistance compared with conventional TMN hard-coating systems, a logical next step is to transition to multilayer
architectures. Direct examples of multilayer structures based on TiMoN remain limited and are mainly represented by the
TiMoN/Si3N4 system, in which the formation of a nanomultilayer configuration leads to increased hardness and reduced
wear rates relative to monolithic TIMoN. These improvements arise from the periodic alternation of stiff and more
compliant sublayers, as well as the high density of interlayer interfaces [25].

Comprehensive reviews on protective nanomultilayer nitride films indicate that such architectures typically provide
higher hardness, improved oxidation stability, and lower wear rates than their corresponding single-layer nitrides. These
advantages stem from interfacial dislocation blocking, crack deflection at layer boundaries, and the presence of a
controlled stress gradient across the multilayer stack [26]. This behavior is further confirmed by specific examples such
as TiN/NbN superlattices, where nanoscale layering periods simultaneously enhance adhesion, fracture resistance, and
both corrosion and tribological stability [27].

On the other hand, NbN and multilayer systems incorporating NbN are increasingly regarded as a promising
platform for wear-resistant coatings. NbN-based coatings exhibit elevated microhardness, a favorable state of compressive
residual stress, and reduced temperature and stress at the cutting edge compared with TiN, which directly translates into
extended tool life in machining applications. The transition to multilayer architectures with functional NbN-containing
layers further enhances fracture resistance and overall tool performance. In particular, nanoscale WN/NbN coatings
deposited by CA-PVD show high hardness values of ~33.6-36.6 GPa and low specific wear rates of
(1.9 —4.1) x 10°* mm*/N-m, confirming the suitability of NbN as a rigid strengthening constituent in multilayer nitride
systems [16].

Considering the low thermal conductivity of NbN and its ability to form protective oxide layers, combining TIMoN
with NbN in a multilayer architecture can be expected to deliver a synergistic enhancement in wear resistance through
several mechanisms. The hardness and elastic modulus contrast between TiMoN and NbN layers, which impedes crack
propagation. The activation of dislocation-mediated plasticity in TiMoN layers, enabling efficient dissipation of contact
energy. The formation of beneficial compressive residual stresses and a thermal-barrier effect provided by NbN sublayers.
The potential development of “adaptive” tribo-oxides (MoOj3; and Nb,Os) that reduce the coefficient of friction. These
combined effects position the TIMoN/NbN system as an up-and-coming candidate for the next generation of multilayer
wear-resistant coatings.

Our previous investigations of TiMoN/NbN multilayer coatings demonstrated that the microstructure and
mechanical response of the system are strongly governed by the combination of working pressure and applied substrate
bias. It was established that deposition at —200 V and 0.52 Pa yields the highest layer density, well-defined interfaces, and
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minimal microdefect content, which correlates with the maximum hardness of 31.6 GPa and an elastic modulus of
462 GPa. In contrast, deposition at 0.13 Pa results in blurred interfaces, reduced crystallinity, and an elevated density of
microdefects, with microstrain nearly doubling from ~1.0x1073 to ~2.1x107* [28]. These structural differences are
expected to play a decisive role in the coating behavior under external loading, particularly in terms of wear resistance.

Given the established dependence of structural and mechanical properties of TIMoN/NbN coatings on nitrogen
pressure during deposition, a key open question concerns how these differences manifest under actual sliding contact. It
is well known that microstructure and interface quality govern wear behavior ranging from the formation of protective
oxide films to localized plastic deformation or brittle fracture. Preliminary results indicate that the coating deposited at
0.52 Pa has a denser, more balanced architecture, whereas the 0.13 Pa coating exhibits greater defectiveness and Ti
enrichment. However, the tribological response of these coatings, specifically their chemical evolution, the morphology
of worn regions, and the role of possible tribo-oxides, has not yet been systematically examined.

Therefore, in this work, a comparative study was carried out to evaluate the wear resistance and wear mechanisms
of TiMoN/NDbN nano-multilayer coatings deposited at different nitrogen pressures (0.52 and 0.13 Pa), to identify the
optimal deposition regime and gain deeper insight into the tribological processes governing the performance of such
multilayer systems.

EXPERIMENTAL DETAILS
Deposition Process

The TiMoN/NbN multilayer coatings were deposited using cathodic-arc PVD, a technique distinguished by its high
deposition rate and the substantial ion energies inherent to arc plasmas, which promote the formation of dense, well-
adherent nitride layers even on substrates with complex geometries. The arc discharge generates multiply charged metal
ions, creating favorable conditions for the growth of compact layers and for the strengthening of the near-surface region
of the substrate.

For the experiments, 12X 18H9T stainless steel plates with dimensions of 10 X 10 x 2.5 mm were used as substrates.
The substrates were ground with 2000-grit abrasive paper and polished using a one micron diamond suspension. The Ti
and Mo species were supplied from a sintered composite TiMo cathode with a Ti : Mo ratio of 80:20. At the same time,
the NbN layers were deposited from a high-purity (99.8 %) niobium cathode. Nitrogen gas (N2, 99.6 %) served as the
reactive atmosphere. The substrates were ultrasonically cleaned in acetone, ethanol, and deionized water (25 min each)
and then mounted on a vertical sample holder inside the chamber. The base pressure was reduced to ~4 x 107 Pa to
minimize oxygen contamination.

The coatings were deposited for 90 minutes at various working nitrogen pressures (0.13 and 0.52 Pa) and negative
substrate bias of —200 V. The cathode currents were set to 110 A for the TiMo target and 90 A for Nb target. The multilayer
architecture was achieved by continuous rotation of the substrate holder, ensuring uniform layer growth. The deposition
regimes are summarized in Table 1.

Table 1. Deposition parameters of the TIMoN/NbN nano-multilayer coatings

Sample Arc current, A Substrate bias, V N2 pressure, Pa Deposition time, min
1552(TiMoN/NbN) 0.52
1554(TiMoN/NbN) 110790 -200 0.13 %0
Characterization

The cross-sectional microstructure at multiple magnifications and the morphology of the worn surfaces were
characterized using field-emission scanning electron microscopy (FE-SEM) employing Quanta 600 FEG and FEI Nova
NanoSEM 450 microscopes operated at accelerating voltage of 20 kV. The acquired images were used to assess the
columnar growth characteristics and to determine the thickness and uniformity of the individual nanolayers. In addition,
the wear tracks were examined to evaluate their microstructure and elemental composition.

Ball-on-disc tribological tests were conducted using a Bruker UMT-2 universal tribometer. A 6.3 mm WC—Co ball
was employed as the counterbody. The tests were performed under a normal load of 5 N at a rotational speed of 200 rpm
for a total sliding duration of 30 min. The sliding radius was maintained constant throughout the experiment, and the
corresponding linear sliding speed was adjusted accordingly. The tests were carried out under ambient laboratory
conditions (22-24 °C, relative humidity 35-45 %), and no lubrication was applied. The evolution of friction during sliding
was continuously recorded to obtain the friction coefficient as a function of time.

RESULTS AND DISCUSSIONS
The TiMoN/NbN nano-multilayer coatings deposited at different working nitrogen pressures (0.52 and 0.13 Pa) will
exhibite fundamentally distinct tribological behaviors directly governed by the structural integrity of the nanolayers, the
quality of the interfaces, and the chemistry of the tribofilm formed during sliding. Despite having comparable total
thicknesses (~10—11 pm) and similar numbers of periods (~270), the sequence of alternating hard NbN and more
compliant TiMoN layers and, critically, the defect density at their interfaces determines the mechanical response of the
system under cyclic contact loading.



704
EEJP. 4 (2025) O.V. Maksakova, et al.

The cross-sectional SEM images of TiMoN/NbN nano-multilayer coatings are shown in Fig. 1. It is evident that
both coatings exhibit a well-defined, nearly perfectly parallel multilayer architecture in which the NbN layers act as
structural “reinforcement ribs.” These layers uniformly distribute the applied load and serve as effective barriers to
dislocation propagation.

The cross-sectional SEM images of TiMoN/NbN nano-multilayer coatings are shown in Fig. 1. It is evident that
both coatings exhibit a well-defined, nearly perfectly parallel multilayer architecture in which the NbN layers act as
structural “reinforcement ribs.” These layers are supposed to uniformly distribute the applied load and serve as effective
barriers to dislocation propagation. Although both coatings exhibit a clearly developed multilayer architecture, the cross-
sectional images reveal subtle but technologically significant differences in the microstructural quality as a function of
the nitrogen pressure. The coating deposited at 0.52 Pa (sample 1552) shows a highly compact, slightly columnar
morphology with straight, well-defined, and sharply delineated interfaces between adjacent nanolayers. The individual
TiMoN/NbN periods maintain a nearly constant thickness across the entire coating cross section, and the interlayer
boundaries appear clean and continuous, indicating a stable growth regime with suppressed defect formation. In contrast,
the coating grown at 0.13 Pa (sample 1554) also forms a multilayer stack, yet the nanolayers do not exhibit a columnar
structure. However, it is evident that there is a higher density of microdroplet-related defects, which is typical of low-
pressure arc evaporation. While the periodicity is preserved, the interfaces in sample 1554 appear locally less sharp and
occasionally broadened, suggesting less effective kinetic energy dissipation during layer formation and reduced adatom
mobility. These microstructural distinctions, namely, the higher layer density, cleaner interfaces, and reduced defect
concentration in sample 1552, play a decisive role in its superior mechanical response under sliding contact and correlate
directly with the stability of the friction coefficient and the robustness of the tribofilm formed during wear.

r
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Figure 1. Cross-sectional SEM images of TIMoN/NbN nano-multilayer coatings deposited at different working nitrogen pressures:
(a) 0.52 Paand (b) 0.13 Pa

A comparative analysis of the elemental composition of the as-deposited TiIMoN/NbN nano-multilayer coatings
(Table 2) reveals pronounced differences that arise already at the deposition stage under different nitrogen pressures.
Sample 1552 contains a higher fraction of titanium (36.71 wt. %) and a slightly lower fraction of niobium (42.48 wt. %)
compared with sample 1554, which suggests a more uniform growth of the TiMoN sublayers and a better-stabilized
superlattice structure at the higher reactive-gas pressure. In contrast, sample 1554 exhibits substantial niobium enrichment
(46.92 wt. %) accompanied by a reduction in titanium content to 14.94 wt. %, indicating a change in the layer growth
mechanism and a possible dominance of NbN in the nanolayers under low-pressure conditions. The moderately increased
molybdenum content in 1554 is also consistent with deposition conditions that promote a local redistribution of metallic
constituents toward Nb—Mo enrichment. Such compositional variations directly influence the microstructure, residual
stress state, and, ultimately, the tribological performance of the coatings.

Table 2. Elemental composition of the TIMoN/NbN nano-multilayer coatings deposited at different working nitrogen pressures:
(a) 0.52 Pa and (b) 0.13 Pa.

Element 1552(TiMoN/NDbN) 1554(TiMoN/NbN)
wt. % at. % wt. % at. %
N 18.02 48.30 14.94 37.57
Ti 36.71 30.20 32.98 30.45
Nb 42.48 18.02 46.92 24.23
Mo 2.79 348 5.16 7.75
Total 100.00 100.00 100.00 100.00

The friction—time curves shown in Fig. 2 demonstrate that sample 1552 maintains a stable sliding response with a COF
of approximately 0.42—0.48 throughout nearly the entire test. The initial running-in stage (COF increasing from ~0.20 to
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~0.45 within the first 10-20 s) gradually transitions into a regime dominated by the formation of a self-sustaining oxide—
nitride tribofilm, which effectively suppresses stress fluctuations and prevents a shift toward abrasive wear.

In contrast, the COF of sample 1554 progressively rises to 0.60—0.70 and exhibits periodic spikes corresponding to
repeated cycles of tribofilm breakdown and localized reformation. This behavior indicates the predominance of abrasive—
adhesive wear mechanisms and the absence of a stable lubricious phase at the sliding interface.

[—— 1552 TiMoN / NbN] |—— 1554 TiMoN / NbN]
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Figure 2. Evolution of the friction coefficient of the TIMoN/NbN nano-multilayer coatings deposited at different working nitrogen
pressures: (a) 0.52 Pa and (b) 0.13 Pa.

The morphology of the wear tracks of the TIMoN/NbN nano-multilayer coatings deposited at different working
nitrogen pressures is presented in Fig. 3. The results shows a striking contrast between the two deposition regimes. The
wear track of sample 1552 exhibits smooth, well-aligned sliding marks with only faint groove formation, indicative of a
weak abrasive component in the overall wear process. By contrast, sample 1554 shows deeper grooves, numerous micro-
pullouts, and distinct regions of transferred counterbody material (W—Co), confirming a combined abrasive—adhesive
wear mechanism. This mode of degradation points to the absence of a stable protective tribofilm and to local coating
failure extending down to the sublayer level.

A s e -.Sp_E_'Ct
. - Spectum 10

Spectrum 15

mm  Px: 1,40 pm

" : ABAHT Hy: 2 o

Figure 3. Wear tracks on the surface of the TiIMoN/NbN nano-multilayer coatings deposited at different working nitrogen pressures:
(a) 0.52 Pa and (b) 0.13 Pa.

The TiMoN layers likely exhibit the dislocation-mediated plasticity characteristic of TiMoN-based systems:
intensive dislocation multiplication and grain-boundary sliding enable localized dissipation of frictional energy without
the formation of brittle cracks. As a result, the multilayer structure attains an adaptive load-bearing response in which the
“rigid” NbN and more “compliant” TiMoN sublayers operate synergistically.

The EDS analysis of the worn surface regions enables a direct correlation between the chemical nature of the
tribofilm and the distinct tribological responses of the coatings. Table 3 presents the elemental composition of the wear
track obtained at different regions of the sample 1552. Across the width of the wear track, the elemental distribution in
sample 1552 exhibits behavior characteristic of stable adaptive tribosystems. The periphery is covered with thick,
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predominantly titanium-rich oxides (O = 70-75 wt. %, Ti <25 wt. %), which play minimal functional roles during sliding.
In contrast, the central region develops a thin, compact, and mechanically robust tribofilm with a balanced Ti-Nb—Mo—O
composition (O = 13-19 wt %, Ti = 38-42 wt. %, Nb = 37-40 wt. %, Mo = 5-6 wt. %). The elevated fractions of Mo and
Nb in the central zone point to the formation of lubricious MoOs and strengthening Nb,Os phases, while Ti probably
contributes through the formation of stable TiO» oxides. This multicomponent adaptive tribofilm is responsible for the
low friction coefficient and smooth sliding behavior of sample 1552.

Table 3. Elemental composition of the wear track of the TiMoN/NbN nano-multilayer coating (1552) in wt. %.

Spectrum No O Ti Fe Nb Mo Y
Sp. 1 71.99 13.20 0.92 11.29 2.33 0.02
Sp. 2 75.35 11.47 1.04 10.08 1.81 0.01
Sp. 3 46.16 23.93 0.50 24.77 4.00 0.29
Sp. 4 13.37 41.48 0.06 38.55 5.80 0.04
Sp. 5 15.51 40.00 0.04 37.79 5.92 -
Sp. 6 14.19 40.58 0.00 38.64 6.07 -
Sp. 7 16.28 39.96 0.20 37.29 5.63 -
Sp. 8 18.35 39.61 0.13 35.70 5.60 0.07
Sp. 9 13.75 41.00 0.14 38.23 6.09 -
Sp. 10 12.38 41.38 0.05 39.40 6.05 -
Sp. 11 15.21 39.90 0.14 38.28 5.77 0.05
Sp. 12 29.53 32.85 0.20 31.30 5.63 -
Sp. 13 31.65 32.06 0.04 31.04 4.65 -
Sp. 14 69.39 14.02 0.42 13.58 2.33 0.04
Sp. 15 30.44 33.96 0.04 30.16 4.97 -

The elemental composition of the wear track obtained at different regions of the sample 1554 is presented in Table 4.
It indicates the absence of a well-developed adaptive tribofilm, in sharp contrast to the behavior observed for sample
1552. Across the entire width of the wear track, the oxygen content remains low (O = 8—14 wt. %), suggesting the
formation of only a thin and brittle TiO, layer rather than complex Ti-Mo—Nb—O oxides. The high titanium content
(Ti = 4655 wt. %) together with the relatively uniform distribution of niobium (Nb =27-32 wt. %) implies exposure and
progressive degradation of the outer TiMoN layers rather than the formation of the strengthening Nb,Os phase typically
associated with stable tribosystems.

Although molybdenum is present at a measurable level (5-6 wt %), the limited degree of oxidation prevents the
development of lubricious MoOs, depriving the coating of an intrinsic friction-reducing mechanism. Consequently, the
tribofilm formed on sample 1554 is thin, heterogeneous, and brittle, lacking any self-replenishing capability. This unstable
surface layer readily breaks down under load, resulting in a dominant abrasive—adhesive wear mechanism and a
correspondingly elevated friction coefficient.

Table 4. Elemental composition of the wear track of the TiIMoN/NbN nano-multilayer coating (1554) in wt. %.

Spectrum No (0] Ti Fe Nb Mo W
Sp. 1 8.17 54.34 0.08 30.50 6.21 -
Sp. 2 11.74 53.47 0.10 27.93 6.11 -
Sp. 3 23.11 46.04 0.05 25.19 5.09 -
Sp. 4 8.48 54.03 - 30.70 6.09 -
Sp. 5 23.71 47.25 - 14.29 13.86 0.01
Sp. 6 12.27 53.04 - 28.39 5.83 -
Sp. 7 5.88 55.03 - 32.11 6.16 0.09
Sp. 8 9.54 54.25 0.10 29.58 5.96 0.02
Sp. 9 9.88 52.97 - 30.43 6.14 -
Sp. 10 9.16 55.06 - 29.30 5.86 -
Sp. 11 13.68 51.93 - 27.94 5.82 0.09
Sp. 12 12.71 52.89 0.04 28.23 5.53 -

Overall, the obtained results clearly demonstrate that the wear resistance of the TIMoN/NbN nano-multilayer
coatings is governed not only by the presence of NbN sublayers but, critically, by the degree to which they are structurally
integrated into the multilayer architecture. The higher at working nitrogen pressure (0.52 Pa) promotes uniform layer
alternation, which facilitates the formation of a stable adaptive tribofilm and enables efficient dissipation of mechanical
energy through controlled TiMoN-mediated plasticity. Under lower working nitrogen pressure (0.13 Pa), however, the
increased defect density and disrupted periodicity of the nanolayers diminish the stabilizing role of NbN, yielding a
tribofilm that is thin, brittle, and spatially heterogeneous.

These microstructural distinctions ultimately dictate whether the TiMoN with NbN layers’ sequence operates as an
effective nanolaminate capable of crack deflection, adaptive load partitioning, and generating lubricious MoO3; phases or
transitions into an unstable sliding regime dominated by abrasive and adhesive wear processes.
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CONCLUSIONS
This work provides a comprehensive assessment of the wear behaviour of TiMoN/NbN nano-multilayer coatings
deposited by CA-PVD at two markedly different working nitrogen pressures (0.52 and 0.13 Pa). The combined structural,
chemical, and tribological analyses clearly demonstrate that the wear performance of these multilayer systems is governed
not simply by their nominal composition or the presence of alternating TiMoN and NbN layers, but critically by the degree
of structural order, interface integrity, and the capacity of the coating to generate a functional tribofilm during sliding
contact.

Deposition at the higher nitrogen pressure (0.52 Pa) results in a well-organized multilayer architecture with sharply
defined and nearly perfectly parallel interfaces. This structural coherence minimizes microstrain, suppresses defect
formation, and ensures a more homogeneous distribution of Ti, Nb, and Mo throughout the multilayer stack. Under sliding
conditions, these features enable the formation of a robust, multicomponent adaptive tribofilm enriched in TiO,, Nb,Os,
and MoO; phases. The presence of MoOj; contributes lubricious properties, while Nb,Os enhances thermal and mechanical
stability. As a result, the coating demonstrates a consistently low friction coefficient and limited wear, confirming the
synergistic action of stiff NbN layers and plastically accommodating TiMoN layers.

In contrast, deposition under low nitrogen pressure (0.13 Pa) leads to significant structural degradation. The altered
metal distribution — particularly the reduced titanium content in the as-deposited state and the inability to generate
oxidized Mo- or Nb-rich phases during wear — prevents the formation of a stabilizing tribofilm. Instead, only a thin, brittle
TiO;, film develops, which lacks both mechanical robustness and self-replenishing characteristics. Consequently, the
coating is prone to abrasive—adhesive wear, exhibits substantial counterbody transfer, and manifests a high, unstable
friction coefficient.

The comparative analysis unequivocally shows that the tribological response of TiMoN/NbN nano-multilayer
systems depends on the interplay between: (i) structural periodicity and interface sharpness; (ii) microdefect density and
residual stress distribution; and (iii) the chemistry and adaptability of tribofilm formation. Coatings deposited at 0.52 Pa
satisfy all three requirements, yielding an optimized nanolaminate capable of crack deflection, controlled energy
dissipation through TiMoN-mediated plasticity, and formation of a lubricious, strengthening tribofilm. Those deposited
at 0.13 Pa fail to meet these criteria, leading to unstable friction and accelerated wear.

Overall, the study demonstrates that precise control of working nitrogen pressure during CA-PVD deposition is a
determining factor for tailoring the structural integrity and tribological performance of TiMoN/NbN nano-multilayer
coatings. The findings highlight the strong potential of these materials for advanced wear-critical applications, provided
that deposition conditions are optimized to promote coherent multilayer architectures and the formation of effective
adaptive tribofilms.
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JOCIIIKEHHS 3HOCOCTIMKOCTI TiMoN/NbN HAHOBATATOIIAPOBUX TOKPUTTIB, OCAIKEHUX
BAKYYMHO-AYT'OBOIO TEXHOJIOI'IEIO 3A PI3BHUX POBOUYUX TUCKIB
0.B. Makcakosa'2, B.M. Bepecnen?, C.B. JIutopuenko?, M. Yannosuuosa®, /I.B. Topox2, 5.0O. Masiain?, M. Caxya!
Inemumym mamepianosnascmea, Crosayvxutl mexnonoziunuii ynieepcumem y bpamucnasi,
eyn. Ana bommy 25, 917 24, Tpnasa, Crosauuuna
?Xapxiecoruii nayionanonut yniepcumem imeni B.H. Kapaszina, maiio. Céoboou, 4, 61000, Xapxis, Yrpaina
3Jenmp nanooiaznocmuxu mamepianis, Cnoeayvkuti mexnono2ivnuii ynieepcumem y pamucnaei,
Basososa 5, 812 43, Bpamucnasa, Cnosauyuna

JaHe nociimKkeHHs IPUCBSUCHE aHali3y 3HOCOCTIHKOCTI HaHoOararomapoBux MokpuTTiB TIMoN/NDN, ocamKeHIX METOJ0M KaTOIHO-
nyrooro PVD 3a pisaux po6Gounx tuckiB azory (0.52 Ta 0.13 ITa). Xoua oOnaBa MOKPUTTS MalOTh MOAIOHY 3arajbHy TOBIIUHY
(~10-11 mMxM) 1 61M3bKyY KUTBKICTB TepiofiB (~270), IX CTpyKTypHa LiNICHICTb, SIKICTh iHTEp(EHCIB Ta eIEMEHTHUI PO3IOIII CyTTEBO
BIZIPI3HSIOTHCS 3QJISKHO Bifl TUCKY min 4ac ocamkeHHs. ITokputts, cunre3zoBane npu 0.52 Ila, ¢popMmye BHCOKOBIOPSIKOBaHY Ta
LIiJIbHY 0araToriapoBy apXiTeKTypy 3 YiTKO BH3HAYEHHMH MEXaMH Ta 3HIDKCHOIO KOHIGHTpauiclo MikponedekriB. Haromicts
nokputts, orpumane npu 0.13 Tla, XapakTepu3yeTbcs BUPaXKEHOIO XBUIICTICTIO MEX, MOPYLICHHSIM NEPiOAUYHOCTI Ta 3pOCTaHHAM
nedexrHocti. Tpubosoriuni BUNpOOYyBaHHS «KyNTbKa—IHCK» IOKa3anu cTabinpHuil koediumienT Teprs 0.42-0.48 mis MOKPHTTS,
orpumanoro ripu 0.52 Ila, Toni six mokputTs, cuaTe3oBane mpu 0.13 Ila, neMoHCTpYe migBHUIICHUIT 1 HeCTaOUIBHIIA KOE(DIIIIEHT TepTs
(0.60—0.70) 3 wacTHMH KOJMBAaHHSIMH. MIKPOCTPYKTYpHHUH Ta XIMIYHHH aHATI3H JOPIXOK 3HOIIYBaHHS BKa3ylOTh Ha (JOpMyBaHHS y
MIOKPHTTI, OTPIMAHOMY HPH BUCOKOMY THCKY, MintHOI aganTuBHOI Ti-Nb—Mo—O TpudorutiBky, ska MiCTHTh MacTHIbHI da3u MoOs i
3MinHIOBaJbHI (a3u Nb2Os. Y BUnmagKy HU3BKOTO TUCKY Ha MOBEpPXHI pOpMyeThCs JIMILE TOHKA, Kpuxka TiO2-BMicHA IUTIBKa, 11O HE
Mae 3aTHOCTI 10 caMOBiTHOBIEHHs. OTpUMaHi pe3yNbTaTu AEMOHCTPYIOTh, IO ONTHMI3aLlisl THCKY a30TY € KIIFOYOBOIO YMOBOIO IS
(dbopMyBaHHS CTPYKTYPHO Y3rOIKEHHX HAHOJAMIiHATiB, 3JaTHUX yTBOPIOBAaTH (pyHKI[IOHANbHI TPUOOILTIBKHU, 10 CYTTEBO IiIBHUIILYE
3HOCOCTIiiKicTh HaHOOararourapoBux cucteM TiMoN/NDN.

Ku11040Bi c/10Ba: 6aKkyyMHO-0y206a MeXHONO02IA, HIMPUOU; 6A2amouaposi NOKPUMms, MiKpOCMpPYKmypa, CKiao; 3HOCOCMIUKICMb
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Among a wide variety of protein-protein interactions, the complexation of functionally important proteins with pathogenic protein
aggregates (amyloid fibrils) attracts particular interest in view of its possible contribution to amyloid cytotoxicity. In the present study
we investigated the interactions between the functional proteins (human serum albumin (HSA), hemoglobin (deoxyHb and oxyHb) and
insulin Ins)) and amyloid fibrils from Abeta peptide, islet amyloid polypeptide (IAPP), insulin (InsF), apolipoprotein A-I (apoA-I) and
apolipoprotein A-II (apoA-II) with an accent on evaluating the possibility of modulating such interactions by polyphenolic compounds
including quercetin, curcumin in keto and enol forms, gallic acid, salicylic acid, sesamin and resveratrol. The analysis of the molecular
docking data showed that the binding affinities of amyloid fibrils to functional proteins vary in a wide range depending on the structural
peculiarities of the examined systems. The most pronounced destabilizing effects of polyphenols on the complexes between the proteins
in native and amyloid states were revealed for the systems HSA + QR / CRketo +ApoA-I, HSA +SES +IAPP, deoxyHb + SES / RES
+InsF. Further experimental evaluation of these molecular docking predictions will create prerequisites for extending the range of
polyphenol applications as anti-amyloid agents.

Keywords: Amyloid fibrils; Functional proteins; Polyphenols; Molecular docking

PACS: 87.14.C++c, 87.16.Dg

INTRODUCTION

Protein-protein interactions (PPI) are known to control a diversity of cellular processes, among which are cell
growth, signal transduction, immune response, regulation of metabolic pathways, etc. [1, 2]. Over 80% of proteins
have been found to function in complexes with other proteins, forming the complex networks of PPI [3]. Along with
the functional interactions between protein molecules, there are aberrant PPI that may lead to multiple pathological
conditions [4, 5]. In particular, self-association of specific proteins and peptides into elongated ordered aggregates with
a core B-sheet architecture (amyloid fibrils) is thought to provoke a number of human disorders such as Alzheimer’s,
Parkinson’s, Huntington’s diseases, systemic amyloidosis, type-II diabetes, cancer, etc. [6, 7]. Several lines of evidence
indicate that cytotoxic action of amyloid fibrils is associated with predominantly with disintegration of cell membranes
and impairment of their functioning, suppression of proteasomal degradation and generation of reactive oxygen
species [8-10]. However, the disruption of PPI networks resulting from the complexation between the fibrillized and
native proteins may also contribute to amyloid cytotoxicity. This opens a new line of research focusing on investigation
of the interactions between proteins in amyloid and natively-folded states. Such kind of research is worthy of attention
in at least two aspects. First, amyloid fibrils can impair the structure and function of endogenous proteins, as was
demonstrated, particularly, in our recent study for fibrillized N-terminal (1-83) fragment of apolipoprotein A-I with
amyloidogenic mutation G26R interacting with hemoglobin, cytochrome ¢ or serum albumin [11]. Second, functional
proteins may act as endogenous inhibitors of amyloid formation [12-14] and disaggregating agents for mature
fibrils [15]. In particular, human serum albumin (HSA), the predominant protein in blood plasma, has been found to
inhibit aggregation of the amyloid-B (AB) peptide involved in pathogenesis of Alzheimer’s disease [16, 17]. The in
vitro experiments demonstrated the ability of HSA to form complexes with various A amyloid intermediates such as
monomers, oligomers, and protofibrils [18-20]. The ability to disassemble the preformed amyloid fibrils has been
revealed for proteins belonging to the family of molecular chaperones [21]. To exemplify, the shaperones Hsp70 and
Hsp90 brought about the disaggregation of tau fibrils [22, 23], while lipocalin-type prostaglandin D synthase and
transthyretin disrupted the preformed A fibrils [24, 25]. Obviously, the interactions between the fibrillized and native
proteins can be a potential target for therapeutic intervention with various bioactive compounds. One extensively
studied group of such compounds is represented by polyphenols (PF), the secondary plant metabolites with a diversity
of beneficial biological properties including anticancer, immunomodulating, antioxidative, anti-inflammatory and
antimicrobial properties [26, 27]. In view of the above rationales, the aim of the present study was to ascertain whether
the polyphenolic compounds of various classes can destabilize the complexes between amyloid fibrils (AF) and
functional proteins (FP). To this end, we employed the molecular docking technique to explore the binding
characteristics in the systems FP + AF and FP + PF + AF.
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METHODS

The examined molecular systems were designed from four functional proteins (human serum albumin, hemoglobin
(in deoxy and oxy forms) and insulin), five types of amyloid fibrils formed by Abeta peptide (Abeta), islet amyloid
polypeptide (IAPP), insulin (Ins), apolipoprotein A-I (apoA-I) and apolipoprotein A-II (apoA-II), and seven polyphenols
(quercetin (QR), curcumin in keto and enol forms (CRketo, CRenol), gallic acid (GA), salicylic acid (SA), sesamin (SES)
and resveratrol (RES)). The crystal structures of the functional proteins were taken from the Protein Data Bank
(https://www.rcsb.org/) using the following PDB IDs:1AO6 (human serum albumin), 2DN2 (human deoxyhemoglobin,
deoxyHb), ILFQ (human oxyhemoglobin, oxyHb), SENA (human insulin). The structures of the amyloid fibrils from
Abeta, ApoA-II and IAPP were derived from the Protein Data Bank using the following PDB IDs: 80T4 (AP amyloid
fibrils from Alzheimer's brain tissue), 80Q4 (ApoA-II) and 6Y 1A (IAPP)). The structure of insulin fibril was taken from
the archive of M. Sawaya (http://people.mbi.ucla.edu/sawaya/jmol/fibrilmodels/). The model amyloid fibrils of
apoliporotein A-I were constructed using the CreateFibril tool with the input structures being generated by PatchDock
from the B-stranded ApoA-I monomers. The PDB files of polyphenols were prepared with MarvinSketch as a drawing
tool and Avogadro 1.1.0 as a geometry optimization tool. The docking of amyloid fibrils (ligand) to proteins or complexes
FP + PF was conducted using the web-based server HDOCK [28]. The most energetically favorable docking complexes
were visualized with the UCSF Chimera software (version 1.14).

RESULTS AND DISCUSSION

As seen from Table 1, all examined proteins can form complexes with amyloid fibrils, with the binding affinities
decreasing in the rows: serum albumin: ApoA-II > IAPP > InsF > Abeta > ApoA-I; deoxyhemoglobin: InsF > Abeta
> ApoA-II > IAPP > ApoA-I; oxyhemoglobin: Abeta > IAPP > InsF > ApoA-II > ApoA-I; insulin: Abeta ~ ApoA-II
> InsF ~ TAPP > ApoA-I. As judged from the values of the best docking score, the highest binding affinities were
observed for oxyHb in its complexes with Abeta (the best docking score -317.95), IAPP (-306.20) and InsF (-289.50),
while the weakest complexes were formed by HSA with ApoA-II (-167.26), ApoA-I(-181.51) and insulin with
ApoA-I (-187.72).

Table 1. The best score values for the complexes of amyloid fibrils with functional proteins

Protein Amyloid fibrils
Abeta InsF ApoA-I ApoA-II IAPP
HSA -244.67 -208.32 -181.51 -167.26 -266.13
DeoxyHb -251.21 -264.10 -213.98 -237.01 -226.21
OxyHb -317.95 -289.50 -209.58 -272.66 -306.20
Insulin -250.93 -245.04 -187.72 -250.09 -245.10

Next, it seemed of importance to clarify whether the polyphenols in question are capable of modulating the
interactions between functional proteins and amyloid fibrils through altering the binding affinity and the amino acid
composition of the binding sites. For this purpose, we performed an extensive docking study of 140 systems FP+PF+AF
containing 4 functional proteins, 7 polyphenols and 5 types of amyloid fibrils in different combinations. The analysis of
the best score values allowed us to find the complexes in which the presence of polyphenols results in the decreased
affinities of amyloid fibrils to proteins.

As can be seen in Fig. 1 and Table 2, there are 11 systems FP+PF+AF in which PF addition results in the pronounced
destabilization of the complexes between functional proteins and amyloid fibrils (the decrease in the absolute value of the
best docking score exceeds 5%). Of these, five systems, viz. HSA + QR / CRketo +ApoA-I, HSA +SES +IAPP, deoxyHb
+ SES / RES +InsF appeared to be most promising from the viewpoint of the protective effect of polyphenols against
amyloid fibrils.

Table 2. The systems with the strongest destabilizing effect of polyphenols on the affinity of amyloid fibrils for functional proteins

The changes of the best docking score

System FP+PE+AF relative t(% the system without PgF, %
Ins + SA + InsF -8.7

Ins + GA + InsF -5.7

HSA + QR + ApoA-I -10.9

HSA + CRketo + ApoA-I -11.3

HSA + SES +IAPP -12.4

DeoxyHb + CRketo + InsF -7.6

DeoxyHb +SES + InsF -13.8

DeoxyHb +RES + InsF -14.4

OxyHb + SA + Abeta -7.6

OxyHb + QR + InsF -6.2

OxyHb + RES + InsF -1.5
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Figure 1. The changes in the best docking score (BDS) values calculated as (BDS (FP+PF+AF) - BDS (FP+AF))-100/BDS (FP+AF)

In the following analysis we compared the amino acid compositions of the binding sites of the functional proteins
for polyphenols and amyloid fibrils (in the absence and presence of PF). The insulin binding sites for InsF, SA and GA
were found to contain 6 (SA) or 7 (GA) overlapping amino acid residues, all belonging to the protein chain B (marked in
gray in Table 3). Therefore, it seems probable that SA and GA can serve as competitive ligands for InsF. Accordingly,
the amino acid composition of the insulin binding sites for InsF are essentially different for the systems without and with
polyphenols, for SA they contain 5 overlapping residues, while in the interaction of Ins with InsF in the absence and
presence of GA occurs through completely different sites.

Table 3. Insulin interface residues in the complexes of insulin with amyloid fibrils in the absence and presence of polyphenols

Ins + InsF GLNsa CYS7a THRsa SERoa ILE10a CYS11a SER12a LEUi3sa TYR14a GLNi1sa PHEB
0§+ Ins VAL:2s ASN3g GLN4g HISsg LEUsg CYS78 HIS108 GLU138 ALA 148 LEU178
Ins + SA PHE 8 VAL28 GLN4g LEUss SER9s HIS108 LEU118 GLU138 ALA 148
GLY1a ILE2a GLU4a GLNsa SER12a LEU13a TYR14a GLNi1sa GLU17a ASNisa TYRi9a
Ins + SA + InsF CYS20a ASN21a GLU218 ARG228 GLY 238 PHE248 PHE258 TYR268 THR278 PRO2s8 LY S208
THR308
PHE:B VAL28 GLN4s LEUss SER9s HIS108 GLU138 ALA148 LEU17B
Ins + GA
CYS20a ASN21a SER9s VAL12B TYR168 GLY208 GLU218 ARG228 GLY238 PHE248 PHE258
Ins + GA + InsF TYR268 THR278 PRO288 LY S208 THR308

As shown in Table 4, the HSA binding sites for ApoA-I, QR and CRketo possess only two overlapping amino acid
residues, LY S1374 and GLU 41, so that the competitive interactions between QR / CRketo and ApoA-I seem to be weaker
than in the case of insulin and InsF. As a result, the amino acid composition of the HSA binding sites for ApoA-I show
significant similarity in the absence and presence of QR / CRketo, differing in five residues in the case of QR and in three
residues in the case of CRketo. In contrast to the above albumin-containing systems, the HSA binding sites for IAPP and
SES do not have overlapping amino acids, so that HSA-IAPP interactions are mediated by the same amino acid residues,
but in the system HSA + IAPP two additional residues, GLU3764 and SER4g94 are involved, compared to the system HSA
+ SES + IAPP (Table 4).
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Table 4. Albumin interface residues in the complexes of insulin with amyloid fibrils in the absence and presence of polyphenols

GLN33a CYS34a4 PRO3sa PHE36a GLU374 ASP3sa ARGs1a GLUs2a THRs3a TYRg4a GLY 854
GLUsgsa ASNi111a LEU1124 PRO113A VAL122A THR1254 ALA126A HSD1284 ASP120A LY S137A

HSA + ApoA-I TYRis0a GLUis1a ARGiasa GLUsoia PHEso2a ASNsosa ALAsoaa GLUsosa THRsosa
GLUsesa ALAseoa LY S573a GLNss0a
LEU115a ARG117a PRO118a MET1234 PHE134a LY S137a TYR138a GLU141a ILE1424 TYR161a
HSA +QR LEUi1s2a ASP1s3a ARGissa

HSA + QR + ApoA-I

GLN33a CYS34a PRO3sa PHE3sa GLUs7a ARGsia GLUs2a THRssa TYRssa GLYssa
GLUssa ASN111a LEU1124 PRO113a PRO118A GLU119A ASP121a VAL1224 THR1254 ALA126A
ASP129a LYS137a TYR140A GLU1414 ARG144a ARG145a GLUs01a PHEs02a ASNs03a ALA504a
GLUs05a THRs08a GLUs65a ALAse9a LY Ss73a GLNss0a

HSA + CRketo

LEU115a VAL116aA ARG1174 PRO118a PHE134A LYS1374 TYR1384 GLU 141 ILE 1424 HSD146A
PHE 149 PHE 1574 TYR161a LEU1824 LEU1854 ARG186A GLY 1894 LY S190A

HSA + CRketo + ApoA-I

GLN33a CYS34a PRO35a PHE36a GLU374 ASP3sa ARGs1a GLUg24 THR83aA TYRg4a GLY 854
GLUssa ASNi11a LEU 1124 PRO113A PRO118A ASP121A VAL1224 THR125A ALA126A HSD128A
ASPi29a LYS137a TYRis0a GLU141a ARG1asa GLUsoia PHEsi2a  ASNsosa ALAsosa
GLUs05a THRs08a GLUs65a ALAs69a LY Ss73a GLNsgoa

ASP375a GLU376a LY S378a PRO379A GLU3824 GLU383a ASN3g6a LY S3goa GLN390a GLU393a
LEU394a GLU396a GLN3974 LEU3984 ASNa0sa ALA406a LEU407a VAL409A ARG410a LY S4134

HSA + IAPP LYSa14a SER489A GLU4924 VAL493a GLU495a PROs374 LY Ss3sa THRs40a LY Ss414 GLU5424
LY Ss4sa
LEUi1sa, ARG117a, PRO11sa, MET123a, PHE 1344, LYS137a, TYR138a, GLU141a, ILE1424,
HSA + SES TYRis1a, LEU1g2a, ASPig3a, LEU1854a, ARGigsa
ASP375a LY S3784 PRO3794 GLU3824 GLU383a ASN386a LY S389a GLN390a GLU3934 LEU304A
HSA + SES + IAPP GLU396a GLN397a LEU398A ASN40sa ALA4osA LEU407a VAL409a ARG410a LY S4134 LY S4144

GLU492a VAL493a GLU495a PROs37a LY Ss38a THR540a4 LY Ss41A GLUs424 LY Ss454

In contrast to insulin and albumin, deoxyhemoglobin possesses no overlapping amino acid residues in the binding
sites for InsF, CRketo, SES and RES (Table 5), thereby excluding the possibility of competition between InsF and PF for
the same HSA sites. As a consequence, the deoxyHDb binding sites for InsF without and with PF contain many identical
amino acid residues (marked in gray in Table 5), differing in four residues for CRketo, three residues for SES and four
residues for RES.

Table 5. Deoxyhemoglobin interface residues in the complexes of insulin with amyloid fibrils in the absence and presence of
polyphenols

DeoxyHb + InsF

GLU27a GLU30a PHE33a LEU34a LEU4gA SER49A HSD3soa GLY 514 HSD1124 HSD2g THR4B
PROss GLUss GLU78 LYSss SERos ALA108 THRi128 ALA138 TRP15s8 GLY168 LYS178
LEU7s8 ALA768 HSD778 ASP798 LYS1208 GLU1218 PHE 1228 THR1238 PRO1248 PRO1258
VALi268 GLUgop LEUg1p CYS93p ASPoap LY Sosp HSD97p HSD 146D

DeoxyHb + CRketo

LYSo9a, LEU100a, SER102a, HSD103a, LEU106a, PHE117a, HSD122a, ALA123a, ASP126a,
LYSi27a, LEUi29a, ALA130a, VAL34, TYR358, TRP378, GLU1018, LEU1058, ASNiosB,
VALioo, CYS112B, ASPoac, PROgsc, ARGia1c

DeoxyHb + CRketo + InsF

GLU27a GLUsoa ARGs1a PHE3s3a LEUssa LYSa0a LEUasa SERs9a HSDsoa GLYsia
HSDi124 HSD2g LEU3s THR4s PROsg GLUes LYSss SERog ALAios THRi2B ALA13B
TRPi1s8 GLY168 LYS178 LEU7s8 ALA768 HSD778 ASP798 LYS1208 GLU1218 PHE 1228
THRi238 PRO1248 PRO12s8 VAL1268 GLU9op LEUoip CYS93p ASPoap LY Sosp LEUgen
HSDo97p HSD 146D

DeoxyHb + SES

TYR42a, ASPosa, PROgsa, VALosa, ARGia1a, LYSooc, SER102c, ASPi26c, LEUi29c,
ALA13oc, SERi33c, TYR3sp, TRP37p, THR3sp, ASP9oop, GLUi0ip, ASNio2p, LEUiosp,
ASNi0sp

GLU27a GLU30a LEU34a LEU4sa HSDsoa HSD112a HSD28 THR4s PROsg GLU¢s GLU78
LYSss SERog ALA108B THR12B ALA138 TRP1s8 GLY 168 LYS178 ASP738 LEU758 ALA768

DeoxyHb + SES + InsF HSD778 LEU7ss ASP795 LYS1208 GLU1218 THR 1238 PRO1248 PRO1258 VAL1268 GLUsop
LEUgip CYSe3p ASPosp LY Sosp HSD97p HSD 146D
D Hb + RES LYSo9a, LEU100a, SER102a, HSD103a, LEU106a, PHE117a, HSD122a, ALA123a, ASP126a,
cOXy VALszsg, TYR3s8, LEU10sB, ASN10sB, VAL1098, CYS1128B, VAL1138
GLU27a GLU30a LEU34a LEU4ga SER49A HSDsoa HSD1124 HSD2s THR48 PROsg GLUsB
DeoxyHb + RES + InsF GLU7B LYSss SER9g ALA10B THR128 ALA138 TRP1sB GLY 168 LYS178 VAL1s8 ASP738

LEU7s8 ALA7 HSD778 LEU7s8 ASP798 LYSi1208 GLU1218 PHE 1228 THR1238 PRO1248
PRO1258 VAL1268 GLU9op LEU9ip CY S93p ASPo4p LY Sosp HSDo7p HSD146p
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Analogously, there is no overlap between the oxyhemoglobin binding sites for Abeta and SA (Table 6). However,
only 12 of 31 (oxyHb + Abeta) or 30 (oxyHb + SA + Abeta) amino acids forming the binding sites for Abeta, are identical
for the systems without and with SA.

Table 6. Oxyhemoglobin interface residues in the complexes of insulin with amyloid fibrils in the absence and presence of polyphenols

VAL1a LEU2a ARGo2a ASP94a PROgsa VALosa ASN97a LY Sooa ASP126a LY S1274 ALA 1304

OxyHb + Abeta SER131a THRi34a LYS139A TYR140a ARGi41a VAL348 TYR3s8 PRO3es TRP378 ARGua0s
PHE418 GLU438 CY So3 ASPo4p HIS978 ASP99 PRO1008 GLU1018 TYR 1458 HIS146B
OxyHb + SA GLU27a, ARG3s1a, ALA111a, HIS1124, GLY 1198, LY S1208, PHE1228, THR 1238, PRO124B
SER35a PHE36a PRO374 THR3g8a THR39A THR41A TYR424 ARGo24 ASP94a PROosa VALosa
OxyHDb + SA +Abeta ASNo7a LYS99a LEUiooa LYSi30a TYRis0a VALis HIS28 LEUss PROioos GLUioi8

ARGi1048 GLN1318 LYS1328 ALA1358 ASN1398 ALA 1428 HIS 1438 TYR 1458 HIS 1468

PHE36a THR38a ALAgsa HISg9a LY So0a LEU91A ARGo2a ASP94a PRO9gsa VALgsa ASNoy7a
PHEosa LYS99a LEU100a SER102a HIS103a LEU106a HIS120A ALA123A ASP126a LY S1274
OxyHb + InsF ALA130a LYS1390A TYRi140A ARGi41a VAL34g TYR3s8 PRO3es TRP378 CYSo3s ASPosp
HIS978 ASP9oo PRO1008 GLU1018 ASN1028 PHE 1038 ARG1048 LEU 1058 ASN10s8 VAL109B
CYSi128 GLN1318 VAL134B ALA1388 ASN1398 ALA142B LY S1448 TYR 1458 HIS 1468

LYSo9a SER1024 HIS103a LEU106a ASP126a LEU1294 ALA130A SER133a TYR358 GLU101B
OxyHb + QR ARGi048 LEU10s8 ASNi0sB

VAL1a LYS7a HIS72a ASP74a ASP75a MET76a PRO77a ASN78a SERs1a SERs4a ASPssa
HISsoa ASPosa PROogsa LY Sooa LYSi27a ALA130A THRi3sa THRi374 SER138a LY S139a

+ QR+
OxyHb + QR + InsF TYRi40a ARGi41a VAL3ss TYR3s8 PROsss TRP378 GLN39os ARGaos GLU438 LEU4s
SER498 ASPosp LY Soss LEUoss HIS978 ASP9o9s LY S1448 TYR1458 HIS1468
PHEosa, LYSo9a, SERi02a, HIS103a, LEU10sa, VALi07a, HIS122a, ASPi26a, LEU129a,
OxyHb + RES ALA130a, SER133A, TYR358, LEU 1058, ASN10sB, VAL109B, CYS1128
VAL1a ASPsa LYS7a HIS724 ASP74a ASP75sa MET76a PRO774 ASN78a SERsia SERsaa
OxyHb + RES + InsF ASPsgsa HISgoa ASPosa PROgsa LYSo9a LYS1274 ALAi130a THRi3sa THRi37a SER138a

LYSi30a TYRi40a ARGi41a VAL34s TYR3s8 PRO3és TRP378 GLN3op ARGaos GLU438
LEU4ss SER498 CY S938 ASPosB LY Soss LEUoes HIS978 ASP9oB LY S1448 TYR 1458 HIS 1468

Unlike Abeta fibrils, the binding sites of oxyHb for InsF and QR or RES have multiple overlapping residues (11 for
QR and 13 for RES), so that these polyphenols can be regarded as competitive ligands for InsF (Table 6). Likewise, in
the absence of PF the binding site for InsF is more extended (is composed of 50 amino acids), while in the presence of
QR or RES it reduces to 40 (QR) or 42 (RES) amino acids, with the number of overlapping residues being 18 for QR and
21 for RES. Overall, our findings suggest that the factors such as the competition between PF and AF for the FP binding
sites and ii) the changes in the set of interfacial amino acids play significant role in determining the ability of polyphenols
to destabilize the aberrant complexes between functional proteins and amyloid fibrils.

CONCLUSIONS

In summary, we performed the molecular docking study of the binary (functional protein + amyloid fibril) and ternary
(functional protein + polyphenol + amyloid fibril) systems to evaluate the protective effects of polyphenolic compounds
against toxic action of amyloid fibrils of endogenous proteins. The examined systems were composed of human serum
albumin, hemoglobin (in deoxy and oxy forms) and insulin as functional proteins, amyloid fibrils from Abeta peptide, islet
amyloid polypeptide, insulin, apolipoprotein A-I and apolipoprotein A-II, and a series of polyphenols including quercetin,
curcumin in keto and enol forms, gallic acid, salicylic acid, sesamin and resveratrol. It was found that the strongest complexes
are formed between oxyHb and amyloid fibrils from Abeta peptide, IAPP and insulin, while the complexes HSA-ApoA-I,
HSA-ApoA-II and Ins-ApoA-I are characterized by the lowest binding affinities. The comparison of the binding affinities
for the systems FP+AF and FP+PF+AF revealed 11 ternary combinations in which polyphenols can destabilize the
complexes between functional complexes and amyloid fibrils. The systems HSA + QR / CRketo +ApoA-I, HSA +SES
+IAPP, deoxyHb + SES / RES +InsF can be recommended for further experimental testing. The results obtained may be of
interest for the development of polyphenol-based approaches to reducing the amyloid toxicity.
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BILJIMB MOJI®EHOJIIB HA B3AEMO/II MIXK ®YHKIIOHAJIbHUMHA BIIKAMHA
TA AMLIOITHAMMU ®IEPUIAMUA
Vasina Manosuus', Baiepis Tpycosa!, Merte Tomcen?, Karepuna Byc!, Oubra JKurnsikiebka', Faauna opoenxo!
'Kagheopa meouunoi izuxu ma 6iomeduunux nanomexmonoziti, Xapxiecoxutl nayionanonuii ynieepcumem imeni B.H. Kapasinua
M. Ceob00u 4, Xapxis, 61022, Ykpaina
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Cepen BEeNMKOTO PO3MaiTTS OLTOK-OITKOBHX B3a€MOJIH, YTBOPEHHS KOMIUIEKCIB MDK (YHKIIOHAJBHO BaXKIIMBHMH OiIKaMH Ta
NaTOTeHHUMHU OUTKOBUMH arperatamu (aminoinaumu (Gidpuiamu) npuBepTae 0COOIMBUH IHTEpEC 3 OISy Ha MOXJIUBY POJIb TAKHX
KOMIUIEKCIB Y IMTOTOKCHYHOCTI aMiJIoiniB. Y naHiil poOOTI MM JOCTiAMIN B3aeMOAii MiX QyHKIIOHAIBHIMH OiJIKaMH (CHPOBAaTKOBUM
anpOymirom soanan (HSA), remorno6inom (deoxyHb ta oxyHb) Ta incymninom (Ins)) Ta aminoinaumu ¢ibpusiamu i3 Adeta nentumy
(Abeta), aminoiguoro mominentuny (IAPP), incyniny (InsF), amomimomporeiny A-I (apoA-I) ta amomimonporeiny A-II (apoA-II).
lonoBuuit akueHT OyB 3pOOJICHUI Ha OLIHII MOMIIMBOCTI MOIYJIALIi TAKMX B3a€MOJil MOTI(EHOTPHUMH CIIONYKaMH, BKIFOUAIOUN
KBEPIIETHH, KYPKYMiH B KETO Ta €HOJIbHIHM (pOpMax, TalOBY Ta CANIMIIOBY KHCIOTH, CECAMiH Ta PecBEpaTpoil. AHali3 pe3ynbTariB,
OTPHUMAaHHX METOJIOM MOJICKYJISIPHOTO JOKIHTY, TI0Ka3aB, IO CIIOPiAHEHICTh aMUIoinHUX (iOpmit 10 GyHKIIOHATBHUX OUIKIB Bapiloe B
IIMPOKHUX MEKax Ta 3aJISKUThH Bl CTPYKTYPHHX OCOOJIMBOCTEH HOCTIKyBaHHMX cucTeM. HaiGimbm BupaxeHuit mpectabimizyrodnit
BIUTHB NONI()eHONIB HA KOMIUIEKCH MDK OLIKaMM B HaTHBHOMY Ta aMiIOiJHOMY cTaHax OyB BHsBIeHMH Juisi cucteM HSA + QR /
CRketo +ApoA-I, HSA +SES +IAPP, deoxyHb + SES / RES +InsF. Tlonmaneiia excrnepuMeHTalibHa BepudiKallis IaHUX
MOJIEKYJISIPHOTO TOKIHTY CTBOPHUTH HEPEIyMOBH JUTsl PO3LIMPEHHS [iarla30Hy 3aCTOCYBaHHs MOJi(EHOMIB sIK aHTHAMIIOTHUX areHTiB.
KuarouoBi cinoBa: aminoioni ¢iopunu; gynxyionansui 6inku; nonighenonu; MonexyispHuli OOKine
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The contamination of natural water systems with heavy metal ions poses a significant global environmental and public health threat due to
their persistence, bioaccumulation, and severe toxicological effects. Consequently, the development of rapid and sensitive detection methods
is essential for effective water quality monitoring. Squaraine dyes represent a promising class of chemosensors for heavy metal detection owing
to their high molar extinction coefficients, near-infrared fluorescence, and pronounced spectral responsiveness to metal binding. In this study,
we evaluate the sensitivity of the symmetric squaraine dye SQ-1 toward four environmentally relevant heavy metal ions — Cu?*, Zn*', Ni*", and
Pb** — and explore its applicability within a -lactoglobulin/SQ-1 nanosystem for metal sensing in aqueous media. Spectroscopic analysis
revealed metal-dependent modulation of SQ-1 optical properties, driven largely by alterations in dye aggregation and metal-dye coordination.
Ni** and Pb*" promoted SQ-1 deaggregation and enhanced fluorescence emission, whereas Cu?* induced pronounced quenching consistent
with strong coordination. Our results indicate that, SQ-1 retained its responsiveness in the presence of B-lactoglobulin fibrils, exhibiting metal-
specific fluorescence changes indicative of combined dye—metal—fibril interactions. Further studies are warranted to assess SQ-1 performance
toward additional metal ions and to elucidate the molecular mechanisms underlying metal-induced modulation of its photophysical behavior.
Keywords: Squaraine dye; Metal detection; Heavy metals

PACS: 87.14.Cc, 87.16.Dg

The contamination of natural water systems with heavy metal ions remains a critical global environmental and public
health issue. Metals such as mercury (Hg?"), lead (Pb?"), cadmium (Cd?"), copper (Cu?"), and iron (Fe**) persist in aquatic
environments due to their non-biodegradable nature and tendency to bioaccumulate in living organisms. Exposure to these
metals, even at trace levels, can result in severe toxicological effects, including neurotoxicity, carcinogenicity, kidney
dysfunction, and developmental disorders [1-4]. Consequently, the development of rapid, sensitive, and cost-effective
analytical methods for heavy metal detection is essential for monitoring water quality and ensuring environmental safety.
In this context, organic fluorescent dyes that undergo distinct spectral changes upon interacting with metal ions have
emerged as a particularly promising class of chemosensors, offering high sensitivity, fast response times, and the potential
for direct visual detection [5-6].

Among the diverse families of fluorescent probes used for heavy metal detection, squaraine dyes have attracted
significant attention due to their distinctive optical properties, including intense absorption and emission in the visible to
near-infrared (NIR) region [7,8], high molar extinction coefficients [9], and unique donor-acceptor-donor (D-A-D)
resonance-stabilized zwitterionic structure [10,11]. Numerous studies have demonstrated their high sensitivity and selectivity
toward heavy metal ions, which is largely attributed to their strong electron-accepting core, extended n-conjugation, and
ability to form stable complexes with metal species [12-17]. These structural features enable pronounced changes in their
optical properties — such as absorption or fluorescence — upon metal binding, allowing for rapid and accurate detection even
at low concentrations [12-17]. As a result, squaraine-based sensors have gained significant attention for monitoring toxic
metal contaminants in biological systems, industrial wastewater, and environmental samples [12-17]. To exemplify, Chen et
al. developed a novel squaraine-based chemosensor for Hg?* ion selective detection, whose sensing mechanism relies on a
pronounced colour change resulting from dye disaggregation upon coordination with the heavy metal [14]. A simple 1,2-
squaraine derivative has been shown to provide dual colourimetric detection of Fe** and Hg?" ions, with visible colour change
and detection limits of 0.538 pM for Fe*" and 1.689 uM for Hg?* [15]. Similarly, more recently developed NIR-absorbing
squaraine dyes (e.g., BBSQ) demonstrate selective response to Fe**, Cu?" and Hg?" even in the presence of competing metal
ions, with observable colour changes and acceptable detection limits ~6 uM for Cu?* [16]. Thapa et al. also developed a near-
infrared squaraine-based chemosensor, SQ-68, whose solvent-dependent sensing mechanism enables selective detection of
Cu*" Ag" in real water samples with recovery rates ranging from 73-95% for Cu?" to 59-99% for Ag* [17]. Shafeekh et al.
reported the highly selective and sensitive colourimetric detection of Hg?* ions by sulphonate group-containing
unsymmetrical squaraine dyes [18].

The present study aims to expand the application of squaraine dyes for heavy metal ion detection by evaluating the
sensitivity of the squaraine dye SQ-1 (Figure 1) toward Cu?', Zn?', Ni**, and Pb?" ions. Specifically, the study had two
main objectives: first, to assess the sensitivity of SQ-1 to these metal ions, and second, to explore the potential
development of a B-lactoglobulin/SQ-1 nanosystem for detecting heavy metals in water.
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EXPERIMENTAL SECTION
Materials
Bovine B-lactoglobulin (Blg), copper(I) chloride dihydrate, nickel(Il) chloride, lead(Il) nitrate, zinc chloride and
thioflavin T (ThT) were purchased from Sigma, USA. The symmetric squarylium derivative SQ-1 (Figure 1) was
synthesized according to previously reported procedures [10] and was kindly provided by Professor A. Vasilev. All other
reagents were of analytical grade and used without the further purification.

Nx.d A0
RN

Figure 1. Structural formula of the symmetric squarylium dye SQ-1.

Spectroscopic measurements

SQ-1 stock solution was prepared in ethanol, whereas ThT was dissolved in 10 mM Tris buffer (pH 7.4). The -
lactoglobulin stock solution (10 mg/mL, BlgF) was prepared in distilled water and adjusted to pH 2.0 using HCI.
Fibrillization was induced by incubating the protein solution at 90 °C for 2 days. Amyloid formation kinetics were
monitored by the Thioflavin T (ThT) assay [19]. Working protein solutions were obtained by diluting the fibrillar -
lactoglobulin stock in distilled water (pH 6.07). All fluorimetric measurements were performed in distilled water at pH
6.07.

The absorption spectra of the examined dyes were recorded with a Shimadzu UV-2600 spectrophotometer (Japan)

at 25°C. The dye concentrations were determined spectrophotometrically using the extinction coefficients

g =23-10° Mlem and )5 =3.6-10" M'em! for SQ-1 and ThT, respectively. Steady-state fluorescence spectra

were recorded with an RF-6000 spectrofluorimeter (Shimadzu, Japan). Fluorescence measurements were performed at
25°C using 10 mm pathlength quartz cuvettes. Fluorescence spectra were recorded in the range 620-825 nm with an
excitation wavelength of 600 nm. The excitation and emission slit widths were set at 10 nm.

RESULTS AND DISCUSSION

Squaraine dye SQ-1 features a symmetric zwitterionic structure, comprising a central squarate core flanked by two
butyl-substituted heterocyclic chromophores [10]. This intrinsic electronic symmetry gives rise to a sharp and intense
absorption spectrum, characterized by a dominant peak at 662 nm and a secondary shoulder at 614 nm in ethanol [10]. SQ-
1 has demonstrated remarkable versatility across a broad range of applications [10,20-24]. Notably, the dye exhibits high
sensitivity to protein-induced modifications in the structural and physicochemical properties of lipid bilayers [10], serves as
an effective fluorescent probe for detecting reactive oxygen species [9,20], and provides a powerful platform for both
detecting and structurally analysing amyloid fibrils [21]. Owing to its near-infrared fluorescence, SQ-1 has proven highly
suitable for the development of photoluminescent amyloid-based nanomaterials, achieved by functionalizing insulin
nanofibrils with the dye, where SQ-1 acts as a long-lasting fluorescent sensor within the cascade system [22, 23].

In the present study, we extend the application of the squaraine dye SQ-1 by assessing its sensitivity to Cu?*, Zn*",
Ni?*, and Pb** ions, while also exploring the potential development of a B-lactoglobulin/SQ-1 nanosystem for detecting
heavy metals in water. Figure 1 shows the absorption and fluorescence spectra of the fluorophore in aqueous solution and
in the presence of these metal ions. The absorption spectrum of SQ-1 in water exhibits two peaks at 614 nm and 660 nm,
with the shorter-wavelength component showing higher absorbance than the longer-wavelength peak. Assuming that in
ethanol the short-wavelength component appears as a minor spectral shoulder, the dominant 614 nm peak observed in
aqueous solution suggests dye aggregation due to m—n stacking interactions. The tendency of squaraine dyes to aggregate
in water has been reported in previous studies and is typically dependent on dye concentration [7, 14]. The addition of
heavy metal ions led to a pronounced decrease in the absorbance of H-aggregates, with the effect diminishing in the order
Ni?* > Zn*" > Pb* > Cu?'. Importantly, the monomer peak (~660 nm) predominated in all systems investigated, except
Zn**, where the absorbance of the monomer and H-aggregates remained comparable, indicating partial retention of
aggregation in the presence of this ion. Moreover, as shown in Figure 1, binding with Cu?* and Pb?" induces approximately
a 1.6-fold decrease in absorbance at 614 nm, accompanied by a reduction in monomer absorption, a 28 nm red shift of
the monomer maximum, and notable band broadening.

In aqueous solution, SQ-1 displays a broad emission spectrum with a prominent peak at 715 nm. The addition of
heavy metal ions leads to pronounced changes in the dye’s fluorescence intensity, with the magnitude of these effects
depending on the specific metal ion. Notably, binding with Ni?* and Pb?" induces an approximately 1.4-fold increase in
fluorescence intensity at 715 nm, accompanied by a 3 nm red shift of the emission maximum and an enhanced shoulder
at 787 nm, with the effect being most pronounced for Ni?*. In contrast, complexation of SQ-1 with Cu?* leads to a decrease
in fluorescence intensity at 715 nm, along with a 2 nm red shift of the emission maximum.

Numerous studies indicate that the sensing mechanism of squaraine dyes presumably relies on coordination between
the dye molecule and the metal ion, which can induce significant changes in both the dye’s electronic structure and its
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aggregation behavior [12-17]. In general, probe molecules exhibit selectivity for specific metal ions based on how
effectively ligand atoms with lone-pair electrons, such as nitrogen, oxygen, and sulfur, can coordinate with those ions.
Therefore, to interpret the aforementioned changes in the absorption and fluorescence spectra of the dyes, it is necessary
to discuss the possible mechanisms underlying the squaraine dye—metal interactions. Numerous studies examining the
sensing behavior of squaraine dyes indicate that, upon interaction with a target metal ion, they may (i) form coordination
complexes through electron-rich sites on the dye, or (ii) disrupt dye aggregates, which are commonly present in aqueous
environments. These processes enable squaraine dyes to function as either “turn-on” or “turn-off” sensors, depending on
the specific metal ion and dye structure [12—17].
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Figure 1. Absorption (left) and emission spectra (right) of SQ-1 in water and in the presence of heavy metal ions. Heavy metal
concentration was 423 uM. SQ1 concentration was 2 pM.

One possible explanation for the aforementioned changes in the absorption and fluorescence spectra of the dyes lies
in the interplay between metal-dye interactions and the aggregation state of SQ-1. In aqueous solution, the dominant
absorption band at 614 nm indicates the presence of H-type aggregates formed through n—m stacking of squaraine
molecules. Upon addition of heavy metal ions, these aggregates are disrupted to varying extents, leading to a decrease in
aggregate absorbance and a corresponding increase in the monomeric band near 660 nm. The differing degrees of
aggregate disruption (Ni** > Zn** > Pb*" > Cu?") likely reflect variations in the binding affinity and coordination geometry
of each metal ion with the squaraine dye. Zn** appears to partially preserve the aggregated state, as suggested by the
comparable intensities of the monomer and H-aggregate peaks, possibly due to weaker or more sterically hindered
interactions. Notably, a study by Chen et al. reported that among multiple tested metal ions, only Hg?" produced a
significant sensing response for a related squaraine dye, underscoring the strong dependence of sensing behavior on dye
structure and metal-binding characteristics [14].

The fluorescence response of SQ-1 further supports this interpretation. The enhanced emission observed upon
interaction with Ni?* and Pb®" may arise from deaggregation, which reduces nonradiative decay pathways and thus
promotes more efficient radiative emission. The observed red shifts and increases in shoulder intensity suggest subtle
modifications of the dye’s electronic environment, potentially caused by metal-induced conformational adjustments or
stabilization of specific dye orientations. In contrast, Cu?*" induces fluorescence quenching, likely due to stronger
coordination with the squaraine core that facilitates nonradiative pathways—such as electron or energy transfer—or
promotes structural perturbations that favor aggregation.

In the next phase of our study, we examined the response of SQ-1 to heavy metal ions in the presence of amyloid
fibrils. Figure 2 presents the emission spectra of SQ-1 in systems containing B-1gF and various metal ions. In the absence
of metals, SQ-1 exhibits a strong emission peak at 660 nm with a weaker shoulder around 760 nm. The addition of heavy
metal ions modulates the relative intensities of these bands in a metal-specific manner, reflecting differential interactions
among SQ-1, B-1gF, and the metal ions. Specifically, the addition of Zn?**, Ni**, and Pb*" did not substantially alter the
overall shape of the emission spectra but did affect the peak intensities. Compared to the SQ-1-p-IgF system, an
enhancement in fluorescence intensity was observed in the presence of these ions, with the effect being most pronounced
for Zn*". In contrast, the addition of Cu?* to the SQ-1-B-IgF system resulted in a 1.4-fold decrease in emission intensity.

A possible explanation for these observations is that metal ions interact with both the dye and the amyloid fibrils,
altering the local environment of SQ-1. Zn?**, Ni**, and Pb?*" may weakly bind to the fibrils or interact with the dye in a
way that restricts nonradiative relaxation, leading to enhanced fluorescence. On the other hand, Cu?* likely binds more
strongly to the fibrils and/or the dye, inducing conformational changes or promoting quenching interactions that decrease
emission intensity. These results suggest that the fluorescence response of SQ-1 is determined not only by direct dye—
metal interactions but also by how metal ions influence the structural and electronic environment of the fibril-bound
dye.The influence of metal ions on aggregation plays a critical role in determining the absorption and emission behavior
of SQ-1. However, further studies are needed to evaluate SQ-1's sensitivity to additional metal ions and to elucidate the
molecular mechanisms underlying metal-dye and metal-dye—fibril interactions.
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Figure 2. Emission spectra of SQ-1s in water, in the presence of 6.64 uM B-IgF (B), and in the presence of heavy
metal ions. Heavy metal concentration was 423 pM. SQ1 concentration was 2 pM

CONCLUSIONS

In the present study, the sensitivity of the fluorescent squaraine dye SQ-1 toward four environmentally relevant
heavy metal ions—Cu?, Zn?*, Ni?*, and Pb?>*—was evaluated. The results demonstrated that the dye’s optical properties
are metal-dependent, primarily influenced by changes in aggregation state and metal-dye coordination. Ni** and Pb**
promoted SQ-1 deaggregation and enhanced fluorescence emission, whereas Cu?" induced fluorescence quenching,
consistent with strong coordination interactions. In the presence of [-lactoglobulin fibrils, SQ-1 retained its
responsiveness and exhibited metal-specific fluorescence changes, indicating the potential for developing protein-based
nanosystems for heavy metal detection in aqueous media. Further studies are required to assess SQ-1 performance toward
additional metal ions and to elucidate the molecular mechanisms underlying metal-induced modulation of its
photophysical behaviour.
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ONIHIOBAHHSA YYTJHABOCTI ®JIYOPECHEHTHOTI'O CKBAPATHOBOI'O BAPBHUKA JIO IOHIB BAJKKHUX
METAJIIB
Y. Majosuns, O. )KutHskiscbka, K. Byc, B. Tpycosa, I'. 'opoenko
Kageopa meouunoi gizuxu ma biomeduunux nanomexnonozii, Xapkiecokui nayionanvnuil ynieepcumem imeni B.H. Kapasina
M. Ceoboou 4, Xapxis, 61022, Vkpaina

3a0pyAHEHHS IPUPOTHUX BOJHUX CHCTEM 10HAMHU BaKKHX METAJiB CTAHOBUTH CEPHO3HY INIOOATBHY EKOJIOTIUHY Ta MEIUKO-010JI0TiUHY
3arpo3y uepe3 IXHIO CTifKiCTbh, 3MaTHICTh 0 010aKyMyIIALii Ta BUpaXKeH]1 TOKCHKOJIOTi4HI eexTr. BimoBigHo, po3po0iIeHHS MBUAKHX i
YyTJIIMBAX METOIB JIETEKTYBAHHS € HEOOX1THAM JUTs e()eKTHBHOTO MOHITOPHUHTY SIKOCTi Boau. CkBapaiHOBI GapBHUKH € IEPCIICKTHBHIM
KIIACOM XEMOCEHCOPIB I BHSBICHHS BAaXKHX METANIB 3aBISIKH IXHIM BHCOKMM MOJBIPHMM KoedilieHTaM HOTJIMHAHHS,
OxHBOIH(pauepBoHiii (uryopecueHii Ta BUpaXkeHil CieKTpaibHIl Yy TIMBOCTI 10 3B’13yBaHH 3 MeTaiamu. JlaHa pobora cipsiMmoBaHa
Ha JIOCII/DK/ICHHS YYTJIMBOCTI CHMETPHYHOIO CKBapaiHOBoro OapBHMKAa SQ-1 10 YOTHMPHOX EKOJOTIYHO 3HAYYIIMX IOHIB Ba)KKHX
meraiiB - Cu?, Zn*, Ni** ta Pb** — i mocnimkeHHs] MOXJIMBICTH iforo 3actrocyBaHHs y B-nakrorio0ynin/SQ-1 HaHOcHcTeMax uis
CEHCHHTY METalliB y BOAHOMY cepenoBHili. CHEKTPOCKOIIYHHI aHai3 BUSBUB MOJLYJIFOBaHHS ONTHYHUX BiIacTHBOCTel SQ-1 3anexHO
BiJl TUITy MeTajly, 3yMOBIICHE MEPEBAKHO 3MIHAMH y CTyIIeHI arperanii OapBHUKa Ta KoopauHawil OapBHHK—Mertan. lonn Ni** i Pb*
cnpusia Aesarperaii SQ-1 ta mincmieHHro diryopecteHitii, Toai sk Cu?* BUKINKaB BUpaKeHE TACIHHS, MOYKITHBE P KoopauHaii. Harri
Ppe3yIbTaTH CBiT4aTh, o SQ-1 30epirae CBOIO Yy TIIMBICTH 1 y IPUCYTHOCTI (iOpT B-1aKTorno0yIiHy, AeMOHCTPYIOUH MeTal-ceu(idni
3MiHH (ITyOpecHeHIIIT, XapaKTepHi Il KOMOIHOBaHUX B3aEMOJIii GapBHUK—MeTan—¢iopuna. [Togabin qociiHKeHHS € HeOOX 1 THIMU JIIs
owiHky epekTrBHOCTI SQ-1 1010 IHIMX 10HIB METAIB 1 VISt 3’sICYBaHHS MOJISKYJISIPHUX MEXaHi3MiB, 1110 JISKaTh B OCHOBI MOy IFOBAHHS
ioro hotohi3uyHOT MOBEIIHKH Mijl BILTABOM METAJIB.

KurouoBi ciioBa: ckeapainosuii bapenux,; demexkmy8anHs Memanie, 6axcki memanu
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