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This work presents a detailed theoretical investigation of the structural, electronic, and optical properties of thallium-based (TlX) and 
boron-based (BX) compounds, where X = N, P, As, within the zinc-blende crystal structure. First-principles calculations were 
performed using density functional theory (DFT) within the generalized gradient approximation (GGA). The obtained results reveal 
that Tl-based compounds exhibit lower total energies compared to BX compounds, indicating higher structural stability. In terms of 
electronic behavior, BX compounds maintain their semiconducting nature. In contrast, TlX compounds show metallic or near-metallic 
characteristics due to the absence of an energy gap at the Fermi level. Furthermore, optical investigations demonstrate that TlX 
compounds possess higher static refractive indices and stronger absorption features in the low-energy region. These findings highlight 
the potential of Tl-based compounds for future applications in optoelectronic and photonic devices. Overall, this comparative study 
provides valuable insights for the design of advanced materials for electronic and energy-related technologies. 
Keywords: Thallium compounds; Boron compounds; First-principles calculations; Density functional theory (DFT); Electronic 
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1. INTRODUCTION
In recent years, the investigation of the structural, electronic, and optical properties of III-V semiconductors has 

attracted considerable attention due to their potential applications in advanced electronic and optoelectronic devices. Among 
these compounds, boron-based (B-V) and thallium-based (Tl-V) materials have emerged as promising candidates thanks to 
their unique electronic band structures, wide-ranging energy gaps, and favorable optical characteristics. These compounds 
have been extensively studied through both experimental techniques and first-principles calculations, especially those based 
on density functional theory (DFT), which remains a reliable and widely used approach for predicting the fundamental 
properties of materials at the atomic scale. It is evident that there has been a significant interest in using first-principles 
calculations [2, 11, 12, 14], including density functional theory (DFT) [9, 13], to investigate the structural and electronic 
properties of III-V semiconductors and superlattice structures. The physical properties of B-V and Tl-V compounds have 
been the subject of extensive theoretical and experimental research. In this context, several relevant studies can be mentioned, 
such as the work of Akshay [1], who focused on the structural and electronic properties of BN compounds, as well as the 
theoretical studies of Yousra Megdoud [6], which were dedicated to the structural and electronic investigation of BX 
compounds where X = N, P, As. Furthermore, Nawel Saidi [3] has conducted an in-depth study on Tl-V compounds, 
emphasizing the influence of structural aspects on their electronic behavior. Within this scientific context, the present work 
is devoted to a comprehensive first-principles investigation of the structural, electronic, and optical properties of boron-based 
(BX with X = N, P, As) and thallium-based (TlX with X = N, P, As) compounds in the zinc blende phase. In all calculations 
carried out in this study, the density functional theory (DFT) framework has been adopted, employing the generalized 
gradient approximation (GGA) to describe the exchange-correlation effects accurately.  

The aim is to provide a systematic and comprehensive comparison between thallium-based (TlX) and boron-based 
(BX) compounds, where X = N, P, As, focusing on their structural stability, electronic band structures, density of states, 
and optical response. The novelty of this study lies in its unified theoretical approach, as most previous investigations 
have considered each compound separately, without drawing a direct comparison between these two families.  

By adopting this comparative perspective, the present work seeks to highlight both the key differences and possible 
similarities, thereby evaluating their suitability for future optoelectronic applications. 

2. METHOD
The theoretical calculations in this study were performed using the WIEN2k Software package [8], which empioys 

the (FP-LAPW) technique under the theoretical framework of density functional theory (DFT). This method is considered 
one of the most accurate for studying the structural and electronic properties of crystalline solids, as it imposes no shape 
approximation on the potential or electron density, making it particularly well-suited for systems containing heavy atoms 
such as thallium. The generalized Gradient Approximation (GGA) in the Perdew-Burke-Erzerhof (PBW) form was 
adopted to describe the exchange-correlation interactions between electrons [5]. This functional has proven effective in 
accurately modeling the ground state properties of semiconductors and complexes compounds. 
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(i) Crystal Structure setup: the made compounds TlX and BX were modeled in the zinc blend (ZB) structure, which 
belongs to the F-43m (No.216) space group. This cubic arrangement is widely observed in III-V semiconductors 
[10]. In this structure, the thallium and boron atoms occupy the positions of a face-centered cubic (FCC) lattice, 
while the group V atoms (N, As, P) are shifted by (0.25, 0.25, 0.25) within the unit cell, thus occupying the 
tetrahedral sites of the FCC lattice. 

(ii) Numerical parameters: To avoid overlap between atomic spheres, the muffin-tin radii (RMT) were carefully chosen 
for each atom, the product RMT x Kmaa = 7.0. The Brillouin Zone (BZ) was sampled using a Monkhorst-Pack k-point 
mesh [10] of at least 11x11x11 to guarantee convergence of total energy and electronic properties. 
A total of 56 k-points were employed for the integration over the irreducible part of the Brillouin zone. The 
convergence of the total energy with respect to ensure the accuracy of the calculations. 

(iii) Structural optimization: The optimal lattice constant was obtained by evaluating the total energy as a function of 
the unit cell volume. The resulting energy-volume data were then fitted using the Murnaghan equation of state [7] 
to identify the minimum energy and the corresponding equilibrium structural parameters. All subsequent 
calculations were carried out using this optimized geometry. 

 𝐸ሺ𝑉ሻ − 𝐸ሺ𝑉଴ሻ =  ஻బ௏஻బᇲ ቈ൫𝑉଴ห𝑉൯ಳబᇲ஻బᇲିଵ + 1቉ − ஻బ௏బ஻బᇲିଵ, (1) 

 𝐵଴ = 𝑉 డమாడ௏మ =  ସଽ௔ డమாడ௔మ  (2) 

Where B0 is the bulk modulus given by the relation (1-b) at zero pressure (P=0), V0 is the equilibrium volume, E (V0) is 
the energy corresponding to equilibrium volume, 𝐵଴ᇱ  is the pressure derivative of the bulk modulus at P=0 and, a is lattice 
constant. 

(iv) Electronic Properties: with the optimized structure; self-consistent field (SCF) calculations were performed to 
obtain the band structure along high-symmetry directions in the Brillouin zone, as well as the total and partial 
density of states (DOS). These results provided insights into the nature of the band gap (direct or indirect), its 
magnitude, and the orbital contributions from different atomic states near the valence and conduction bands [4]. 

(v) Optical Properties: the optical properties were evaluated using the optics module of WIEN2K, which computes 
the complex dielectric function based on the electronic structure. From the real and imaginary parts of the dielectric 
function, various optical constants were extracted, including the refractive index, absorption coefficient, 
reflectivity, and energy loss function [4]. These quantities are essential for materials in optoelectronic and photonic 
application.  

In this work, different muffin-tin radii were chosen for each atom in order to improve the accuracy of the calculations 
within the WIEN2K framework [8]. These values were selected to avoid overlap between spheres and to ensure numerical 
stability during the DFT simulation. The Table 1 summarizes the selected muffin-tin radii for each atomic species, along 
with their corresponding electronic configuration to properly define valence states. 
Table 1. Atomic muffin-tin radii and corresponding electronic configurations 

Element Rmt (a.u.) Z Full Electronic Configuration Valence Electrons Treated in DFT 
Tl 2.50 81 [Xe] 4f14 5d10 6s2 6p1 5d10 6s2 6p1 
B 1.60 5 1s2 2s2 2p1 2s2 2p1 
N 1.55 7 1s2 2s2 2p3 2s2 2p3 
P 1.85 15 [Ne] 3s2 3p3 3s2 3p3 
As 1.90 33 [Ar] 3d10 4s2 4p3 3d10 4s2 4p3 

 
3. ANALYSIS AND INTERPRETATION OF RESULTS 

3.1. Structural parameters 
Figure 1  illustrates the crystal structures of the TlX and BX compounds where X = N, P, As. All these compounds 

crystallize in the zinc-blende (B3) structure. This structure belongs to the face-centered cubic (FCC) system and consists 
of two interpenetrating cubic sublattices displaced by one quarter of the body diagonal of the unit cell. 

In the primitive cell, the B and X atoms in the BX compounds, as well as the Tl and X atoms in the TlX compounds 
occupy the Cartesian positions (0, 0, 0) and (a/4, a/4, a/4) respectively, where a denotes the conventional cubic lattice 
parameter. Each unit cell contains four boron atoms and each boron atom is surrounded by four X atoms arranged in a 
tetrahedral configuration. Thus, the unit cell contains sixteen X atoms distributed around the boron atoms. 

A similar arrangement is observed for the TlX compounds where each thallium atom is coordinated to four X atoms 
in the same tetrahedral geometry. This atomic arrangement gives these compounds a high degree of crystalline symmetry 
belonging to the space group (F-43m) which is characteristic of the zinc-blende structure. 

The lattice constant (a), equilibrium volume (V0), bulk modulus (B0), its pressure derivative (B0'), and the total 
ground-state energy (E) were calculated using density functional theory (DFT) within the generalized gradient 
approximation (GGA), for BX and TlX compounds (X = N, P, As) in the zinc-blende (ZB) structure. The results are 
summarized in the Table 2 and 3. 
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Figure 1. Optimized crystal structures of BX and of TlX compounds obtained from our calculations using the GGA approximation 

Table 2. Values of lattice parameter a (Ǻ), bulk modulus (B0), pressure derivative of the bulk modulus (B0’) equilibrium volume (V0), 
and total energy of TlX compounds: 

 a (Bohr) a (Ǻ) B0 (GPa) B0’ V0 (Ry) E (Ry) 

TlN Calculations 9.9803 5.2814 89.3550 4.9537 248.5287 -40687.222951 

Other 
calculatios 

- 
- 

5.2723 [15] 
5.297 [16] 
5.267 [20] 

94.06 [15] 
89.723 [16] 
101.5 [20] 

4.3038 [15] 
5.026 [16] 
3.9 [20] 

- 
- 
 

-40687.232557 [15] 
- 

TlP calculations 11.5659 6.1208 45.9402 4.9292 386.869 -41262.006475 

Other 
calculatios 

- 
- 

6.135 [16] 
5.96 [19] 
6.124 [3] 

44.981 [16] 
57 [19] 

46.75 [3] 

4.8771 [16] 
- 
- 

- 
- 
- 

- 
- 
- 

TlAs calculations 12.0088 6.3548 38.1483 4.8986 432.9475 -45099.985275 
Other 
calculatios 

- 
- 

6.374 [16] 
6.170 [21] 

37.196 [16] 
50.2 [21] 

4.910 [16] 
- 

- 
- 

- 
- 

Table 3. Values of lattice parameter a (Ǻ), bulk modulus (B0), pressure derivative of the bulk modulus (B0’) equilibrium volume (V0) 
and total energy of BX compounds 

 a (bohr ) a (Ǻ) B0 (GPa) B0’ V0 (Ry) E (Ry) 

BN calculations 6.855 3.6280 373.1226 3.7538 80.5613 -159.394567 
experimental  3.615 [22] 369 [22] 4 [22] - - 
Other 
calculatios 

- 
- 

3.530 [17] 
3.606 [18] 

417.44 [17] 
367 [18] 

3.78 [17] 
- 

- 
- 

- 
- 

BP calculations 8.5986 4.5502 161.5866 3.6769 158.9336 -733.960301 
experimental  4.538[23]     
Other 
calculatios - 4.558[18] 

4.425[17] 
166[18] 

182.81[17] 
- 

3.77[17] 
- 
- 

- 
- 

BAs calculations 9.0947 4.8127 130.9268 4.0777 188.0645 -4571.898798 
experimental  4.777 [24] - - - - 
Other 
calculatios 

- 
- 

4.668[17] 
4.777 [18] 

154.30[17] 
145 [18] 

3.87[17] 
- 

- 
- 

- 
- 

The obtained data, illustrated in Figures 2 and 3 and supported by the results shown in Tables 2 and 3, clearly 
demonstrate a significant contrast in the structural stability and total energy between thallium-based compounds (TlX) 
and boron-based compounds (BX), where X = N, P, As. Thallium compounds exhibit much more negative total energies, 
which indicates higher thermodynamic and dynamical stability. For instance, the total energy of TlN is about −40637.22 
Ry, while that of TlP and TlAs reaches −43461.54 Ry and −45099.98 Ry respectively, compared to the boron-based 
compounds BN (−159.39 Ry), BP (−4414.99 Ry), and BAs (−4571.89 Ry), confirming the superior energetic stability of 
Tl-based materials. 

Regarding mechanical properties, the calculated equilibrium volume (Vo) and bulk modulus (Bo) reveal 
fundamental structural differences between the two families. TlX compounds are characterized by larger equilibrium 
volumes and lower bulk moduli, indicating relatively softer crystal structures. For example, TlP has a Vo of 271.37 a.u³ 
and Bo of 33.14 GPa, while TlAs displays an even larger Vo (296.76 a.u³) and a lower Bo (28.21 GPa). In contrast, BX 
compounds are more compact and mechanically robust, particularly BN, which shows the smallest Vo (80.56 a.u³) and 
the highest Bo (373.12 GPa), pointing to high mechanical hardness and strong covalent bonding.  



472
EEJP. 4 (2025) Abed Zoulikha, et al.

72 74 76 78 80 82 84 86 88 90

-159.395

-159.390

-159.385

-159.380

 BN
En

er
gy

 (R
y)

Volume (Bohr)3

140 145 150 155 160 165 170 175
-733.962

-733.960

-733.958

-733.956

-733.954

-733.952

-733.950

-733.948

-733.946

En
er

gy
 (R

y)
Volume (Bohr)3

 BP

165 170 175 180 185 190 195 200 205 210
-4571.900

-4571.898

-4571.896

-4571.894

-4571.892

-4571.890

-4571.888

En
er

gy
 (R

y)

Volume (Bohr)3

 BAs

 

Figure 2. Variation of total energy as a function of atomic volume for BX compounds in the zinc blend structure 
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Figure 3. Variation of total energy as a function of atomic volume for TlX compounds in the zinc blend structure 

Based on these results, one can conclude that TlX compounds exhibit clear advantages in terms of total energy and 
thermal stability, making them suitable for optoelectronic applications requiring flexibility and robustness. Conversely, 
BX compounds—especially BN—are more appropriate for extreme conditions that demand high mechanical performance. 
This complementary contrast in physical properties paves the way for future hybrid applications that exploit the strengths 
of both compound families. 

Our results are in good agreement with previous theoretical studies, confirming their reliability, however there is no 
experimental result available for the III-V compounds. 
 

3.2. Electronic parameters 
Figures 4 to 7 present the calculated electronic band structures and density of states for BX and TlX compounds in 

the zinc blende structures. The analysis begins with the boron-based compounds, which exhibit wide band gaps, followed 
by the thallium-based compounds, whose electronic behavior is influenced by relativistic effects. These results help 
identify the nature and origin of the band gaps, as will be discussed in the following sections. 
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Figure 4. Calculated band structure and total density of states of BX (X=N, P, As) compound 
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Figure 4. Calculated band structure and total density of states of BX (X=N, P, As) compound (continued) 

The results are given in Table 3 show that BX (X= N, P, and As) are an indirect gap semiconductor with the minimum 
of conduction band at Г, X point.  
Table 3. Band gaps of BN, BP, and Bas in the zinc blende structure (all energies are in eV) 

compounds calculations Other calculations Nature of the band gap 
BN 4.4593 4.85 [25], 4.35 [46] (Г===X) : indirect 
BP 1.25317 1.24 [26], 1.14 [27] (Г===X) : indirect 
BAs 1.20819 1.21 [26], 1.23 [30], 1.25 [18], 1.36 [42] (Г===X) : indirect 

The electronic band structure calculations reveal that boron-based compounds BX (X = N, P, As) crystallizing in 
the zinc blende structure exhibit indirect band gaps. Among these materials, BN possesses the widest band gap, followed 
by BP and finally BAs with the smallest gap. This decreasing trend in the band gap values is mainly attributed to the 
increasing atomic number of the group V element. These findings are consistent with recent DFT studies reported in the 
literature [6. 29]. To gain deeper insights into the electronic structure, the total and partial density of states for BN, BP, 
and Bas were calculated and illustrated in Figure 5 using the GGA approximation. 
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Figure 5. Total and partial densities of states of BX (X=N, P, As). Compound within GGA approximation 
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Figure 5. Total and partial densities of states of BX (X=N, P, As). Compound within GGA approximation (continued) 

Figure 5 presents the total and partial density of states for the BN, BP, and Bas compounds in the Zinc blende 
structure. For BN, the valence band region, spanning from -8 eV to 0 eV, is strongly dominated by the p orbitals of the 
nitrogen atom (N-p), with a smaller contribution from the p orbitals of boron (B-p). This indicates a significant ionic 
character in the B-N bond, driven by the high electronegativity difference between the constituent atoms. In contrast, the 
conduction band (5-8eV) shows only weak contributions from al orbitals, suggesting a relatively low density of available 
states for electronic conduction in this energy range. 

For BP, both B-p and P-p orbitals contribute significantly within the same valence band range (-8 to 0 eV), while 
the conduction band (1.25-8 eV) displays distributed contributions from multiple orbitals. This reflects a more covalent 
and delocalized nature of bonding compared to BN. As for Bas, the valence band is characterized by overlapping 
contributions from p orbitals of both boron and arsenic (B-p and As-p) within the -8 eV to 0 eV range, whereas the d 
orbitals of arsenic (As-d) exhibit nearly negligible participation. In the conduction band region (1.2-8eV), the electronic 
density remains distributed across the same previously mentioned orbitals, indicating similar bonding characteristics to 
BP but with a different electronic distribution profile. 

After completing the analysis of the structural properties of the BX compounds (BN, BP, BAs), we now move on to 
the study of the TlX compounds (TlN, TlP, TlAs), in order to highlight the fundamental differences between these two 
families of materials. Unlike the BX compounds, which exhibit typical characteristics of light-element semiconductors, 
such as small lattice constants and wide band gaps, the structural properties of the TlX compounds clearly reflect the 
influence of the heavier thallium atom, resulting in noticeably different behavior. These structural differences are expected 
to have a direct impact on the electronic and optical properties of these materials. 

Therefore, it is important to provide a detailed and precise analysis of the TlX compounds in order to clarify how 
the incorporation of thallium affects the crystal structure and distinguishes them from their boron-based counterparts. 
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The bands structure of TlX compounds for ZB phase is show in Fig. 6. Electronic structure calculations based on 
the GGA approximation reveal that the TlN, TlP, and TlAs compounds, crystallizing in the zinc blende (ZB) structure, 
exhibit a metallic or semi-metallic character, as indicated by the intersection of the Fermi level (EF) with the conduction 
band. These results confirm the absence of an energy band gap, with a calculated band gap value of 0 eV for all three 
materials. These findings are consistent with previous theoretical studies, which have also reported a zero-gap behavior 
in TlX compounds within the same crystal structure, using both GGA and more advanced functional such as mBJ and 
HSE 06 [3, 30, 31]. 
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Figure 6. Calculated band structure and total density of states of TlX (X=N, P, As). Compound 

To explore the electronic structures in greater detail, the total and partial density of states for TlN, TlP, and TlAs 
were calculated within the GGA approximation, as illustrated in Figure 7. 
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Figure 7. total and partial densities of states of TlX (X=N, P, As). Compound within GGA approximation 
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Figure 7. total and partial densities of states of TlX (X=N, P, As). Compound within GGA approximation (continued) 

A detailed inspection of the partial densty of states for the TlX compounds reveals a clear distinction in the orbital 
contributions across the valence and conduction bands, which is essential for understanding their electronic behavior and 
bonding nature. 

In the case of thallium nitride, the valence band can be divided into two main regions: 
(i) The lower valence band, spanning from approximately -11 to -9 eV is primarily dominated by the Tl-d, N-s, 

and N-p states. This indicates strong hybridization between thallium and nitrogen deep core levels, reflecting 
a notable covalent character. 

(ii) The upper valence region, from -6 eV to 0 eV, the dominant contributions arise from the Tl-s and N-s orbitals, 
with a moderate participation of Tl-d and N-s states. 

As for the conduction band, starting just above the Fermi level (0 eV) and extending up to 12 eV, it is mainly 
composed of Tl-p, Tl-s and N-p orbitals. A minor yet noticeable contribution from the Tl-f states is also observed at higher 
energies, suggesting possible f-character at conduction states in excited conditions. 
For TlP the the PDOS profile shows: 

(i) A deep valence band segment between-12eV and -9.5 eV,where Tl-d and P-s states dominate, while Tl-s and 
P-p exhibit weaker contributions. 

(ii) In the valence band range from -7eV to 0eV, there is a pronounced mixing for Tl-6p, Tl-s, P-s, and P-p states, 
with a slight presence of Tl-d this highlights the significant hybridization between thallium and phosphorus 
s-and p-orbitals near the Fermi level. 

In the conduction band, contribution mainly stem from Tl-p, Tl-s, P-s, while Tl-d and Tl-f states appear marginal, 
indicating limited involvement of deeper core orbitals in the conduction process. 

Finally, the PDOS spectrum of thallium arsenide closely resembles that of TlP: 
(i) The lower valence band region (-12eV to-9eV) is predominantly characterized by As-s and Tl-d states, 

marking the interaction between deeper core levels of the two atoms. 
(ii) Moving to the upper valence range (-6.5eV to 0eV), significant contributions from Tl-s and As-p are noted, 

with secondary inputs from Tl-p and As-s  
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So, in the conduction band (0 to ~8eV), the most pronounced contributions arise from Tl-s, T-p and As-4p, reflecting 
strong s-p hybridization, essential for the conduction mechanism. Additionally modest involvement of Tl-d, Tl-f, and As-
d orbitals is identified at higher energy levels. 

The analysis of the electronic band structures alongside the total and partial density of states for TlN, TlP, and TlAs 
demonstrates that the valence and conduction bands either intersect or come into direct contact at the Fermi level. This 
particular feature suggests the absence of a real band gap, placing these materials within the category of semi-metallic 
systems. Such behavior is typically associated with weak orbital hybridization and the influence of relativistic effects 
linked to the heavy. 

So, these differences in the electronic distribution are directly reflected in the physical properties of the compounds. 
While the BX compounds retain a tunable semiconducting behavior, the TlX compounds appear unsuitable for 
conventional electronic applications, but they may be exploited in systems with metallic or semi-metallic character.  
 

3.3. Optical parameters 
Optical properties play a crucial role in evaluating the potential of materials for electronic and optoelectronic 

applications, such as detectors and photonic devices. These properties are derived from the energy-dependent dielectric 
function. In the following, we analyze key optical parameters including reflectivity R(ω), absorption coefficient α(ω), 
energy loss function L(ω, and ε1(ω) and ε2(ω the real and imaginary parts of the refractive index n(ω). These optical 
properties were investigated for the studied compounds within the photon energy range of 0 to 14 eV. 

The complex dielectric function is used to describe the linear response of a material under an external 
electromagnetic field. It distinguishes between the contributions of intra-band and inter-band transitions and is represented 
by its real (ε1) and imaginary (ε2) parts [32]. Generally, the ε1(ω) is closely related to the polarization, while ε2(ω) is 
closely related to the absorption properties [38]: 

 𝜀ሺ𝜔ሻ = 𝜀ଵሺ𝜔ሻ + 𝑖𝜀ଶ(𝜔) (3) 

The imaginary component of the dielectric function at low photon energies is evaluated through electronic structure 
computations, relying on the joint density of states and the transition matrix elements between filed and empty electronic 
states. Subsequently, the real part is derived using the Kramers-Kronig transformation [33]. 

As previously mentioned, this work provides a detailed presentation and analysis of the main optical properties, such 
as the refractive index and the absorption coefficient, which are determined according to relations (4) and (5), respectively. 

 𝑛(𝜔) = ቬఌభ(ఠ)ଶ + ටఌభమ(ఠ)ାఌమమ(ఠ)ଶ ቭଵ ଶ⁄
 (4) 

 𝛼(𝜔) = ସగఒ 𝑘(𝜔) (5) 

In these relations, k represents the extinction coefficient, while λ refers to the wavelength of light in vacuum. Further 
details on the methodology used to calculate these optical properties can be found in the works of Ambrosch-Draxl and 
Sofo [34, 35, 36]. 

The calculated Real and Imaginary Parts of the Dielectric Function ε1(ω) and ε2(ω), Refractive Index n(ω), Energy 
Loss Function L(ω), Reflectivity R(ω), and Absorption Coefficient α(ω) of BX(X=N, P, As) shown in Fig. 8. 
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Figure 8. Real and Imaginary Parts of the Dielectric Function ε1(ω) and ε2(ω), Refractive Index n(ω), Energy Loss Function L(ω), 
Reflectivity R(ω), and Absorption Coefficient α(ω) of BX(X=N, P, As) (continued) 

Imaginary Part ε2(ω): For BN compound, it is observed that the absorption starts in the ultraviolet region, around 
9 eV, which clearly indicates the presence of a wide energy gap. Moreover, the low values of the imaginary part of the 
dielectric function (ε₂) up to this energy confirm the transparency of the material in the infrared, visible, and near-
ultraviolet ranges.  Beyond this point, ε₂ gradually increases, reaching its maximum around 12 eV, reflecting sharp and 
intense electronic transitions in the deep ultraviolet region. These results are in good agreement with the work reported 
by Artús et al. [45]. 

For both BP and BAs compounds, it is observed that the onset of optical absorption starts at an energy value of 
approximately 3.5 eV for each, indicating that their energy gaps are smaller compared to BN. Moreover, two prominent 
absorption peaks are recorded for both compounds within the energy range of 5 to 6 eV, with the maximum absorption 
intensity reaching around 40 for BP and about 35 for BAs. Beyond these peaks, a gradual decrease in absorption is 
observed until it becomes almost negligible in the deep ultraviolet region for both compounds. 

Real Part ε1 (ω): For the BN compound in the energy range between 0 and 6 eV (from the infrared to the near-
ultraviolet region), the real part ε₁ remains approximately constant. Subsequently, this value increases gradually, reaching 
a maximum of about 12.5 at energy of approximately 10 eV, which corresponds to the deep ultraviolet region. Beyond 
this point, ε₁ decreases significantly and becomes negative at higher photon energies, indicating the occurrence of 
plasmonic response in this energy range. For the BP and BAs compounds At 0 eV, the imaginary part ε₂ is around 9 for 
BP and approximately 10 for BAs. These values remain nearly constant in both the infrared and visible regions. As the 
photon energy increases, ε₂ starts to rise gradually until two pronounced peaks appear in the near-ultraviolet region: 

(i) A pronounced peak around 25 is observed for BP within the energy range of 5-6 eV. 

(ii) Another peak around 20 for BAs, located in the energy range between 3 and 4 eV. 

Refractive Index n(ω): For BN, the static refractive index is n(0) = 2.1. This value remains almost constant up to 
(≈ 9 eV), beyond which it increases, reaching its maximum peak at around 12 eV. After this point, the refractive index 
decreases rapidly. In the case of BP, the static refractive index is n(0) = 3. This value remains nearly unchanged in the 
low-energy region up to about 4 eV, where the first peak appears with a refractive index of 4. Subsequently, the highest 
peak emerges at around 5.7 eV with a maximum value of n = 5.5, followed by a continuous decrease.  For BAs, the static 
refractive index is n (0) = 3.1. A distinct peak appears at around 5.5 eV. These results are in good agreement with the 
work reported by Artús et al. [45] 
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Absorption Coefficient α(ω): The curves illustrating the variation of the absorption coefficient as a function of 
photon energy reveal the following behavior: For BN, no absorption is observed up to approximately 9 eV in the 
ultraviolet (UV) region. Beyond this energy, the absorption gradually increases, reaching its maximum peak around 12 
eV in the deep UV region. For BP, the absorption remains negligible up to about 2 eV. It then increases progressively, 
reaching a maximum value of approximately 250 at around 3.2 eV, followed by a decrease. 

For BAs, the absorption is absent in both the infrared and visible regions. It starts to increase at higher photon 
energies, reaching a maximum value of approximately 250, and then gradually decreases thereafter. 

Reflectivity R(ω): The optical reflectivity of the compounds BN, BP, and BAs exhibits distinct behaviors for each 
material. For BN, at the zero-energy limit, the reflectivity is approximately 0.06% in the infrared region, and it gradually 
increases with photon energy, reaching about 0.5% in the deep ultraviolet region. For BP, the reflectivity at zero energy 
is R(0) = 0.25%. Nearly equal peaks of about 0.65% are observed within the energy range between 6 and 14 eV.  

For BAs, the zero-energy reflectivity is approximately R(0) = 0.28%. It gradually increases beyond 5.5 eV, reaching 
values between 0.5% and 0.7%. The absence of absorption in the infrared region, along with the low reflectivity values, 
highlights the potential of these materials for use as cold, anti-reflective coatings in optical fiber technologies. 

Energy Loss Function L(ω): Based on the analysis of the electron energy loss function (EELF) data, it is observed 
that the maximum peak for BN appears at approximately 14 eV. In contrast, for the compounds BP and BAs, the main 
peaks of the energy loss function are located within the energy range of 13.5 to 14 eV, indicating a similar optical behavior 
in this energy interval, which is typically associated with the plasmon excitation energies of these materials.  

It is worth mentioning that some of the obtained results are in good agreement with several recent studies, which 
reinforces the validity of the reliability of the achieved findings [39, 40, 41, 42]. In this section, we will analyze the optical 
calculation results of thallium compounds So that the calculated Real and Imaginary Parts of the Dielectric Function ε1(ω) 
and ε2(ω), Refractive Index n(ω), Energy Loss Function L(ω), Reflectivity R(ω), and Absorption Coefficient α(ω) of 
TX(X=N, P, As) shown in Figure. 9. 
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Figure 9. Real and Imaginary Parts of the Dielectric Function ε1(ω) and ε2(ω), Refractive Index n(ω), Energy Loss Function L(ω), 
Reflectivity R(ω), and Absorption Coefficient α(ω) of TX(X=N, P, As) and TlX(X=N, P, As) 
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Figure 9. Real and Imaginary Parts of the Dielectric Function ε1(ω) and ε2(ω), Refractive Index n(ω), Energy Loss Function L(ω), 
Reflectivity R(ω), and Absorption Coefficient α(ω) of TX(X=N, P, As) and TlX(X=N, P, As) (continued) 

Imaginary Part ε2(ω): The thallium compounds exhibit remarkable optical activity in the low-energy range. For 
TlN, distinct peaks are observed up to approximately 10 eV, with the most intense peak occurring below 1 eV, which 
corresponds to the infrared region. As for TlP and TlAs, noticeable peaks appear up to around 6 eV, after which the 
intensity gradually decreases. 

Real Part ε1(ω): The real part of the dielectric function ε1(ω) is considered a key factor in understanding the optical 
behavior of this class of compounds, as it reflects the material’s ability to polarize under the influence of external 
electromagnetic fields. 

According to the obtained results, the highest values of ε1 are recorded at 0 eV, which corresponds to the infrared 
region, indicating a strong capacity of these materials to store electric energy in this energy range. Among the studied 
compounds, the highest static dielectric constant was observed for TlAs, with ε1(0) = 45, followed by TlN with a value 
of approximately ε1(0) = 35, and finally TlP with ε1(0) = 25. These results highlight the differences in polarization ability 
among the compounds, where TlAs exhibits a stronger polarizability compared to TlN and TlP, which is reflected in their 
distinct electromagnetic responses at low frequencies 

Index n(ω): In this study, the refractive index at zero photon energy is extracted from the optical spectra as follows: 
n(0) = 6.7 for TlN, n(0) = 5 for TlAs, and n(0) = 5 for TlP. These values highlight the relatively high refractive indices of 
the thallium-based compounds in comparison with boron-based compounds, especially in the low-energy region. With 
increasing photon energy, the refractive index decreases progressively to reach values as low as 0.5 beyond 10 eV, 
indicating a weak refractive response at high energies.4. These results are in good agreement with the findings reported 
in 2023, which confirmed that materials with small or negligible band gaps generally exhibit high refractive index values 
at low photon energies, followed by a gradual decrease as the photon energy increases, according to the Wemple–
DiDomenico model [44]. 

Absorption Coefficient α(ω): The optical absorption of the studied compounds starts within the infrared region and 
gradually increases, exhibiting pronounced peaks in the energy range between 3.5 and 6.5 eV. Additionally, for TlN, a 
distinct absorption peak appears around 13 eV, indicating active electronic transitions within these energy regions. For 
the compounds TlP and TlAs, two sharp peaks are observed near 6 eV for each, followed by a gradual decrease in the 
absorption coefficient. This behavior reflects a reduction in the density of electronic transitions in this energy range [43]. 

Reflectivity R(ω): The initial reflectivity values for the three compounds are approximately similar, with about 0.5 
for TlN, 0.45 for TlP, and 0.51 for TlAs at zero photon energy. For TlN, two distinct reflectivity peaks are observed: the 
first located around 7 eV, and the second between 10 and 12 eV. In contrast, TlP and TlAs exhibit less pronounced and 
more gradually diminishing peaks as the photon energy increases. Notably, unlike TlP and TlAs, the reflectivity of TlN 
decreases between 11 and 12.5 eV, but shows a slight increase beyond this range. 

Energy Loss Function L(ω): The energy loss function exhibits a low initial peak for all the compounds (TlN, TlP, 
and TlAs), followed by a clear increase starting from around 8 eV. A prominent and well-defined main peak is identified 
for each compound at approximately 14 eV, indicating strong energy loss behavior in this energy region. 
 

4. CONCLUSIONS 
In this study, the structural, electronic, and optical properties of thallium-based compounds TlX (X = N, P, As) and 

boron-based compounds BX (X = N, P, As) in the zinc-blende structure were systematically investigated using density 
functional theory (DFT) within the GGA approximation. The obtained results reveal that boron compounds exhibit a 
typical semiconductor behavior with well-defined energy gaps, while thallium compounds exhibit a nearly metallic 
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behavior with a vanishing energy gap. From the optical perspective, all compounds show a decreasing trend in the 
refractive index as photon energy increases, starting from relatively high values at low energies, which indicates a weak 
optical response at high photon energies. Furthermore, the analyses of the absorption spectra and dielectric functions 
highlighted the presence of significant electronic transitions at specific energy ranges for each compound, reflecting the 
density of available electronic states. These findings clearly demonstrate the distinct electronic and optical behaviors 
between thallium-based and boron-based compounds, underscoring their potential relevance for advanced electronic and 
optoelectronic applications. Moreover, the observed trends are largely consistent with recent theoretical studies cited 
throughout this work. 
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ДОСЛІДЖЕННЯ СПОЛУК TlIX ТА BX (X= N, P, As) НА ОСНОВІ DFT: ПОРІВНЯЛЬНИЙ ОГЛЯД СТРУКТУРНОЇ, 
ЕЛЕКТРОННОЇ ТА ОПТИЧНОЇ ПОВЕДІНКИ 
Абед Зуліха, Лачабі Абдельхаді, Абделалі Лаїд 

Лабораторія прикладних матеріалів, дослідницький центр, Університет Сіді-Бель-Аббес, 22000, Алжир 
У цій роботі представлено детальне теоретичне дослідження структурних, електронних та оптичних властивостей сполук на 
основі талію (TlIX) та бору (BX), де X = N, P, As, у кристалічній структурі цинкової суміші. Розрахунки з перших принципів 
були виконані з використанням теорії функціоналу густини (DFT) в узагальненому градієнтному наближенні (GGA). 
Отримані результати показують, що сполуки на основі Tl демонструють нижчі загальні енергії порівняно зі сполуками BX, 
що вказує на вищу структурну стабільність. З точки зору електронної поведінки, сполуки BX зберігають свою 
напівпровідникову природу. На відміну від цього, сполуки TlX демонструють металеві або майже металеві характеристики 
через відсутність енергетичної щілини на рівні Фермі. Крім того, оптичні дослідження показують, що сполуки TlX мають 
вищі статичні показники заломлення та сильніші характеристики поглинання в області низьких енергій. Ці результати 
підкреслюють потенціал сполук на основі Tl для майбутнього застосування в оптоелектронних та фотонних пристроях. 
Загалом, це порівняльне дослідження надає цінні знання для розробки передових матеріалів для електронних та енергетичних 
технологій. 
Ключові слова: сполуки талію; сполуки бору; розрахунки з перших принципів; теорія функціоналу густини (DFT); електронні 
властивості; зонна структура; напівпровідники; TlX; BX 
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A comprehensive investigation of thermally induced phase transformations in the silicon-manganese (Si–Mn) system was conducted. The 
study utilized X-ray diffraction (XRD), Raman spectroscopy (including chemical Raman mapping), scanning electron microscopy with 
energy-dispersive X-ray spectroscopy (SEM–EDS), deep-level transient spectroscopy (DLTS), and thermodynamic CALPHAD modeling. 
The sequence of transformations has been reliably reconstructed as follows: (i) interstitial incorporation of Mn and partial amorphization 
of the near-surface Si layer; (ii) nucleation and growth of MnSi (B20 structure, P2₁3); (iii) stabilization of the higher silicide phase Mn₄Si₇ 
under Si-rich conditions; (iv) at T ≫ 900 °C, a partial reverse transformation to MnSi. DLTS analysis revealed three electrically active 
deep-level centers with activation energies of Eс–0.53 eV, Eс–0.43 eV, and Eс–0.20 eV (σn ≈ 10⁻¹⁶–10⁻¹⁵ cm²), which correlate with the 
MnSi → Mn₄Si₇ transition and interface traps at the “silicide/Si” boundary. CALPHAD modeling confirmed negative Gibbs free energies 
of formation (ΔGf) and identified thermodynamic stability windows for MnSi (600–750 °C) and Mn₄Si₇ (800–950 °C). The resulting 
process map provides the technological parameters for synthesizing CMOS-compatible Si–Mn structures. 
Keywords: Silicon; Manganese; Manganese Silicides; MnSi; Mn₄Si₇; Phase transformations; XRD; Raman; SEM–EDS; DLTS; 
CALPHAD; Gibbs free energy 
PACS: 68.37.Hk, 33.20.Fb 

INTRODUCTION 
Doping silicon with transition metals is a strategically important direction in the engineering of functional 

semiconductor materials, aimed at broadening the spectrum of its electronic, magnetic, and thermal properties. Among 
the wide range of 3D-elements, manganese attracts particular attention due to its ability to form stable silicide phases, as 
well as to induce spin-dependent conductivity and weak ferromagnetism in the Si matrix [1-5]. The silicon-manganese 
(Si–Mn) system is a complex binary system characterized by a rich phase diagram with numerous intermetallic 
compounds of variable composition. The most studied and practically significant phases are MnSi (cubic B20 structure), 
Mn₄Si₇ (tetragonal), and more silicon-rich compounds such as Mn₁₁Si₁₉ [6-9]. 

These silicides are distinguished by their high thermal and chemical stability, low specific thermal conductivity, and 
pronounced anisotropic magnetotransport properties, including the spin-filtering effect and the anomalous Hall 
effect [10-14]. This combination of properties makes them candidates for applications in the fields of spintronics, 
thermoelectric converters, and CMOS-compatible nanoelectronic platforms [15-18]. 

Despite the existence of a significant body of experimental and theoretical data on the Si–Mn system, several key 
issues remain unresolved. The mechanisms and temperature thresholds of phase transitions during thermal processing 
have not been fully established. The localization of manganese atoms in the early stages of annealing (including interstitial 
and cluster states) is unclear. The formation conditions of the Mn₄Si₇ phase and its possible transformation back to MnSi 
upon further heating are insufficiently studied, as is the influence of non-stoichiometry and internal stresses on the stability 
of silicide phases. 

A particular challenge is the reliable identification of the early stages of silicide formation at low temperatures, where 
Mn may still exist in a disordered form or as a dissolved atom in a-Si. Such states are difficult to distinguish using XRD 
methods but can be partially detected using highly sensitive vibrational spectroscopies (in particular, Raman) [18-21]. 
Furthermore, the use of a thermodynamic approach to analyzing phase equilibria, based on the CALPHAD (CALculation of 
PHAse Diagrams) methodology, is of critical importance. This approach allows for the prediction of silicide stability based 
on the Gibbs free energy of formation and the modeling of binary phase diagrams [21-25]. A comprehensive investigation 
of thermally induced phase transformations in the Si–Mn system, involving both experimental methods (XRD, Raman, XPS) 
and computational modeling (CALPHAD), is necessary to construct a complete picture of the phase evolution. This not only 
contributes to a deeper understanding of the fundamental processes of doping and diffusion in semiconductors but also opens 
up possibilities for the predictable synthesis of functional nanostructures with desired properties. 

Thus, the investigation of phase formation and phase stability of manganese silicides in doped silicon films as a 
function of annealing conditions is a relevant task at the intersection of solid-state physics, materials science, and applied 
nanotechnology. 
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MATERIALS AND METHODS 
The starting materials were single-crystalline p-type and n-type silicon wafers with resistivities ranging from 5 to 

35 Ω·cm. Doping with high-purity (≥ 99.999%) metallic manganese was performed by thermal vacuum evaporation in a 
high vacuum environment (P ≤ 10⁻⁷–10⁻⁸ Torr), maintained by an oil-free turbomolecular pumping system. Manganese 
doping was carried out through high-temperature annealing in sealed vacuum quartz ampules at temperatures ranging 
from 600 to 1200 °C for durations of 0.5 to 10 hours. Upon completion of the heat treatment, the samples were subjected 
to either rapid quenching or slow furnace cooling. These different thermal trajectories allowed for the simulation of both 
near-equilibrium and metastable conditions for crystallization and phase transformation, which significantly influence the 
morphology of the silicide phases and the distribution of Mn within the Si matrix [25, 26]. 

Vibrational properties were investigated by micro-Raman spectroscopy using a SENTERRA II spectrometer (Bruker 
Optik GmbH, Germany). A green laser with a wavelength of λ = 532 nm and adjustable power up to 25 mW was used for 
excitation. Spectra were recorded in the range of 50–4265 cm⁻¹ with an exposure time of 100–120 s. The spectral 
resolution was 4.0 cm⁻¹, ensuring the differentiation of silicide vibrational modes and Si phonon lines. To eliminate 
thermal shifts, a dual-channel registration of Stokes and anti-Stokes components was employed, with the actual 
temperature calculated using a modified Boltzmann formula [18]. The wavelength accuracy was calibrated against NIST 
standards (mono-Si and acetaminophen). Laser-induced heating was monitored by the ratio of the Stokes/anti-Stokes 
components, using the modified Boltzmann formula: 𝐼ୟ୬୲୧ିୗ୲୭୩ୣୱ𝐼ୗ୲୭୩ୣୱ ൌ exp ሺെ ℎ𝜈𝑘𝑇ሻ 

The phase composition was investigated using X-ray diffraction (XRD) with a MiniFlex II instrument (Rigaku, 
Japan), operating at CuKα radiation (λ = 1.5406 Å). Scans were performed in the 2θ range of 3°–60° with a step size 
of 0.02° and a dwell time of 2 seconds per point. Phase identification was performed using the ICDD PDF-4+ database, 
with analysis of interplanar spacings, relative intensities, and indexing of reflections according to known structures of 
manganese silicides (MnSi, Mn₄Si₇, etc.) [27-30]. 

To study the surface morphology, microstructure, and distribution of dopant elements in the silicon samples, 
scanning electron microscopy (SEM) combined with energy-dispersive X-ray spectroscopy (EDS) was employed. The 
measurements were conducted on a ZEISS GeminiSEM 300 electron microscope (Carl Zeiss AG, Germany) equipped 
with an integrated EDS detector. The instrument's operating mode included an accelerating voltage of 20 kV, which 
provided a sufficient penetration depth for analyzing near-surface structures, and a low residual pressure in the sample 
chamber of approximately 10⁻³ mmHg, which eliminated the effects of contamination and plasma ionization. 

DLTS measurements were performed on Schottky barrier diode structures. The top electrode was made of Au, with 
contact areas on the order of several square millimeters. Temperature dependencies were recorded in a liquid nitrogen 
cryostat with controlled heating over a working temperature interval of 80–360 K, with a setpoint stability of ±0.2 K. 

 
RESULTS AND DISCUSSION 

Figure 1 shows the DLTS spectra for an n-Si<Mn> sample, obtained at a rate window of e = 60 s⁻¹. Three distinct 
peaks are observed in the spectra at approximately T ≈ 130–150 K, 220–240 K, and 300–320 K. An Arrhenius analysis 
was performed for the electron emission channel using the equation: en = σnvth Nc·exp[-(Ec - Et)/kT], where vth ∞T1/2, 
Nc ∞ T3/2. From this analysis, three electrically active deep levels were identified. 

 
Figure 1. DLTS spectra and Arrhenius plots for the deep levels in n-Si<Mn>. 

All three defects are electron traps with capture cross-sections on the order of 10⁻¹⁶–10⁻¹⁵ cm². The most dominant 
recombination center is the E2 level (having the largest values of σn and Nt). 

Structural data and CALPHAD modeling indicate that heat treatment induces the nucleation and growth of MnSi 
nanophases, and upon further silicon saturation, leads to the MnSi → Mn₄Si₇ transformation. This transformation is 
accompanied by the redistribution of Mn, an increase in elastic stresses, and the formation of a well-defined “silicide/Si” 
interface. During this process: (i) the E1 level (Eс−0.53 eV) correlates with Mn-related complexes in the shell of the MnSi 
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precipitates; (ii) the E2 level (Eс−0.43 eV) reaches its maximum contribution during the formation of the higher silicide 
phase Mn₄Si₇ and the growth of misfit dislocations; (iii) the shallow E3 level (Eс−0.20 eV) reflects the presence of 
interface traps at the “silicide/Si” boundary, the contribution of which increases with the coarsening of the precipitates. 

The obtained experimental data provide evidence of a stepwise phase transformation in the Si–Mn system, governed 
by thermodynamic and diffusion factors. The phase transformation was confirmed by both X-ray diffraction analysis and 
Raman spectroscopy, which reflects structural changes at the level of chemical bonds and lattice symmetry (Fig. 2). 

 
Figure 2. Stages of phase transformations in the Si–Mn system. 

X-ray diffraction studies allowed for the tracking of the thermodynamically driven evolution of the phase 
composition in the Si–Mn system as a function of the annealing temperature. In the initial stage of heat treatment 
(T ≤ 600°C), the diffractograms predominantly show broad and poorly resolved diffraction maxima, which indicates a 
low degree of crystallinity, a significant number of lattice defects, and partial amorphization of the upper layer (see Fig. 3). 
The appearance of broad maxima in the 2θ range of ≈ 28–29° may be associated with an expansion of the lattice parameter 
of crystalline Si as a result of the incorporation of Mn atoms into interstitial positions [31]. 

 
Figure 3. X-ray diffraction pattern of the Si<Mn> sample after thermal annealing and subsequent oxidation (Si<Mn>→SiOₓ). 

 
Figure 4. X-ray diffraction pattern of the Si<Mn> sample after thermal annealing (T = 900–1000 °C). 
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In the image (Fig. 4), diffraction peaks corresponding to crystalline silicon (Si) and the silicide phases Mn₄Si₇ and 
MnSi are clearly visible. Reflections (111)α, (333)α, as well as peaks from a β-phase are noted, indicating the development 
of a multicomponent crystalline structure. The increase in intensity and narrowing of the peaks indicate the coarsening of 
domains and an increase in the degree of crystallinity following high-temperature thermal treatment. 

With an increase in temperature to 600–700 °C, well-defined diffraction peaks characteristic of the intermetallic 
compound MnSi are formed. The most intense reflections are observed at 2θ ≈ 31.6°, 36.1°, 47.3°, and 55.5°, which 
corresponds to a cubic structure (space group P2₁3) according to the ICDD PDF database #01-072-0566 [32]. 
Concurrently, the silicon peaks, particularly (111)α and (220)α, are preserved; however, their noticeable broadening 
indicates residual stresses and partial lattice restructuring (Fig. 4). 

In the image (Fig. 4), diffraction peaks of silicon (α-phase, e.g., (111)α) are clearly visible, as are signals 
corresponding to a β-phase and an oxide component (SiOₓ) near 2θ ≈ 20°. The presence of multiple reflections—(101), 
(202), (313), (333) β—indicates the formation of a multiphase structure involving manganese silicides and their reaction 
products with oxygen. The increased intensity of reflections in the range 2θ ≈ 26–35° is consistent with the formation of 
a thin SiO₂-like layer on the surface. 

In the temperature range of 800–900°C, an intensification of signals related to the Mn₄Si₇ phase is observed in the 
system. Its diffraction peaks are recorded in the interval 2θ = 27°–45°, including the characteristic reflections (210), (211), 
(002), and (313). This structure is tetragonal and thermodynamically more stable at moderate Mn concentrations [33]. 
The increase in intensity and the narrowing of the peak widths (as determined by the Scherrer formula) testify to an 
increase in crystallinity and the growth of grain domains to ~30 nm. Simultaneously, a decrease in the intensity of the 
MnSi lines is observed, which confirms its transformation into the more thermodynamically stable Mn₄Si₇ phase. 

2 MnSi + 5 Si → Mn4Si7 

At an annealing temperature exceeding 900 °C, a further narrowing of the diffraction peaks is observed, indicating 
the growth of crystallites to ~40–45 nm. In individual samples, weak signals characteristic of Mn-rich phases, including 
Mn₅Si₃, are detected, which appear as additional lines at 2θ ≈ 43.2° and 46.8°. This may be evidence of local Mn 
segregation during thermodynamic overheating and a partial disruption of phase equilibrium (Fig. 5) [34]. 

 
Figure 5. Raman spectrum of the p-Si substrate after annealing at 1200°C 

The XRD data are consistent with the results of CALPHAD modeling and are complemented by Raman 
spectroscopy, which allows for a reliable reconstruction of the phase evolution of the Si–Mn system over a wide 
temperature range. 

Raman spectroscopy is an effective method for analyzing the crystallinity, phase composition, and structural changes 
in silicon films doped with transition metals, particularly manganese. In crystalline silicon (c-Si), a characteristic Raman 
scattering line is observed at ~521 cm-1, corresponding to the transverse optical (TO) phonon mode at the center of the 
Brillouin zone (Γ point) [35, 36]. For amorphous silicon (a-Si), this peak is broadened and shifted to the 480–500 cm-1 
region as a consequence of lattice disorder [37]. 

The main peak (Fig. 6) at 521.6 cm⁻¹ corresponds to crystalline silicon (the TO mode at the Γ point). The weak band 
near 303 cm⁻¹ is due to two-phonon scattering (2TA), and the remaining peaks (554–954 cm⁻¹) may be related to second-
order vibrations or traces of impurity phases. This spectrum serves as a reference for analyzing the doped films. 

The doping of Si with manganese and subsequent thermal annealing promote the formation of silicide phases, such 
as MnSi and Mn₄Si₇, which possess their own characteristic phonon modes that can be detected in Raman spectra. For 
instance, crystalline MnSi (B20 structure) is characterized by modes at ~194 and ~316 cm⁻¹ [35, 38], while for Mn₄Si₇, 
peaks in the range of 270–330 cm⁻¹ are typical [39]. 

The intense line (Fig. 6) at 521 cm⁻¹ corresponds to crystalline silicon, whereas the additional peaks at ~181, 286, 
302, and 320 cm⁻¹ indicate the presence of the silicide phases MnSi and Mn₄Si₇. 

In the initial state (before heat treatment), the spectra of silicon films with Mn content up to 20 at.% exhibit a broad 
band in the 460–500 cm⁻¹ interval, which indicates an amorphous or nanocrystalline structure. After annealing at 600 °C, 
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a narrow line appears around 521 cm⁻¹, characteristic of c-Si, along with additional peaks in the 275–320 cm⁻¹ region, 
which is evidence of the formation of Mn₄Si₇ and MnSi₁․₇ phases [39–41]. 

 
Figure 6. Raman spectrum of a silicon film doped with manganese (~20 at.%) after annealing at 1200 °C (1 h, inert atmosphere) 

Increasing the annealing temperature to 900–1000 °C results in an enhancement of the intensity and a narrowing of 
the c-Si line, indicating the growth and ordering of Si crystallites. At the same time, the additional silicide peaks become 
more distinct (285, 305, and 335 cm-1), reflecting the phase segregation and crystallization of Mn₄Si₇. At 1100–1200 °C, 
a partial transformation of the higher silicide phase into the thermodynamically more stable MnSi is observed. This is 
confirmed by the appearance of lines characteristic of B20-MnSi (~190 and ~316 cm-1). 

The shift of the silicide Raman lines compared to literature values is attributed to tensile stresses arising from 
differences in thermal expansion coefficients, as well as to deviations from stoichiometric composition (an excess of Mn 
leads to a softening of phonon modes) [36, 41]. The observed redshifts of 5–13 cm⁻¹ and line broadenings of up to 15–20 
cm-1 indicate the presence of internal defects and a size effect. Upon further heat treatment, stress relaxation is observed, 
accompanied by a shift of the peaks toward their tabulated values and a decrease in their width to ~8–10 cm-1 [38, 41]. 

Overall, Raman spectroscopy has enabled the stepwise tracing of the phase composition evolution in the silicon-
manganese system. The formation of the Mn₄Si₇ silicide phase in the early stages of annealing, followed by a transition 
to MnSi at high temperatures, is consistent with X-ray diffraction data and literature sources [38–42]. 

In addition to point spectral analysis, visualization of the phase and chemical component distribution was performed 
on a p-Si<Mn> sample annealed at 1200 °C, using chemical Raman mapping techniques (Fig. 7). This methodology 
allows for the simultaneous acquisition of spatial and spectroscopic information with high resolution, which is critically 
important for studying heterogeneous nanostructures and local phase transformations [43–45]. 

 
Figure 7. Chemical Raman image of the p-Si<Mn> sample after annealing at 1200 °C: signal intensity distribution (color scale, 

3D), phase contrast map (top right), and integrated spectra from selected regions (bottom) 

Analysis of the spectra at various points on the surface revealed an inhomogeneous distribution of band intensities 
in the 250–400 cm-1 and 520–525 cm-1 ranges, which is interpreted as the result of the formation of MnSi and Mn₄Si₇ 
phases against a background of crystalline silicon. The main Si peak (521 cm-1) exhibits significant variability in intensity 
and shape, which is attributed to local lattice deformation and variations in manganese concentration across individual 
zones. 
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The three-dimensional reconstruction of the Raman signal intensity (upper left part of the figure) shows pronounced 
peaks in the range of 2000–2700 arbitrary units, corresponding to regions with a high concentration of silicide phases. 
The distribution map (top right) illustrates the segregation of Mn-rich areas, consistent with EDS (Energy Dispersive 
X-ray Spectroscopy) and XRD data. This confirms the existence of phase inhomogeneity, which forms as a consequence 
of Mn redistribution during high-temperature annealing and its limited solubility in the Si lattice. 

Thus, chemical mapping allows for the visualization of the Mn silicide formation mechanism at the micro-level, 
confirming both the phase and structural evolution previously identified by XRD and point Raman spectroscopy methods. 

To verify the elemental composition and evaluate the extent of manganese diffusion into the silicon substrate, 
energy-dispersive X-ray spectroscopy (EDX) analysis was performed on samples prepared by the thermal annealing of 
Mn nanofilms on a Si/SiO₂ substrate. 

For the morphological and elemental analysis of the p-Si<Mn> samples, scanning electron microscopy (SEM) was 
used in combination with energy-dispersive spectroscopy (EDS). The investigations were conducted on a ZEISS 
GeminiSEM 300 microscope at an accelerating voltage of 20 kV and a chamber pressure of approximately 10⁻³ mm Hg. 
The analysis was performed on several areas of the surface to assess the uniformity of element distribution and the nature 
of the micro- and nanophases formed as a result of annealing. 

The SEM images (Fig. 6a) show a homogeneous, granular structure with inclusions of varying contrast, indicating 
the presence of phases with different atomic masses. The elemental distribution obtained from EDS mapping (Fig. 8b–d) 
confirms the localization of manganese (Mn-K) predominantly in the form of separate domains and inclusions, uniformly 
distributed across the sample surface. Silicon (Si-K) demonstrates a continuous distribution, corresponding to the primary 
matrix material. Carbon signals (C-K) are interpreted as residual contaminants, possibly from the diffusion process or 
from interaction with the environment. 

 
Figure 8. SEM and EDS images of the p-Si<Mn> sample surface. a) SEM micrograph at ×1000 magnification, obtained at 20 kV; 
b) Carbon (C-K) distribution map; c) Silicon (Si-K) distribution map; d) Manganese (Mn-K) distribution map; e) Combined EDS 
map of C-K, Si-K, and Mn-K distribution (in pseudo-colors: red – C, orange – Si, yellow-green – Mn). The scale bar is 100 μm 

 
Figure 9. Comparative EDX spectra of the modified structures after annealing at 600 °C and 900 °C.  The increase in the Mn Kα 
and Si Kα intensities, alongside a decrease in the O Kα intensity, indicates a phase transformation and the possible formation of 
manganese silicides 

The spectra (Fig. 9) demonstrate the presence of intense peaks for Mn Kα (~5.9 keV), Si Kα (~1.74 keV), O Kα 
(~0.52 keV), and a weak peak for C Kα (~0.28 keV). This indicates the presence of the main component (manganese) as 
well as elements corresponding to the substrate and surface contaminants. A comparison of the spectra reveals that as the 
annealing temperature increases to 900°C, an increase in the Mn signal intensity and a relative decrease in the oxygen 



490
EEJP. 4 (2025) Sh.B. Utamuradova, et al.

signal are observed. This suggests that manganese not only diffuses into the oxide layer but also reacts with silicon, 
forming phases such as MnSi, Mn₄Si₇, and their derivatives. 

The qualitative and quantitative analysis of the EDX spectra (Table 1) indicates a predominance of manganese (47.2 
wt.%), silicon (28.5 wt.%), and oxygen (21.0 wt.%). The high oxygen content in the structure points to the presence of 
oxide compounds, such as MnO, Mn₂O₃, or transitional manganese silicates (MnSiₓOᵧ), which is supported by literature 
data [46–49]. 
Table 1. Elemental composition of the investigated structures based on EDX analysis results 

Element Line Mass % (wt.%) Atomic % (at.%) 
Mn Kα 47.2 22.6 
Si Kα 28.5 38.4 
O Kα 21.0 35.2 
C Kα 3.3 3.8 

At a temperature of 600°C, the initial stage of formation of the intermetallic phase MnSi can be expected, which is 
stable in the 550–750°C range and is characterized by a B20-type structure (P2₁3) [49, 50]. Increasing the temperature to 
900°C promotes the diffusion of Mn through the oxide layer and the formation of Mn₄Si₇ phases (Nowotny chimney 
ladder type structure), which possess thermoelectric properties and are stable at 800–950 °C [51, 52]. The appearance of 
adjacent phases, including Mn₁₁Si₁₉ and Mn₁₅Si₂₆, is also possible during local overheating [53]. 

The EDS mapping results are consistent with the X-ray diffraction analysis data and indicate the heterophase nature 
of the Mn distribution in the Si crystal lattice. It is noted that the morphology and composition of the resulting 
nanocomposites significantly depend on the heat treatment conditions, particularly the annealing duration and cooling 
rate. 

Thus, the obtained EDX data confirm not only the presence of manganese on the Si/SiO₂ surface but also indicate a 
phase evolution of the composition with increasing annealing temperature. These results are consistent with the 
predictions of the Mn–Si system phase diagram and CALPHAD modeling [54]. 

The correlation of X-ray diffraction (XRD) analysis and Raman spectroscopy provides a comprehensive 
characterization of the phase composition and structural evolution in the Si–Mn system during annealing. XRD reveals 
the formation of crystalline phases and changes in lattice parameters, whereas Raman spectra reflect local ordering, the 
presence of defects, and stress fields. 

Table 2. Structured scheme of phase evolution 

Annealing 
Temperature Phase Processes Structural Signatures 

≤ 600 °C Matrix amorphization, interstitial 
incorporation of Mn, and formation of 
small clusters. 

Broad, low-intensity XRD maxima; dome-shaped Raman lines at 
480–500 cm-1, absence of c-Si (521 cm-1) [44-45]. 

600–700 °C Nucleation of initial MnSi silicides 
(B20 structure). 

Appearance of weak B20-MnSi reflections (XRD); Raman lines at 
285–300 cm⁻¹ corresponding to T-phonons of MnSi [46]. 

800–900 °C Growth and ordering of Mn₄Si₇ 
(MnSi₁.₇) phases, suppression of 
MnSi. 

Intensification and narrowing of Mn₄Si₇ XRD peaks; Raman triplet 
at ~275/300/320 cm-1 - characteristic of the higher silicide phase 
[46,45]. 

> 900 °C Crystallite coalescence, Mn 
segregation, partial transition of 
Mn₄Si₇ → MnSi. 

Narrowing of XRD lines; stabilization of Raman lines at ~190 and 
~316 cm-1 (E- and T-modes of B20-MnSi); decrease in FWHM and 
approach of frequencies to bulk values [45,46]. 

Thermodynamic calculations were performed within the framework of the CALPHAD approach, which revealed 
that at moderate temperatures and with an excess of silicon, Mn₄Si₇ is the preferred phase. However, with an increase in 
temperature and Mn concentration, the near-stoichiometric MnSi phase is stabilized [57]. This phase dynamic is 
confirmed by experiments with Mn silicides on Si substrates: observations of XRD and Raman modes indicate a transition 
from MnSi₁․₇ to B20-MnSi with increasing temperature and annealing time [57-59]. 

For example, in the work by Li et al. (2022), it was shown that in MnSi films on Si(100), both MnSi₁․₇ and MnSi 
are formed during annealing, with Raman spectral peaks at ~190 and ~316 cm⁻¹ being clearly identified at 
temperatures ≥ 900°C [60]. Ferri et al. (2009) also reported Raman lines at ~320 cm⁻¹, associating them with 
polycrystalline Mn₄Si₇ inclusions [61]. 

The resulting phase formation scheme demonstrates consistency between the experimental XRD and Raman 
results, CALPHAD calculations, and literature data, thereby confirming the thermodynamic correlation of the phase 
composition and the kinetics of its formation. 

The sequence of phase transformations with increasing annealing temperature is presented (Fig. 10): from the 
incorporation of Mn into amorphous silicon to the coexistence and eventual predominance of the MnSi phase. The table 
at the bottom of the illustration links the thermodynamically expected phases with their spectral signatures. 
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Annealing Temperature Phase Raman/XRD Features 

≤ 600 °C a-Si + Mn Broad Raman bands, amorphous structure 
600–700 °C MnSi Appearance of Raman peak ~285 cm⁻¹ 
800–900 °C Mn₄Si₇ Growth of Raman lines ~275–320 cm⁻¹ 

> 900 °C Mn₄Si₇ → MnSi Narrowing of Raman bands, stabilization of Si lines 

Figure 10. A scheme of phase formation in the Si–Mn system during thermal processing, based on the combined data from 
Raman spectroscopy and X-ray diffraction. 

Thus, the comprehensive analysis of the structural (XRD) and vibrational (Raman) characteristics of the doped 
silicon films has not only allowed for the establishment of the sequence of phase transformations in the Si–Mn system 
but also for the identification of fundamental correlations between phase stability, the crystal chemistry of the silicides, 
and the thermal processing parameters. The formation of the Mn₄Si₇ phase at intermediate stages, accompanied by its 
partial transformation into B20-MnSi at elevated temperatures, confirms the existence of a thermodynamically driven 
segregation of components, as well as kinetic limitations associated with the diffusion of Mn in the Si matrix. 

The observed shifts, broadenings, and stabilization of the Raman lines provide additional information about stresses, 
non-stoichiometry, and relaxation processes in the formed phases. The concordance of the experimental spectral and 
diffraction data with CALPHAD model calculations and literature sources on Si–Me type systems (in particular, Si–Mn, 
Si–Fe, Si–Co) serves as a reliable basis for generalizing the observed regularities. These results expand the understanding 
of phase engineering in multicomponent silicon systems and have applied significance for the design of nanostructured 
materials with controlled electronic and thermoelectric properties [62–64]. 

The CALPHAD (CALculation of PHAse Diagrams) methodology is a standardized thermodynamic approach 
widely used to describe phase equilibria in multicomponent systems. The method is based on the construction and 
parameterization of the Gibbs free energy of the phases (G) as a function of temperature, pressure, and composition, using 
both experimental data and results from ab initio calculations and statistical thermodynamics (including methods like 
DFT, Monte Carlo, CVM, etc.) [62]. 

As applied to the Mn–Si system, CALPHAD modeling has enabled a quantitative description of the phase stability 
and thermodynamic boundaries for the formation of the key intermetallic compounds—MnSi and Mn4Si7. Based on the 
optimized Thermo-Calc database (TCHEA, SSOL) and the work of [63], the dependences of the change in the Gibbs 
energy of formation (ΔGf) on temperature were calculated for the most significant phases. The summary results of the 
thermodynamic calculations are presented in Table 3. 

Table 3. Thermodynamic parameters of phase stability in the Mn–Si system 

Phase Stability Range Minimum ΔGf (kJ/mol) Crystallography (PDF) Stoichiometry 
MnSi 600–750 °C ≈ –12 B20 (ICDD 01-072-0566) Mn:Si ≈ 1:1 
Mn₄Si₇ 800–950 °C ≈ –15 Tetragonal (PDF 01-089-4880) Mn:Si ≈ 4:7 

As shown in the thermodynamic calculations (see Fig. 4), both phases exhibit a negative Gibbs free energy of 
formation within the relevant temperature ranges, confirming that their formation is energetically feasible. Specifically, 
the MnSi phase, which has a B20-type structure (P2₁3), demonstrates stability at relatively low temperatures (600-750°C), 
where diffusion processes are limited. Still, the reactive intercalation of Mn into the Si environment is already possible. 
This is confirmed by experimental data, including the diffraction peaks at 2θ ≈ 31.6°, 36.1°, and 47.3° [64]. 

The Mn₄Si₇ phase, which is a higher silicide structure, forms at a higher temperature range (800–950 °C). Here, 
enhanced diffusion and a change in the chemical potential of the components lead to a redistribution of the composition 
toward Si-rich silicides. The modeling predicts a local minimum for ΔG_f of around –15 kJ/mol, making this phase 
thermodynamically favorable under these conditions. However, the thermodynamic stability window for Mn₄Si₇ is 
narrow, and with a further increase in temperature, a partial decomposition of this phase is observed, with the formation 
of MnSi—which is more stable in the presence of excess manganese and reduced silicon activity [65]. 
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These results are in complete agreement with the X-ray diffraction and Raman analysis data, which show that the 
phase sequence is MnSi → Mn₄Si₇ → MnSi (reverse), depending on the temperature regime. The behavior of the Gibbs 
free energy also explains the observed partial disappearance of the Mn₄Si₇ Raman bands at temperatures above 1000°C, 
where the dominance of MnSi is re-established. 

 
Figure 10. Temperature dependence of the Gibbs free energy of formation, ΔG(T), for the MnSi and Mn₄Si₇ phases, calculated 

using the CALPHAD method 

The negative values of ΔGf confirm the thermodynamic feasibility of the phases. It is evident that MnSi is stable at 
600–750°C, while Mn₄Si₇ is stable at 800–950°C. Thus, the thermodynamic analysis confirms the experimental 
observations and indicates the critical temperature intervals in which the MnSi → Mn₄Si₇ phase transition occurs. The 
CALPHAD model provides a reliable thermodynamic basis for describing and predicting the phase evolution in the Mn–
Si system under thermal influence. It effectively complements experimental methods (XRD, Raman) and serves as a tool 
for designing new functional silicide structures with controlled properties. This is of fundamental importance for the 
targeted synthesis of stable silicide structures with desired properties in micro- and nanoelectronics. 

 
CONCLUSIONS 

The conducted research has enabled the establishment of a clear sequence of phase formation in the Si–Mn system 
during thermal processing, as confirmed by both experimental methods (X-ray diffraction and Raman spectroscopy) and 
thermodynamic modeling (CALPHAD). It was found that the phase evolution includes four key stages: 

1. ≤ 600°C – Amorphization of the Si matrix with the incorporation of Mn and the formation of clusters, confirmed 
by a broad amorphous Raman line. 

2. 600–750°C – Formation of the intermetallic phase MnSi (B20); XRD reveals weak reflections, and Raman 
detects modes at ~190 and ~316 cm⁻¹, which is consistent with the data from Li et al. (2022) [1]. 

3. 800–950°C – Growth of the higher silicide phase Mn₄Si₇; XRD peaks become more intense and narrower, and 
a triplet at ~275, 300, 320 cm⁻¹ appears in the Raman spectra, as described by Ferri et al. (2009) [60]. 

4. > 950°C – Partial transformation of Mn₄Si₇ → MnSi, with crystallite coalescence and stabilization of spectral 
lines observed; the integrity of this data is confirmed in the work by Kim et al. (2008) [10]. 

CALPHAD modeling (Dupin et al., 2013) [6] showed negative Gibbs free energy values (ΔG < 0) for both phases 
within their respective temperature ranges, confirming their thermodynamic stability. The comprehensive correlation 
between experimental observations and modeling shows that MnSi is preferred at 600–750°C, whereas Mn₄Si₇ is stable 
in the 800–950°C range, and that a further increase in temperature shifts the system back toward MnSi due to a change 
in the chemical potential of manganese. 

Thus, the obtained data provide a reliable experimental-theoretical scheme for phase formation in the Si–Mn system 
and shed light on the fundamental mechanisms of silicide growth and transformation. This has applied significance for 
the design of functional silicon-containing materials with a controlled phase architecture, especially in the fields of micro- 
and nanoelectronics. 
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ФАЗОВІ ПЕРЕТВОРЕННЯ ТА СТРУКТУРНІ ПЕРЕТВОРЕННЯ СИЛІЦИДІВ МАРГАНЦЮ В СИСТЕМІ Si-Mn 
Ш.Б. Утамурадова, Ш.Х. Далієв, Дж.Дж. Хамдамов, Х.Дж. Матчонов, А.Х. Хайтбаєв 

Інститут фізики напівпровідників та мікроелектроніки Національного університету Узбекистану, 
вул. Янги Алмазара, 20, Ташкент, Узбекистан 

Було проведено комплексне дослідження термічно індукованих фазових перетворень у системі кремній-марганець (Si–Mn). 
У дослідженні використовувалися рентгенівська дифракція (XRD), раманівська спектроскопія (включаючи хімічне 
раманівське картування), скануюча електронна мікроскопія з енергодисперсійною рентгенівською спектроскопією (SEM-
EDS), глибокорівнева перехідна спектроскопія (DLTS) та термодинамічне моделювання CALPHAD. Послідовність 
перетворень була надійно реконструйована наступним чином: (i) міжвузлове включення Mn та часткова аморфізація 
приповерхневого шару Si; (ii) зародження та ріст MnSi (структура B20, P2₁3); (iii) стабілізація вищої силіцидної фази Mn₄Si₇ 
в умовах, збагачених Si; (iv) при T ≫ 900 °C, часткове зворотне перетворення до MnSi. Аналіз DLTS виявив три електрично 
активні центри глибокого рівня з енергіями активації Eс–0,53 еВ, Eс–0,43 еВ та Eс–0,20 еВ (σn ≈ 10⁻¹⁶–10⁻¹⁵ см²), які 
корелюють з переходом MnSi → Mn₄Si₇ та інтерфейсними пастками на межі «силіцид/Si». Моделювання CALPHAD 
підтвердило негативні вільні енергії Гіббса утворення (ΔGf) та визначило термодинамічні вікна стабільності для MnSi 
(600-750°C) та Mn₄Si₇ (800–950°C). Отримана карта процесу забезпечує технологічні параметри для синтезу CMOS-сумісних 
структур Si–Mn. 
Ключові слова: кремній; марганець; силіциди марганцю; MnSi; Mn₄Si₇; фазові перетворення; рентгенівська дифракція; 
раманівська спектроскопія; СЕМ-EDS; DLTS; CALPHAD; вільна енергія Гіббса 
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The objective of this research is to provide a detailed examination of ways to improve the efficiency of perovskite Ca3PCl3 in 
optoelectronic and solar cell applications. The substance known as Ca3PCl3 is classified in the same category as perovskites that are 
composed of inorganic metal halides. In the scope of this study, the density functional theory (DFT), that are the base principle, was 
used to examine the optical, electrical, and structural characteristics. The generalized gradient approximation (GGA), the Perdew 
Burke–Ernzerhof functionals, and the linear combination of atomic orbital calculator are the tools that are utilized to gain an 
understanding of the characteristics of the Ca3PCl3 perovskite. The key point includes the material’s direct band gap, which is measured 
to be 20.35eV at the Г-point. It has also been found that the dielectric function and absorption spectra change depending on the photon's 
energy. It has been reported that the extinction coefficient is 3.6963×10⁴ and the refractive index is 1.4410. Therefore, studying 
Ca3PCl3's optical properties is crucial for considering this material for future use in photovoltaic and optoelectronic devices. 
Keywords: Structural properties; Optical properties; Electrical properties; Layer separation 
PACS: 71.20.−b, 77.22.−d, 78.20.Ci 

1. INTRODUCTION
The significance of solar energy as a green, sustainable as well as enduring primary energy source is unquestionable. 

In comparison to conventional energy sources, solar photovoltaic technology clearly emerges as the superior choice. 
Photovoltaic cells efficiently convert light energy into electrical energy with minimal losses. Because of its widespread 
availability of irradiance absorption and allowable band gap for semiconductor devices, industrial photovoltaic systems 
are of major type. Additionally, their manufacturing process is very cost-effective. Perovskite compounds have garnered 
a lot of attention throughout the past few years as potential substitutions for traditional photovoltaic solar materials from 
a variety of fields. Silicon (Si), cerium titanate (CdTe), gallium arsenide (GaAs), and copper indium gallate selenide 
(CIGS) are all examples of such materials [1-4]. Having the capacity to absorb light across a wide range of wavelengths 
is absolutely necessary in order to create semiconductor devices that have the appropriate energy gap [5-7]. The 
operational characteristics of inorganic metal halide perovskites, Considerable attention has been created by their 
semiconducting solid-state nature, high absorption coefficients, and low reflection rates. [8-10]. 

During the last thirteen years, there has been a significant increase in the power conversion efficiency (PCE), which 
has risen from 3.8% to 26.1% [11-13]. Nevertheless, the extensive utilization of these potential attributes is made difficult 
by a lack of consistency. The perovskites' stability is extremely susceptible to moisture, air, light and temperature, making 
them particularly sensitive in real-world situations [14]. In the year 1839, Gustav Rose made the discovery of perovskite 
substance, which was subsequently called after the notable Russian mineralogist Lev Perovski. The term "perovskites" does 
not refer to the complex oxides of calcium and titanium (CaTiO3) in particular rather, it refers to a group of chemicals that 
have the chemical formula ABX3, where X represents an anion whereas A and B represent cations of varying sizes, typically, 
A is cation of a bigger metal as compared to B [15-21]. Ions of transition metals usually occupy the B-site, while ions of rare 
earth or alkaline earth elements usually occupy the A-site. Particularly perovskite oxides are referred to by the symbol 
ABX3[22-24]. Furthermore, the development of solar cell technology has been greatly aided by ABX3 cubic perovskites, 
which are characterized by high symmetry space group Pm-3m. The reason for this is that parity facilitates transitions in 
close proximity to the band edge, hence enhancing their light absorption capabilities and increasing their charge mobility. 
By adjusting the bandgaps of these materials, it becomes possible to have more versatility in capturing solar energy across a 
wider range of wavelengths, hence enhancing the structural advantages. Whereas Ca3PCl3, which is a perovskite compound, 
is advantageous in a number of ways, this material is well-suited for many technical uses, especially in the fields of 
photovoltaics and optoelectronics. Because it is suitable for large-scale manufacturing utilizing scalable fabrication 
techniques, Ca3PCl3, demonstrates a tremendous potential for the creation of solar cells and optoelectronic devices that are 
both high-performance and cost-effective. Optoelectronic devices facilitate the development of connections between the 
structure, mechanism, characteristics, and performance of materials. These electrical devices are available in a wide variety 
of combinations. Efforts are currently underway to develop computational techniques that can improve the discovery of 
materials suitable for high-performance optoelectronic devices [25-30]. Furthermore, apart from the ongoing investigation 
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into innovative perovskite halide materials for possible application in solar cells and other optoelectronic devices, these 
materials can also be modified to possess flexibility and lightness, which provides a major benefit [31-35]. 

The selection of materials that are used in the production of flexible electronic devices has a significant impact on 
the performance, durability and flexibility of these devices within the industry. Combining a number of different materials 
makes it possible to create a technical gadget that may be used in a variety of contexts. As a result of its unique nature, 
which demonstrates great performance and technological priority, the halide perovskite is defined by its high level of 
cost-effectiveness and efficiency [36-42]. 

The aim is to address the discovered significant research gaps by concentrating on the different qualities. Possible 
results of this study include expanding our knowledge of perovskite material behaviour and encouraging the creation of 
new compositions that provide an environmentally friendly and practical substitute for current solar power systems, both 
of which aim to overcome the current limitations of perovskite solar cells. 

Our methodological approach included calculating the density of states and band structure (DOS), and we have 
computed the elastic constants as well. The compound's stability was determined by using the Born-Huang inequality 
equations. Additionally, the mechanical constants, such as Young's modulus, shear modulus, and bulk modulus, were 
computed by employing the equations that relate to each of these constants. These equations offer extremely helpful 
information regarding the elasticity of the material as well as its capacity to withstand deformations. 

Throughout the entirety of the work, there are four separate sections that have been incorporated. Within the 
introduction part, there is a description of the objectives and scope of our research. Presented in the second section is an 
explanation that is both clear and simple to understand of the computational methods that were applied. In the third 
section, our findings are reported and analyzed in detail. Each of the significant results and the consequences of those 
findings are detailed out in great detail in the fourth section. Based on the findings of the investigation, it offers a complete 
analysis and draws conclusions.  
 

2. COMPUTATIONAL DETAILS 
The primary objective of this research is to enhance the quality of Ca3PCl3 material that is used in the production of 

new perovskites. During the process of improving the bandgap, we explored its possible applications in the conversion 
of solar energy and in optoelectronic devices. In order to carry out the analysis, we use Quantum ATK software program 
to do computations based on the Density Functional Theory (DFT). Using the Materials Project database, we first gathered 
information about the A3BX3 type crystal, which contains 7 atoms per unit cell. 

For the purpose of determining the structural properties of the novel perovskite Ca3PCl3, calculations were carried 
out with the assistance of the exchange–correlation generalized gradient approximation (GGA) and the Perdew–Burke–
Ernzerhof (PBE) functionals for linear combination of atomic orbitals (LCAO) calculator [43-45]. Quantum ATK Tool, 
version- 2023.12 was utilized in order to carry out these calculations.  

The band structure and partial density of states of Ca3PCl3 both are analysed in Brillouin zone using computational 
methods. In order to get accurate computations, the Brillouin zone was partitioned into a grid of points using a K mesh 
of order (5×5×5), with a density mesh cutoff of 60 Hartree. A convergence tolerance of 0.0001 was consistently 
maintained throughout the whole procedure. The process of optimization was modified by employing the Fermi–Dirac 
occupation approach over 9 self-consistent field phases. Both the Fast Fourier Transform (FFT) method and the Poisson 
solver have been applied. For the identification of eigen values, a medium pseudopotential was used. For calcium, 
PseudoDozo [z=10], PseudoDozo [z=5] for phosphorous and for chlorine it is PseudoDozo [z=7]. By this technique, 
researchers are able to get a deeper understanding of the material's potential that uses in a variety of fields, including 
semiconductor devices and catalysis, among others.  
 

3 RESULTS AND DISCUSSION 
3.1 Structural Properties: 

Perovskites are a group of materials characterised by their distinctive crystal structure, which can be expressed by 
the formula ABX3. Ca3PCl3 belongs to the same chemical family with a Pm-3m cubic face and is formed of 7 atoms as 
its basic building block. Figure 1(a) displays the crystallographic structure of Ca3PCl3, which forms in the Pm-3m space 
group, is indicated schematically. 

 
Figure 1. (a) The ideal framework of Ca3PCl3 perovskite and (b) k-path of Brillouin zone 
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Within the unit cell, the Cl atom is positioned at the edge of the face, The phosphorus atom is precisely located at 
the centre of the crystal, and the Ca atom is located at the vertex of the crystal. The k-path that is represented within the 
Brillouin zone (BZ) of the atomic structure is shown in Figure 1(b). Due to the high symmetry points (Γ-X-M-Γ-R-X-R-
M), the Brillouin Zone occupies a position of great significance. The bond length of Ca-P and Ca-Cl in Ca3PCl3 perovskite 
material is 3.0005 Å. The behaviour of electrons at high-symmetry k-points is an important bit of information that is 
needed in order to have a thorough understanding of the conductivity, energy bandgap and electrical properties of the 
material.  

To determine the minimum energy of the ground state and maintain the stability of the lattice, the lattice constant 
that leads to the lowest energy in the actual environment is of most significance. Lattice constant of Ca3PCl3 perovskite 
is 6.001Å as shown in Table 1. The rise in ion radius has been found to have a direct association with the modification of 
lattice constant, unit cell volume and density that has been discovered. Our optimization of the geometry turned out to be 
reliable with the comparison that had previously studied. The findings of our investigation indicated that the conclusions 
were in agreement with the findings of further theoretical studies that had been conducted. According to Apurba et.al [46] 
and Rasidul et.al [47], in their research they find the value of approximate to 6.00 Å as the lattice constant of Ca3PCl3. 
With the help of the comparison, we were able to show that the approaches that we use to optimize geometry are accurate.  
Table 1. Positioning of Ca3PCl3 lattice parameters 

Material  Lattice constant (Å) Lattice type Unit cell volume Space Group Density 

Ca3PCl3 
Present study 6.001 Simple cubic 216.1Å3 Pm-3m (221) 1.979 g/cm3 

Others study 5.69 [46] Simple cubic - Pm-3m (221) - 
5.725 [47] Simple cubic - Pm-3m (221) - 

In addition, by analysing their mechanical characteristics by examining the elastic properties of system. Fundamental 
elastic constants that are C11, C22 and C44, can be used to evaluate the mechanical properties of perovskite [48-49]. 
According to the findings of our research, the values of C11, C12, and C44 are 44.78, 11.25 and 15.82 respectively as shown 
in Table 2. The Born-Huang stability criteria have become known as the necessary conditions for a cubic structure to be 
stable, C44 >0, C11-C12 > 0 and C11 + 2C12 >0. Furthermore, the elastic constants were used to establish the material 
properties, such as the Bulk modulus, shear modulus and Young's modulus, in order to determining the ductility and 
brittleness of a material [50-53]. On the other hand, poisons ratio that is calculated is 0.2008 which measures the number 
of dimensional changes that occur when a material is subjected to a load. Mechanical properties make this material perfect 
for flexible electronics. Solar cells and data storage systems that need regular performance satisfying the needs of modern 
applications that require strength and flexibility. 
Table 2. The calculated values of elastic constants of the Ca3PCl3 compound 

Material C11 C12 C44 Bulk modulus (B) Shear modulus (G) Young's modulus (Y) 

Ca3PCl3 44.78 11.25 15.82 22.4245 16.2002 40.2578 
 

2.2 Electronics Properties 
3.2.1 Band Structure 

A substance's electronic properties are those that pertain to creation and flow of electrons inside its molecular 
structure [54]. Understanding the electronic band structure allows one to predict the electron behaviour in materials, light 
absorption and electrical conductivity. The band structure and the electron density of states are the two types of properties 
that are associated with electrical devices [55]. 

 
Figure 2. The electronic band structures of Ca3PCl3 perovskite 

A representation of the energy band structure of Ca3PCl3 with BZ points (Γ-X-M-Γ-R-X-R-M) is presented in Fig. 2, 
encompassing a range of -5 to 5 electron volts. In Table 3, Ca3PCl3 has been shown to have a direct band gap of 2.035 eV, 
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while the CBE is 1.0189 eV and the VBE is -1.0163 eV from measurements that were taken. It is at the Γ-point, which is 
the central point within the Brillouin zone, that the conduction band and the valence band exhibit their lowest and highest 
energy points, respectively. This characteristic is preferable for optoelectronic devices, as it indicates the potential for 
effective charge carrier mobility. 

Materials with a bandgap lower than 3.1 electron volts hold great potential for the development of devices that utilize 
visible light. Across the energy range of 1.2-12.3 eV, the perovskite exhibits considerable differences in its optical 
features, which makes it suitable for use, such as light-emitting diodes (LEDs) or photodetectors that are designed to 
detect ultraviolet light, as well as solar cells that are purpose-built to detect visible light [56]. Based on the calculations, 
Ca3PCl3 has a direct band gap, making it a perfect material for use in optoelectronic devices. 
Table 3. Electrical Properties of Ca3PCl3 Perovskite 

Material Direct Bandgap (eV) CBE (eV) VBE (eV) Layer separation (Å) 

Ca3PCl3 
Present study 2.035 1.0189 -1.0163 6.00 

Pervious study 2.208[46] - - - 
2.109[47] - - - 

 
3.2.2 Complex Band Structure 

A material's transport characteristics can be derived from its complex band structure, which also allows in identifying 
the charge carriers that contribute to tunnelling currents within the band gap. There are two different sorts of modes that 
are included in the complex band structure (CB), these modes are a propagating mode and a decaying mode, as shown in 
Fig. 3. It is possible to make use of the value of the wave vector (k) that has been provided for any of the two different 
sorts of modes. Within the same directional spectrum, decaying modes are described by a complex Bloch phase factor, 
whereas propagating modes are characterized by a real Bloch phase factor in the direction opposite to the C axis. 

 
Figure 3. Complex band structure of novel perovskite Ca3PCl3 

In the field of optoelectronics, our investigation of the CBS aims to throw provide light on the potential applications 
of these materials. The real values of kc represent the conventional Bloch states, which are observed on the right side of 
the diagram. Conversely, complex kc values are associated with states that are in proximity to the material's surface. With 
a layer separation of 6.00 Å, the presence of Ca3PCl3 is shown by the CBS. Therefore, this study's findings show that the 
novel Ca3PCl3 perovskite halide is a great material to employ in the production of optoelectronic devices. 

 
3.2.3 Density of State 

When it comes to the perovskite halide Ca3PCl3, the density of states (DOS) is all about how the electronic states 
are ordered throughout the material's different energy levels. This is related to the composition of the substance. By 
utilising density of states, one can find out considerable amount of information about the electrical structure and 
characteristics of the materials. Crystal structure, bandgap and electron density between atoms are three important 
variables that define the DOS. 

Fig. 4 shows the distribution of density of states for Ca3PCl3. It covers an energy range from -5 to 5 eV. The energy 
spectrum is fully occupied by the hybrid states of phosphorous (P) and calcium (Ca) in conjunction with chlorine (Cl). 
Density of states identifies peaks at -4.7 eV, -3.8 eV and -1.9 eV within the valence band (left side) and 4.4 eV, 3.4 eV 
and 3.3eV in the conduction band (right side). In optoelectronic applications, direct bandgap semiconductors are 
frequently chosen because of their exceptional efficiency in optoelectronic conversions and solar cells, this paper details 
the electrical properties of Ca3PCl3, offering insight into its potential usage. 
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Figure 4. Total density of states of novel perovskite Ca3PCl3 

 
3.2.4 Projected Density of States 

Projected density of states (PDOS) of Ca3PCl3 provides information about the distribution of electronic states among 
the calcium, phosphorus and chlorine atoms. It gives information regarding the electrical configuration of the compound 
as well as the bonding characteristics that are important when knowing its properties in various applications. This 
illustrates the way in which orbitals from each individual atom contribute to the overall density of states of the complex 
[57-58]. 

 
Figure 5. Projected density of states of Ca3PCl3 perovskite 

The calculation of a PDOS takes place using an energy range from (-5 to 5 eV). Figure 5 (a-c) shows the PDOS of 
particular atoms of Ca3PCl3. According to the results of our research, the p-orbital densities of phosphorus (P) and chlorine 
(Cl) have a significant impact on the behaviour of the valence band (VB) also the calcium d-orbital has an effect on the 
conduction band (CB). The presence of these energy levels allows for a diverse variety of electron states to make 
contributions to the valence band. 

 
3.2.5 Electron Density 

The electron density distribution forms a cloud around the atoms during the bonding process. As the density of this 
cloud increases, it represents the probability of an electron being found in a certain location. For stronger bonding 
interactions, a higher density is preferred. When attempting to identify the electronic properties of a material, it is 
necessary to investigate the electronic charge density of the material [59-61]. Presented in Figure 6(a) is a two-
dimensional representation of the crystallographic plane. Each colour on the bottom-right scale bar represents a different 
strength of the electron density. 

An illustration of a viewpoint that appears to be comparable to that of a bird's eye view may be obtained from 
Figure 6(b). It is much simpler to understand the manner in which the charges are dispersed surrounding the atoms in 
different amounts within the structure. The three dimension image of charge distribution can be seen in Fig. 6(c), from 
this one can acquire a comprehensive understanding of the distributing of charges around atoms with different levels of 
intensity. 
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Figure 6. The charge density distribution of Ca3PCl3 can be visually represented in three different ways: (a) a two-dimensional 

depiction, (b) a top-down perspective resembling a bird's eye view, and (c) a three-dimensional view 
 

3.3 Optical Properties 
These properties of Ca3PCl3 make it highly suitable for extensive application in the field of optoelectronics. 

Thorough testing is necessary to ascertain the suitability of materials for application in solar cell and optoelectronic 
devices [62]. Several optical properties, including as the absorption coefficient, conductivity, dielectric functions, 
reflectivity, extension coefficient and refractive index, are included in the of this study and shown in Table 4. A material's 
optical qualities are affected by its light-reactivity and light-adjustment capabilities, which are in turn affected by its 
interaction with light. In the following equation of the dielectric function, the real and imaginary parts are denoted by the 
symbols (Re(ε)) as well as (Im(ε)), respectively. 

 ε = Re (ε) + Im (ε) (1) 

Where absorption coefficient indicates that it has improved capacity to absorb light of varying wavelengths as 
compared to other compounds. The real and imaginary dielectric functions can be used to calculate absorption coefficient. 
The absorption coefficient of a perovskite made of Ca3PCl3 has been shown in Figure 7(a). 

 
Figure 7. The real coefficients of optical constants Ca3PCl3: (a) absorption coefficient (α), (b) extinction coefficient (k), (c) 

refractive index (n) and (d) reflectivity (r) 

From the observed value, the highest absorption peak is observed at 3.2 eV, corresponding to 404615 cm-1. This, in 
turn, would raise the competitiveness of these materials in the market for solar components. Whereas, the extinction 
coefficient is a measure of the reduction in electromagnetic radiation within a substance, determined by measuring the 
imaginary part of the refractive index. On the other hand, the real component denotes the velocity at which EM waves 
travel through the substance. The material Ca3PCl3 exhibits a low κ value of 0 eV, suggesting its minimum absorption at 
low energies (3.6963×10-5) as shown in Fig. 7(b). The refractive index (η) is a quantitative measure used to determine the 
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stability of a material in different device applications by measuring the changes in the speed of light within the material. 
This specific parameter is an aspect of the complex interaction that occurs between light and a material. In Fig 7(c), the 
material's refractive index, indicating a substantial level of light interaction within this energy range during its 
propagation. When developing antireflective layers for solar cells, it is feasible to utilize materials with a high refractive 
index [63]. The calculated value of refractive index is 1.4410. Furthermore, when subjected to electromagnetic radiation, 
including visible light, Ca3PCl3 perovskite exhibits a certain quantity of light that it reflects. Depending on a variety of 
parameters, including surface shape, crystal orientation and composition, perovskite materials can display significant 
changes in their overall reflectance [64]. However, the reflectivity of the Ca3PCl3 perovskite can be affected by both the 
wavelength of light and the angle of contact with the substance. The reflectivity of Ca3PCl3 is 0.0326, as depicted in 
Fig 7(d).  

Ca3PCl3 complex coefficient reflects the compound's geometric image's imaginary unit coefficient. The chemical 
composition Ca3PCl3 contains calcium, phosphorus, and chlorine. Under certain conditions, a molecule with an imaginary 
coefficient may undergo complex bonding or phase transition. 
Table 4. Real and optical properties of Ca3PCl3 perovskite 

Material Properties Units Values 

Ca3PCl3 

Real 

Absorption coefficient cm-1  404615 (3.2 eV) 
Extinction coefficient - 3.6963× 10-5 

Refractive Index - 1.4410 
Reflectivity - 0.0326 

Complex  

Optical Conductivity AV-1cm-1 1760.05 (3.12 eV) 
Dielectric constant - 2.0766 

Polarizability cm2v-1 2.0602×10-39  
Susceptibility - 1.0766 

Optical conductivity is a property of a material that quantifies the correlation between the magnitude of the electric 
current generated in the material and its current density, leading to the generation of an electric field at a particular 
frequency [65]. As shown in Fig. 8(a) the value of real optical conductivity is 1760.05 AV-1cm-1 at 3.12 eV. Whereas the 
real part of the dielectric constants predicts the value of 2.0766, as shown in Fig 8(b), indicating reduced internal power 
dissipation. 

 
Figure 8. The optical constants Ca3PCl3 are determined by the complex coefficients of optical conductivity (σ), dielectric constant 

(ε), polarizability (α), and susceptibility (χ) 
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This is beneficial for enhancing solar cell efficiency. Furthermore, the actual Re[α] component of dielectric constant 
represents influence of polarization and dispersion on material. Figure 8 (c) depicts the polarizability of recently 
discovered halide perovskite. This graphic includes both the real Re[α] polarizability and an imaginary Im[α] 
polarizability. The real polarizability value of Ca3PCl3 is 2.0602×10-39cm2 V-1. We have also calculated the value of 
susceptibility of Ca3PCl3 as shown in Fig 8(d), the calculated real value Re[χ] is 1.0766 reported in our work. According 
to the findings, Ca3PCl3 possesses excellent features for converting solar energy, especially in terms of its optical 
conductivity, which makes it best use in solar cells. 

CONCLUSIONS 
In a nutshell, our investigation consisted of utilizing DFT calculation in order to investigate the material Ca3PCl3, 

with a particular emphasis on the structures, optical properties, electrical properties, and mechanical properties of the 
material. The value of 2.035 eV was discovered to represent the direct bandgap of Ca3PCl3.The material Ca3PCl3 exhibits 
exceptional potential for application in the fields of solar cells and optoelectronics. Additionally, the computed elastic 
constants for this structure were as follows: C11 = 744.78, C12 = 11.25 and C44 = 15.82. Whereas the calculated value of 
refractive index is 1.4410. This is because it offers crucial information regarding the propagation of light through a 
substance. As it explains the phenomenon of light propagation through a material. However, the value of dielectric 
constant is 2.0766 also the calculated value of extinction coefficient is 3.69638 ×105, which can be used to calculate the 
ability of a molecule to absorb light at a particular frequency. The findings of this work are expected to provide guidance 
for the development of flexible electronic devices, such as solar cells, optoelectronic devices, and other devices that could 
potentially make use of this material due to its potential applications. 
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АНАЛІЗ СТРУКТУРНИХ, ЕЛЕКТРОННИХ ТА ОПТИЧНИХ ВЛАСТИВОСТЕЙ ПЕРОВСКИТУ Ca3PCl3 ДЛЯ 

ЗАСТОСУВАННЯ В ЗЕЛЕНІЙ ЕНЕРГЕТИЦІ ТА ОПТОЕЛЕКТРОНІЦІ 
Чакшу Малан1, Крішна Кумар Мішра1, Раджніш Шарма2 
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2Школа інженерії та технологій Університету Чіткара, Солан, Хімачал-Прадеш-174103, Індія 

Метою цього дослідження є детальне вивчення способів покращення ефективності перовскіту Ca3PCl3 в оптоелектронній галузі 
та галузі сонячних елементів. Речовина, відома як Ca3PCl3, класифікується в тій самій категорії, що й перовскіти, що складаються 
з неорганічних галогенідів металів. У рамках цього дослідження для вивчення оптичних, електричних та структурних 
характеристик було використано теорію функціоналу густини (DFT), яка є базовими принципами. Узагальнене градієнтне 
наближення (GGA), функціонали Пердью Берка-Ернцергофа та калькулятор лінійної комбінації атомних орбіталей – це 
інструменти, які використовуються для розуміння характеристик перовскіту Ca3PCl3. Ключовим моментом є ширина забороненої 
зони матеріалу, яка, за вимірюваннями, становить 20,35 еВ у точці Г. Також було виявлено, що діелектрична функція та спектри 
поглинання змінюються залежно від енергії фотона. Повідомлялося, що значення коефіцієнта екстинкції становить 3,6963×10⁴, 
а значення показника відбиття – 1,4410. Тому вивчення оптичних властивостей Ca3PCl3 має вирішальне значення для розгляду 
цього матеріалу для майбутнього використання у фотоелектричних та оптоелектронних пристроях. 
Ключові слова: структурні властивості; оптичні властивості; електричні властивості; розділення шарів 
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This article presents the results of experimental studies of local changes in the scattered light intensity and surface morphology in 
Mn implanted single-crystal silicon samples with electron conductivity and [100] crystalline orientation. The manganese ion energy, 
implantation dose, and phosphorus concentration in substrate were 40 keV, 5⋅1015÷1⋅1017 ion/cm2, and ∼ 9.3⋅1014 cm–3, respectively. 
Atomic force microscopy (AFM) and Raman spectroscopy, using the backscattering geometry of surface-scattered light, were 
applied to analyze the surface morphology before and after implantation. AFM micrographs of the surface show characteristic 
nanometer-sized roughnesses, the shape and size of which strongly depend on the implantation dose. These nanoscale objects are 
not present on the non-implanted substrate surface. In the Raman spectra of the samples not subjected to implantation, the main 
Lorentz-type peak is always observed, which is characteristic of single-crystal silicon and centered at 520.0±1.0 cm−1, 
corresponding to the phonon wave vector. Several peaks are observed in the Raman spectra of manganese ion-implanted silicon 
samples (184, 291, 373, 468, 659, 798, and 804 cm−1), presumably associated with the formation of radiation defects and nanoscale 
objects on the surface of single-crystal silicon during ion implantation with the participation of silicon, manganese, phosphorus, 
and other impurity atoms. These structural defects in the silicon crystal lattice at the surface and near-surface caused by manganese 
ion bombardment lead to the excitation of new vibrational modes not observed in the initial silicon. These modes are manifested in 
Raman scattering spectra. 
Key words: Local intensity; Ion implantation; Raman scattering; Silicon; Nanoscale objects; Wave vector 
PACS: 33.20. Fb; 42.68. Mj; 61.72. Tt 

INTRODUCTION 
Recently, there has been significant interest in the development and study of silicon nanocrystals and their 

nanostructures, particularly their optical, electronic, and other properties. This is due to their possible implementation in 
different devices, such as high-performance solar cells, non-volatile memory devices, biomedical devices and sensors, 
anode materials for lithium-ion batteries, active materials for thermoelectric devices, and efficient photon sources. Ion 
implantation (II) is an advanced technique for forming nanoscale structures in the surface and near-surface regions of 
semiconductors, enabling the design of nanoelectronic devices. The properties of nanoelectronic devices depend largely 
on the size, shape, and concentration of nanoscale structures in the surface and near-surface layers of the semiconductor 
substrate. 

The study of nanoscale structure formation involving impurities in solids, especially semiconductors such as 
silicon, is of significant scientific and practical interest. This interest stems from two factors: (1) these structures 
significantly alter the physicochemical properties of the material, often imparting unique characteristics, and (2) these 
materials enable the development of highly sensitive sensors for various external stimuli [1]. Impurities are introduced 
into semiconductors primarily through diffusion, ion implantation, or doping during growth [2]. Impurities from 
transition metals create deep energy levels in the silicon band gap, significantly altering its generation-recombination 
properties. These deep levels modify the properties of silicon typically doped with shallow-level impurities, enabling 
new phenomena with potential applications in modern electronics. Transition metal impurities are typically introduced 
into the silicon volume via high-temperature diffusion. However, diffusion doping has a significant drawback: the 
limited solubility of transition metal impurities in silicon restricts the practical use of diffusion-doped materials. Ion 
implantation overcomes this limitation [3]. It allows the introduction of impurities into the semiconductor at 
concentrations far exceeding their maximum solubility [4]. By introducing sufficient impurities via ion implantation, 
self-organized nanoscale structures can form, involving impurities and structural defects. This significantly modifies 
the properties of the original material, imparting tailored characteristics that underscore the relevance of this work. 
This article presents an experimental study of local variations in scattered light intensity on the surface of Mn implanted 
monocrystalline silicon samples containing nanoscale structures. It also examines their surface morphology, geometric 
dimensions, and shapes. 
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MATERIALS AND METHODS 
Bilaterally polished single-crystal silicon plates with electron conductivity and crystallographic orientation [100] 

were chosen as the substrate material for the ion-implantation process. The electron concentration in the substrate was 
approximately ∼ 9.3·1014 cm−3. Implantation of manganese ions with an energy of 40 keV was performed on the ILU-3 
linear ion accelerator at room temperature. The implantation dose varied in the 5,0⋅1015 ÷ 1,0⋅1017 ion/cm2 range. 

In modern conditions, highly sensitive microscopic, X-ray, spectroscopic, and other methods are mainly used to 
detect nanocrystals and nanostructures in solids or low-dimensional systems. In particular, the Raman (Micro Raman or 
µ-Raman) and AFM methods have recently become one of the generally accepted tools for studying bulk and low-
dimensional materials, especially single-crystal silicon and nanostructures based on it [5-9]. 

In this studies was used AFM and Raman spectroscopy to characterize the surface morphology and dimensions of 
nanoscale structures. It is known that both of these methods are highly accurate and informative tools for studying the 
formation of nanoscale structures in various materials. In addition, Raman spectroscopy provides valuable information 
on local atomic ordering and phonon modes [10, 11]. For the effective practical application of ion-implanted materials, it 
is necessary to know their physical properties in damaged surface layers: phase state, concentration of free charges, etc. 
Recent studies by the authors of [10] have shown that Raman scattering is a powerful tool for determining the physical 
characteristics of ion-implanted silicon layers. Our experiments recorded Raman spectra using a Renishaw InVia micro-
Raman spectrometer at room temperature in the wavenumber range of 50 to 1000 cm⁻1. The spectra were recorded in the 
backscattering geometry with a spectral resolution better than 2.0 cm–1. The incident radiation was not polarized, and the 
optical recording scheme also did not include polarizing filters. A Cobalt CW DPSS solid-state laser with a wavelength 
of 532 nm and a nominal power of 50 mW was used as an excitation source. The exciting laser beam was focused on the 
sample surface using a 100× objective. A similar procedure was used to collect scattered light. The obtained spectra were 
processed using the Origin Pro 18 software package. 

To study the surface morphology of monocrystalline silicon samples, a multifunctional AFM Core 300 was used in 
the static force mode. AFM Core 300 is a device with a unique set of capabilities for studying various properties of 
surfaces (and chips) of materials with high (up to atomic) resolution. The operating principle of this device is based on 
scanning the surface with solid-state sharp probes (needles) in the process of their mutual movement according to 
specified algorithms. A distinctive feature of the AFM, along with high resolution, is the ability to obtain a pseudo-three-
dimensional image of the surface with visualization of quantitative data on its electrical, magnetic, topographic and other 
characteristics. 

 
RESULTS AND DISCUSSION 

The results of the experiments on Raman spectroscopy are shown in Figure 1. The measurements were carried out 
at three different points on surface of initial and manganese ion-implanted monocrystalline silicon samples.  

 
Figure 1. Raman spectra for the original bulk sample (1) with thickness of 3 mm, (2) and (3) with thicknesses of 500 and 200 µm, 

as well as for a plate of single-crystal silicon doped with phosphorus 

As shown in Figure 1, the Raman spectrum of the original (non-implanted) silicon samples contains the main peak 
with a wave number of 520 cm−1 and accompanying peaks (satellites) at frequencies of 301 cm−1 and in the range of 
900-971 cm−1. It is known that Raman spectroscopy is especially sensitive to the surface condition and thickness of the 
samples. To clarify the effect of thickness on the appearance of the Raman spectra and the intensity of the peaks in them, 
we measured the dependence of the Raman spectra on the thickness of the semiconductor substrate. Our experimental 
results showed that increasing the thickness of non-implanted samples from 200 μm to 3 mm leads to an approximately 
50% decrease in the intensity of the main Raman peak at 520 cm⁻¹, while its spectral position remains unchanged. The 
measured full width at half maximum (FWHM) of this peak for the 3-mm-thick sample was 3.9 cm⁻¹, and for the 
200-μm-thick sample, it was 4.2 cm⁻¹. Analysis of these results suggests that sample thickness significantly influences 
the Raman spectra. This is due to the penetration depth of the exciting light, the energy of which E0=1.95 eV is greater 
than the band gap of single-crystal silicon equal to Eg=1.12 eV, and energy scattering in the volume. Secondary radiation 
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occurs only in a thin near-surface layer with a thickness of several microns. Thus, thicker samples result in greater 
attenuation of secondary order scattered light, reducing its intensity, as observed in our experiments. This means that the 
analysis of the Raman spectra provides information only on the near-surface layer. Thus, it can be argued that the observed 
features of the Raman spectra, such as local intensity, position, and shape of the phonon band, etc., provide valuable 
information about nanoscale objects, their composition and structure of both original and ion-implanted single-crystal 
samples and thin silicon wafers. 

The Raman spectra shown in Figure 1 (a), (b) clearly show the main Lorentzian peak characteristic of crystalline 
silicon (c-Si). This peak is centered at approximately 520.0±1.0 cm−1 and corresponds to the phonon wave vector. The 
recorded Raman spectral parameters, such as peak position and intensity, are consistent with data reported in the [12, 13]. 
The long-range translational symmetry of crystalline silicon potentially allows the appearance of additional peaks in the 
range of 100÷1100 cm−1. Although their intensity is considerably weaker than that of the main first-order longitudinal-
transverse optical (LTO) phonon peak [14]. Additionally, these spectra (Figure 1a, b) contain a broad band in the range 
of 925÷985 cm⁻1. A similar broad band in the range of 900÷1100 cm⁻1 was previously reported in the spectra of 
nanocrystalline silicon [11, 15], attributed to the scattering of multiple transverse optical (2TO) phonons and their 
overtone states. 

Figure 2 shows the Raman spectra of Mn implanted silicon samples. These spectra, acquired at three distinct surface 
locations, reveal several additional bands of varying intensities. The number and intensity of these bands vary significantly 
with implantation dose. 

 
Figure 2. Change in the local intensity of the Raman spectra of ion-implanted silicon samples measured at three different points on 
the surface depending on the implantation dose, ion/cm2: (a) – 5,0∙1015, (b) – 5,0∙1016, (c) – 1,0∙1017; ion energy 40 keV; T = 300 K 

Thus, for example, at relatively low (Figure 2, (a)) doses equal to 5,0∙1015 ion/cm2 in the Raman spectra, a 
sufficiently intense main peak of the quasi-Lorentz shape, characteristic of crystalline silicon (c-Si), is still clearly 
expressed and it retains its position relative to the center located at approximately a frequency of 520.0±1.0 cm−1 and still 
corresponds to the phonon wave vector. It should be noted that at low implantation doses, only a decrease in the intensity 
of the Raman peaks is observed, associated with both fundamental and higher scattering orders, which probably 
contributed to the formation of point defects. In addition, in the Raman spectra, a number of satellites are observed located 
relative to the central peak corresponding to 520.0 cm−1 both toward low (184, 291, 468 cm−1) and toward high frequencies 
(659, 798 cm−1), which can probably be associated with the formation of nanosized defect structures of the silicon crystal 
lattice that arose under the influence of the II process. As shown in Figure 2(b), increasing the implantation dose 
significantly alters the Raman spectral profile and the intensities of its peaks. 

Starting with a dose of 5,0∙1016 ion/cm2, although the position of the central peak remains unchanged, its intensity 
decreases approximately 2,6 times and new satellites appear located at frequencies of 262 and 807 cm−1 with very low 
intensity, indicating a violation of the crystal lattice, and correlating with the one-phonon density of states. Further 
increase of the implantation dose to 1,0∙1017 ion/cm2 (Figure 2, (c)) leads to the virtual disappearance of the central peak 
(its intensity is at the noise level), the low-frequency satellite shifts toward high frequencies (294 cm−1), and the high-
frequency satellite is in the frequency range of 804÷807 cm−1. 
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Our previous studies [16] investigated the generation mechanisms of nanoscale structures in Mn implanted single-
crystal silicon. Using Raman spectroscopy and AFM, we obtained detailed information on both initial and ion-implanted 
samples. According to [16], increasing implantation dose results in the formation of various phase states in the near-
surface layers of silicon. Their characteristics, such as the position in the spectrum and intensity, depend on the 
implantation dose and the position of the laser radiation incidence point on the sample, which is confirmed by our results. 
The experimental results on the dose dependence of Raman scattering in silicon samples implanted with manganese ions 
can be explained as follows. At relatively low implantation doses, the damage to the silicon crystal lattice is insignificant, 
which causes the existence of a peak with a frequency of 520.0 cm−1 corresponding to single-crystal silicon, and a decrease 
in its intensity can be associated with partial destruction of the crystal lattice. It can be stated that the intensity of the peak 
with a frequency of 520.0 cm−1 corresponding to single-crystal silicon can be considered as an indicator of the substrate 
crystallinity. The lower its intensity, the stronger the destruction of its crystallinity. The appearance of low- and high-
frequency satellites in the Raman spectra can be associated with nanoscale structural defects, as well as defects involving 
manganese atoms (ions) and other impurity atoms. This assumption is also supported by the change in the position and 
intensity of such satellites depending on the implantation dose. With an increase in the implantation dose, the substrate 
surface begins to transform into an amorphous state, which in turn is characterized by a random arrangement of matrix 
atoms (silicon), manganese ions and other foreign atoms. As was said above, the Raman spectroscopy method is sensitive 
to the environment of the matrix (substrate) atoms. The presence and arrangement of impurities around silicon atoms 
notably alter the Raman spectral profile, including the position of the high-frequency satellite peak (Figure 2(c)). We have 
suggested that the detected peaks arise from radiation-induced defects in the crystal structure and nanoscale structures 
formed primarily from silicon, manganese, phosphorus, and other impurities on the surface of single-crystal silicon during 
ion irradiation. To test this hypothesis, we conducted additional studies of the surface morphology of the samples before 
and after implantation using the AFM method. To analyze the surface morphology of single-crystal silicon samples before 
and after implantation, an AFM from Nano Surf, Core AFM 300, was used. The obtained images of the surface topology 
of the manganese-implanted single-crystal silicon samples we studied showed that they contain roughness with 
dimensions of the order of nanometers (Figure 3). 

In addition, the obtained AFM images revealed the presence of various types of nanosized objects on the sample 
surface, presumably bound by silicon and phosphorus atoms, with embedded manganese ions and a number of other 
impurity atoms, or the formation of nanosized structural radiation defects during II. To analyze changes in the surface 
morphology of the samples before and after ion beam treatment, its surface was measured using AFM in the electrostatic 
force mode. Figure 3 shows AFM images demonstrating the surface relief features of nanostructured silicon samples. 

  
(a) (b) 

  
(c) (d) 

Figure 3. AFM images of the surface of single-crystal silicon before (a) and after manganese ion implantation (40 keV, 300 K) 
at doses of: (b) 5,0⋅1015 ion/cm2, (c) 5,0⋅1016 ion/cm2, (d) 1,0⋅1017 ion/cm2. 

Analysis of Figure 3 demonstrates that an increase in the implantation dose dramatically transforms the surface 
topography, making it noticeably rougher. The surface roughness of the original, non-implanted samples is relatively 
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smoother (Figure 3(a)) than that of those implanted with doses: 5,0⋅1015 ion/cm2 (Figure 3(b)); 5,0⋅1016 ion/cm2 
(Figure 3(d)) and 1,0⋅1017 ion/cm2 (Figure 3(c)). In parallel with this, the dimensions of the nanostructures formed on the 
surface increase as the dose of implanted ions increases. In addition, the results of AFM studies confirm the presence of 
silicon nanowires or nanocrystals on the substrate surface. The transverse dimensions of these formations increase 
significantly depending on the concentration of implanted ions: from approximately 9 nm at a dose of 5,0⋅1015 ion/cm2 
(Figure. 3(b)) to ∼ 200 nm at a dose of 1,0⋅1017 ion/cm2 (Figure. 3(d)). It is known that II causes the formation of various 
radiation defects on the surface and near it, which significantly changes the properties of the material. The nature, type, 
structure and composition of these defects change significantly with increasing energy and implantation dose. Examples 
of such defects in silicon include vacancies associated with oxygen or phosphorus [17-20]. According to [21], ion 
implantation leads to the appearance of structural defects. The appearance of new peaks in the Raman spectra of ion-
implanted samples is probably due to these radiation-induced structural defects. External defects may also be present, 
such as impurity elements (non-silicon atoms) that may occupy interstitial or nodal positions (substitutional impurities). 
As a result of the activation of these impurities under various external influences, they may lead to the formation of more 
complexes, such as impurity-vacancy pairs, etc. [22]. 

 
CONCLUSIONS 

In the Raman spectra of the studied samples of manganese ion implanted single-crystal silicon with an energy of 40 keV 
and with different implantation doses, new peaks were recorded at frequencies of 184, 291, 373, 468, 659, 798 and 804 cm−1, 
which are located relative to the central peak corresponding to the frequency of 520.0 cm−1 both toward low (184, 291, 373, 
468 cm−1) and toward high frequencies (659, 798, 804 cm−1), which can probably be associated with the formation of 
nanoscale defect structures of the silicon crystal lattice that arose under the influence of the ion irradiation process. 

Local variations in scattered light intensity and the Raman phonon band’s position and shape provide important 
information insights into the structure and composition of nanoscale features in ion-implanted single-crystal silicon 
samples. 

Analysis of the first-order Raman spectral shift indicates that thickness-dependent differences are likely due to 
variations in light penetration depth in the near-surface region and energy dissipation within the sample. 

The occurrence of secondary peaks in the Raman spectra is associated with the formation of nanoscale objects 
consisting mainly of matrix atoms (silicon), phosphorus, manganese ions and other impurity atoms, as well as radiation-
induced structural defects arising under the influence of the ion implantation process. 

Analysis of AFM images of Mn implanted single-crystal silicon surfaces revealed silicon nanowires or nanocrystals, 
with their sizes increasing with implantation dose. The transverse dimensions of these structures increase significantly 
with ion dose, from approximately 9 nm at 5.0×1015 ions/cm2 to ~200 nm at 1.0×1017 ions/cm2. Thus, ion implantation 
induces significant structural changes in silicon, forming defects and nanoscale structures that can be characterized using 
Raman spectroscopy and AFM. 
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ЛОКАЛЬНА ВАРІАЦІЯ ІНТЕНСИВНОСТІ РОЗСІЯНОГО СВІТЛА В МОНОКРИСТАЛАХ КРЕМНІЮ 
З ІМПЛАНТАЦІЄЮ ІОНІВ МАРГАНЦЮ 

Е.У. Арзікулов1,2,3, Ф.А. Салаксітдінов1, Ван Юйцзінь2, Шаовей Лу3, Тен Лю3, Чжишен Нун3, М.Д. Тошбоєв1 
1Самаркандський державний університет імені Шарофа Рашидова, 

140104, бульвар Університету, 15, Самарканд, Республіка Узбекистан 
2Державна ключова лабораторія прецизійного зварювання та з'єднання матеріалів і конструкцій, Школа 

матеріалознавства та інженерії, Харбінський технологічний інститут, вул. Ікуан, район Нанган, Харбін 150001, Китай 
3Школа матеріалознавства та інженерії, Шеньянський аерокосмічний університет, проспект Даої Саут, 37, Шеньян, Китай 
У цій статті представлені результати експериментальних досліджень локальних змін інтенсивності розсіяного світла та 
морфології поверхні у зразках монокристалічного кремнію з електронною провідністю та кристалічною орієнтацією [100], 
імплантованих Mn. Енергія іонів марганцю, доза імплантації та концентрація фосфору в підкладці становили 40 кеВ, 
5⋅1015÷1⋅1017 іонів/см2 та ∼9,3⋅1014 см–3 відповідно. Для аналізу морфології поверхні до та після імплантації було застосовано 
атомно-силову мікроскопію (АСМ) та раманівську спектроскопію з використанням геометрії зворотного розсіювання 
поверхнево розсіяного світла. АСМ-мікрофотографії поверхні показують характерні нанометрові шорсткості, форма та розмір 
яких сильно залежать від дози імплантації. Ці нанорозмірні об'єкти відсутні на поверхні неімплантованої підкладки. 
У раманівських спектрах зразків, що не піддавалися імплантації, завжди спостерігається основний пік лоренцовського типу, 
характерний для монокристалічного кремнію та зосереджений на 520.0±1.0 см−1, що відповідає фононному хвильовому 
вектору. У раманівських спектрах зразків кремнію, імплантованого іонами марганцю, спостерігається кілька піків (184, 291, 
373, 468, 659, 798 та 804 см−1), ймовірно пов'язаних з утворенням радіаційних дефектів та нанорозмірних об'єктів на поверхні 
монокристалічного кремнію під час іонної імплантації за участю атомів кремнію, марганцю, фосфору та інших домішок. 
Ці структурні дефекти кристалічної решітки кремнію на поверхні та поблизу поверхні, спричинені бомбардуванням іонами 
марганцю, призводять до збудження нових коливальних мод, які не спостерігаються у вихідному кремнії. Ці моди 
проявляються у спектрах комбінаційного розсіювання. 
Ключові слова: локальна інтенсивність; іонна імплантація; комбінаційне розсіювання; кремній; нанорозмірні об'єкти; 
хвильовий вектор 
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This work uses a symmetry-adapted Lie algebraic framework to study the vibrational frequencies of hexachlorobenzene (C₆Cl₆). 
A U(2)-based vibrational Hamiltonian captures the fundamental modes and the first and second overtones by exploiting the molecule's 
D6h point group symmetry. The algebraic approach considers anharmonicity and symmetry constraints to provide a compact and 
manageable analytical portrayal of the vibrational spectrum. The computed fundamental frequencies agree strongly with the observed 
values, validating the approach. Moreover, the extension to overtones underlines the algebraic model's capability to evaluate higher-
order vibrational excitations in polyatomic molecules systematically. These results confirm the effectiveness of Lie algebraic methods 
in modelling vibrational features of highly symmetric molecules and serve as a solid basis for further work in molecular spectroscopy. 
Keywords: Hexachlorobenzene; Vibrational spectra; Lie algebraic modelling; Symmetry-adapted Hamiltonian; D₆ₕ point group 
PACS: 33.20.Tp, 33.15.Mt, 03.65.Fd, 02.20.Sv, and 61.50.Ah 

1. INTRODUCTION
Hexachlorobenzene (HCB) has been noted as an aromatic hydrocarbon that has been fully chlorinated, attracting 

much attention from scholars because of its remarkable stability, environmental longevity, and toxicity. Its diverse 
industrial applications and use as a fungicide were prominent in the past. However, it has become glaringly apparent that 
its biological consequences, alongside its long half-life in the environment, result in its classification as a persistent 
organic pollutant, which goes against international agreements. Reports indicate bioaccumulation of the compound in 
humans and animals, in which the toxin is contained within the adipose tissues. This results in neurotoxicity, 
hepatotoxicity, immunotoxicity, and endocrine disruption. Such results are noted as disturbing, especially in children and 
pregnant women, who are the most vulnerable [1]. 

The theory of symmetry states that a point group is associated with molecules that have planar structures, are of 
extreme symmetry, have angle and side counts, and cross elements of 12, like a hexagon. Thus, HCB can be derived from 
benzene and its six hydrogens replaced with chlorines. The high symmetry planar molecules can thus be characterised 
and have set vibrational modes that can be useful for modelling vibrational systems. Saeki (1962) states that there are 30 
normal vibrational modes of HCB, and they can be divided into three parts:  Raman modes, Infrared modes, and inactive 
(B2g, B1u, E2u, A1u) modes. The inactive modes can be characterised to determine structure, space location, and 
environmental impacts [2,3,4,]. 

HCB is a model used to study the vibrational states, and HCB and its depletion have many satellites and data files 
associated with them. Many techniques have been used to study the vibrational spectra of HCB. HCB has an abundance 
of data made from approaches for predicting the molecular rotational structures of HCB, like using DFT for electronic 
charge and spectrum analysis of HCB, and DFT and SQMFF and the DFT approaches with Raman and Infrared spectra 
techniques [5]. These approaches have proven helpful in many scenarios. However, the approach must be altered 
regarding computational symmetry, molecules, and the border set. It involves a high cost for experimental observations, 
resulting in a loss of molecular symmetry and anharmonicity in many systems. 

The Lie algebraic approach provides an alternative method for vibrational analysis that is compact, and symmetry 
driven. It involves the construction of vibrational Hamiltonians in terms of U(2) Lie algebra generators and number, 
Casimir, and Majorana operator terms. Due to the symmetry and anharmonic effects incorporated within the approach, a 
more intuitive and physically more precise representation of vibrational states is obtained. In contrast to standard ab initio 
methods, the algebraic approach does not depend on potential energy surfaces and offers an algebraic formulation for 
vibrational levels [6-14]. 

The exceptionally well-defined vibrational characteristics of HCB and high D6h symmetry make it a perfect subject for 
algebraic modelling. An adapted symmetry Hamiltonian readily provides analysis of overtone and combination bands with a 
reduced set of adjustable parameters. In this paper, we use the U(2) Lie algebraic approach to compute the fundamental 
vibrational frequencies of HCB and to compare these with experimental results to illustrate the usefulness of the approach [2]. 
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2. MOLECULAR STRUCTURE AND SYMMETRY-BASED VIBRATIONAL MODE CLASSIFICATION 
HCB comprises a benzene ring in which all its six hydrogen atoms are replaced with chlorine atoms. The molecule 

is fully substituted in this form, retains its planar form, and maintains D6h symmetry. X-ray crystallographic and other 
structural studies have demonstrated that the molecule is also planar in the solid and gas phases [3]. The D6h point group 
is one of the highest symmetries possible for a molecule, characterised by having a C6 principal rotation axis, six C2 
perpendicular axes, horizontal and vertical mirror planes (σh and σv), dihedral planes, and an inversion centre (i) [2].   

The symmetry of HCB is so high that it profoundly constrains the vibrational activity of the molecule in the Raman 
and infrared spectra. The molecule in question, containing 12 atoms, has 3N- 6 = 30 normal vibrational modes, all 
governed by the D6h symmetry group. The Raman-active modes are the A1g, E2g, and E1g, while the infrared-active modes 
are E1u and A2u. The representations B2g, B1u, E2u, and A1u are all silent in the spectrum. 

Experimental investigations have assigned detailed vibrations of modes. Saeki (1962) recorded a strong A1g 
symmetric C–Cl stretching mode at ~1225 cm⁻¹ and a breathing mode close to 377 cm⁻¹. E2g modes at ~692 cm⁻¹ are 
considered in-plane deformations of C–C–C. Kopelman and Schnepp (1959) reported strong IR-active E1u modes at 
696 cm⁻¹ and 1340 cm⁻¹, associated with asymmetric C–Cl stretching vibrations. The empirical work of Zhang et al. 
(2011) regarding comparative Raman studies of benzene and HCB documented how substituting chlorine with benzene 
alters the vibrational frequencies and symmetry assignments. The authors reported low-frequency bands in the 
219-377 cm⁻¹ range attributed to Cl-bending and A2u and E1u Cl shear vibrations [2,3,4]. 

Computational studies have further improved the clarity of the spectral interpretations. Castillo et al. (2015) applied 
DFT with SQMFF correction, using B3LYP/6-31G* and 6-311++G** with geometry optimisation and frequency 
calculation in DFT, and validated the results with D6h symmetry possession and experimental Raman and IR spectra. Their 
work reinforces the remaining theoretical and experimental analyses of vibrational spectral data by supporting the' 
detailed assignments of their findings [5]. 

The classification of HCB vibrational modes under D6h symmetry has been precisely defined, which makes it useful 
for algebraic modelling. The ease of construction of symmetry-adapted Lie algebraic Hamiltonians, because of the 
regularity and degeneracy of the vibrational levels, makes the anterior framework simple to calculate and valuable for an 
analytical approach to vibrational frequencies. These aspects make it the core of the study at hand. 

 
3. U(2) LIE ALGEBRAIC VIBRATIONAL HAMILTONIAN OF HEXACHLOROBENZENE 

The U(2) Lie algebraic approach identifies bosonic realisations of U(2) algebras with each of the vibrational modes 
of a molecule. For a molecule of vibrational type, the Hamiltonian is expressed through the number operators, Majorana 
interaction terms, and Casimir invariants [15, 16]. For polyatomic molecules, Iachello, Levine, and Oss formulated the 
general algebraic Hamiltonian as 

 𝐻 = 𝐸଴ + ∑ 𝐴௜௡௜ୀଵ 𝐶௜ + ∑ 𝐴௜௝௡௜ழ௝ 𝐶௜௝ + ∑ 𝜆௜௝௡௜ழ௝ 𝑀௜௝ (1) 

where: 
• 〈𝐶௜〉 =  −4ሺ𝑁௜𝑣௜ − 𝑣௜ଶሻ is the Casimir invariant of U(2) for the i th mode, 
• 〈𝑁௜ ,𝑣௜;𝑁௝ , 𝑣௝ห𝐶௜௝ห𝑁௜ ,𝑣௜;𝑁௝ , 𝑣௝〉 = 4൫𝑣௜ + 𝑣௝൯൫𝑣௜ + 𝑣௝ − 𝑁௜ − 𝑁௝൯ is the two-mode Casimir interaction term 

between modes i and j, 

• 
〈𝑁௜ , 𝑣௜;𝑁௝ , 𝑣௝ห𝑀௜௝ห𝑁௜ ,𝑣௜;𝑁௝ ,𝑣௝〉 = 𝑣௜𝑁௝ + 𝑣௝𝑁௜ − 2𝑣௜𝑣௝〈𝑁௜ ,𝑣௜ + 1;𝑁௝ ,𝑣௝ − 1ห𝑀௜௝ห𝑁௜ ,𝑣௜;𝑁௝ , 𝑣௝〉 = −[𝑣௝(𝑣௜ + 1)(𝑁௜ − 𝑣௜)(𝑁௝ − 𝑣௝ + 1]ଵ/ଶ〈𝑁௜ ,𝑣௜ − 1;𝑁௝ ,𝑣௝ + 1ห𝑀௜௝ห𝑁௜ ,𝑣௜;𝑁௝ , 𝑣௝〉 = −[𝑣௜(𝑣௝ + 1)(𝑁௝ − 𝑣௝)(𝑁௜ − 𝑣௜ + 1]ଵ/ଶൢ denotes the Majorana 

interaction operator representing dynamic coupling, 
• 𝐴௜ ,𝐴௜௝ , 𝜆௜௝ are empirical parameters, 
• 𝑁௜(= 𝑁), 𝑖 = 1,2,3,4,5,6 is the boson number associated with mode i, 
• 𝑣௜ is the vibrational quantum number for mode i. 

The boson number N determines the basis set size for describing molecular vibrations and is defined as: 𝑁 = ఠ೐ఠ೐ఞ೐ − 1, 

where 𝜔௘ and 𝜔௘𝜒௘ denote the harmonic and anharmonic spectroscopic constants of the C-Cl and C-C bonds, 
respectively, as reported by Karl K. Irikura [17]. 

There are three classes of non-diagonal interactions within the benzene framework of the HCB molecule. They are 
represented as couplings associated with various positions of the structure's hexagonal bent carbon vibrational modes [15]. 

First-neighbour couplings (nearest-neighbour interactions): Couplings of adjacent carbon atoms in the ring. 
Examples: (1-2), (2-3), (3-4), (4-5), (5-6), (6-1). 

Second-neighbour couplings (next-nearest-neighbour interactions): Couplings of carbon atoms with a spacing of one 
bond. 
Examples: (1-3), (2-4), (3-5), (4-6), (5-1), (6-2). 
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Third-neighbour couplings (opposite interactions): Couplings of carbon atoms located diametrically opposite the 
ring. 
Examples: (1-4), (2-5), (3-6) 

 
Figure 1. HCB structure with labelled C–Cl bonds 

Consider 𝑆ூ (C-H type first neighbour interactions), 𝑆ூூ (C-H type second neighbor interactions), 𝑆ூூூ (C-H type 
third neighbor interactions) are symmetry-adapted operators. In the context of the HCB D6h symmetry, the symmetry-
adapted operators pertain to precisely these couplings, which are 

𝑆ூ = ෍𝑘௜௝ᇱ଺
௜ழ௝ 𝑀௜௝ ,     𝑆ூூ = ෍𝑘௜௝ ᇱᇱ଺

௜ழ௝ 𝑀௜௝ ,     𝑆ூூூ = ෍𝑘௜௝ᇱᇱᇱ଺
௜ழ௝  𝑀௜௝ 

With 𝑘′ଵଶ = 𝑘′ଶଷ = 𝑘′ଷସ = 𝑘′  ସହ = 𝑘′ହ଺ = 𝑘′ଵ଺ = 1, 𝑘′ଵଷ = 𝑘ଶସᇱ = 𝑘′ଷହ = 𝑘′ସ଺ = 𝑘′ଵହ = 𝑘′ଶ଺ = 0, 𝑘′ଵସ = 𝑘′ଶହ = 𝑘′ଷ଺ = 0, 𝑘ଵଶᇱᇱ = 𝑘ଶଷᇱᇱ = 𝑘ଷସᇱᇱ = 𝑘ᇱᇱరఱ = 𝑘ᇱᇱఱల = 𝑘ᇱᇱభల = 0, 𝑘 ଵଷᇱᇱ = 𝑘 ଶସᇱᇱ = 𝑘 ଷହᇱᇱ = 𝑘 ସ଺ᇱᇱ = 𝑘 ଵହᇱᇱ = 𝑘 ଶ଺ᇱᇱ  = 1, 𝑘ᇱᇱభర = 𝑘ᇱᇱమఱ = 𝑘ᇱᇱయల = 0, 𝑘ᇱᇱᇱభమ = 𝑘ᇱᇱᇱమయ = 𝑘ᇱᇱᇱయర = 𝑘ᇱᇱᇱరఱ = 𝑘ᇱᇱᇱఱల = 𝑘ᇱᇱᇱభల = 0 𝑘′′′ଵଷ = 𝑘′′′ଶସ = 𝑘′′′ଷହ = 𝑘′′′ସ଺ = 𝑘′′′ଵହ = 𝑘′′′ଶ଺ = 0 𝑘ଵସᇱᇱᇱ = 𝑘′′′ଶହ = 𝑘′′′ଷ଺ = 1 

For the case of the HCB molecule, in which all the molecule's bonds are equivalent, the most general and most basic, 
as well as the lowest-order, Hamiltonian describing the C-H stretching vibrations can be formulated as follows: 𝐻 = 𝐸௢ + 𝐴෍𝐶௜଺

௜ + 𝐴ᇱ෍𝐶௜௝ 6

i<j

+ 𝜆ᇱ𝑆ூ + 𝜆ᇱᇱ𝑆ூூ + 𝜆ᇱᇱᇱ𝑆ூூூ 
Given the equivalent bonds, the vibron numbers 𝑁௜ must hold the same value, i.e., 𝑁௜ = 𝑁. Consequently, the 

molecule's symmetry establishes specific requirements on the coefficients within equation (1), as follows: 𝑁௜ = 𝑁,  𝐴௜ = 𝐴,   𝐴௜௝ = 𝐴ᇱ 𝜆ଵଶ = 𝜆ଶଷ = 𝜆ଷସ = 𝜆ସହ = 𝜆ହ଺ = 𝜆଺ଵ = 𝜆ᇱ 𝜆ଵଷ = 𝜆ଶସ = 𝜆ଷହ = 𝜆ସ଺ = 𝜆ଵହ = 𝜆ଶ଺ = 𝜆ᇱᇱ 𝜆ଵସ = 𝜆ଶହ = 𝜆ଷ଺ = 𝜆ᇱᇱᇱ   
The distinctive attributes of 𝐶 − 𝐻 stretching vibrations in benzene encompass five quantities:  𝐴,𝐴ᇱ, 𝜆ᇱ, 𝜆ᇱᇱ,𝜆ᇱᇱᇱ.  

The initial guess for the fundamental mode parameters 𝐴 is obtained from the single-oscillator energy expressions: 𝐴 = − 𝐸4(𝑁 − 1) . 
The initial values of interaction parameters  𝜆ᇱ, 𝜆ᇱᇱ, 𝜆ᇱᇱᇱ(= 0) are given by: 𝜆ᇱ =  หாభᇲିாమᇲหଶே , 𝜆ᇱᇱ = หாభᇲିாమᇲห଺ே  ,  
where 𝐸ଵ and 𝐸ଶ represent the symmetric and antisymmetric energy combinations of the two local modes. The parameters 
are optimised using least-square regression fitting, while  𝐴ᇱ is initially set to zero to ensure a systematic optimization 
procedure using the available observed data reported by Saeki (1962). The optimised parameter values are: 𝑁஼ି஼௟ =160 ,𝑁஼ି஼ = 134,𝐴 = −3.52 , 𝐴ᇱ = 0.73 , 𝜆ᇱ = 1.81, 𝜆ᇱᇱ = 0.26 . 
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4. RESULTS AND DISCUSSION 
The vibrational spectrum of HCB was successfully predicted using the symmetry-adapted U(2) Lie algebraic 

Hamiltonian. Table 1 presents the predicted fundamental frequencies, which align remarkably well with the corresponding 
experimental data. The small Deviations, encapsulated by an root mean square (RMS) error of 5.21 cm⁻¹, underscore the 
exceptional fit achieved by the algebraic approach across the entire vibrational region. A comprehensive study of the 
overtones was conducted, and the results, including both the first and second overtones, are detailed in Table 2. The 
remarkably low RMS value underscores the reliability of the Lie algebraic framework. Its succinct nature, in terms of the 
number of fitting parameters and algebraic complexity, makes it a trustworthy choice. When compared to conventional 
approaches at the same accuracy level, the algebraic treatment eliminates much of the nucleation and convergence 
uncertainty, providing a pragmatic and trustworthy route for precise vibrational modelling without the need for multiple 
layers of fitted functional input. 
Table 1. Fundamental Vibrational frequencies (in cm-1) for HCB  

Vibrational Mode Mode Activity Symmetry Species Fundamental 
Observed [2] Calculated 

v1 C-Cl stretching Raman A1g 1225 1221.03 
v13 C-Cl stretching IR E1u 696 697.27 
v12 Ring Stretching IR E1u 1350 1346.51 
v15 Ring Stretching Raman E1u 1522 1519.55 
v18 C-Cl in -plane bending Raman E2g 322 329.90 
v11 C-Cl in -plane bending Raman E1g 213 221.04 

Table 2. First and second overtone Vibrational frequencies (in cm-1) for HCB 

Vibrational Mode Mode Symmetry Species 
Vibrational Frequencies 

I Overtone II Overtone 
v1 C-Cl stretching A1g 2426.6 3616.72 
v13 C-Cl stretching E1u 1375.71 2055.33 
v12 Ring Stretching E1u 2665.98 3988.4 
v15 Ring Stretching E1u 3016.87 4507.95 
v18 C-Cl in -plane bending E2g 641.62 957.17 
v11 C-Cl in -plane bending E1g 430.28 644.73 

 
5. CONCLUSIONS 

The present study shows that using symmetry-adapted U(2) Lie algebra techniques leads to an accurate yet 
computationally efficient description of the vibrational spectrum of hexachlorobenzene. Computed fundamental 
frequencies align extremely well with observed values, yielding a root mean square deviation of only 5.21 cm⁻¹, which 
attests to the method’s robustness. Extending the algebraic model to predict overtone bands underscores its ability to treat 
anharmonicity and symmetry constraints simultaneously and elegantly. In summary, the symmetry-adapted U(2)-
algebraic engine delivers a compact formulation that rivals the precision of extensive quantum chemistry calculations 
while remaining straightforward. These attributes provide a solid foundation for applying the approach to other 
polyatomic species possessing high symmetry in forthcoming work. 
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АЛГЕБРАЇЧНЕ МОДЕЛЮВАННЯ ЛІ КОЛИВАЛЬНИХ ЧАСТОТ У ГЕКСАХЛОРБЕНЗЕНІ: ПІДХІД, 

АДАПТОВАНИЙ ДО СИМЕТРІЇ ДЛЯ ТОЧКОВОЇ ГРУПИ D6h 
Д. Раджані1, Т. Срінівас2,3, Дж. Віджаясекар4 

1Кафедра математики, академія вищої освіти Сіддхартхи, (вважається університетом), 
Віджаявада 520007, Андхра-Прадеш, Індія 

2Кафедра математики, технологічний університет імені Джавахарлала Неру, Какінада, Індія 
3Кафедра математики, технологічний та науковий інститут Аніла Неруконди (ANITS), Вішакхапатнам, Індія 
4Кафедра математики та статистики, школа наук, GITAM (вважається університетом), Хайдарабад, Індія 

У цій роботі використовується адаптована до симетрії алгебраїчна структура Лі для вивчення коливальних частот 
гексахлорбензолу (C₆Cl₆). Вібраційний гамільтоніан на основі U(2) фіксує фундаментальні моди та перший і другий обертони, 
використовуючи симетрію точкової групи D6h молекули. Алгебраїчний підхід враховує обмеження ангармонізму та симетрії, 
щоб забезпечити компактне та кероване аналітичне зображення коливального спектру. Обчислені фундаментальні частоти 
добре узгоджуються зі спостережуваними значеннями, що підтверджує правильність підходу. Більше того, розширення на 
обертони підкреслює здатність алгебраїчної моделі систематично оцінювати коливальні збудження вищого порядку в 
багатоатомних молекулах. Ці результати підтверджують ефективність алгебраїчних методів Лі в моделюванні коливальних 
характеристик високосиметричних молекул і служать міцною основою для подальшої роботи в молекулярній спектроскопії. 
Ключові слова: гексахлорбензол; вібраційні спектри; алгебраїчне моделювання Лі; симетрійно-адаптований гамільтоніан; 
точкова група D₆ₕ 
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This study provides a comprehensive theoretical analysis of the dielectric properties and transverse effective charges of the pentanary 
alloy GaxIn1-xNySbzAs1-y-z, focusing on compositions that are lattice-matched to InAs, GaSb, and GaAs substrates. The investigation 
employs the local empirical pseudopotential method (EPM) in conjunction with the virtual crystal approximation (VCA) and the 
Harrison bond-orbital model to evaluate key parameters, including the static and high-frequency dielectric constants, ionicity, polarity, 
and transverse effective charge. These computational approaches were chosen due to their ability to accurately describe electronic 
interactions in complex alloy systems while maintaining computational efficiency. The results demonstrate strong consistency with 
available experimental data for the constituent binary compounds, reinforcing the reliability of the theoretical framework. Additionally, 
the study reveals systematic trends in the dielectric behavior as a function of composition, providing insights into the role of atomic 
substitution in tuning these properties. To the best of our knowledge, this work represents the first detailed theoretical assessment of 
GaxIn1-xNySbzAs1-y-z alloys in this context. While experimental validation remains necessary, our findings establish a valuable 
theoretical benchmark for future studies and potential applications in optoelectronic and semiconductor device engineering, particularly 
in the design of advanced infrared detectors and high-frequency electronic components. 
Keywords: EPM; Polarity; Dielectric constants; Transverse effective charge; Lattice matched alloys; Pentanary 
PACS: 77.22.Ch; 78.55.Cr; 71.22.+I; 71.15.Dx; 71.23.-k 

1. INTRODUCTION
The integration of III-N-V semiconductors into modern optoelectronic and high-frequency microelectronic devices 

has gained significant attention due to their unique electronic and optical properties [1]. These materials exhibit direct 
band gaps [2], high carrier mobilities, and tunable electronic characteristics, making them essential for applications such 
as infrared photodetectors, laser diodes, and high-speed transistors [3,4]. In particular, they are widely used in fiber-optic 
communication systems, where the 1.3 µm and 1.5 µm wavelength regimes are critical for minimizing signal 
attenuation [5]. The incorporation of nitrogen into III-V semiconductors plays a crucial role in band gap engineering, as 
even small amounts of nitrogen induce a substantial reduction in the band gap [6], thereby allowing for precise control of 
optical and electronic properties. 

Among the various III-N-V compounds, the pentanary alloy GaxIn1-xNySbzAs1-y-z presents a promising material system 
with highly tunable properties while maintaining lattice-matching conditions with widely used substrates such as InAs, GaSb, 
and GaAs. Ensuring lattice matching is essential for epitaxial growth, as strain-induced defects can significantly degrade the 
material's electronic transport properties, optical efficiency, and thermal stability. The ability to engineer the band gap and 
dielectric properties of pentanary alloys while preserving structural compatibility with established semiconductor platforms 
opens new avenues for the development of advanced optoelectronic devices. Despite their technological potential, pentanary 
III-N-V alloys remain largely unexplored in terms of their dielectric response and transverse effective charge behavior. While 
binary and ternary III-V semiconductors have been extensively studied, the complexity introduced by five constituent
elements makes direct experimental characterization particularly challenging. This necessitates a rigorous theoretical
investigation to systematically analyze the dielectric properties of GaxIn1-xNySbzAs1-y-z, providing critical insights that can
serve as a theoretical foundation for experimental studies and device optimization.

To achieve an accurate and predictive description of the dielectric properties of these alloys, we employ a combination 
of well-established theoretical approaches. The local empirical pseudopotential method (EPM) is utilized to model electron-
ion interactions, providing an effective means of describing the electronic band structure of complex multi-component 
alloys [7,8]. This method has been extensively validated against experimental data for binary III-V semiconductors, 
demonstrating its reliability in capturing essential electronic properties. The virtual crystal approximation (VCA) [9] is 
employed to treat the pentanary alloy as an effective medium, where the electronic properties are approximated as a weighted 
average of the constituent binaries. This approximation offers a computationally efficient means of estimating key dielectric 
parameters, ionicities, and transverse effective charges, enabling a predictive framework for understanding composition-
dependent variations in material properties. Additionally, Harrison’s bond-orbital model [10,11] is incorporated to refine the 
description of chemical bonding, interatomic interactions, and charge transfer effects. This analytical approach allows the 
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calculation of dielectric constants, ionicity, and the transverse effective charge by explicitly accounting for orbital 
hybridization effects, thereby providing deeper insight into the polarization dynamics and dielectric response of the alloy. 

The primary objective of this work is to conduct a comprehensive theoretical analysis of the static and high-
frequency dielectric constants, ionicity, polarity, and transverse effective charge of the pentanary alloy GaxIn1-xNySbzAs1-

y-z while maintaining lattice-matching conditions with InAs, GaSb, and GaAs substrates. The study aims to determine 
how the dielectric response evolves as a function of alloy composition, how substrate selection influences the transverse 
effective charge and ionicity, and how these properties can be optimized for optoelectronic applications, particularly in 
the mid-infrared spectral range. A key aspect of this investigation is to establish quantitative relationships between 
alloying effects and dielectric behavior, providing fundamental insights into the design of III-N-V materials for advanced 
photonic and electronic applications. Given the absence of experimental data for pentanary III-N-V alloys, the findings 
presented in this work serve as a benchmark for future experimental validation and materials engineering efforts. 

 
2. THEORETICAL FORMALISM 

To better understand the structural and electronic properties of semiconductor materials, we rely on the interpretation 
of various experiments, whose coherence depends on an accurate representation of their electronic structures based on band 
theory. Given the impossibility of solving the Schrödinger equation exactly for an n-body system, approximation methods 
have been employed to achieve the best possible agreement between calculated and measured values of key quantities such 
as energy levels and bond lengths. Over the past decades, numerous electronic structure calculation techniques have been 
developed, particularly empirical methods, which have now become fundamental tools for computing complex structural 
and electronic properties. These methods also serve as valuable tools for predicting the properties of new materials. 

In the empirical pseudopotential approach, the potential of a semiconductor is typically described as the sum of local 
and nonlocal pseudo-atomic contributions, given by V = VL +VNL. However, in the present study, the nonlocal term (VNL) 
is neglected. The corresponding pseudopotential Hamiltonian is formulated as H = ሺ−h 2m⁄ ሻ∇ଶ + V୐ሺrሻ, where the 
effective potential V୐ሺrሻ  is expressed as a Fourier expansion in the reciprocal lattice space [7-14]. The lattice parameter 
of the pentanary alloy GaxIn1-xNySbzAs1-y-z obeys the following relationship: 𝑎൫𝐺𝑎௫𝐼𝑛ଵି௫𝑁௬𝑆𝑏௭𝐴𝑠ଵି௬ି௭൯ = 𝑥𝑦𝑎ሺ𝐺𝑎𝑁ሻ + 𝑥𝑧𝑎ሺ𝐺𝑎𝑆𝑏ሻ + 𝑥ሺ1 − 𝑦 − 𝑧ሻ𝑎ሺ𝐺𝑎𝐴𝑠ሻ +ሺ1 − 𝑥ሻ𝑦𝑎ሺ𝐼𝑛𝑁ሻ + ሺ1 − 𝑥ሻ𝑧𝑎ሺ𝐼𝑛𝑆𝑏ሻ + ሺ1 − 𝑥ሻሺ1 − 𝑦 − 𝑧ሻ𝑎ሺ𝐼𝑛𝐴𝑠ሻ (1) 

Where (a(GaN)), (a(GaAs)), (a(GaSb)), (a(InN)), (a(InAs)), and (a(InSb)) represent the lattice parameters of the binary 
constituents forming the GaInNAsSb alloy, their values are determined based on Vegard’s law [12,13]. 

Utilizing the virtual crystal approximation (VCA) [14], the pseudopotential form factors for the alloy can be 
formulated as a sum of nonlinear contributions:   𝑉 ௔ೣூ௡భషೣே೤ௌ௕೥஺௦భష೤ష೥௦,௔ = 𝑥𝑦𝑉 ௔ே௦,௔ + 𝑥𝑧𝑉 ௔ௌ௕௦,௔ + 𝑥ሺ1 − 𝑦 − 𝑧ሻ𝑉 ௔஺௦௦,௔  +ሺ1 − 𝑥ሻ𝑦𝑉ூ௡ே௦,௔ + ሺ1 − 𝑥ሻ𝑧𝑉ூ௡ௌ௕௦,௔ + ሺ1 − 𝑥ሻሺ1 − 𝑦 − 𝑧ሻ𝑉ூ௡஺௦௦,௔  (2) 

Where Vs,a are the symmetric and antisymmetric pseudopotential form factors at the reciprocal lattice vector G(111), (see 
Table 1) optimized using the nonlinear least-squares method [15]. 
Table 1. Presents the optimized local pseudopotential form factors at the Γ, X, and L high-symmetry points of the Brillouin zone (in 
qRy) for the relevant binary compounds. Additionally, the corresponding lattice constants (in nd) utilized in the calculations are provided 

Compound Form factors Lattice 
constant Ǻ Vs(3) Vs(8) Vs(11) Va(3) Va(4) Va(11) 

GaAs -0.239833 0.012600 0.059625 0.060536 0.050000 0.010000 5.653 a 
InAs -0.182147 0 0.047107 0.094714 0.05 0.03 6.058 a 
GaSb -0.191206 0.005 0.043533 0.04534 0.03 0 6.118 a 
InSb -0.201822 0.01 0.028443 0.064645 0.03 0.015 6.4794 b 
GaN -0.346925 0.161439 -0.016000 0.200000 0.211824 0.135 4.4878 c 
InN -0.328532 0.091201 0.003930 0.320000 - 0.033147 -0.006892 4.9868 c 

a ref. [16]; b ref. [17]; c ref. [18]. 
Table 2. The calculated direct and indirect band-gaps energy (in eV) of our binaries in comparison with the experimental and others 
works ones 

Compound 
Band-gap energy (eV) 

gE Γ  x
gE  L

gE  
Exp. Others Our cal. Exp. Others  Our cal. Exp. Others Our cal. 

GaAs 1.424a 1.421 1.81a 1.814 1.72a 1.722 
InAs 0.36b 0.324 1.37b 1.374 1.07b 1.072 
GaSb 0.725c 0.727 1.03d 1.015 0.761d 0.778 
InSb 0.18b  0.174 1.63b 1.63 0.93b 0.93 
GaN 3.2e  3.20 4.7e 4.602 6.2e 6.045 
InN 0.7f 0.778 2.51g 2.518 5.82h 5.825 

a ref. [19]; b ref. [20]; c ref. [21]; d ref. [22]; e ref. [7]; f ref. [23]; g,h ref. [8]. 
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The eigenvalue problem in this study is characterized by a 136×136 matrix. The pseudopotential form factors are 
determined by the magnitudes of the reciprocal lattice vectors (G). To ensure computational accuracy, a cutoff value of 
|G|2 = 11(2π/a)2 is applied. 

The lattice-matching condition for the pentanary alloy GaxIn1-xNySbzAs1-y-z on InAs, GaSb and GaAs substrates is 
obtained from Equation (1) and can be expressed as follows: 

 𝑦 = ௔ ௦௨௕ା଴.ସ଴ହ ௫ି଴.ସଶଵସ ௭ି଴.଴ସଷ଺ ௫௭ି଺.଴ହ଼ି(଴.଴ଽସ௫ାଵ.଴଻ଵଶ)  (3) 

Where asub = aInAs = 6.058 Ǻ for InAs substrate, asub = aGaSb = 6.118 Ǻ for GaSb substrate and asub = aGaAs = 5.653 Ǻ for 
GaAs substrate. 

By employing the Herve and Vandamme expression [22], the refractive index n was determined, which is essential 
for designing quantum well lasers and solar cell applications. This expression is valid in the low-frequency limit ω « ω0, 
where ω0 represents the ultraviolet resonance frequency. 

 𝑛 = ඨ1 + ൬ ஺ா೒ ା஻൰ଶ (4) 

where Eg is the fundamental band-gap energy and A=13.6 eV and B =3.4 eV. 
The optical high-frequency dielectric constant (ε∞) is given by the square of the refractive index, 𝑛ଶ [23]. 

 𝜀ஶ = 𝑛ଶ (5) 

Using the Harrison model [24], the static dielectric constant ε0 can be expressed in terms of the optical high-
frequency dielectric constant (ε∞) through the following relation: 

 ఌబ ିଵఌಮିଵ = 1 + 𝑣 (6) 

Where 𝑣 is given by [25], 
 𝑣 = ఈ೛ మ (ଵାଶఈ೎మ)ଶఈ೎ర  (7) 

The covalency αc of the material under study is associated with its polarity αp through the following relationship: 

 𝛼௖ = (1 − 𝛼௣ଶ)ଵ ଶ⁄  (8) 

The polarity αp is defined by Vogl [25] as 
 𝛼௣ =  ି௏ೌ (ଷ)௏ೞ(ଷ)  (9) 

Vs(3) and Va(3) represent the symmetric and antisymmetric pseudopotential form factors at the reciprocal lattice 
vector G(111). The transverse effective charge (𝑒∗் ) is computed using the following expression [26]: 

 2𝑒∗் = −∆௓∗ + ଼ఈ೛ଵାఈ೛మ (10) 

Where 

 ∆௭∗= 𝑥𝑧ீ௔∗ + (1 − 𝑥)𝑧ூ௡∗ − 𝑦𝑧ே∗ − 𝑧𝑧ௌ௕∗ − (1 − 𝑦 − 𝑧)𝑧஺௦∗  (11) 

In last, we have the iconicity 𝑓௜ given by, 

 𝑓௜ = 1 − 𝛼௖ଷ (12) 
 

3. NUMERICAL RESULTS 
Allowed lattice-matching relations between x, y, and z for the GaxIn1-xNySbzAs1-y-z alloy with the substrates GaAs, 

InAs, and GaSb are shown in Figures 1a, 1b, and 1c. These figures provide critical insights into the compositional 
constraints required to achieve lattice-matching with different substrates, an essential factor in optimizing semiconductor 
heterostructures for device applications. 

The study of static and high-frequency dielectric constants, transverse effective charge, and ionicity in multi-
component alloys such as GaInNAsSb is crucial in modern material research. A deep understanding of these parameters 
enables the design and optimization of materials for semiconductor applications, leading to technological advancements 
in optoelectronic devices, high-speed electronics, and infrared photodetectors. This motivates our investigation into these 
fundamental properties.  
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Figure 1a. Allowed lattice-matching 

relations between x, y, and z  
for the GaxIn1-xNySbzAs1-y-z with the 

substrate GaAs 

Figure 1b. Allowed lattice-matching 
relations between x, y, and z 

for the GaxIn1-xNySbzAs1-y-z with the 
substrate InAs 

Figure 1c. Allowed lattice-matching 
relations between x, y, and z 

for the GaxIn1-xNySbzAs1-y-z with the 
substrate GaSb 

Table 3. Optical static dielectric constant (ε0), optical high-frequency dielectric constant (ε∞), and transverse effective charge (𝑒∗்) of 
binaries of interest 

Compound ε0 ε∞ 𝒆𝑻∗  
Exp. Our cal. Exp.  Our cal. Exp. Our cal. 

GaAs 12.9a 9.78 10.9a 8.95 2.07b 1.95 
InAs 15.15a 22.66 12.3c 14.33 2.53c 2.63 
GaSb 15.7a 12.85 14.4c 11.86 2.15c 1.90 
InSb 16.8a 18.05 15.7c 15.48 2.42c 2.16 
GaN 9.7d 7.16 5.30d 5.25 2.51e 2.53 
InN 8.40f 8.43 8.4f 7.58 3.04e 2.03 

a ref. [27]; b ref. [28]; c ref. [29]; d ref. [26]; e ref. [30]; f ref. [31]  

Table 3 presents the calculated values of the optical static dielectric constant (ε0), optical high-frequency dielectric 
constant (ε∞), and transverse effective charge (𝑒∗்)  for the relevant binary compounds, compared with available 
experimental data. The computed values generally follow the expected trend, where compounds with higher dielectric 
constants exhibit stronger polarization and lower band gaps. GaAs, InAs, and GaSb exhibit relatively high (ε0), indicating 
strong electronic polarizability, while GaN and InN have significantly lower values due to their wider band gaps. The 
agreement between computed and experimental values validates the accuracy of our theoretical model. 

The transverse effective charge reflects the bond ionicity and charge transfer characteristics of the materials. The 
results indicate that InAs and InSb exhibit higher (𝑒∗்)  values than GaAs and GaSb, suggesting a greater degree of ionicity 
and charge asymmetry in their bonding. GaN and InN show relatively high transverse effective charges, consistent with 
their polar nature and strong ionicity. The theoretical values are in good agreement with experimental references, 
confirming the reliability of our computational framework. Minor discrepancies, such as a slight underestimation of (ε0) 
for GaAs and overestimation for InSb, can be attributed to computational approximations, particularly in electron-phonon 
interactions.  

The binary dielectric properties in Table 3 provide a foundation for understanding the behavior of GaInNAsSb. By 
tuning the composition (x, y, z), the dielectric response can be engineered for specific applications, such as optimizing 
(ε∞) for better light absorption and carrier confinement in quantum wells, adjusting (𝑒∗்)  to enhance electronic 
polarization and charge transport in infrared and terahertz applications, and controlling dielectric screening for high-speed 
transistors and photodetectors. The results obtained in this study demonstrate strong agreement with experimental data, 
confirming the suitability of the theoretical approach in predicting dielectric and charge transport properties in complex 
semiconductor alloys.   

Figures 2 and 3 illustrate the calculated optical static dielectric constant (ε0) and the high-frequency dielectric 
constant (ε∞) for the pentanary alloy GaxIn1-xNySbzAs1-y-z, considering two different lattice-matching conditions: InAs 
and GaSb. These figures provide valuable insight into the role of nitrogen incorporation on the dielectric properties of the 
material. 

The static dielectric constant (ε0) shown in Figure 2 exhibits a monotonic increase with increasing nitrogen content 
(y) in the range (0≤y ≤0.218). This trend can be attributed to the larger polarizability of the alloy as more nitrogen is 
incorporated, which alters the local bonding environment and enhances the dielectric response. The increase in (ε0) is 
evident for both lattice-matching conditions, but the GaSb-matched alloy exhibits a slightly higher dielectric constant 
than the InAs-matched one. This difference suggests that GaSb exerts a stronger influence on dielectric screening, likely 
due to its effect on strain and electronic band structure. 

In contrast, Figure 3 shows that the high-frequency dielectric constant (ε∞) decreases as the nitrogen content 
increases. This decline suggests that the electronic band structure is modified in a way that reduces the material’s ability 
to respond to high-frequency optical fields. Interestingly, at low nitrogen concentrations (y<0.138), the GaSb-matched 
alloy has a slightly higher (ε∞) than the InAs-matched one. However, beyond (y= 0.138), an opposite trend emerges where 
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the InAs-matched alloy exhibits a larger (ε∞) than the GaSb-matched alloy. This crossover behavior indicates a transition 
in the dominant dielectric response mechanism, highlighting the impact of substrate selection on optical properties. 

  
Figure 2. Static dielectric constant ε0 in GaxIn1-xNySb0.7As0.3-y 
lattice matched to InAs and GaSb as a function of various N-

content 

Figure 3. High-frequency dielectric constant ε∞ in 
GaxIn1-xNySb0.7As0.3-y lattice matched to InAs and GaSb as a 

function of various N-content 
The observed trends in (ε0) and (ε∞) can be understood through the interplay of nitrogen incorporation, strain effects 

from the substrate, and modifications in the electronic band structure. The increase in (ε0) with nitrogen content is a direct 
consequence of increased lattice distortion and bond polarity. The decline in (ε∞) suggests a reduction in free carrier 
screening at optical frequencies, which may be linked to increased localization effects introduced by nitrogen. 
Additionally, the switching behavior of (ε∞) at (y = 0.138) emphasizes the substrate’s role in influencing the dielectric 
response, affecting both static and optical properties.  

These findings demonstrate the significant impact of nitrogen incorporation and substrate selection on the dielectric 
properties of GaxIn1-xNySbzAs1-y-z. The variations in (ε0) and (ε∞) highlight the potential for tailoring these properties for 
optoelectronic applications. The observed trends could be particularly relevant in designing materials with optimized 
dielectric screening and optical performance for infrared and telecommunication applications. 

From the fit of the static and high-frequency dielectric constants data by a least-squares procedure, the expressions 
of the computed parameters are: 

 𝜀଴ = 12.175 + 4.24𝑦 + 28.51𝑦ଶ for GaxIn1-xNySb0,7As0,3-y/InAs (13.a) 

 𝜀଴ = 12.432 + 3.84𝑦 + 40.63𝑦ଶ for GaxIn1-xNySb0,7As0,3-y/GaSb (13.b) 

 𝜀ஶ = 11.178 − 2.74𝑦 − 17.58𝑦ଶ for GaxIn1-xNySb0,7As0,3-y/InAs (14.a) 

 𝜀ஶ = 11.301 − 3.68𝑦 − 16.66𝑦ଶ for GaxIn1-xNySb0,7As0,3-y/GaSb (14.b) 

From the least-squares fitting of the calculated dielectric constant data, the obtained quadratic expressions reveal 
distinct behaviors for the static dielectric constant (ε0) and high-frequency dielectric constant (ε∞) as functions of nitrogen 
content (y) in GaₓIn₁₋ₓNᵧSb0.7As0.3₋y alloys lattice-matched to GaSb and InAs. The fitted expressions for (ε0) indicate a 
strong non-linear dependence on nitrogen content, as evidenced by the significant upward bowing parameters. The bowing 
parameter for (ε0) is larger for the GaSb-matched alloy (+40.63) compared to the InAs-matched alloy (+28.51), suggesting 
that nitrogen incorporation strongly enhances the static dielectric response, likely due to increased bond ionicity and 
polarization effects. The more pronounced bowing in the GaSb-matched alloy indicates a stronger influence of nitrogen 
on dielectric screening, which may be attributed to the different strain conditions induced by the lattice-matching 
requirement. The static dielectric constant varies between 12.40 and 15.24 for the GaSb-matched alloy, whereas for the 
InAs-matched alloy, it ranges from 12.16 to 14.48. The slightly higher values in the GaSb case suggest stronger dielectric 
screening, which could impact carrier mobility and optical absorption properties in optoelectronic applications.  

Unlike (ε0), the high-frequency dielectric constant (ε∞) exhibits a downward bowing with nitrogen incorporation, 
with nearly identical bowing parameters of -16.66 for the GaSb-matched alloy and -17.58 for the InAs-matched alloy. 
This downward bowing indicates that increasing nitrogen content reduces the material’s ability to respond to optical 
frequencies, likely due to modifications in the electronic band structure, particularly a reduction in the bandgap and an 
increase in carrier localization effects. The similar bowing parameters for both substrate conditions suggest that the 
primary factor influencing (ε∞) is the electronic structure modification induced by nitrogen, rather than substrate-related 
strain effects. The high-frequency dielectric constant decreases from 11.29 to 9.71 for the GaSb-matched alloy, while for 
the InAs-matched alloy, it ranges from 11.17 to 9.74. The reduction in (ε∞) with increasing nitrogen content is consistent 
with the expected bandgap widening and reduced free carrier screening, which has direct implications for optical 
applications. 

The observed differences in (ε0) and (ε∞) between the GaSb-matched and InAs-matched alloys highlight the role of 
ionicity in dielectric behavior. Higher ionicity leads to stronger dipole interactions, affecting dielectric screening and 
optical response. This is particularly relevant for laser devices and infrared detectors, where dielectric properties directly 
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influence carrier recombination rates and absorption spectra. Additionally, the transverse effective charge plays a crucial 
role in the electromechanical coupling of the material. Since (ε∞) is related to the dynamic response of the lattice to 
external perturbations, its behavior provides valuable insights into how the alloy interacts with electromagnetic fields, 
making it critical for designing high-performance optoelectronic and electro-optic devices. 

The quadratic fitting expressions provide a comprehensive understanding of the evolution of dielectric properties in 
GaₓIn₁₋ₓNᵧSb0.7As0.3₋y alloys. The strong upward bowing in (ε0) emphasizes enhanced dielectric screening due to nitrogen 
incorporation, whereas the downward bowing in (ε∞) suggests reduced optical response at higher nitrogen concentrations. 
The differences between GaSb-matched and InAs-matched alloys highlight the substrate effect on dielectric behavior, 
which must be carefully considered for device engineering in optoelectronic applications, such as lasers, infrared 
photodetectors, and modulators. 

 The computed ionicity and transverse effective charge for GaₓIn₁₋ₓNᵧSb0.7As0.3₋y alloys lattice-matched to InAs and 
GaSb exhibit an increasing trend with nitrogen content (y) up to 0.218, as shown in Figures 4 and 5. The steady increase 
in ionicity with increasing (y) suggests that the incorporation of nitrogen enhances the degree of ionicity in the alloy. This 
behavior can be attributed to the introduction of highly electronegative nitrogen atoms, which alter the charge distribution 
and strengthen the ionic character of chemical bonds. The ionicity values for the GaSb-matched alloy are systematically 
higher than those of the InAs-matched alloy, indicating that GaSb provides a more pronounced ionic environment 
compared to InAs. This difference can be linked to the larger electronegativity contrast in the GaSb system, leading to 
stronger dipolar interactions and modifications in the electronic band structure. 

  
Figure 4. Ionicity in GaxIn1-xNySb0.7As0.3-y lattice 

matched to InAs and GaSb as a function of various 
N-content 

Figure 5. Transverse effective charge in GaxIn1-xNySb0.7As0.3-y 
lattice matched to InAs and GaSb as a function of various 

N-content 
Similarly, the transverse effective charge also increases with nitrogen incorporation, emphasizing the role of nitrogen 

in modulating the electromechanical response of the material. The observed trend suggests that nitrogen atoms introduce 
additional polarizability in the alloy, thereby enhancing its response to external electric fields. The GaSb-matched alloy 
consistently exhibits a higher transverse effective charge than the InAs-matched counterpart, reinforcing the idea that the 
host lattice plays a crucial role in determining the material’s electromechanical coupling. This increasing behavior of 
transverse effective charge is essential for understanding the dielectric screening and phonon interactions within the alloy 
system, which have direct implications for optoelectronic and high-frequency applications. 

The fitted analytical expressions obtained through the least-squares method provide quantitative descriptions of 
these trends, allowing for predictive modeling of ionicity and transverse effective charge as functions of nitrogen content. 
The observed variations highlight the fundamental impact of nitrogen incorporation on the dielectric and 
electromechanical properties of GaₓIn₁₋ₓNᵧSb0.7As0.3₋y alloys. These findings are particularly relevant for applications 
where precise control over ionicity and electromechanical coupling is required, such as infrared photodetectors, high-
performance laser devices, and electro-optic modulators.  

 𝑓𝑖 = 0.087 + 0.71𝑦 + 2.12𝑦ଶ for GaxIn1-xNySb0,7As0,3-y/InAs (15.a) 

 𝑓𝑖 = 0.096 + 0.8𝑦 + 2.27𝑦ଶ for GaxIn1-xNySb0,7As0,3-y/GaSb (15.b) 

 𝑒∗் = 1.917 + 3.59𝑦 − 2.28𝑦ଶ for GaxIn1-xNySb0,7As0,3-y/InAs (16.a) 

 𝑒∗் = 1.96 + 3.74𝑦 − 2.8𝑦ଶ for GaxIn1-xNySb0,7As0,3-y/GaSb (16.b) 

The computed expressions for ionicity (fi) and transverse effective charge (𝑒∗்) provide valuable insights into the 
dielectric and electromechanical properties of GaxIn1-xNySb0,7As0,3-y alloys. As observed from equations (15.a) to (16.b), 
the alloy lattice-matched to GaSb exhibits slightly higher ionicity than its InAs-matched counterpart. This can be 
attributed to the stronger electronegativity contrast between Ga and Sb atoms, which enhances the ionic nature of chemical 
bonds in the GaSb lattice. The presence of nitrogen further amplifies this effect, as its high electronegativity increases the 
polarity of the bonding environment. The quadratic dependence of ionicity on nitrogen content (y) indicates a nonlinear 
enhancement of ionic character, suggesting that nitrogen plays a crucial role in modifying the alloy's electronic charge 
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distribution. The larger bowing parameter in the GaSb-matched alloy (+2.27) compared to the InAs-matched alloy (+2.12) 
reinforces the idea that the host lattice composition significantly influences the ionicity of the material. 

Similarly, the transverse effective charge (𝑒∗்) exhibits a systematic increase with nitrogen incorporation in both 
alloys, further supporting the role of nitrogen in modulating the electromechanical response of the system. The presence 
of a negative quadratic term in equations (16.a) and (16.b) suggests that at higher nitrogen concentrations, the rate of 
increase in transverse effective charge slows down, likely due to saturation effects in charge redistribution. Notably, the 
GaSb-matched alloy consistently displays a higher transverse effective charge than the InAs-matched alloy, which can be 
linked to the differences in dielectric screening and bonding strength between the two lattice-matched structures. The 
stronger dipolar interactions in the GaSb lattice contribute to a greater electromechanical response, making it a more 
favorable candidate for applications requiring high dielectric tunability and efficient phonon coupling. 

Expanding the analysis to the pentanary alloy GaxIn1-xNySb0.7As0.3-y lattice-matched to GaAs, the study examines 
the variations in ionicity and transverse effective charge over the nitrogen composition range (y = 0.16) to (0.416) for 
different arsenic proportions (z = 0.1, 0.2, 0.3, 0.4). These findings provide a deeper understanding of how nitrogen and 
arsenic jointly influence the electronic properties of the alloy, offering crucial information for optimizing its 
optoelectronic performance. The interplay between these elements determines the material's dielectric behavior and 
electromechanical coupling, which are essential parameters for applications in infrared photodetectors, high-frequency 
transistors, and laser devices. 

The calculated optical static dielectric constant (ε0) and high-frequency dielectric constant (ε∞) for various nitrogen 
(N) contents in the pentanary alloy GaxIn1-xNySbzAs1-y-z, lattice-matched to GaAs, are presented in Figures 6 and 7. Their 
analytical expressions are given by: 

 𝜀଴ = 13.92 − 31.38𝑦 + 95.64𝑦ଶ for GaxIn1-xNySb0.1As0.9-y /GaAs (17.a) 

 𝜀଴ = 12.32 − 16.54𝑦 + 60.97𝑦ଶ for GaxIn1-xNySb0.2As0.8-y /GaAs (17.b) 

 𝜀଴ = 11.33 − 6.72𝑦 + 38.05𝑦ଶ for GaxIn1-xNySb0.3As0.7-y /GaAs (17.c) 

 𝜀଴ = 12.90 − 12.11𝑦 + 35.84𝑦ଶ for GaxIn1-xNySb0.4As0.6-y /GaAs (17.d) 

 𝜀ஶ = 9.52 + 3.64𝑦 − 20.37𝑦ଶ for GaxIn1-xNySb0.1As0.9-y /GaAs (18.a) 

 𝜀ஶ = 9.31 + 5.68𝑦 − 23.49𝑦ଶ for GaxIn1-xNySb0.2As0.8-y /GaAs (18.b) 

 𝜀ஶ = 9.16 + 7.65𝑦 − 26.47𝑦ଶ for GaxIn1-xNySb0.3As0.7-y /GaAs (18.c) 

 𝜀ஶ = 11.13 − 2.73𝑦 − 13.20𝑦ଶ for GaxIn1-xNySb0.4As0.6-y /GaAs (18.d) 

  
Figure 6. Static dielectric constant ε0 

in GaxIn1-xNySbzAs1-y-z/GaAs as a function of various 
N-content with different As-proportion 

Figure 7. High-frequency dielectric constant ε∞  
in GaxIn1-xNySbzAs1-y-z/GaAs as a function of various 

N-content with different As-proportion 

The expressions for (ε0) indicate a strong bowing effect, suggesting significant deviations from a linear interpolation 
between the parent binaries. Among the compositions studied, GaxIn1-xNySb0.4As0.6-y/GaAs (Eq. 17.d) exhibits a similar 
behavior to GaxIn1-xNySb0.7As0.3-y/InAs, with a comparable bowing parameter (+35.84) vs. (+28.51). This suggests that, 
in terms of dielectric response, this composition behaves similarly to an InAs-matched alloy. Conversely, GaxIn1-

xNySb0.3As0.7-y/GaAs (Eq. 17.c) exhibits a dielectric behavior comparable to GaxIn1-xNySb0.7As0.3-y/GaSb, as reflected in 
their nearly identical bowing parameters (+38.05) vs. (+40.63). This suggests that increasing the Sb content in GaAs-
matched alloys leads to behavior more characteristic of GaSb-matched alloys.   

Unlike (ε0), the high-frequency dielectric constant decreases with increasing nitrogen content, reflecting reduced 
electronic polarizability due to shorter bond lengths and increased ionicity. The bowing parameter for (ε∞) in GaxIn1-

xNySb0.1As0.9-y /GaAs (Eq. 18.a) is comparable to that in GaxIn1-xNySb0.7As0.3-y/InAs) (-20.37) vs. (-17.58), indicating 
similar electronic screening effects. Conversely, the bowing parameter for (ε∞) in GaxIn1-xNySb0.4As0.6-y /GaAs (Eq. 18.d) 
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is close to that of GaxIn1-xNySb0.7As0.3-y/GaSb (-13.20) vs. (-16.66), reinforcing the similarity between these two alloy 
types. 

These results suggest that careful tuning of the composition parameters (x), (y), and (z) allows for the engineering 
of dielectric properties to match specific applications. For instance, if a material with a higher static dielectric constant is 
needed (e.g., for high-capacitance device applications), a composition with higher nitrogen and lower arsenic content may 
be favorable. Conversely, for applications where a lower (ε∞) is preferred (e.g., to reduce optical losses in high-frequency 
optoelectronic devices), compositions with lower nitrogen content may be advantageous. Importantly, the close agreement 
between specific GaAs-matched and InAs- or GaSb-matched alloys implies that a suitable choice of substrate could help 
mitigate strain effects while maintaining desirable dielectric properties.   

The dielectric properties of the pentanary alloy GaxIn1-xNySbzAs1-y-z, lattice-matched to GaAs, exhibit significant 
nonlinearity due to strong bowing effects. The similarity in dielectric response between certain compositions and InAs- 
or GaSb-matched alloys highlights the potential for substrate engineering in device applications. By adjusting the 
composition parameters, this material system offers a wide range of possibilities for optimizing dielectric constants and 
transverse effective charges for high-performance optoelectronic and electronic applications. 

On the other hand, structural defects and local clustering can greatly influence the dielectric properties of complex 
pentanary alloys. Defects such as vacancies and lattice dislocations disrupt the periodicity of the crystal structure, leading to 
the formation of localized electronic states and modifications in the electronic and ionic components of the dielectric 
constant. At the same time, the local clustering of atoms such as nitrogen or antimony causes compositional inhomogeneity 
and local strains, resulting in spatial variations in polarization. These effects produce nonuniformities in dielectric properties 
and deviations from the ideal values predicted by the Virtual Crystal Approximation (VCA), emphasizing the importance of 
considering real structural defects when comparing theoretical results with experimental data. 

Figures 8 and 9 illustrate the computed ionicity fi and transverse effective charge 𝑒∗்  in GaxIn1-xNySbzAs1-y-z lattice 
matched to GaAs as a function of nitrogen content (y) over the range 0.16–0.416 for different arsenic proportions. The 
fitted data obtained using the least-squares method yield the following analytical expressions: 

 𝑓𝑖 = 0.063 + 0.28𝑦 + 2.36𝑦ଶ (19.a) 

 𝑓𝑖 = 0.064 + 0.25𝑦 + 2.17𝑦ଶ (19.b) 

 𝑓𝑖 = 0.064 + 0.23𝑦 + 2𝑦ଶ (19.c) 

 𝑓𝑖 = 0.062 + 0.22𝑦 + 1.84𝑦ଶ (19.d) 

 𝑒∗் = 1.535 + 4.52𝑦 − 3.27𝑦ଶ (20.a) 

 𝑒∗் = 1.551 + 4.21𝑦 − 2.79𝑦ଶ (20.b) 

 𝑒∗் = 1.561 + 3.94𝑦 − 2.40𝑦ଶ (20.c) 

 𝑒∗் = 1.564 + 3.73𝑦 − 2.09𝑦ଶ (20.d) 

  
Figure 8. Ionicity in GaxIn1-xNySbzAs1-y-z lattice matched to 

GaAs as a function of various N-content with different 
As-proportion 

Figure 9. Transverse effective charge in GaxIn1-xNySbzAs1-y-z 
lattice matched to GaAs as a function of various N-content 

with different As-proportion 
The results show a nonlinear increase in ionicity as nitrogen content increases. This is expected because nitrogen, 

being more electronegative than arsenic and antimony, enhances the ionic character of the bonds in the alloy. The higher 
the nitrogen incorporation, the greater the charge separation between cations and anions, leading to a more pronounced 
ionicity. 

The transverse effective charge also increases with nitrogen content but exhibits a downward curvature at higher y 
values. This suggests that while nitrogen initially enhances charge transfer effects due to bond polarity, at higher 
concentrations, structural distortions or charge redistribution effects may counteract this trend. Such behavior is crucial 
for understanding the dielectric response of these alloys, which impacts their optical and electronic applications. 
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By comparing these fitted expressions with those obtained for GaxIn1-xNySbzAs1-y-z lattice matched to other substrates 
(InAs and GaSb), notable similarities emerge. The ionicity behavior of GaxIn1-xNySb0.2As0.8-y lattice matched to GaAs (Eq. 
19.b) closely resembles that of GaxIn1-xNySb0.7As0.3-y lattice matched to InAs (Eq. 15.a). Similarly, the ionicity of GaxIn1-

xNySb0.1As0.9-y lattice matched to GaAs (Eq. 19.a) is comparable to that of GaxIn1-xNySb0.7As0.3-y lattice matched to GaSb 
(Eq. 15.b). These trends indicate that the ionicity in certain GaAs-lattice-matched alloys follows a pattern similar to that 
of InAs- and GaSb-matched counterparts, suggesting that the As/Sb ratio plays a crucial role in determining bond 
character. 

The transverse effective charge in GaxIn1-xNySb0.3As0.7-y lattice matched to GaAs (Eq. 20.c) behaves similarly to that 
of GaxIn1-xNySb0.7As0.3-y lattice matched to InAs (Eq. 16.a). Likewise, e∗T in GaxIn1-xNySb0.2As0.8-y lattice matched to GaAs 
(Eq. 20.b) exhibits a trend comparable to that of GaxIn1-xNySb0.7As0.3-y lattice matched to GaSb (Eq. 16.b). These 
similarities suggest that the charge transfer properties in GaAs-matched alloys can be approximated using those of InAs- 
and GaSb-matched systems, which is valuable for predicting dielectric behavior in different lattice-matching conditions. 

The computed ionicity and transverse effective charge in GaxIn1-xNySbzAs1-y-z alloys exhibit well-defined trends as 
a function of nitrogen content. The increasing ionicity with y highlights the role of nitrogen in modifying bond polarity, 
while the nonlinear behavior of e∗T suggests complex charge redistribution effects at higher nitrogen concentrations. 
Furthermore, the observed similarities between the GaAs-lattice-matched alloys and those matched to InAs and GaSb 
provide valuable insights into the impact of composition on electronic properties, aiding in the design of materials for 
optoelectronic applications. 

 
4. CONCLUSIONS 

The dielectric constants and transverse effective charges of the pentanary alloy GaxIn1-xNySbzAs1-y-z, lattice-matched 
to InAs, GaSb, and GaAs, have been systematically investigated using the pseudopotential approach within the virtual 
crystal approximation, combined with the Harrison bond-orbital model. The computed results exhibit reasonable 
agreement with available experimental data, validating the reliability of the adopted theoretical framework. However, just 
like other calculation models, our EPM-VCA-Harrison model has its limitations, especially in the detailed description of 
microscopic-scale effects such as the position of electronic states, local lattice distortions, as well as the disorder 
phenomena specific to multi-anionic alloys like GaInNAsSb. 

Our analysis reveals that the dielectric constants and transverse effective charges exhibit distinct trends as a function 
of nitrogen composition (y), highlighting the significant influence of nitrogen incorporation on bond polarity and charge 
transfer mechanisms. Specifically, the ionicity increases nonlinearly with increasing nitrogen content due to its higher 
electronegativity, while the transverse effective charge follows a complex behavior, initially increasing before showing a 
downward curvature at higher (y) values. These trends underscore the interplay between electronic structure modifications 
and lattice distortions induced by compositional variations.   

Moreover, the observed similarities between the dielectric properties of GaxIn1-xNySbzAs1-y-z alloys lattice-matched 
to different substrates (InAs, GaSb, and GaAs) suggest that the As/Sb ratio plays a crucial role in determining the bond 
character and charge redistribution. Such insights provide a predictive framework for optimizing these alloys for specific 
optoelectronic and electronic applications, where precise control over dielectric response and charge transport is required.  
Overall, our findings indicate that GaxIn1-xNySbzAs1-y-z is a promising material system for tailoring dielectric constants 
and transverse effective charges. These results open pathways for the design and discovery of new semiconductor 
materials with engineered dielectric and electronic properties, making them suitable for advanced applications in infrared 
optoelectronics, high-speed electronics, and photonic devices. Further experimental validation and computational studies 
incorporating many-body effects and strain considerations could refine these predictions and expand the applicability of 
these alloys. 
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ДІЕЛЕКТРИЧНІ КОНСТАНТИ ТА ПОПЕРЕЧНІ ЕФЕКТИВНІ ЗАРЯДИ У П'ЯТИКОМПОНЕНТНОМУ СПЛАВІ 

GaxIn1-xNySbzAs1-y-z З ҐРАТКОЮ, УЗГОДЖЕНОЮ З InAs, GaSb ТА GaAs 
Х. Зеррухі1, Х. Абід1, Х. Баазіз2,3, Т. Геллаб2,3, З. Шаріфі2,3 

1Лабораторія прикладних матеріалів, Дослідницький центр, Університет Сіді Бель Аббес, 22000 Алжир 
2Кафедра фізики, Факультет природничих наук, Університет Мсила, 28000 Мсила, Алжир 

3Лабораторія фізики та хімії матеріалів, Університет Мсила, Алжир 
Це дослідження пропонує комплексний теоретичний аналіз діелектричних властивостей та поперечних ефективних зарядів 
п'ятикомпонентному сплаві GaxIn1-xNySbzAs1-y-z, зосереджуючись на композиціях, ґратки яких узгоджені з підкладками InAs, 
GaSb та GaAs. У дослідженні використовується метод локального емпіричного псевдопотенціалу (EPM) у поєднанні з 
наближенням віртуального кристала (VCA) та моделлю зв'язків-орбіталей Гаррісона для оцінки ключових параметрів, 
включаючи статичну та високочастотну діелектричну константу, іонність, полярність та поперечний ефективний заряд. Ці 
обчислювальні підходи були обрані завдяки їхній здатності точно описувати електронні взаємодії в складних системах 
сплавів, зберігаючи при цьому обчислювальну ефективність. Отримані результати демонструють значну узгодженість з 
експериментальними даними, доступними для складових бінарних сполук, що підтверджує надійність теоретичної бази. Крім 
того, дослідження виявляє систематичні тенденції в діелектричній поведінці як функції складу, надаючи розуміння ролі 
атомного заміщення в налаштуванні цих властивостей. Наскільки нам відомо, ця робота являє собою першу детальну 
теоретичну оцінку сплавів GaxIn1-xNySbzAs1-y-z у цьому контексті. Хоча експериментальна перевірка залишається необхідною, 
наші результати встановлюють цінний теоретичний орієнтир для майбутніх досліджень та потенційних застосувань в 
оптоелектронній та напівпровідниковій приладобудуванні, зокрема в розробці передових інфрачервоних детекторів та 
високочастотних електронних компонентів. 
Ключові слова: EPM; полярність; діелектричні константи; поперечний ефективний заряд; сплави з узгодженою ґраткою; 
пентанарій 
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Nickel thin films were electrodeposited onto copper substrates at room temperature using an aqueous electrolyte containing nickel 
sulfate, nickel chloride, and sodium sulfate. The effects of two additives (boric acid and oxalic acid) on the nucleation mechanism, 
crystallographic structure, surface morphology, and chemical composition of the resulting Ni films were systematically investigated 
using cyclic voltammetry (CV), chronoamperometry (CA), X-ray diffraction (XRD), scanning electron microscopy (SEM), and 
energy-dispersive X-ray spectroscopy (EDS). CV analysis revealed that the presence of additives shifted the cathodic peak potentials 
toward more negative values, suggesting an inhibition effect on nickel reduction. Chronoamperometric studies confirmed that Ni 
deposition followed a three-dimensional instantaneous nucleation mode, unaffected by the additives. XRD patterns showed that all 
Ni films had a face-centered cubic (FCC) structure with strong (111) orientation, while SEM images indicated denser and more 
homogeneous surface morphology in the presence of additives. EDS analysis confirmed the presence of Ni in all samples. 
Keywords: Nickel; Electrodeposited; Additives; Boric acid; Oxalic acid; Nucleation 
PACS: 81.15.Pq; 81.10.Aj; 68.55.-a; 68.35.B- 

1. INTRODUCTION
Nickel (Ni) coatings are widely used in various industrial applications, including catalysis [1], electronic 

components [2], decorative purposes [3], and corrosion protection, due to their excellent properties such as oxidation 
resistance [4], high corrosion and wear resistance [5−8], and good optical, magnetic, and mechanical characteristics [9]. 
Several physical and chemical methods have been employed to synthesize Ni thin films, including chemical vapor 
deposition (CVD) [10], the sol–gel method [11], spray pyrolysis [12], sputtering [13], thermal evaporation [14], and 
electrodeposition [15]. Among these, electrodeposition is widely used due to its simplicity, low cost, high 
efficiency [16,17], and low processing temperature [18]. In electrodeposition, the properties of the resulting films are 
influenced by several parameters, including deposition time, current density, applied potential, electrolyte temperature, 
pH, bath composition, stirring speed, and the use of additives [19–21]. Small amounts of additives in the electrolyte 
have been shown to significantly influence the microstructure, morphology, and overall quality of the deposit. These 
characteristics are closely linked to the nucleation and growth mechanisms occurring during the initial stages [2]. 

In this study, we aim to investigate the effect of two additives (boric acid and oxalic acid) on the nucleation and 
growth mechanisms of nickel electrodeposited on a copper substrate at room temperature. Cyclic voltammetry (CV) and 
chronoamperometry (CA) were employed to analyze the electrochemical behavior. The surface morphology, chemical 
composition, and crystal structure of the resulting films were also characterized using scanning electron microscopy 
(SEM), energy-dispersive X-ray spectroscopy (EDS), and X-ray diffraction (XRD), respectively. 

2. MATERIALS AND METHODS
Nickel films were deposited at room temperature using a basic three-electrode electrochemical setup, linked to a 

PGZ402 potentiostat/galvanostat (Radiometer Analytical). The system included a saturated calomel electrode (SCE) as 
the reference, a platinum foil as the counter, and a copper disc (1.50 cm × 1.00 cm) acting as the working electrode. 
Before any deposition, the copper samples were polished by hand using silicon carbide papers ranging from 1200 to 
2000 grit. After polishing, the surface was cleaned in acetone, rinsed with distilled water, and left to dry in air. No extra 
surface treatment was done. All electrolytes were freshly prepared using deionized water and analytical-grade 
chemicals. The pH of each bath was adjusted to around 2.8 using either NaOH or H₂SO₄. Table 1 lists the full 
composition of the bath and the main deposition parameters. 

To investigate the electrodeposition process, we used both cyclic voltammetry (CV) and chronoamperometry 
(CA). CV scans were run between 0 and –1.4 V vs SCE, with a scan rate fixed at 20 mV/s. 

For surface and structural analysis, ESEM (Thermo Scientific™ Quattro S) was used in combination with EDS to 
examine the morphology and composition of the films. Structural information was obtained using X-ray diffraction 
(XRD), performed on a PANalytical Empyrean diffractometer operating at 40 kV and 30 mA. Measurements used Cu 
Kα radiation (λ = 1.54060 Å) with a Ni filter. The 2θ range was set from 30° to 100°, with a scan step of 0.02°/s. 
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Table 1. The electrolyte compositions and plating parameters 

Bath composition Plating parameters 
Chemicals Concentrations [g L- 1]  

NiSO4·6H2O 60  
NiCl2.6H2O 8.2 pH ≈ 2.8 
Na2SO4 0.5 Room temperature 25°C 

  Room temperature 5 min 
Additives  Deposition potential -1000 mV 

C2H2O4.2H2O 0.84  
H3BO3 24.7 

 
3. RESULTS AND DISCUSSIONS 

3.1. Cyclic voltametric studies 
The cyclic voltammetry technique is widely employed in electrochemistry, revealing electrode/electrolytic 

solution behavior and enabling the prediction of ideal conditions for the metal ions electrodeposition mechanism [16]. 
Figure 1 shows the CV curves of nickel thin films electrodeposited onto a copper substrate at room temperature, both in 
the absence and presence of additives. The potential was swept from 0 V vs. SCE toward the cathodic side, down 
to -1.4 V vs. SCE, and then reversed back to the starting point, with a scan rate set at 20 mV/s. 

 
Figure 1. Cyclic voltammograms for copper substrate in solution containing: (a) 60 g L-1 NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O and 
0.5 g L-1 Na2SO4 (b) 60 g L-1 NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O, 0.5 g L-1 Na2SO4 and 24.7 g L-1 H3BO3 and (c) 60 g L-1 
NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O, 0.5 g L-1 Na2SO4 and 0.84 g L-1 C2H2O4.2H2O. (T = 25°C, v = 20 mVs-1) 

In the additive-free bath (Figure 1(a)), the reduction of Ni2+ ions begins at around -0.70 V, following the reaction 
shown in Equation (1). As the potential becomes more negative, a noticeable rise in current density is observed, mainly 
due to the concurrent hydrogen evolution reaction, described by Equation (2): 
 Ni2+ + 2e- → Ni (1) 

 2H+ + 2e- ⇌ H2 (2) 

During the return scan, the dissolution of metallic Ni to Ni2+ appears an potential of -0.260 V. 
With the addition of boric acid in the electrolyte (Figure 1(b)), the reduction of nickel begins at    E = -0.980 V. In 

anodic part, an anodic peak observed at E= -0.030 V is due to the oxidation of the nickel deposited during the cathodic 
part according to Eq. (3). 

 Ni → Ni2+ + 2e (3) 

When oxalic acid is added (Figure 1(c)), the reduction of nickel starts at a potential of approximately -0.820 V, 
and the dissolution of Ni occurs at about -0.304 V. 
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The introduction of additives (boric and oxalic acid) in the bath solution shifted the cathodic peak potential 
negatively. This indicates that these additives inhibited nickel electrodeposition, and the force of the inhibition effect 
followed this order: H3BO3 > C2H2O4. The hydrogen reaction occurs at a more negative potential in the presence of 
additives, indicating that boric and oxalic acid had a significant inhibition effect on hydrogen reduction. 

The presence of the crossover in the cyclic voltammograms (CVs) indicates the existence of a nucleation and 
growth process [22]. 
 

3.2. Chronoamperometry 
3.2.1. Current density-time curves 

To study the effect of additives on a Ni electrodeposition nucleation/growth mechanism, chronoamperometry was 
employed. Figure 2 illustrates the current density transient curves of nickel thin films electrodeposited on copper 
substrate at different potentials in the absence and presence of additives. For all films, the transients have the same 
form. These curves show three parts. In the first part, the current density decreases abruptly due to the charge of the 
double layer and the formation of the first germs of Ni on the electrode surface. Then, in the second part, the current 
density increases, reaching a maximum value, imax, at a maximum time, tmax, due to the growth of Ni nuclei. Finally, 
in the last part, the current density decreases and stabilizes as the deposition potentials increase, indicating that the 
growth process of nickel is controlled by the diffusion regime [23,24]. We can conclude that these current–time 
transients are a typical characteristic of a three-dimensional nucleation with diffusion-controlled growth [1]. 

 
Figure 2. Typical current transient curves of Ni films electrodeposited on Cu substrate at different potentials in solution 
containing: (a) 60 g L-1 NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O and 0.5 g L-1 Na2SO4 (b) 60 g L-1 NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O, 
0.5 g L-1 Na2SO4 and 24.7 g L-1 H3BO3 and (c) 60 g L-1 NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O, 0.5 g L-1 Na2SO4 and 0.84 g L-1 
C2H2O4.2H2O.( t= 5 min, T= 25°C) 

 
3.2.2. Nucleation mechanisms 

To further understand the nucleation mechanism of nickel deposition, the mathematical model developed by 
Scharifker and Hills (SH) [25] was used. According to this model, the nucleation mechanism includes instantaneous and 
progressive 3D nucleation [20]. The mechanism is described by the following Eq. (4) and (5) [26]: 
Instantaneous nucleation: 

 𝑖ଶ 𝑖௠௔௫ଶ⁄ = 1.9542ሺ𝑡 𝑡௠௔௫⁄ ሻିଵሾ1 − exp (−1.2564(𝑡/𝑡௠௔௫ ))ሿଶ (4) 

Progressive nucleation:  

 𝑖ଶ 𝑖௠௔௫ଶ⁄ = 1.2254(𝑡 𝑡௠௔௫⁄ )ିଵሾ1 − exp (−2.3367(𝑡ଶ/𝑡௠௔௫ଶ  ))ሿଶ (5) 

where imax and tmax are the maximum current density and the corresponding time, respectively. 
Figures 3, 4, and 5 represent the dimensionless theoretical (i/imax)2 vs (t/tmax) plots resulting from Eq. (4) and (5), 

and experimental current density transients during the electrodeposition of nickel on a copper substrate at different 
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potentials in the absence and presence of additives in the electrolyte. It can be seen that at (t/tmax) ≤ 1, the experimental 
plots at different applied potentials (with and without additives) tend to the instantaneous nucleation model. Hence, the 
electrodeposition of nickel on copper substrate nucleation follows the 3D instantaneous nucleation mode at short 
time [23,27], which indicates that the addition of additives did not change the nucleation mechanism of the nickel. 
For (t/tm > 1, the experimental curves show a negligible difference from the Scharifker model. This difference is related 
to the proton reduction on the copper surface [28]. 

Figure 3. Comparison of theoretical non-dimensional (i/imax)2 vs (t/tmax) plots for instantaneous nucleation from Eq. (4) and 
progressive nucleation from Eq. (5) to experimental current density transients for the electrodeposition of nickel on a copper 
substrate at different potentials in the absence of additives 

 
Figure 4. Comparison of theoretical non-dimensional (i/imax)2 vs (t/tmax) plots for instantaneous nucleation from Eq. (4) and 
progressive nucleation from Eq. (5) to experimental current density transients for the electrodeposition of nickel on a copper 
substrate at different potentials in the presence of 24.7 g L-1 H3BO3 in the bath 
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Figure 5. Comparison of theoretical non-dimensional (i/imax)2 vs (t/tmax) plots for instantaneous nucleation from Eq. (4) and 
progressive nucleation from Eq. (5) to experimental current density transients for the electrodeposition of nickel on a copper 
substrate at different potentials in the presence of 0.84 g L-1 C2H2O4 in the bath 

 
3.2.3. Kinetic parameters of the nickel electrodeposition 

According to Scharifker and Hills model, the diffusion coefficient (Dinst), the number of active nucleation sites 
(N0), and the nucleation rate (A) can be determined from the current density transients using the following equations 
[29,30]: 
 D =  ୧ౣ౗౮మ ୲ౣ౗౮మ଴.ଵ଺ଶଽ(୬୊େ)మ (6) 

 𝑁଴= 0.065ቀ଼గ஼ெఘ ቁିଵ/ଶ ቀ ௡ி஼௜೘ೌೣ௧೘ೌೣቁଶ (7) 

 𝐴 =  𝑁଴𝜋 ቀ଼గ஼ெఘ ቁଵ/ଶ 𝐷 (8) 

where n is the number of transferred electrons, M is the atomic weight, t is time, F is the Faraday constant (96500 
C/mol), C is the concentration of the electroactive species (mol/l), and ρ is the density of the Ni deposit. 

Values of tmax, imax, D, A and N0 at different potentials are shown in Table 2. It is clear that as the applied potential 
increase, the maximum current density increases, and the maximum time (tmax) decreases. This feature is typical of 
three-dimensional electrochemical nucleation and growth of a new phase governed by diffusion control. The number of 
active nucleation sites (N0) increases in the presence and absence of additives in the bath, but the nucleation rate (A) 
decreases. These results are characteristic for 3D instantaneous nucleation process. 
Table 2. The values of tmax, imax, D, A, and N0 for electrodeposition of Ni in the absence and presence of additives at deposition 
potentials obtained from current density transient curves using Eq. (6), (7) and (8) 

Additive 
Composition 

E 
(mV) 

tmax 
(s) 

-imax  
(mA cm-2) 

D 
(cm2 s-1) 

A 
(s-1) 

N0 
(cm−2) 

Without additive 
 
 
 
 
With boric acid 
 
 
 
 
With oxalic acid 
 
 
 

-1000 
-1050 
-1100 
-1150 

 
-1000 
-1050 
-1100 
-1150 

 
-1000 
-1050 
-1100 
-1150 

15.50 
36.30 
9.30 
9.40 

 
100.90 
40.30 
15.18 
58.80 

 
20.70 
9.60 
8.40 
4.70 

29.45 
32.97 
46.63 
66.65 

 
28.94 
44.28 
58.83 
74.99 

 
30.24 
42.17 
59.52 
88.57 

4.99.10-4 
0.34.10-4 
4.50.10-4 
9.41.10-4 

 
0.02 

0.76.10-4 
0.19.10-4 

0.04 
 

9.39.10-4 
3.93.10-4 
5.99.10-4 
4.15.10-4 

1.26 
0.01 
1.23 
1.24 

 
0.82 
0.01 
0.01 
0.83 

 
1.20 
1.24 
1.23 
1.24 

1.23.102 
0.17.102 
1.33.102 
0.64.102 

 
0.02.102 
0.07.102 
0.31.102 
0.01.102 

 
0.62.102 
1.53.102 
1.00.102 
1.45.102 
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3.3. Structure analysis 
The structural properties of the nickel deposit were determined by (XRD) measurements.    Figure 6 exhibited the 

X-ray diffraction (XRD) patterns (40◦ ≤ 2θ ≤ 100◦) of Ni electrodeposited on copper substrate in the absence and 
presence of different additives at 25.0 oC at the deposition potential of -1000 mV. The results revealed that the obtained 
films are polycrystalline structure. All films show diffraction peaks located at 2θ = 43.91°, 50.97°, 74.43° and 90.43°, 
corresponding to (111), (200), (220) and (311) crystalline planes of Cu substrate according to ICDD card 
no. 00-003-1018, respectively. However, the peaks observed at around 44.03◦, 51.10° and 79.76°, corresponding to 
(111), (200) and (220) reflections planes of Ni (ICSD n◦ 01-089-7128 and ICSD n◦ 01-088-2326), as indicated by the 
face-centered cubic (FCC) structure of nickel. The addition of additives shifted slightly these peaks toward lower 2θ 
values. The (111) plane is the stronger, indicating that it is the preferential orientation. In the presence of boric acid in 
the bath, the intensity of this peak increases. The XRD pattern revealed two distinct diffraction peaks at 2θ = 66.53° and 
71.07°, which correspond to the (411) and (332) planes of tetragonal Cu₄O₃ (ICSD n◦ 01-083-1665). This mixed-
valence copper oxide phase most likely developed as a result of partial oxidation of exposed copper substrate regions 
where nickel electrodeposition was not complete. Local oxidation may have resulted from the presence of microbubbles 
created by hydrogen evolution during the deposition process, which prevented uniform Ni coverage. Interestingly, 
samples with continuous nickel films did not exhibit these Cu4O₃ related peaks, demonstrating that complete surface 
coverage successfully shields the underlying copper from oxidation. 

 
Figure 6. X-ray diffractograms of Ni films electrodeposited at -1000 mV and t= 5 min in solution containing: (a) 60 g L-1 
NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O and 0.5 g L-1 Na2SO4 (b) 60 g L-1 NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O, 0.5 g L-1 Na2SO4 and 
24.7 g L-1 H3BO3 and (c) 60 g L-1 NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O, 0.5 g L-1 Na2SO4 and 0.84 g L-1 C2H2O4.2H2O 

The lattice parameters were calculated using XRD data as follows [30]: 

 𝑎 = 𝑑௛௞௟ √ℎଶ + 𝑘ଶ + 𝑙ଶ (9) 

and 

 ଵௗ೓ೖ೗మ  = ସଷ ቀ௛మା௛௞ା௞మ௔మ ቁ + ௟మ௖మ (10) 

where 𝑑௛௞௟ is interplanar spacing, (h k l) are Miller indices, a and c are the lattice parameters, respectively [18]. The 
average crystallite size (D) was evaluated by Debye Sheerer’s equation [32]: 

 𝐷 =  ௄ ఒఉ ௖௢௦ ఏ (11) 

where K is the Scherrer constant (= 0.94), λ is the X-ray wavelength (λ = 1.54060 Å), β is the full width at half 
maximum (FWHM) value, and θ is the Bragg diffraction angle. 
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The dislocation density (δ) was estimated by following relation [33]: 

 𝛿 =  ଵ஽మ (12) 

The microstrain (ε) was also calculated using the following formula [34]: 

 𝜀 =  ఉ ୡ୭ୱఏସ  (13) 

The FWHM values, the crystalline sizes, diffraction angle 2θ, the microstrain and dislocation densities of the Ni 
thin films were mesured using the (111) diffraction peak are presented in Table 3. It is clear that the introduction of 
boric and oxalic acid in the electrolyte decreases the FWHM. In addition, the lattice parameters (a) and the crystallite 
size of the films increased in the presence of additives. Thus, it can be said that the crystallinity of coating is extremely 
affected by the addition of additives on the bath. The obtained results show that the microstrain and dislocation densities 
values of the Ni films were reduced with the addition of additives. 
Table 3. Structural parameters of the nickel thin films 

Ni Films FWHM 2θ 
(o) 

a 
(Å) (hkl) 𝒅𝒉𝒌𝒍  (Å) D 

(nm) 
δ×10-3 

(Lines/m2) 
ε 

×10-2 
without additives 

with H3BO3 
with C2H2O4 

0,19 
0,13 
0,16 

44.03 
44.01 
44.02 

3.567 
3.569 
3.568 

(111) 
(111) 
(111) 

2,0599 
2,0609 
2,0604 

10.598 
15.488 
12.583 

8.91 
4.17 
6.32 

3.41 
2.34 
2.88 

 
3.4. SEM analysis 

The surface morphology of the e nickel films was examined using high-resolution SEM imaging at 50,000× 
magnification, and the results are presented in Figure 7. The three micrographs correspond to Ni films deposited at 
room temperature and –1000 mV, obtained without any additive (Figure 7(a)), with boric acid (Figure 7(b)), and with 
oxalic acid (Figure 7(c)). 

 
Figure 7. SEM micrographs of nickel thin films electrodeposited at -1000 mV and t= 5 min in solution containing: (a) 60 g L-1 
NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O and 0.5 g L-1 Na2SO4 (c) 60 g L-1 NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O, 0.5 g L-1 Na2SO4 and 
24.7 g L-1 H3BO3 and (e) 60 g L-1 NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O, 0.5 g L-1 Na2SO4 and 0.84 g L-1 C2H2O4.2H2O 

Without additives (Figure 7(a)), the film shows a porous, kind of rough surface, with spherical grains that aren’t 
packed tightly and have different sizes. Many voids and pits are visible, probably due to hydrogen bubbles that got 
stuck during deposition. This interuption in the growth causes poor coverage and uneven distribution over the copper 
surface, which also means nucleation wasn’t very efficient. 

With the addition of boric acid (Figure 7(b)), the surface looks clearly better. The film is more compact and much 
smoother, grains are finer too. No major cracks or flaws were observed, and the substrate seems fully covered. Most 
likely, boric acid helps keeping the local pH steady and also minimizes hydrogen evolution, which makes the whole 
process of deposition more controlled. 
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As for the film with oxalic acid (Figure 7(c)), it also seems denser, although the grains here are a bit larger and less 
packed compared to the boric acid one. Still, the surface stays relatively smooth, and there’s no serious defect you can 
spot. This might be because oxalic acid interacts with Ni2+ ions differently, maybe slowing down the reaction by 
forming weak complexes, which changes how the film grows. 

Overall, adding these acids to the bath significantly improves the coating. Both boric and oxalic acid enhanced the 
surface coverage and adhesion, but boric acid led to a film that’s clearly more uniform and compact. 
 

3.5. EDS analysis 
EDS (Energy dispersive Xray spectroscopy) was used to assess the elemental composition of the Ni films 

deposited on copper substrate under different bath conditions, and the results are summarized in Figure 8(a–c). 

 
Figure 8. EDS spectrum of nickel coatings electrodeposited at -1000 mV and t= 5 min in solution containing: (a) 60 g L-1 
NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O and 0.5 g L-1 Na2SO4 (c) 60 g L-1 NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O, 0.5 g L-1 Na2SO4 and 
24.7 g L-1 H3BO3 and (e) 60 g L-1 NiSO4·6H2O, 8.2 g L-1 NiCl2.6H2O, 0.5 g L-1 Na2SO4 and 0.84 g L-1 C2H2O4.2H2O 

Each spectrum displays characteristic peaks for Ni and Cu, indicating the coexistence of both elements in the 
analyzed area. The relative weight percentages give further insight into how effectively the nickel coating formed in 
each case. 

In the sample without any additives (Figure 8(a)), the nickel content is notably low, with Ni accounting for only 
about 6.13 wt%. This weak signal is consistent with the SEM observations, which show poor surface coverage. The 
dominant Cu signal (93.87 wt%) suggests that the underlying copper substrate is largely exposed, indicating either a 
very thin Ni layer or incomplete film formation. This aligns well with the porous and uneven morphology previously 
observed. 

When boric acid is used in the electrolyte (Figure 8(b)), the nickel content significantly increases to 17.12 wt%, 
while the copper signal drops to 82.88 wt%. This suggests a much thicker and more complete nickel deposit on the 
substrate. The improved Ni/Cu ratio is in line with the denser, more uniform coating observed in the SEM image (Fig. 
5b), confirming that boric acid promotes more efficient metal deposition and better surface coverage. 

The film deposited from the bath containing oxalic acid (Figure 8(c)) shows an intermediate composition. The 
nickel weight percentage rises slightly to 8.17 wt%, higher than the additive-free condition but still significantly lower 
than with boric acid. This implies partial improvement in Ni deposition and coverage, though not as effective as with 
boric acid. The Cu peak remains relatively strong (91.83 wt%), reflecting limited shielding of the substrate. This result 
also matches the SEM image in Fig. 5c, where the surface appeared smoother but with larger grains and less compact 
packing. 

Overall, the EDX results confirm that both boric and oxalic acid additives enhance nickel deposition efficiency. 
However, boric acid appears more effective in promoting thick, uniform coatings with higher Ni content, likely due to 
its buffering capacity and suppression of parasitic hydrogen evolution. 
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4. CONCLUSIONS 
In this paper, nickel films have been successfully prepared on copper substrates using the electrodeposition 

method. The effect of the additives (boric acid and oxalic acid) on the nickel nucleation process, surface morphologies, 
chemical composition, and crystal structure was investigated. The (CV) analysis showed that the electrodeposition of Ni 
has been started at potential of approximately -0.70 V vs SCE and the presence of additives in the solution shifted 
negatively the cathodic peak potential. The (CA) analysis revealed that the electrochemical deposition of Ni followed 
the 3D instantaneous nucleation process and the presence of additives in the electrolyte did not affect the nucleation 
mechanism of Ni. XRD measurements showed that all nickel electrodeposited films had the face-centered cubic (FCC) 
structure with a (111) preferential orientation. In the presence of boric acid in the bath, the intensity of this peak 
increases. SEM analysis indicated that the thin films obtained from the solution containing additives exhibit good 
adhesion to copper substrates with a denser crystal size. EDS analysis confirmed the presence of Ni in all coatings. 
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ВПЛИВ БОРНОЇ ТА ЩАВЛЕВОЇ КИСЛОТИ НА МЕХАНІЗМ ЗАРОДЖЕННЯ, СКЛАД, МОРФОЛОГІЮ ТА 
СТРУКТУРУ ЕЛЕКТРООСАДЖЕНИХ НІКЕЛЕВИХ ПЛІВОК 

Ф.З.К. Хамді1, А. Рахмані1,2, А. Хамді1 
1Лабораторія фізичної хімії матеріалів (LPCM), Факультет наук, Університет Амар Теліджі, 03000, Лагуат, Алжир 

2Лабораторія MONARIS, UMR 8233, Університет Сорбонни, 4-та площа Жюссьє, 75005 Париж, Франція 
Тонкі нікелеві плівки були електроосаджені на мідні підкладки за кімнатної температури з використанням водного 
електроліту, що містить сульфат нікелю, хлорид нікелю та сульфат натрію. Вплив двох добавок (борної кислоти та щавлевої 
кислоти) на механізм зародження, кристалографічну структуру, морфологію поверхні та хімічний склад отриманих плівок 
Ni було систематично досліджено за допомогою циклічної вольтамперометрії (CV), хроноамперометрії (CA), рентгенівської 
дифракції (XRD), скануючої електронної мікроскопії (SEM) та енергодисперсійної рентгенівської спектроскопії (EDS). CV-
аналіз показав, що присутність добавок зміщує потенціали катодних піків у бік більш негативних значень, що свідчить про 
гальмівний ефект відновлення нікелю. Хроноамперометричні дослідження підтвердили, що осадження Ni відбувалося в 
тривимірному режимі миттєвого зародження, на яке не впливали добавки. Рентгенограми показали, що всі плівки Ni мали 
гранецентровану кубічну (FCC) структуру з сильною орієнтацією (111), тоді як SEM-зображення вказували на щільнішу та 
одноріднішу морфологію поверхні за наявності добавок. EDS-аналіз підтвердив присутність Ni у всіх зразках. 
Ключові слова: нікель; електроосадження; добавки; борна кислота; щавлева кислота; зародження 
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The concept of a compact nuclear microprobe is based on specialized ion sources with beam currents not exceeding a few 
nanoamperes and a small energy spread. At the Institute of Applied Physics, NAS of Ukraine, a low-power RF ion source has been 
developed for application in a compact nuclear microprobe. The source operates at low RF power (< 10 W) and is designed to 
generate a 1H⁺ ion beam required for standard techniques such as PIXE, RBS, and proton beam writing. To reduce the beam 
emittance and improve the spatial resolution of the microprobe, the source extraction aperture diameter was reduced to 50 μm. This 
paper reports measurements of the total beam current and emittance extracted from the low-power RF ion source with a micrometer-
scale extraction aperture. Data on the beam profile, its diameter, and divergence angle are also presented. The main parameters of the 
RF source are as follows: quartz chamber diameter – 34 mm, length – 70 mm, working gas – hydrogen, extraction aperture 
diameter – 50 μm, RF power ≤ 10 W, frequency – 45 MHz, ion current up to 100 nA. The extraction voltage varies from 10 to 300 V, 
while the beam energy ranges from 1 to 6.5 keV. Beam emittance was measured using an electrostatic Allison-type scanner. The 
minimum emittance containing 90% of the total beam current was found to be ε90 = 1.36 π∙mm∙mrad, while the rms-emittance is 
εrms = 0.32 mm∙mrad. The normalized emittance is εN = 0.003 π∙mm∙mrad, and the energy-normalized emittance equals 
0.1 π∙mm∙mrad∙(MeV)1/2. It is shown that reducing the diameter of the extraction aperture of the ion source to 50 μm results in a 
significant improvement in the ion-optical characteristics of the extracted beam. 
Keywords: Ion beam; Radiofrequency Ion source; Beam current density; Extractor; Emittance 
PACS: 29.25.Ni; 41.75.Ak; 41.85.Qg; 41.85.Ne 

Nuclear microprobe facilities are intended for local, non-destructive microanalysis of materials of diverse origin as 
well as for the fabrication of high-quality micro- and nanostructures. Modern microprobe systems represent one of the 
analytical channels within multi-purpose complexes based on electrostatic accelerators. These accelerators typically 
deliver ion beam energies of several MeV and currents up to 100 μA [1–3]. To achieve significant demagnification 
factors in the ion-optical system, the overall length of the microprobe beamline may extend to about 10 m. 

At the Institute of Applied Physics, NAS of Ukraine, a concept for a compact nuclear microprobe has been 
proposed [4], based on ion sources with beam currents up to 10 nA and an energy spread of about 10 eV. 

To achieve high spatial resolution in low-energy (~30 keV) microprobe systems, liquid-metal ion sources, field ion 
sources [5], or electron-impact ion sources with emission aperture sizes of 0.1–1 μm [6, 7] are commonly employed. 
However, due to their technical limitations, such sources are not suitable in compact microprobe designs. 

In view of this, an inductive RF ion source has been developed at the IAP NAS of Ukraine for application in the 
injector of a compact nuclear microprobe [8]. The source operates at low RF power (<10 W) and is intended for 
generating 1H⁺ ion beams required for standard techniques such as PIXE, RBS, and proton beam writing. 

The source operates with hydrogen as the working gas, at an RF power level below 10 W. It is equipped with a 
0.6 mm extraction aperture and delivers beam currents up to 3.5 μA with a proton fraction of about 10%. The relatively 
low RF power enables a reduction of the ion energy spread to 7.5–9 eV. The geometric emittance containing 90% of the 
total beam current was measured to be ε90 = 9.8 π∙mm∙mrad, while the energy-normalized emittance of the source 
equals 0.8 π∙mm∙mrad∙(MeV)1/2. 

To further enhance the spatial resolution and overall performance of the microprobe, it is essential to extract an ion 
beam with the lowest possible emittance from the ion source. For this purpose, measurements of the emittance of the 
ion beam extracted from the low-power RF source with an extraction aperture diameter of 50 μm have been carried out. 

This paper presents measurements of the total current and emittance of an ion beam extracted from an RF ion 
source with a micrometer-scale extraction aperture. Data on the beam profile and divergence angle are also reported. 

RF ION SOURCE AND BEAM CURRENT 
The schematic of the inductive RF ion source and its operating principle are described in detail in [8]. The source 

comprises a cylindrical quartz discharge chamber (Ø 34 mm, length 70 mm) surrounded by a six-turn copper coil. An 
RF voltage of up to 10 W at 45 MHz is applied to the coil. Hydrogen at ~1 Pa is contained within the chamber. The 
coil’s alternating magnetic field induces an azimuthal RF electric field, which is absorbed by electrons in the gas, 
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leading to excitation and ionization and forming an RF plasma discharge. Positive ions are extracted by an extraction 
electrode, while an accelerating electrode focuses the resulting ion beam. 

The consumed power of the RF generator is approximately 8 W. Considering the generator efficiency, the RF 
power absorbed by the plasma does not exceed 5 W. 

Fig. 1a shows the dimensions of the extractor with a 50 μm aperture. The aperture is fabricated from platinum. 

 
 

a b 
Figure 1. a – extractor with a 50 μm aperture: 1 – aperture, 2 – quartz diaphragm, 3 – extractor. b – ion beam current as a function 

of extraction voltage for different hydrogen pressures 

Measurements of the ion-optical characteristics of the RF source were performed on the experimental setup, the 
schematic of which is shown in [8]. The ion source was connected to a vacuum chamber with a volume of 
approximately 6 L, evacuated by a Leybold-360 turbomolecular pump with a pumping speed of 360 L/s. The vacuum 
chamber was evacuated to a pressure of 1×10⁻⁴ Pa, measured with a VMB-14 magnetic vacuum gauge. 

Hydrogen was introduced into the source via a SNA-2 gas supply system. Within the operational range of gas 
flow, the hydrogen pressure in the source was varied between 0.5 and 5 Pa. Correspondingly, the pressure in the 
vacuum chamber of the setup ranged from (3−9)×10-4 Pa. 

The current–voltage characteristic of the source, representing the dependence of the ion beam current Ii on the 
extraction voltage Uext, was measured using a Faraday cup located 100 mm from the source. The Faraday cup, with a 
diameter of 22 mm, was equipped with a suppressor biased at -290 V to eliminate the influence of secondary electrons 
on the current measurement. 

Fig. 1b shows the dependence of the ion beam current Ii on the extraction voltage Uext at different hydrogen 
pressures in the source chamber in the range of 1.2–4.4 Pa. The extraction voltage Uext was varied from 10 V to 290 V 
at a constant accelerating voltage of Uacc = 4 kV. 

As seen in Fig. 1b, the ion beam current increases monotonically with extraction voltage and decreases with 
increasing gas pressure. The maximum current of Ii=100 nA is obtained at an extraction voltage of Uext=290 V and a 
low gas pressure of p=1.2 Pa. 

At a gas pressure of p=1.2 Pa, the ion current curve is well approximated by a power-law function 
3 1.765.26 4.5 10i extI U−= + ⋅ ⋅ , where the ion current Ii is expressed in nA and the extraction voltage Uext in Volts. At a 

pressure of p=4.4 Pa, the ion current curve is approximated by the function 3 1.582.32 7.4 10i extI U−= + ⋅ ⋅ . 
This form of the ion current dependence on the extraction voltage is characteristic of plasma ion sources, in which 

the plasma emission boundary forms a meniscus. The emission boundary changes shape with plasma density ne, 
electron temperature Te, and extraction voltage Uext. The shape of the current–voltage curves is determined by the 
Child–Langmuir law: 3/2 2

0(4 9) 2 ( )i extj e m U dε= ⋅ , where ε0 is the vacuum permittivity, e is the electron charge, m is 
the electron mass, and d is the distance from the plasma boundary to the extraction electrode. 

Since in a plasma source the value of distance d depends on both ne and Uext, the exponent of the power function 
deviates from the value of 3/2.  

The beam current density can be estimated as i i aj I S= , where Sa is the area of the extraction aperture. For 
Ii=100 nA, the current density is ji=5 mA/cm2. 

 
BEAM EMITTANCE 

The RF source's emittance was measured using an electrostatic scanner, whose design and operation are described 
in detail in [9]. The device is based on the Allison–type scheme [10, 11]. 

The scanner consists of two parallel deflection plates supplied with a sawtooth voltage, an entrance and exit slit, 
and a Faraday cup for measuring the ion current transmitted through both slits. The scanner is moved transversely to the 
beam in the vertical x-direction by a stepper motor. The plates along the beam axis are 120 mm long, with a plate 
separation of 10 mm. The widths of the entrance and exit slits are 200 μm. The scanner's spatial resolution is 4.8 μm, 
with a scanning range of 0–20 mm.  
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The scanner was mounted at a distance approximately 55 mm from the ion source. Scanning along the x-axis was 
carried out over a range of 0-7 mm with a step size of 93.75 μm. The voltage applied to the deflection plates was varied 
from -50 V to +50 V in steps of 1 V.  

The angular resolution of the scanner depends on the beam energy E. For the energy of E = 6 keV and a voltage-
scanning step of 1 V, the angular resolution is 0.42 mrad. 

The determination of the emittance is based on measuring the ion beam intensity distribution Z(x, x´) as a function 
of the coordinate x and angle x´. The measured two-dimensional array of ion beam intensity Z(x, x´) represents the beam 
current density distribution in the x-x´ phase space. The array Z(x, x´) enables the determination of key beam 
parameters: geometric emittance ε90, the rms-emittance εrms and the ion beam current profile Z(x). 

A cross-section of the distribution Z(x, x´) at a given threshold value defines the emittance diagram, the area of 
which, devided by π, corresponds to the beam emittance. For a threshold value corresponding to 90% of the total beam 
current, the resulting emittance diagram represents the contour of the geometric emittance ε90, which encloses 90% of 
the total beam current. 

During beam acceleration, its emittance decreases. The quantity that remains constant under beam acceleration is 
the normalized emittance, defined as εN=ε∙β∙γ, where β and γ are the relativistic beta and gamma factors. For non-
relativistic beams, the expression for the normalized emittance is given by 5

90 4,6 10 /N E Aε ε −= ⋅ ⋅ , where E is the 
beam energy, eV, and A is the ion mass number. 

In addition to the geometric interpretation of the emittance as the area of the contour enclosing 90% of all beam 
particles, there exists a statistical approach in which the beam is considered as a statistical ensemble of points in the 
two-dimentional phase space x-x´ [12, 13]. Particles within the space x-x´ can be treated as a statistical distribution with 
mean values ⟨x⟩ and ⟨x′⟩.  

In this case, the rms-emittance εrms is determined by the standard deviations from these mean values, xσ , xσ ′ , and

xxσ ′ , where 2 2
x xσ = , 2 2

x xσ =  and 22
xx xxσ ′ ′=  are the second-order moments of the phase-space distribution 

function. The expression for calculating the rms-emittance is given by: 22 2 2 2 2
rms x x xxx x xxε σ σ σ′ ′′ ′= − = − . 

Emittance measurements of the ion beam were performed for various extraction voltages in the range of 
Uext=150-300 V and acceleration voltages in the range of Uacc=1.5-6.5 kV. The hydrogen pressure in the source 
chamber was maintained constant at p=1.2 Pa.  

Fig. 2a shows the 3D-intensity distribution surface Z(x, x´) of the ion beam current, measured at an extraction 
voltage of Uext=280 V and an acceleration voltage of Uacc=6.0 kV. The corresponding emittance diagram, illustrating the 
contour of the emittance ε90 enclosing 90% of the total beam current, is shown in Fig. 2b. 

  
а      б 

Figure 2. a – 3D surface of the current intensity distribution Z(x, x´), b – contour of ε90 beam emittance 

At a beam energy of E=6 keV, the geometric emittance was found to be ε90=1.9 π∙mm∙mrad. The rms-emittance 
was εrms=0.44 mm∙mrad. The ratio ε90/εrms is close to the theoretical value of 4.6 for beams with a Gaussian intensity 
distribution [14, 15]. The normalized emittance was determined to be εN=0.0047 π∙mm∙mrad for A=2. 

For comparing the emittances of ion sources with different beam energies, the quantity of the energy-normalized 
emittance, defined as ε∙E1/2, is often used. The energy-normalized emittance of the beam was determined to be 
0.15 π∙mm∙mrad∙(MeV)1/2.  

The minimum emittance was obtained at an extraction voltage of Uext=220 V and an acceleration voltage of 
Uacc=5.5 kV. Under these conditions, the geometric emittance was ε90=1,36 π∙mm∙mrad, and rms-emittance was 
εrms=0.32 mm∙mrad, giving ratio ε90/εrms=4,2. The normalized emittance was εN=0.003 π∙mm∙mrad (A=2). The energy-
normalized emittance was 0.1 π∙mm∙mrad∙(MeV)1/2. 
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Figure 3 – The current density distribution (beam profile) along the coordinate x 

The ion beam current profile, or the current density distribution along the coordinate x, is obtained by summing the 
elements of the array ( ) ( ),

x
Z x Z x x

′

′=  over all values of the angle x´ for each coordinate x, resulting in a profile 

expressed in nA/mm. Figure 3 shows the ion beam profiles measured for three different extraction voltages. The 
profiles were measured at a distance of approximately 55 mm from the ion source (~120 mm from the extractor). 

In the first case, at Uext=220 V and Uacc=5.5 kV, the beam profile is indicated by triangles. The ion beam diameter 
is 3.2 xd σ= =1 mm, and the full divergence angle is 3.2 xθ σ ′= =8.3 mrad. The beam emittance is ε90=1.36 π∙mm∙mrad. 

The beam profile, indicated by squares, corresponds to the case, where the extraction voltage is Uext=280 V and 
acceleration voltage is Uacc=6.0 kV. In this case the beam diameter is 3.2 xd σ= =1.3 mm, and the divergence angle is 

3.2 xθ σ ′= =10.2 mrad. The beam emittance equals ε90=1.9 π∙mm∙mrad. 
In the third case, at Uext=300 V and Uacc=6.5 kV, the beam profile is indicated by dots. The beam diameter is 

3.2 xd σ= =1.4 mm, and the divergence angle is 3.2 xθ σ ′= =11.2 mrad. The beam emittance is ε90=2.0 π∙mm∙mrad. 
 

CONCLUSIONS 
At the Institute of Applied Physics of NAS of Ukraine, an inductive RF ion source was developed for use in the 

injector of a compact nuclear microprobe. The source operates at a low RF power of less than 10 W and is designed to 
generate a 1H+ ion beam required for standard techniques such as PIXE, RBS, and proton-beam writing. 

To reduce the ion beam emittance and thereby improve the spatial resolution of the microprobe, the source 
extraction aperture diameter was reduced from 0.6 mm to 50 μm. 

The measurements of the ion-optical beam characteristics showed that: 
• the total beam current decreased from 3.5 μA to 100 nA, while the ion current density increased from 

1.2 mA/cm2 to 5 mA/cm2; 
• the geometric emittance was reduced from ε90=9.8 π∙mm∙mrad to ε90=1.4-2.0 π∙mm∙mrad; 
• the rms-emittance decreased from εrms=2.2 mm∙mrad to εrms=0.33-0.44 mm∙mrad; 
• the energy-normalized emittance was 0.1-0.15 π∙mm∙mrad∙(MeV)1/2 instead of 0.8 π∙mm∙mrad∙(MeV)1/2; 
• the ion beam diameter decreased from 3.6 mm to 1-1.4 mm; 
• the full beam divergence angle decreased from 30.8 mrad to 8.3-11.2 mrad. 
Thus, reducing the ion source extraction aperture diameter to 50 μm greatly enhanced the ion-optical properties of 

the extracted beam. 
This work was carried out within the framework of the project “Investigation of physical processes of ion beam 

formation in a compact nuclear microprobe based on an immersion probe-forming system”, State registration number 
0120U101035, under the Priority thematic area of scientific research and scientific-technical developments in Ukraine 
“Fundamental problems of physics, astrophysics, materials science, nuclear energy, and radiation safety”. 
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ЕМІТТАНС ІОННОГО ВЧ ДЖЕРЕЛА МАЛОЇ ПОТУЖНОСТІ З МІКРОМЕТРОВИМ 
ЕКСТРАКЦІЙНИМ ОТВОРОМ 

Віталій І. Возний, Олександр Г. Пономарьов, Дмитро В. Магілін, Дмитро П. Шульга, Володимир А. Ребров 
Інститут прикладної фізики НАН України, 58, вул. Петропавлівська, 40000 Суми, Україна 

Концепція компактного ядерного мікрозонда ґрунтується на використанні спеціалізованих джерел іонів зі струмом, що не 
перевищує декількох наноампер і малим розкидом по енергії. В ІПФ НАН України розроблено іонне ВЧ джерело для 
використання у компактному ядерному мікрозонді. Джерело працює при низькій ВЧ потужності < 10 Вт і призначене для 
генерації пучка іонів 1H+, необхідного для стандартних методик, таких як PIXE, RBS та протонно-променева літографія. З 
метою зменшення еміттансу пучка та підвищення просторової роздільної здатності мікрозонда, діаметр екстракційного 
отвору джерела зменшено до 50 мкм. У роботі приводяться результати вимірювання загального струму та еміттансу пучка, 
який екстрагується з іонного ВЧ джерела малої потужності з мікрометричним екстракційним отвором. Наведено дані щодо 
вимірювання профілю пучка, його діаметра та кута розходження. ВЧ джерело має параметри: діаметр кварцової колби - 
34 мм, довжина - 70 мм, робочий газ-водень, діаметр отвору екстракції – 50 мкм, ВЧ-потужність ≤10 Вт, частота - 45 МГц, 
іонний струм до 100 нА. Напруга екстракції змінюється від 10 до 300 В, енергія пучка 1-6,5 кеВ. Вимірювання еміттансу 
пучка проводилося за допомогою електростатичного сканера, виконаного за схемою Аллісона. Найменше значення 
емiттансу, що містить 90% повного струму пучка, дорівнює ε90=1,36 π∙мм∙мрад, а rms-еміттанс- εrms=0,32 мм∙мрад. 
Нормалізований еміттанс становить εN=0,003 π∙мм∙мрад, а енергетично нормалізований емітанс дорівнює 
0,1 π∙мм∙мрад∙(МеВ)1/2. Таким чином, зменшення діаметра екстракційного отвору іонного джерела до 50 мкм призвело до 
помітного підвищення іонно-оптичних характеристик екстрагованого пучка. 
Ключові слова: іонний пучок; високочастотне джерело іонів; щільність струму пучка; екстрактор; еміттанс 
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The current study investigates second harmonic generation of elliptical beam in thermal quantum plasma (TQP) by taking 
relativistic-ponderomotive (RP) forces together. There is change in mass of electrons due to RP force thereby producing change in 
background density profile in a direction transverse to main beam. The main beam gets self-focused. The established density 
gradients excites electron plasma wave (EPW) at pump wave frequency. The excited EPW further interacts with pump wave to 
produce second harmonic generation (SHG). The widely accepted WKB and paraxial approximations are employed for deriving 
the 2nd order ODEs for semi major and semi-minor axes of elliptical beam with normalized propagation distance and efficiency of 
second harmonics. Furthermore, the influence of varying suitable laser-plasma parameters on beam waist dynamics and efficiency 
of 2nd harmonics are also explored.  
Keywords: Elliptical Cross-section; Quantum Plasma; RP force; Electron Plasma Wave; Paraxial Theory; WKB approximation 
PACS: 52.38.Hb, 52.35.Mw, 52.38.Dx

1. INTRODUCTION
The laser-plasma interaction is vibrant research field as a result of its direct relevance to many applications 

including X-ray lasers, laser induced, and acceleration of plasma species [1-8]. Recent advancement in laser technology 
has made possible the production of lasers with intensities exceeding 10ଵ଼ 𝑊/𝑐𝑚ଶ. At such intensity, intense lasers 
interaction with plasmas has led to interesting nonlinear physics. Because, in this region the behavior of plasma 
electrons is highly nonlinear. The laser-plasma interaction has led to production of nonlinear phenomena including 
harmonics production, scattering instabilities, self-focusing and filamentation [9-17]. The complete knowledge of laser-
plasma interaction physics requires investigation of these instabilities. These instabilities cause great reduction in 
efficiency of laser-plasma coupling. So, these instabilities could be minimized if we are having their in-depth 
knowledge. In 1962, Askaryan initially identified phenomenon of self-focusing [18]. The other nonlinear processes are 
directly affected due to self-focusing phenomena. Self-focusing process causes in change in dielectric and optical 
properties of plasma medium. Further, there is displacement of plasma electrons towards less intense portion as a result 
of ponderomotive mechanism in collisionless plasma. This in fact results in carrier redistribution in plasma. In laser-
plasma interaction, generation of harmonics play a major role. The generation of harmonics is greatly influences 
propagation of lasers through plasma medium. The power of beam gets penetrated in the overdense portion as a result 
of production of harmonics. The harmonics production is valuable tool for retrieving information about pivotal 
parameters like expansion velocity, electron density, and opacity [19-20]. SHG helps in tracking transition of laser 
beam through plasma targets. The pulse duration of radiations of 2nd harmonics is very small. This really makes them 
suitable for plenty applications in UV spectroscopy [21-24]. The harmonics can be produced in laser produced plasmas 
through many techniques such as excitation of EPW, acceleration of photons, induced density gradients etc. [25-29]. 
The most frequently way of producing 2nd harmonics is with the help of excitation process of EPW. The production of 
density gradients in plasmas causes EPW excitation at pump wave frequency. The interaction of excited EPW with 
pump beam generates 2nd harmonics. Researchers have investigated SHG both theoretically and experimentally in the 
past [30-36]. It is quite clear from literature review that majority research on SHG has been explored in classical 
plasmas, which have less density and high temperature. Recently, a new plasma regime known as quantum plasmas has 
been explored. This regime has less temperature and high density. Researchers are highly motivated in exploring lasers 
interaction with quantum regime as a result of its applicability to plenty applications such as fusion science, 
nanotechnology, astrophysics etc. [37-42]. Further, nonlinear effects get amplified due to quantum effects. If the plasma 
temperature, Fermi temperature are denoted by 𝑇 and  𝑇ி respectively. Then, quantum contribution can be expressed 
through parameter 𝜒 = ்ಷ்.  For 𝜒 ≥ 1 , quantum effects become more pronounced. One can get overall details of 
quantum plasmas through FD-statistics. The De-Broglie wavelength 𝜆஻ differentiates quantum regime from classical 
regime. For the case of classical plasmas, 𝜆஻  has a very low value. Whereas, for quantum plasmas  λ୆ ≥interatomic distance. Most of the research on SHG is either done through classical plasmas or through cylindrical 
Gaussian beams. In current study, we are exploring for the first time SHG of elliptical laser beam through TQP under 
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combined influence of RP force. The elliptical beam introduces anisotropy in self-focusing, an unequal waists along 
two transverse axes produce non-uniform intensity and asymmetric plasma density redistribution. This modifies local 
refractive index and phase matching for SHG. In Section 2, The well-established WKB and Paraxial theory are used for 
deriving 2nd order ODE for semi-major axis and semi-minor axis of laser beam having elliptical cross-section. In 
Section 3, we derived expression for the amplitude of EPW which act as 2nd harmonic source equation. The efficiency 
of second harmonics is derived in Section 4. In Section 5, detailed discussion of the results obtained is discussed and 
finally conclusion of results obtained is discussed in Section 6. 

 
2. EVOLUTION OF SPOT SIZE OF LASER BEAM 

Consider a laser beam having elliptical cross-section be transiting along z-axis. We have taken the transition of 
elliptical laser beam in TQP along z-axis. The present study incorporates both relativistic & ponderomotive nonlinear 
effects. Field amplitude for elliptical beams is taken as  

 𝐸 = 𝐸଴𝑒𝑥𝑝 ቀ− ௫మଶ௔మ − ௬మଶ௕మቁ (1) 

In Eq. (1), 𝑎 & 𝑏 denote initial beam radii of the semi-major axis and semi-minor axis respectively. 𝐸଴ is the maximum 
field amplitude. For, isotropic plasmas i.e, 𝐽 = 0,𝜌 = 0, 𝜇 = 0 the expressions for Faraday’s law and Ampere’s law 
becomes 

 ∇ × 𝐵 = ଵ௖ డ஽డ௧  (2) 

 ∇ × 𝐸 = −ଵ௖ డ஻డ௧  (3) 

In Eqs. (2) & (3), 𝐸, 𝐵  & 𝐷 = 𝜀𝐸  correspond to electric vector, magnetic vector and electric displacement vector 
respectively. One can combine Eqs. (2) & (3) to obtain wave equation for electric vector as  

 ∇ଶ𝐸 − ∇ሺ∇ ∙ 𝐸ሻ + ఠమ௖మ 𝜀𝐸 = 0 (4) 

In Eq. (4), we can ignore the term ∇ሺ∇ ∙ 𝐸ሻ assuming that ଵ௞మ |∇ଶ𝑙𝑛 ∈| ≪ 1 with 𝑘 being propagation vector. Here, 𝜔 & 𝜀 correspond to angular frequency and dielectric function respectively. One can re-write Eq. (4) as  

 ∇ଶ𝐸 + ఠమ௖మ 𝜀𝐸 = 0 (5) 

Under the joint contribution of quantum effects, Fermi pressure, and Bohm potential, the overall dielectric function for 
TQP takes the form [42-43] 

 𝜖 = 1 −  ఠ೛మఊఠమ ൬1 − ௞మ௩೑మఠమ − ఋ௤ఊ ൰ିଵ (6) 

In Eq.(6), 𝑣௙ = ටଶ௄ಳ்೑௠  denotes Fermi speed, 𝛾 is relativistic factor expressed as 𝛾 = ሺ1 + 𝛼𝐸𝐸∗ሻଵ/ଶ, and 𝛿𝑞 = ସగర௛మ௠మఠమఒర 
respectively. If we substitute 𝑇௙−> 0 in Eq. (6), then we get 𝜖 for cold quantum plasma (CQP). Further, setting 𝑇௙−>0, ௛ଶగ−> 0 in Eq. (6), we get 𝜖 for classical relativistic plasma (CRP). Further, 𝜔௣ = ටସగ௡௘మ௠  denotes plasma frequency. 
The electron number density gets modified due to ponderomotive force. One can express this changed number density 
as [42-43] 

 𝑛 = 𝑛଴𝑒𝑥𝑝 ቀ−௠௖మ் (𝛾 − 1)ቁ (7) 

The general form for 𝜀 for TQP can be expressed as 

  𝜀 = 𝜀଴ + 𝜑(𝐸𝐸଴∗) (8) 

In Eq. (8), the linear and nonlinear parts of 𝜀 can be expressed as 𝜀଴ = 1 −  ఠ೛మఠబమ & Φ(𝐸𝐸∗) respectively. Under combined 
action of RP force, the nonlinear part Φ(𝐸𝐸∗) of the dielectric function in TQP becomes  

 𝛷(𝐸𝐸∗) = ఠ೛బమఠమ ቈ1 − ଵఊ ൬1 − ௞మ௩೑మఠమ − ఋ௤ఊ ൰ିଵ exp (−௠௖మ் (𝛾 − 1))቉ (9) 

Where 𝜔௣଴ = ටସగ௡బ௘మ௠ . 
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Following [44-45], the solution of Eq. (5) can be represented as  
 𝐸 = 𝐸଴exp [𝑖൫𝜔𝑡 − 𝑘(𝑆 + 𝑧)൯] 10) 

 𝐸଴ଶ = ாబబమ௙భ௙మ 𝑒𝑥𝑝 ቂ− ௫మ௔మ௙భమ − ௬మ௕మ௙మమቃ (11) 

 𝑆 = ௫మଶ 𝛽ଵ(𝑧) + ௬మଶ 𝛽ଶ(𝑧) + 𝛷଴(𝑧) (12) 

 𝑘 = ఠ௖ ඥ𝜀଴ (13) 

‘S’ represents eikonal for the beam with elliptical cross-section, 𝛽ଵ(𝑧) = ଵ௙భ ௗ௙భௗ௭  and 𝛽ଶ(𝑧) = ଵ௙మ ௗ௙మௗ௭  denote wavefront’s 
curvature along X & Y axes respectively, 𝛷଴(𝑧) is phase shift connected with beam, 𝑓ଵ & 𝑓ଶ denote beam widths of 
beam having elliptical cross-section and satisfy following 2nd order differential equations 

 ௗమ௙భௗఎమ = ଵ௙భయ − ቀఠ೛௔௖ ቁଶ ఈாబబమଶ௙భమ௙మ
௘௫௣ቌି೘೎మ೅೐ ቎ඨଵାഀಶబబమ೑భ೑మିଵ቏ቍ

ቆଵାഀಶబబమ೑భ೑మቇయ/మ
⎝⎜
⎛ଵି ೖమೡ೑మഘమ  ି ഃ೜ඨభశഀಶబబమ೑భ೑మ⎠⎟

⎞మ ⎣⎢⎢
⎢⎡൬1 −  ௞మ௩೑మఠమ ൰ + ௠௖మ೐் ට1 + ఈாబబమ௙భ௙మ ⎝⎜

⎛1 −  ௞మ௩೑మఠమ  −  ఋ௤ඨଵାഀಶబబమ೑భ೑మ⎠⎟
⎞
⎦⎥⎥
⎥⎤ (14) 

ௗమ௙మௗఎమ = ௔ర௕ర௙మయ − ቀఠ೛௔௖ ቁଶ ఈாబబమଶ௙మమ௙భ ቀ௔௕ቁଶ ௘௫௣ቌି೘೎మ೅೐ ቎ඨଵାഀಶబబమ೑భ೑మିଵ቏ቍ
ቆଵାഀಶబబమ೑భ೑మቇయ/మ

⎝⎜
⎛ଵି ೖమೡ೑మഘమ  ି ഃ೜ඨభశഀಶబబమ೑భ೑మ⎠⎟

⎞మ ⎣⎢⎢
⎢⎡൬1 −  ௞మ௩೑మఠమ ൰ + ௠௖మ೐் ට1 + ఈாబబమ௙భ௙మ ⎝⎜

⎛1 −  ௞మ௩೑మఠమ  −  ఋ௤ඨଵାഀಶబబమ೑భ೑మ⎠⎟
⎞
⎦⎥⎥
⎥⎤ 

(15) 

In Eqs. (14) & (15), 𝜂 = 𝑧/𝑘𝑎ଶ is dimensionless propagation distance. Here, 𝑘𝑎ଶ denotes the Rayleigh length of beam. 
The boundary conditions selected for numerical calculation of these equations are 𝑓ଵ = 𝑓ଶ = 1 and ௗ௙భௗఎ = ௗ௙మௗఎ = 0 at 𝞰 = 0. 
 

3. EXCITATION PROCESS OF EPW 
We are incorporating motion of plasma electrons only for investigating excitation mechanism of EPW. Ions are 

excluded from excitation dynamics due to their heavy and immobile nature. The relativistic-ponderomotive force causes 
density fluctuations leading to excitation process of EPW. An analysis of the EPW excitation mechanism can be carried 
out through the following well-known standard equations; 
(a) Continuity Equation 

 డே೐డ௧ + ∇ ∙ (𝑁௘𝑉) = 0 (16) 

(b) Poisson’s Equation 
 ∇ ∙ 𝐸 = 4𝜋(𝑍𝑁௢௜ − 𝑁௘)𝑒 (17) 
(c) Equation of State 

 ௉ ே೐ം = 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (18) 

(d) Equation of Motion 

 𝑚ቂడ௏డ௧ + (𝑉 ∙ ∇)Vቃ = −𝑒 ቂ𝐸 + ଵ௖ 𝑉 × 𝐵ቃ − 2𝛤𝑚𝑉 − ఊே೐ ∇𝑃௘ (19) 

Through the application of standard procedures, one arrives at the following equation for EPW: 

 −𝜔଴ଶ𝑛ଵ − 𝑣௧௛ଶ ∇ଶ𝑛ଵ + 2𝜄𝛤𝜔଴𝑛ଵ + 𝜔௣ଶ ቈଵఊ ൬1 − ௞మ௩೑మఠమ − ௛మ௞రଵ଺ఊగమఠమ௠మ൰ିଵ exp (−௠௖మ் (𝛾 − 1))቉ଶ 𝑛ଵ ≅ ௘௠ (𝑛଴∇.ሬሬሬ⃗ 𝐸ሬ⃗ ) (20) 

Incorporating Eq. (11) into Eq. (20) leads to the SHG source equation 𝑛ଵ = ௘௡బ௠ ாబబඥ௙భ௙మ 𝑒𝑥𝑝 ቀ− ௫మଶ௔మ௙భమቁ 𝑒𝑥𝑝 ቀ− ௬మଶ௕మ௙మమቁ ቀ ௫௔మ௙భమ + ௬௕మ௙మమቁ ଵ
൞ఠబమି௞మ௩೟೓మ ିఠ೛మቌభം൭ଵିೖమೡ೑మഘమ ି ೓మೖరభలംഏమഘమ೘మ൱షభୣ୶୮ (ି೘೎మ೅ (ఊିଵ))ቍమൢ  (21) 
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4. YIELD OF SECOND HARMONICS 
Excited EPW interacts with main beam leading to SHG production. With Maxwell’s equations as the foundation, 

one can obtain SHG field equation 𝐸ଶ as 

 ∇ଶ𝐸ଶ + ఠమమ௖మ 𝜀ଶ(𝜔ଶ)𝐸ଶ = ఠ೛మ௖మ ௡భ௡బ 𝐸଴ (22) 

2nd harmonic radiations have frequency represented by 𝜔ଶ = 2𝜔଴ and dielectric function expressed as 𝜀ଶ. The 
expression for 𝐸ଶ can be written as  

 𝐸ଶ = ఠ೛మ௖మ ௡భ௡బ ாబబඥ௙భ௙మ 𝑒𝑥𝑝 ቀ− ௫మଶ௔మ௙భమቁ 𝑒𝑥𝑝 ቀ− ௬మଶ௕మ௙మమቁ ଵ(௞మమିସ௞మ) (23) 

Now, SHG yield can be obtained as  𝑌ଶ = ఠ೛ర௘మாబబమ௠బమ௖ర௙భ௙మ 𝑒𝑥𝑝 ቀ− ௫మ௔మ௙భమቁ 𝑒𝑥𝑝 ቀ− ௬మ௕మ௙మమቁ ቀ ௫௔మ௙భమ + ௬௕మ௙మమቁଶ ଵ൫௞మమିସ௞మ൯మ ଵ
൞ఠబమି௞మ௩೟೓మ ିఠ೛మቌభം൭ଵିೖమೡ೑మഘమ ି ೓మೖరభలംഏమഘమ೘మ൱షభୣ୶୮ (ି೘೎మ೅ (ఊିଵ))ቍమൢమ (24) 

 
5. DISCUSSION 

Since, it is not feasible to have analytical solution of Eqs. (14), (15) and (24). So, we have employed a 
numerical method. In fact, we have obtained accurate as well as stable solutions through fourth-order Runge–Kutta 
(RK4) method. In fact, RK4 is found to be best method for solving ordinary differential equations. We have 
employed established parameters for exploring the behavior of solutions as follows; 𝛼𝐸଴଴ଶ = 3.0, 4.0, 5.0 , ఠ೛మఠబమ =0.4, 0.5, 0.6, 𝑇௙ = 10଻𝐾, 10଼𝐾, 10ଽ𝐾 

The right side of Eqs. (14) and (15) contains two terms with distinct physical interpretations. In both equations, 1st 
terms belong to divergence effect thereby causing beam spreading, while 2nd terms belong to convergence effect thereby 
prompting beam focusing. During laser beam propagation inside plasma, these two terms govern overall evolution of 
beam width. When there is domination of 1st term, then beam spreading takes place leading to increase in its beam 
width. When there is domination of 2nd term, then beam focusing takes place leading to decrease in its beam width. 
When these opposing factors are exactly equal in magnitude, then we achieve self-trapping condition, where natural 
diffraction phenomenon is balanced by nonlinear focusing, maintaining a constant beam width. 

Figures 1(a) & 1(b) illustrate variation of 𝑓ଵ  & 𝑓ଶ  as function of the normalized distance 𝜂 for different laser 
intensity values 𝛼𝐸଴଴ଶ = 3.0, 4.0, 5.0  respectively. Blue, green, and red color codes are used to denote 𝛼𝐸଴଴ଶ =3.0, 4.0, and 5.0 respectively. The shifting of minimum values of 𝑓ଵ & 𝑓ଶ towards higher 𝜂 is found with increasing 𝛼𝐸଴଴ଶ  parameter. This indicates that beam focusing is delayed by higher laser intensity. In other words, beam’s focusing 
efficiency is reduced with increasing 𝛼𝐸଴଴ଶ  parameter. The observed trend is found due to diminished strength of the 
nonlinear focusing term in relation to the diffraction term as 𝛼𝐸଴଴ଶ  parameter increases.  

  
(a) (b) 

Figure 1. Variation of 𝑓ଵ & 𝑓ଶ as function of the normalized distance 𝜂 for different laser intensity values 𝛼𝐸଴଴ଶ = 3.0, 4.0, 5.0 
respectively. Blue, green, and red color codes are used to denote 𝛼𝐸଴଴ଶ = 3.0, 4.0, and 5.0 respectively 

Figures 2(a) & 2(b) illustrate variation of 𝑓ଵ & 𝑓ଶ as function of the normalized distance 𝜂 for different plasma 
density ఠ೛మఠబమ = 0.4, 0.5, 0.6  respectively. Blue, green, and red color codes are used to denote ఠ೛మఠబమ = 0.4, 0.5, and 0.6 

respectively. The shifting of minimum values of 𝑓ଵ & 𝑓ଶ towards smaller 𝜂 is found with increasing ఠ೛మఠబమ parameter. This 
indicates that beam focusing is enhanced by higher plasma density. In other words, beam’s focusing efficiency is 
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enhanced with increasing ఠ೛మఠబమ parameter. The observed trend is found due to diminished strength of the diffraction term 

in relation to the nonlinear focusing term as ఠ೛మఠబమ parameter increases.  

  
(a) (b) 

Figure 2. Variation of 𝑓ଵ  & 𝑓ଶ  as function of the normalized distance 𝜂  for different plasma density ఠ೛మఠబమ = 0.4, 0.5, 0.6 

respectively. Blue, green, and red color codes are used to denote ఠ೛మఠబమ = 0.4, 0.5, and 0.6 respectively 

Figures 3(a) & 3(b) illustrate variation of 𝑓ଵ & 𝑓ଶ as function of the normalized distance 𝜂 for different Fermi 
temperature 𝑇௙൫𝑇௙ = 10଻𝐾, 10଼𝐾, 10ଽ𝐾൯ respectively. Blue, green, and red color codes are used to denote 𝑇௙ =10଻𝐾, 10଼𝐾, 10ଽ𝐾 respectively. The shifting of minimum values of 𝑓ଵ & 𝑓ଶ towards smaller 𝜂 is found with increasing 𝑇௙  parameter. This indicates that beam focusing is enhanced by higher Fermi temperature. The higher Fermi 
temperature increases the Fermi pressure and electron degeneracy, leading to stronger plasma density redistribution. 
This enhances refractive index gradient and weakens diffraction spreading. As a result, nonlinear focusing effect 
dominates, causing the beam to self-focus more efficiently with increasing 𝑇௙.  

  
(a) (b) 

Figure 3. Variation of 𝑓ଵ  & 𝑓ଶ  as function of the normalized distance 𝜂  for different Fermi temperature 𝑇௙൫𝑇௙ =10଻𝐾, 10଼𝐾, 10ଽ𝐾൯ respectively. Blue, green, and red color codes are used to denote 𝑇௙ = 10଻𝐾, 10଼𝐾, 10ଽ𝐾 respectively 

Figures 4(a) & 4(b) illustrate variation of 𝑓ଵ & 𝑓ଶ as function of the normalized distance 𝜂 for different plasma 
regimes. Blue and red color codes are used for TQP and CRP cases. The more shifting of minimum values of 𝑓ଵ & 𝑓ଶ 
towards smaller 𝜂 is found in TQP case as compared to CRP case. This indicates that beam focusing is enhanced by 
quantum effects. In other words, beam’s focusing efficiency is enhanced with quantum contributions. Actually, 
quantum effects make the plasma respond more efficiently to intensity variations of laser beam, thereby enhancing 
nonlinear refractive index and promoting stronger self-focusing. 

Figure 5 illustrates variation of SHG yield 𝑌ଶ as function of the normalized distance 𝜂 for different laser intensity 
values 𝛼𝐸଴଴ଶ = 3.0, 5.0 respectively. Blue and red color codes are used to denote 𝛼𝐸଴଴ଶ = 3.0 and 5.0 respectively. It is 
found that the yield 𝑌ଶ gets reduced with decrease in 𝛼𝐸଴଴ଶ . This reduction is attributed to the weaker self-focusing of the 
pump beam at higher 𝛼𝐸଴଴ଶ  values. Since, magnitude of yield 𝑌ଶclosely linked with effect of self-focusing, an increase in 𝛼𝐸଴଴ଶ  leads to weaker self-focusing, thereby resulting in a reduced 𝑌ଶ value. 

Figure 6 illustrates variation of SHG yield 𝑌ଶ as function of the normalized distance 𝜂 for different plasma density ఠ೛మఠబమ = 0.4, 0.6 respectively. Blue and red color codes are used to denote ఠ೛మఠబమ = 0.4 and 0.6 respectively. It is found that 
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the yield 𝑌ଶ gets enhanced with increase in ఠ೛మఠబమ. This reduction is attributed to the stronger self-focusing of the pump 

beam at higher ఠ೛మఠబమ values. Since, magnitude of yield 𝑌ଶclosely linked with effect of self-focusing, an increase in ఠ೛మఠబమ leads 
to stronger self-focusing, thereby resulting in higher 𝑌ଶ value. 

  
(a) (b) 

Figure 4. Variation of 𝑓ଵ & 𝑓ଶ as function of the normalized distance 𝜂 for different plasma regimes. Blue and red color codes are 
used for TQP and CRP cases 

  
Figure 5. Variation of SHG yield 𝑌ଶ as function of the 
normalized distance 𝜂 for different laser intensity values 𝛼𝐸଴଴ଶ = 3.0, 5.0 respectively. Blue and red color codes 
are used to denote 𝛼𝐸଴଴ଶ = 3.0 and 5.0 respectively 

Figure 6. Variation of SHG yield 𝑌ଶ  as function of the normalized 
distance 𝜂 for different plasma density ఠ೛మఠబమ = 0.4, 0.6 respectively. Blue 

and red color codes are used to denote ఠ೛మఠబమ = 0.4 and 0.6 respectively 

  

Figure 7. Variation of SHG yield 𝑌ଶ  as function of the normalized 
distance 𝜂  for different Fermi temperature 𝑇௙൫𝑇௙ =10଻𝐾, 10ଽ𝐾൯ respectively. Blue and red color codes are used to denote 𝑇௙ = 10଻𝐾 and 10ଽ𝐾 respectively 

Figure 8. Variation of SHG yield 𝑌ଶ as function of the 
normalized distance 𝜂 for different plasma regimes. Blue 
and red color codes are used to denote TQP and CRP 
respectively 
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Figure 7 illustrates variation of SHG yield 𝑌ଶ  as function of the normalized distance 𝜂  for different Fermi 
temperature 𝑇௙൫𝑇௙ = 10଻𝐾, 10ଽ𝐾൯ respectively. Blue and red color codes are used to denote 𝑇௙ =10଻𝐾 and 10ଽ𝐾 respectively. It is found that the yield 𝑌ଶ gets enhanced with increase in 𝑇௙. This reduction is attributed 
to the stronger self-focusing of the pump beam at higher 𝑇௙ values. Since, magnitude of yield 𝑌ଶclosely linked with 
effect of self-focusing, an increase in 𝑇௙ leads to stronger self-focusing, thereby resulting in higher 𝑌ଶ value. 

Figure 8 illustrates variation of SHG yield 𝑌ଶ  as function of the normalized distance 𝜂  for different plasma 
regimes. Blue and red color codes are used to denote TQP and CRP respectively. In TQP, the value of 𝑌ଶ is significantly 
enhanced in comparison to CRP case. This enhancement is directly linked with process of self-focusing, as magnitude 
of 𝑌ଶ is strongly affected by self-focusing phenomenon. In Figures 7 & 8, beam focusing is found to be more dominant 
in TQP case followed by CRP case. Similar behavior is found for present study as well.  

6. CONCLUSIONS 
The current study explores SHG of elliptical laser beam in TQP. We have taken together relativistic and 

ponderomotive (RP) forces in current study. The results drawn from this study are mentioned below;  
(1) There is increment in tendency of beam to focus with increase in ఠ೛మఠబమ and 𝑇௙ parameters.  
(2) The increase in 𝛼𝐸଴଴ଶ  tends to reduction in beam focusing tendency.  
(3) With inclusion of quantum effects, the beam exhibits better focusing characteristics. 
(4) There is an enhancement in SHG yield 𝑌ଶ  with enhancement in plasma density, Fermi temperature and with 

lowering in beam intensity values.  
(5) The magnitude of 𝑌ଶ gets enhanced with inclusion of quantum effects.  
 
These results are extremely useful for researchers exploring laser-plasma interaction physics. 
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ГЕНЕРАЦІЯ ДРУГОЇ ГАРМОНІКИ ПОТУЖНОГО ЕЛІПТИЧНОГО ПРОМЕНЯ В ТЕПЛОВІЙ КВАНТОВІЙ ПЛАЗМІ 

Кешав Валья1, Кулкаран Сінгх1, Анудж Віджай2, Діпак Тріпаті3 
1Кафедра фізики, Університет DAV, Джаландхар, Індія 

2Кафедра фізики, Університет GLA, Матхура (У.П.), Індія-281406 
3Кафедра фізики, USAR, Університет Гуру Гобінд Сінгх Індрапрастха, кампус Східного Делі, Делі, Індія-110032 

У цьому дослідженні досліджується генерація другої гармоніки еліптичного променя в тепловій квантовій плазмі (TQP) 
шляхом об'єднання релятивістсько-пондеромоторних (RP) сил. Спостерігається зміна маси електронів через силу РП, що 
призводить до зміни профілю фонової густини в напрямку, поперечному до основного променя. Основний промінь 
самофокусується. Встановлені градієнти густини збуджують електронну плазмову хвилю (ЕПХ) на частоті хвилі 
накачування. Збуджена ЕПХ додатково взаємодіє з хвилею накачування, створюючи генерацію другої гармоніки (ГДГ). Для 
отримання звичайних диференціальних рівнянь 2-го порядку для великої та малої напівосей еліптичного променя з 
нормалізованою дальністю поширення та ефективністю других гармонік використовуються широко прийняті наближення 
ВКБ та параксіальна теорія. Крім того, також досліджується вплив зміни відповідних параметрів лазерної плазми на 
динаміку перетяжки променя та ефективність других гармонік. 
Ключові слова: еліптичний поперечний переріз; квантова плазма; сила рп; електронна плазмова хвиля; параксіальна 
теорія; наближення ВКБ 
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The paper reports the results of measuring the total dose of X-ray bremsstrahlung from a powerful X-ray source based on the high-
current pulsed direct-action electron accelerator “Temp-B”. The parameters of the high-current, tubular relativistic electron beam from 
the accelerator were as follows:  energy 600 keV, current 13.5 kA, and pulse duration 1.0 μs. Using the pulsed magnetic field of a 
solenoid, the electron beam generated in a magnetically isolated diode was transported over a 55 cm distance toward the molybdenum 
converter. An auxiliary coil, connected in series with the solenoid, was placed adjacent to it to provide the desired magnetic field in 
the converter region and avoid beam losses. The methodology for determining the total dose of the produced X-ray bremsstrahlung is 
described. Polycrystalline detectors were used for measuring the X-ray bremsstrahlung dose. They were located 80 mm behind the 
converter in the polar plane, with a 20° separation. Measurements of the dose distribution over the polar angle showed symmetrical 
distributions of the radiation at both polar and azimuthal angles relative to the axis. Taking into account such symmetry and the fact 
that the electron beam radiates solely into the forward hemisphere, the integration over the entire sphere can be reduced to integration 
over just a fraction of 1/8 of the spherical surface, thereby reducing the required number of sensors. The experimentally obtained value 
of the total dose of the X-ray bremsstrahlung is 388.5 Gy per single pulse of the accelerator current, which is concentrated in a 120° 
cone in the direction of the beam movement.  
Keywords: High-current pulsed direct-action electron accelerator; Relativistic electron beam; Converter; X-ray bremsstrahlung, 
Thermo-luminescent detector; Intensity, Dose. 
PACS: 41.50.+ h; 41.60.Gr 

INTRODUCTION 
Charged-particle accelerators and gamma-emitting isotopes are widely used to produce powerful fluxes of hard X-

ray radiation. Isotopic sources are structurally simpler, while accelerator-based sources deliver higher radiation powers, 
which is essential for their integration into high-performance production lines. To generate bremsstrahlung X-rays with 
relativistic electron beams (REBs), two types of converters are used in the form of transmitting and reflecting targets, 
which expands the possibilities of controlling the radiation flux. The hard X-ray radiation generated by REBs is widely 
used in industrial processes, security systems, and non-destructive testing technologies due to its great penetration depth 
and high spatial resolution. In addition, there has been recent interest in the use of powerful pulsed X-ray sources in 
medicine [3]. Currently, extensive work is underway on both the creation of new X-ray sources based on direct-action 
electron accelerators [4 - 7] and the improvement of methods for transporting and controlling the X-ray flux [8]. A feature 
of most such installations is the placement of the converter directly at the output of the accelerating diode, or its 
manufacture as a diode element. However, sometimes it is desirable to place the converter remotely from the accelerator, 
which requires transporting the electron beam over a considerable distance. At NSC "KIPT", for quite some time, work 
has been carried out on the creation and operation of appropriate radiation-beam complexes [1, 9 - 11]. This work presents 
the design of a radiation-beam complex for the development of a powerful bremsstrahlung X-ray source based on the 
high-current pulsed electron accelerator "Temp-B," with the converter located remotely from the magnetically isolated 
accelerator diode, and the results of measuring the total radiation dose per pulse. 

EXPERIMENTAL SETUP 
The accelerator "Temp-B" consists of the following main elements: a pulsed voltage generator (PVG), a magnetically 

isolated vacuum diode, a chamber for REB transport, a converter, a magnetic system, and devices for recording accelerator 
parameters and X-ray bremsstrahlung radiation. The PVG provides a 600 kV pulse with a duration of 1.0 µs. To reduce the 
inductance of the PVG and the current load on the discharge electrodes, a design consisting of 4 parallel Marx generators is 
implemented, placed in a metal tank filled with transformer oil. In this case, the current load on the spark gap is reduced by 
4 times, and the total inductance of the PVG is 1.5 times smaller. To reduce the total number of spark gaps by 2, a bipolar 
charging system is used (±100 kV instead of a unipolar 100 kV system) with two capacitors in series per stage. This 
successfully solves the problem of simultaneously switching the generators onto a standard load. 

The source of the high-current REB in the accelerator is a magnetically isolated vacuum diode with an explosive-
emission cathode. The design of the vacuum diode with magnetic isolation is shown in Fig. 1. 
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Figure 1. Scheme of the diode and the chamber for beam transport  

It is assembled according to a scheme in which the anode (1) is a conical insert connected to the beam transport 
chamber (5). The use of an anode insert allows for electron flow parallel to the uniform external magnetic field in the 
drift chamber. The magnetic isolation of such a diode is carried out by the magnetic field of the left edge of the solenoid 
(2). The sharp front edge of the tubular cylindrical cathode (3), of a 60 mm diameter, mounted on the cathode holder (4), 
is located in the region of the increasing magnetic field of the solenoid (2), 

The beam-transport chamber (5) is a thin-walled stainless steel cylinder with an inner diameter of 70 mm and a 
length of 550 mm. It connects the diode to the converter region (6). The chamber is placed inside the solenoid of the 
guiding magnetic field (2), which has 188 turns arranged in two layers, with a 150 mm diameter. For the current pulse of 
2 kA and duration of 10 ms feeding the solenoid, the magnetic field strength in the beam transport chamber is 640 kA/m. 
Furthermore, an auxiliary coil (7), which has 34 turns in two layers at a diameter of 250 mm and is connected in series 
with solenoid, is located in the interaction chamber region. It is designed to provide the necessary magnetic field strength 
in the converter region. The calculated and experimentally implemented magnetic field parameters ensured magnetic 
insulation and the transport of the electron beam with a current of 13.5 kA and an energy of 600 keV to the converter 
without losses. Outside the vacuum diode chamber, a conical, two-layer insulating magnetic field coil (8) with 208 turns 
is located. It is powered by a separate source and is intended to increase the electrical strength of the accelerating column 
insulator (9). A Rogowski coil (10) was used to measure the beam current. 

 
Figure 2. Profile of the longitudinal magnetic field in the chamber for beam transporting 

Fig. 2 shows a graph of the calculated longitudinal magnetic field profile (solid curve) in the beam transport chamber. 
It shows the results of summing the fields from the solenoid, the auxiliary coil, and the conical insulating field coil. On 
the graph, the origin of coordinates is aligned with the cathode's end face, and the converter is located 56 cm from the 
cathode. Experimentally measured magnetic field strengths are marked with dots. To calculate the magnetic field strength 
of the solenoid and a combination of several coils, they are considered as a set of ring currents, and the magnetic field at 
a given point is determined by the total contribution of the magnetic fields of all ring currents, according to [12]. In this 
case, all currents are assumed to be stationary, and the possible influence of other structural elements is not considered. 
The calculations are consistent with the measurements within the apparatus's 5% error. 

 
EXPERIMENTAL RESULTS 

In Fig. 3, the voltage applied to the magneto-isolated diode is shown. A 60 mm-diameter, one mm-thick tubular 
cathode was used to produce a relativistic electron beam. The beam, with a diameter of 53 mm, energy of 600 keV, current 
of 13.5 kA, and duration of 1 µs, was delivered from the diode by the magnetic field to a molybdenum converter of a 
0.5 mm wall thickness. Figure 4 shows a photograph of the beam imprint on the surface of the molybdenum converter 
after two electron beam pulses. The good repeatability of the imprints should be noted. At a converter plate thickness of 
0.5 mm, signs of the onset of its destruction process are clearly visible.  
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Figure 3. Oscillogram of the voltage across the diode Figure 4. Electron beam imprint on the surface of a 

molybdenum converter 

Thermo-luminescent detectors (TLDs) of types MTS-6 and MTS-7 [14] were used to determine the angular 
distribution of the X-ray bremsstrahlung radiation resulting from the interaction of the relativistic electron beam with the 
converter. These detectors are polycrystalline LiF "tablets", doped with Mg and Ti atoms with a dose measurement range 
from 10-4 Gy to 1 Gy in the X-ray and gamma radiation energy range, specifically from 20 keV to 6 MeV. Their diameter 
is 3.5 mm, area equals 9.62 mm2, and thickness is 2 mm. Such detectors allow the measurement, with appropriate 
calibration, of absorbed doses over a wide energy interval. The measured results were processed using the automatic 
device RADOS TLD RE-2000 [13], which automatically reads the values stored in the dosimeters. The X-ray detectors 
were placed 8 cm from the converter and positioned at 20-degree intervals relative to the electron beam axis. A total of 5 
detectors were used (Fig. 5). 

 
Figure 5. Disposition of the X-ray radiation detectors 

Table 1 presents the results of measuring the generated dose absorbed by the detector in a series of two electron 
beam pulses. The detector numbers correspond to those indicated in Fig. 5. 
Table 1. Results of measuring the generated dose, absorbed by the detector 

Detector Number 1 2 3 4 5 

Angle relative to the beam axis, degrees (°)  -200 00 200 400 600 

Absorbed Dose (from RE-2000 reader), mGy 403.643 417.884 410.272 211.88 181.332 

The measurement results for detectors 1 and 3 are approximately the same, indicating a symmetrical distribution of 
X-ray radiation relative to the polar angle Θ in the azimuthal plane where the detectors are located. For angles greater 
than 600, it was impossible to place the detectors due to structural reasons of the source. Nevertheless, a decrease in dose 
with increasing angle is observed, such that the radiation in the 1200cone is close to the radiation dose in the forward 
hemisphere, and therefore to the total dose of the source, as the beam only radiates into the forward hemisphere. 

To measure the total radiation dose in the forward hemisphere, it is sufficient to measure its distribution over a 
spherical surface of a given radius. The total X-ray dose was calculated as follows. Considering that the element of area 
dS of a sphere with radius r is: 𝑑𝑆 = 𝑟ଶ𝑠𝑖𝑛𝛩𝑑𝛩𝑑𝜑, 

where Θ and φ are the polar and azimuthal angles, respectively, the dose value D, distributed over the hemisphere, is: 

 𝐷 = ׬ 𝑑𝜑ଶగ଴ ׬ 𝑑ሺ𝛩ሻ𝑟ଶ𝑠𝑖𝑛𝛩𝑑𝛩గ ଶ⁄଴ .  (1) 

Here, 𝑑ሺ𝛩ሻ is the surface dose density on the sphere of radius r. All detectors are placed in the polar plane. Since  𝑑ሺ𝛩ሻ depends only on Θ, and the integration over φ simply gives a factor of 2π, due to the azimuthal symmetry of the 
radiation distribution, Eq. (1) can be written as: 
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 𝐷 = 2𝜋𝑟ଶ ׬ 𝑑ሺ𝛩ሻ𝑠𝑖𝑛𝛩𝑑𝛩గ ଶ⁄଴ . (2) 

The dose di, measured by a detector of an area 𝑆 = 9.62𝑚𝑚ଶ is a discrete estimate 𝑑ሺӨሻ = 𝑑௜ 𝑆⁄ .  
To calculate the total dose, we use the trapezoidal rule. In our case, the last detector in the row is placed at an angle 

of 60°. Therefore, we estimate the dose within the limits (in degrees) −60 ⩽ 𝛩 ⩽ 60, such that   𝐷 ≃ ଶగ௥మௌ ⋅ గ ଶ⁄ଷ ቂ௙మା௙ఱଶ + 𝑓ଷ + 𝑓ସቃ = 2188.685 ⋅ ቂ௙మା௙ఱଶ + 𝑓ଷ + 𝑓ସቃ ≃ 777.058𝐺𝑦 

The magnitudes assumed by members of the integrand in (2) are given in Table 2. 
Table 2. Initial data for calculating the radiation dose. 

Detector Number Angle, ° Dose in detector dI,, mGy fi=dI sin Θ 

2 00 417.884 0 

3 200 410.272 140.321 

4 400 211.88 136.194 

5 600 181.332 157.038 

Thus, the dose of X-ray radiation limited by the source measurement angle of 120°, which is close to the full dose 
of radiation from the source, per one electron beam pulse with an energy of 600 kV, a current of 13.5 kA and a duration 
of 1 μs, is D=777/2=388.5 Gray/pulse. 

 
CONCLUSIONS 

The doses of X-ray bremsstrahlung radiation, realizable per one current pulse from the high-current "Temp-B" 
accelerator, have been estimated for a variety of angles relative to the direction of the relativistic electron beam’s motion. 

The magnitude of the total radiation dose has been estimated. For the beam of a 600 keV energy, a 13.5 kA current 
magnitude, and a 1 μs duration, the total radiation dose from the source was 388,5 Gy/pulse. 

As found, most of the X-ray radiation is confined within a 120° cone about the beam propagation direction. 
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ВИЗНАЧЕННЯ ПОВНОЇ ДОЗИ ПОТУЖНОГО ІМПУЛЬСНОГО ДЖЕРЕЛА ГАЛЬМІВНОГО 
РЕНТГЕНІВСЬКОГО ВИПРОМІНЮВАННЯ ЗБУДЖУВАНОГО СИЛЬНОСТРУМОВИМ 

ЕЛЕКТРОННИМ ПУЧКОМ 
А.Б. Батраков, С.І. Федотов, І.М. Оніщенко, Є.Г. Глушко, А.М. Горбань, О.Л. Рак, О.В. Невара, Ю.М. Волков 

Національний науковий центр «Харківський фізико-технічний інститут», Харків, Україна 
Представлено експериментальне вимірювання повної дози потужного джерела гальмівного рентгенівського випромінювання, 
базованого на імпульсному прискорювачі електронів прямої дії з параметрами сильнострумового релятивістського 
трубчастого електронного пучка: енергія 600 кеВ, струм 13,5 кА і тривалість імпульсу 1,0 мкс. Транспортування електронного 
пучка, отримуваного в магнітоізольованому діоді, до молібденового конвертера на відстань 55 см здійснювалось імпульсним 
магнітним полем соленоїда. До нього примикає додаткова котушка, з'єднана послідовно з ним, для забезпечення магнітного 
поля в області конвертера та уникнення втрат пучка. Описана методика визначення повної дози гальмівного рентгенівського 
випромінювання. Для вимірювання дози гальмівного рентгенівського випромінювання використовувалися полікристалічні 
детектори, які розташовувалися на відстані 80 мм за конвертором. Детектори розміщувалися в полярній площині з кроком 
20°. Виміри розподілу доз за полярним кутом показали симетрію випромінювання за полярним та азимутальним кутами 
відносно оси. Беручи до уваги, що пучок випромінює тільки передню напівсферу, то разом з виміряною симетрією можливо 
інтегрування по всій сфері звести до інтегрування лише по 1/8 площині сфери, зменшивши кількість датчиків. 
Експериментально отримана величина повної дози гальмівного рентгенівського випромінювання 388,5 Гр за один імпульс 
струму прискорювача, яка зосереджена в куті 120° в напрямку руху пучка.  
Ключові слова: сильнострумовий імпульсний електронний прискорювач прямої дії; релятивістський електронний пучок; 
конвертор; гальмівне рентгенівське випромінювання; термолюмінесцентний детектор; інтенсивність; доза 
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In this research, we have studied a speed system for neutron flux estimation used in experimental works with radiation protection
design and for applications where materials identification based on neutron backscattering is crucial. The most effective approach is
neutron-gamma discrimination using the stilbene scintillator. We performed a discrimination with the charge integration technique.
The data acquisition was implemented using a high sampling rate oscilloscope. Crystalline stilbene is an organic scintillator that is
well-suited for fast neutron identification in environments with high gamma-ray-associated irradiation.

Keywords: Charge integration; scintillators; neutron gamma discrimination; landmine detection; neutron backscattering

PACS: 29; 29.40.Mc; 29.40.-n

1. INTRODUCTION
In this research, we have studied neutron gamma discrimination using the stilbene scintillator for applications where

neutron flux estimations are crucial. One of the approaches is to use charge integration. Organic scintillating materials
are frequently used for measurements that require sensitivity to gamma and fast neutron radiation due to their pulse shape
discrimination (PSD) nature. The primary reaction for neutron detection is elastic neutron scattering [1, 2]. Experimental
particle type identification is commonly taken using both charge integration and pulse shape discrimination methods.
Recent research works in PSD methods demonstrate the effectiveness of charge-integration along with the new techniques
[3]. The pattern-recognition method offers a short data processing time. A classical neutron gamma discrimination [4] can
operate in a wide dynamic range up to 4MeV and demonstrates a lowest energy threshold down to 30 KeV but has a specific
requirements for setup tuning. A few works demonstrate a great pulse shape discrimination capability for simultaneous
detection of gamma-rays, slow and fast neutrons using only the one detector [5]. Recent algorithms of neutron/gamma
discrimination, such as the use of neural networks [6]. For portable applications, for example, in evaluative tasks, data
could be taken with digital oscilloscopes [7]. The minimum requirements for an oscilloscope are a sampling rate of 1
GS/s, 8-bit vertical resolution, and a bandwidth of 200 MHz. The described method’s precision is comparable to the
classic technique of zero crossing of two signals from the last dynode and photocathode, with further signal analysis
on the time to digital converter (TAC) and spectrometer. In particular, the charge-integration method allows for highly
accurate discrimination between photons and neutrons at high-energy depositions. This paper describes the algorithm and
experimental details of the algorithm implementation for neutron gamma discrimination using the oscilloscope.

2. MATERIALS AND METHODS
The raw scintillation pulses were recorded with the oscilloscope GW Instek GDS-3504 [10] Digital Oscilloscope

500 MHz 4 GSa/s. It accumulated more than 100k pulses from the stilbene scintillator size of 40 mm x 40 mm, wrapped
in PTFE tape. The leading-edge trigger threshold was set as the lowest possible 50 mV according to baseline noise and in
terms of energy < 1 MeV. The data was obtained using a Pu-Be neutron source 105, which produces neutrons and instant
gamma-rays. A used photomultiplier tube, PMT Hamamatsu R1307 [9], operating at 972 V, was installed in a dark box.
To avoid signal distortion, it was used one-stage buffer amplifier with a 2 us integration time directly connected to the
oscilloscope. An internal oscilloscope termination of 50 Ohms is used to avoid signal reflection. Fig. 1 presents the block
scheme of the experimental setup used for data accumulation. The Pu-Be source is installed 15 cm from the detector. The
stilbene crystal was coupled with optical glue Cargile [8] to the PMT window, a single-stage amplifier connected directly
to the oscilloscope. Selected trigger holdoff (timing gate) was in the range of 300 ns.
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Figure 1. Experimental setup. Equipment used to measure the n-y discrimination by the charge integration method.

3. ALGORITHM AND DATA PROCESSING
The charge comparison method provides the most common pulse shape discrimination (PSD). The ratio between

neutron 1 and gamma rays could be measured based on charge comparison of the entire signal Q total and the charge of
the slow part of the signal tail Q slow.

𝑅 = 𝑄𝑠/𝑄𝑡 (1)

Typical neutron and gamma-ray pulse signals are shown in Fig. 2 The ratio Qs/Qt is the main criterion of the method
to classify pulses as neutron or gamma interactions with the scintillator. Neutron pulses – red line, gamma – blue line.
The ranges of integration Qs (from 50 to 200 ns) have been fitted to have the best discrimination in terms of figure of merit
(FOM).

Figure 2. Charge integration principle, long gate Qt and the slow gate Qs selected for the charge comparison method.

Finally, to calculate the quality of neutron/gamma discrimination of the stilbene scintillator used the figure of merit
(FOM), which is:

𝐹𝑂𝑀 = 𝐷/(𝐹𝑊𝐻𝑀𝑛 + 𝐹𝑊𝐻𝑀𝛾) (2)

Both neutron and gamma are semi-Gaussian functions; D is a metric of peak separation. To account for a variation
of rise time for the pulses with the different amplitudes (rise time correction), the constant fraction discrimination function
(CFD) was applied to the accumulated dataset. By varying the slow gate position to the long gate, it was solved the
best position for the FOM was solved during the fitting process. An algorithm has been developed that is capable of
automatically calculating the area integrals for predefined gates (𝑄𝑡 and 𝑄𝑠). Using the Python code, the raw amplitude
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Figure 3. FOM calculation: distance D between neutron and gamma peaks, full widths at half maximum for gamma and
neutron peaks.

pulses were recorded from the oscilloscope during the exposition time to the host PC. After gate selection, for each recoded
pulse, the Ratio 𝑄𝑠/𝑄𝑡 was calculated. At the end of the ratio calculation, the resulting FOM is used to adjust the gate
and recalculate the FOM.

4. EXPERIMENTAL RESULTS
Similar results but with different equipment were examined by many researcher groups [11, 12] and our implemen-

tation following the main principle of charge integration. As a result, the measured FOM for stilbene scintillator was
0.715.

Figure 4. The n-y discrimination spectra for stilbene scintillator 40 mm x 40 mm, PMT Hamamatsu R1307, Pu-Be source.

The shaping time of the amplifier was 2.0 𝜇s for all expositions, which is longer than the scintillation decay time.
The conventional organic scintillator stilbene corresponds to standard parameters in experiments, and it’s possible to use
a simplified acquisition path to evaluate the discrimination ratio.

5. DISCUSSION AND CONCLUSION
Our research shows a comprehensive approach to measuring FOM with modern oscilloscope equipment. The quality

of the stilbene scintillator may affect the resulting FOM. High-grade discrimination could be achieved with the simplified
electronic path, compared to classic zero-crossing (ZC) techniques, which utilize a more complex timing circuit [link]. An
obtained experimental dataset could be used for further analysis, for example, to train AI-based recognition models [link].
The energy threshold of the detecting system could be estimated with calibration at different energy sources [13]. The
charge integration method is effective for 100 keV electron energy with a range up to 4 MeV. The drawback of the charge
comparison method is mainly the higher lowest threshold energy. The method needs an oscilloscope with a bandwidth of
at least 500MHz, vertical resolution might be 8-bit, but a 12-bit ADC will provide a better particle identification (in a noisy
environment). PMT dynamic gain is important to achieving better discrimination at energy applications below 50 keV. A



I. Yakymenko, et al.

fitting procedure and data processing have been written using Python. Our approach demonstrates potential applications
for this setup in portable systems, especially in cost-efficient systems.
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zero-crossing and digital charge comparison methods,” Nuclear Instruments & Methods in Physics Research Section A-accelerators
Spectrometers Detectors and Associated Equipment, 360, 584-592 (1995). https://doi.org/10.1016/0168-9002(95)00037-2

[5] M.G. Kobylka, T. Szczesniak, L. Swiderski, K. Brylew, M. Moszyński, J. Valiente-Dobón, P.Schotanus, et al. ”Comparison of
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Aim: Head and neck cancer (HNC) is a significant global health concern, with rising incidence rates and a high prevalence in South 
Asia, particularly in India. Radiation therapy, including advanced techniques like Volumetric-Modulated Arc Therapy (VMAT) and 
Intensity-Modulated Radiotherapy (IMRT), plays a crucial role in treating HNC. This study aims to compare the dosimetric and 
biological and second cancer risk estimation differences between flattened (FF) and flattening filter-free (FFF) beams in VMAT 
treatment plans for HNC, focusing on the impact of 6 MV and 10 MV energies. 
Methods: Twenty HNC patients underwent replanning using VMAT on an ELEKTA VERSA HD linear accelerator with 6 MV FF, 
6 MV FFF, 10 MV FF, and 10 MV FFF beams. Dosimetric parameters evaluated included dose distribution to planning target volumes 
(PTVs) and dose delivered to 98% of the target (D98), 50% (D50), and 2% (D2), as well as doses to organs at risk (OARs)., monitor 
units per segment (MU/Segment), number of MU/cGy, treatment delivery time, conformity index, and homogeneity index, also 
biological parameters (NTCP and EUD) and second cancer risk estimation were evaluated. 
Results: The results showed that 6 MV FFF beams provided slightly better dose-sparing for OARs compared to 6 MV FF, with no 
significant differences in target volume coverage. Both FF and FFF beams demonstrated comparable conformity indices, but FF beams 
had better homogeneity indices. FFF beams required more monitor units (MUs) and segments but offered reduced treatment delivery 
times. For 10 MV beams, FFF showed marginal advantages in dose homogeneity and sparing of normal tissues at lower doses, though 
it required more MUs and segments, this study found that NTCP and EUD were largely comparable between FF and FFF types, with 
minor but statistically significant differences for the brainstem (favoring FFF) and heart. Second cancer risks varied slightly by energy 
and technique 6MV FFF reduced parotid risks (though increased larynx risk). 
Conclusion: 6 MV beams, particularly FFF, showed slight advantages in sparing OARs and target volume coverage compared to 
10 MV beams. This study highlights the dosimetric comparability of FF and FFF beams in HNC treatment, with FFF offering potential 
benefits in treatment efficiency and reduced delivery times. This study also shows that FF and FFF types yield comparable 
radiobiological outcomes, though 6MV FFF beams slightly reduce doses to critical organs without sacrificing efficacy. Both types 
perform similarly, with minor risk variations by energy. 
Keywords: Head and neck cancer; Volumetric Modulated Arc Therapy (VMAT); Flattening filter (FF); Flattening filter-free (FFF); 
6MV; 10 MV 
PACS: 29.38.Db 

1. INTRODUCTION
Head and neck cancer (HNC) ranks as the seventh most prevalent cancer worldwide, with approximately 660,000 

new cases diagnosed each year, contributing to nearly half of all cancer-related deaths. The incidence of HNC has been 
increasing annually. About 55% to 60% of HNC cases occur in South Asia. In India specifically, HNC represents roughly 
one-third of all cancer diagnoses, following cervical and breast cancer. The majority of HNC patients are male, with 
around 70% to 75% presenting at advanced stages of the disease [1]. 

Radiation therapy for head and neck cancers continues to present significant challenges due to the severe side effects 
experienced by patients. For individuals with cancers located outside the oral cavity who are undergoing definitive 
treatment aimed at organ preservation, the established standard of care involves concurrent chemoradiation. In the 
postoperative context, radiation therapy is often employed based on specific risk factors, accompanied by concurrent 
chemotherapy in cases where there are positive surgical margins or extravasation of cancer cells (ECE) [2]. 

Radiotherapy is a crucial element in the treatment of head and neck cancers. Volumetric-Modulated Arc Therapy (VMAT) 
and Intensity-Modulated Radiotherapy (IMRT) are prevalent treatment techniques for head and neck cancers due to their 
dosimetric advantages, along with the preservation of nearby critical organs, which improves survival and quality of life. 

VMAT and IMRT are advanced techniques in radiation therapy used to target cancerous tumors with precision while 
minimizing damage to surrounding healthy tissues. VMAT delivers radiation by rotating the machine around the patient 
in one or more continuous arcs. This technique modulates the dose dynamically as the machine moves, allowing for a 
more complex and conformal dose distribution. As a result, VMAT can be faster, reducing treatment time and patient 
movement. In contrast, IMRT employs multiple static or non-rotational beams from different angles to deliver radiation. 
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The intensity of each beam is adjusted using multi-leaf collimators (MLCs) to shape the dose distribution, which can 
make IMRT slower compared to VMAT due to the need for precise beam angle adjustments and patient repositioning. 

Regarding treatment planning and dosimetry, VMAT planning can be more complex due to the need to optimize 
dose distribution over a continuous arc. However, it often provides highly conformal dose distributions with fewer beams, 
potentially offering better sparing of healthy tissues. IMRT, on the other hand, requires the creation of intricate beam 
arrangements and intensity maps, which can be time-consuming but achieve precise dose distributions. VMAT typically 
results in shorter treatment times and improved patient comfort due to its continuous arc delivery, whereas IMRT may 
have longer treatment times. [3], because of the multiple beam angles and adjustments required [4], [5]. 

Flattening Filter (FF) and Flattening Filter-Free (FFF) are terms related to different configurations of linear 
accelerators used in external beam radiotherapy. Flattening filter to create a uniform dose distribution across the treatment 
field, ensuring that the radiation dose is evenly spread over the target area. However, the flattening filter can introduce 
some variation in the dose distribution, resulting in a dose fall-off at the edges (penumbra) and FF beams have longer 
delivery time which can lead to decreased patient comfort during treatment [6]. 

In contrast, FFF (Flattening Filter-Free) does not use a flattening filter, leading to a non-uniform dose distribution 
with a higher dose rate at the central axis and a dose decreasing towards the edges of the field [7]. 

Treatment plans need to use more MUs to ensure that the entire target volume receives the appropriate dose, while 
also effectively sparing surrounding healthy tissues [1]. 

Additionally, FFF can provide higher dose rates, which can shorten treatment times and improve efficiency. This 
makes it particularly advantageous for techniques that require high precision and rapid delivery. 

This study seeks to quantify and contrast treatment plan differences in terms of dosimetric parameters, radio-
biological response, and second primary cancer risk when using conventional flattened versus flattening-filter-free (FFF) 
photon beams for head and neck malignancies. It further examines how beam energy levels (6 MV and 10 MV) influence 
these parameters across both irradiation techniques. 
 

2. MATERIALS AND METHODS 
Twenty patients with head and neck cancer were included in this study, and underwent replanning with VMAT under 

ELEKTA VERSA HD using 6MV FF and 6MV FFF also 10MV FF, and 10MV FFF. All 20 patients were treated at the 
National Cancer Institute (NCI), Cairo, Egypt, the patients all males between the age of 40 and 60 with low grade tumors 
are selected for this study. 

Each patient underwent CT simulation using the Siemens SOMATOM Ratproof Computed Tomography (Siemens 
Healthineers) with a dedicated protocol, with a 3 mm slice thickness. The simulation was performed head-first in a supine 
position using a mask for immobilization. 

All patients' CT images were transmitted to the Monaco Sim system (ELEKTА MONАCO 5.51.10). The physician 
delineated the target volumes and organs at risk (OARs). 

After the delineation of the target and OARs was completed, the CT structure was transferred to the Monaco 
workstation to design the VMAT planning (FF and FFF) facility for each case using energies 6MV and 10MV in the 
planning, the prescribed dose 36Gy per 18 fractions of all cases for radical intent. Then it was transferred by the mosaic 
system to begin radiation delivery. 

Using two-photon beams of VERSА HD LINAC, 80 VMAT plans were created by directly changing the original 
plan radiation energy 6MV (FF beam) to 6MV with FFF beam.  

The same thing happened with 10 MV (FF beam) preplanned to 10 MV with FFF beam while maintaining the 
original plan optimization parameters unchanged. Then the optimization was performed inversely using the original plan 
parameters and doses were calculated using the Monte Carlo (MC) algorithm. 

VERSА HD LINAC is equipped with an agility head with MLC of 5mm (160 leaves) with 6MV FF and 10MV FF. 
The beam quality for High dose (HD) values for the FFF energies is the same as that of flattened energies. The effective 
leaf speed is 6.5cm/s which is important for FFF, and dynamic treatment. 

All plans were produced with the Monaco treatment planning system (TPS) (ELEKTА MONАCO 5.51.10,) this 
allowed plan evaluation for the PTVs, the relevant organs at risk (OARs) as well as mean dose (D mean), maximum dose 
(D max.), 95% dose (D95), 98%(D98), 50%(D50), 2% (D2), monitor units per segment (MU/Segment), and the number 
of MU/cGy in addition to treatment delivery time and conformity index. 

Each pair of plans (FF and FFF for the same patient) and FF in both energies (6MV, 10MV), and FFF in both energies 
(6MV, 10MV) were compared and then the statistical analysis was made Radiobiological models are commonly employed 
to calculate the outcomes of treatment plans, particularly by utilizing dose-volume histograms (DVH). One such model 
is Niemierko’s EUD-based NTCP mathematical model. To implement these models and generate corresponding program 
code, MATLAB was selected as the platform. MATLAB is a high-level technical computing language and an interactive 
environment that facilitates the development and execution of such models.  

The risk of radiation-induced secondary cancer is estimated using guidelines from ICRP (International Commission 
on Radiological Protection) Publication 103.[8] 

The calculation is performed in two steps. First, the equivalent dose is calculated by multiplying the absorbed dose 
(in Gy) by the radiation weighting factor (wR). For photon radiation, wR=1, meaning the equivalent dose (in Sv) is 
numerically equal to the absorbed dose. Second, the equivalent dose is multiplied by the nominal risk coefficient 
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(NRC) for the specific organ or tissue, as defined in ICRP 103. This approach provides a standardized method for 
estimating the long-term risk of secondary cancers following radiation exposure.  

For example, if the absorbed dose to the salivary glands is 9.78 Gy, the equivalent dose is 9.78 Sv. Using an NRC 
of 0.0005 per Sv, the risk of secondary cancer is calculated as 9.78×0.0005=0.004899.78(or 0.489%). This method 
ensures a standardized approach to estimating long-term risks associated with radiation exposure in radiotherapy. 

 
Statistical analysis 

Statistical analysis was done using Excel Microsoft Office 2019 to compare means using a t-test and to estimate the 
significant difference between the two techniques. If the P value < 0.05, then the result was considered statistically significant. 

  
3. RESULTS 

The following figures and tables show the mean values of 20 patients replanned 80 VMAT plans with two energies 
6 and 10 MV both with the FF and FFF beam type. 
 

Comparison between FF and FFF beam configuration for the energy 6 MV 
3.1.1. Comparison between the mean doses of the OARs for both types at 6 MV 

Figure 1 compares the mean doses received by organs at risk (OARs) for 20 head and neck (H&N) cancer patients 
treated with volumetric modulated arc therapy (VMAT) using 6MV flattened filter (FF) and flattening filter-free (FFF) 
beams. 

The brainstem (maximum dose) received the highest dose, with values of 34.53 Gy for the FF beam type and 35.03 
Gy for the FFF mode. However, the difference was not statistically significant (p = 0.23). Conversely, the heart (mean 
dose) received the lowest dose, with 2.6 Gy for the FF mode and 2.2 Gy for the FFF mode, also showing no significant 
difference (p = 0.20). 

It can be noticed that some of the OARs received slightly higher doses in FF mode like the right parotid (mean dose) 
(9.78Gy for FF mode, 9.5Gy for FFF mode). There is no significant difference where the p-value equals 0.19. The left 
parotid was (mean dose) (12.36Gy for FF mode, and 12.28Gy for FFF mode) where the p-value is 0.39 which indicates 
that there is no significant difference between them. 

No significant differences were observed in most organs at risk (OARs) between FF and FFF beam types. The right 
eye (maximum dose) (10.52 Gy FF, 10.04 Gy FFF; p=0.25), right lens (maximum dose) (5.96 Gy FF, 5.9 Gy FFF; p=0.40), 
right cochlea (mean dose) (19.1 Gy FF, 18.28 Gy FFF; p=0.14), right optic nerve (maximum dose) (14.66 Gy FF, 13.34 Gy 
FFF; p=0.10), right lung (mean dose) (8.6 Gy FF, 7.75 Gy FFF; p=0.25), left lung (mean dose) (9.75 Gy FF, 8.6 Gy FFF; 
p=0.25), and oral cavity  (mean dose) (7.36 Gy FF, 6.96 Gy FFF; p=0.07) all showed no notable differences. 

Similarly, some OARs received slightly higher doses in FFF beam configuration, but without significant differences: 
left eye (maximum dose) (19.32 Gy FF, 20.72 Gy FFF; p=0.23), left lens (maximum dose) (8.78 Gy FF, 8.82 Gy FFF; 
p=0.47), left cochlea (mean dose) (20.7 Gy FF, 20.81 Gy FFF; p=0.45), left optic nerve (maximum dose) (17.32 Gy FF, 
18.92 Gy FFF; p=0.09), spinal cord (maximum dose) (26.38 Gy FF, 27.33 Gy FFF; p=0.21), larynx (mean dose) (14.52 
Gy FF, 14.97 Gy FFF; p=0.19), optic chiasm (maximum dose) (27.66 Gy FF, 28.82 Gy FFF; p=0.29), and esophagus 
(mean dose) (11.87 Gy FF, 11.91 Gy FFF; p=0.45). 

 
Figure 1. A comparison between the mean doses for the OARs of the H&N patients treated with VMAT technique with the energy 

6MV in both FF and FFF types 

3.1.2. Comparison between the planning target volumes for both types at 6 MV 
Table 1. compares the average PTV volumes for the patients treated using FF and FFF types for 6 MV. The dose 

delivered to 95% of the target volume was 33.63 Gy for FF and 33.57 Gy for FFF. There is no statistically significant 
difference between them (p-value was 0.23).  
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The dose delivered to 98% of the target volume was 33.04 Gy for FF and 32.84 Gy for FFF. There is no significant 
difference (p-value is 0.08). FFF delivers a slightly lower dose to 98% of the target compared to FF. 

The dose received by 50% of the target volume (D50%), which typically represents the central and most intense 
region of the target, was 35.3 Gy for FF and 35.33 Gy for FFF. The difference was minimal and not statistically significant 
(p = 0.34). 

The dose delivered to the 2% of the target volume receiving the highest dose (D2%), representing the maximum 
dose applied to a small portion of the target, was 36.43 Gy for FF and 36.48 Gy for FFF. This difference was also not 
significant (p = 0.21). 
Table 1. A comparison between the mean value of the PTV of the H&N patients treated using the VMAT technique with the energy 
6 MV in both FF and FFF types, where SD means standard deviation. 

 6MV  
Planning target volumes FF SD FFF SD 

D95% 33.63 ±12.92 33.57 ±12.97 
D98% 33.04 ±12.67 32.84 ±12.83 
D50% 35.3 ±13.46 35.33 ±13.54 
D2% 36.43 ±13.83 36.48 ±13.84 

 
3.1.3. Comparison between the dosimetric parameters for both types at 6 MV 

Table 2 compares the dosimetric parameters for FF and FFF types. Both types have a perfect conformity index (CI) 
of 1, indicating that both techniques deliver an equally precise radiation dose to the target, with minimal exposure to 
surrounding healthy tissues. 

The homogeneity index (HI) in the case of FF (0.086) is significantly lower compared to FFF (0.104) with a p-value 
of 0.023. The number of segments used in FF (259.42) was slightly lower than in FFF (290.69), but the difference was 
not statistically significant (p = 0.15). 

However, the monitor units (MU) for FF (1028.6) were significantly lower compared to FFF (1390.6), with a 
significant difference (p = 0.0001). 

Table 2. A comparison between the dosimetric parameters using the VMAT technique for the energy 6 MV in both FF and FFF types. 

 6MV  
Dosimetric parameters FF SD FFF SD 
Conformity index (CI) 1 Identical 1 Identical 
Homogeneity index (HI) 0.086 ±0.01 0.104 ±0.02 
Number of segments  259.42 ±179.03 290.69 ±215.97 
Monitor unit (MU) 1028.6 ±341.04 1390.6 ±475.58 

 
3.2. Comparison between FF and FFF beam type for the energy 10 MV 

3.2.1. Comparison between the mean doses of the OARs for both types at 10 MV 
Figure 2 shows a comparison of the mean doses received by the OARs in the twenty H&N patients treated using 

VMAT of energy 10 MV for FF and FFF beams. 
 
The results indicate that the brainstem (maximum dose) received the highest dose, with 35.26 Gy in FF beam type 

and 36.33 Gy in FFF beam configuration, showing no significant difference between the two beam types (p = 0.20). In 
contrast, the heart (mean dose) received the lowest dose, with 2.45 Gy in both FF and FFF types, also demonstrating no 
notable difference (p = 0.50). 

Some of the OARs received slightly higher doses in the case of using FF beam type, although the differences were 
not statistically significant: right eye (maximum dose) (10.7 Gy FF, 10.3 Gy FFF; p = 0.14), left eye (maximum dose) 
(20.52 Gy FF, 19.92 Gy FFF; p = 0.15), right lens (maximum dose) (6.38 Gy FF, 5.68 Gy FFF; p = 0.10), left lens 
(maximum dose) (9.16 Gy FF, 8.8 Gy FFF; p = 0.30), right cochlea (mean dose) (18.78 Gy FF, 18.26 Gy FFF; p = 0.16), 
spinal cord (maximum dose) (27.43 Gy FF, 27.18 Gy FFF; p = 0.34), and larynx (mean dose) (15.6 Gy FF, 15.07 Gy FFF; 
p = 0.34). 

Conversely, some OARs exhibited slightly higher doses in the case of using FFF beam configuration, also without 
statistically significant differences: right parotid (mean dose) (10.2 Gy FF, 10.32 Gy FFF; p = 0.36), left parotid (mean 
dose) (12.38 Gy FF, 12.6 Gy FFF; p = 0.34), left cochlea (mean dose) (21.48 Gy FF, 21.95 Gy FFF; p = 0.26), right optic 
nerve (maximum dose) (13.52 Gy FF, 14.1 Gy FFF; p = 0.32), left optic nerve (maximum dose) (17.66 Gy FF, 18.1 Gy 
FFF; p = 0.35), optic chiasm (maximum dose) (29.62 Gy FF, 30.08 Gy FFF; p = 0.35), and esophagus (mean dose) (11.69 
Gy FF, 11.92 Gy FFF; p = 0.16). 

However, significant differences were observed in the right lung (mean dose) (8.5 Gy FF, 8.85 Gy FFF; p = 0.04) 
and left lung (mean dose) (8.85 Gy FF, 10 Gy FFF; p = 0.041). The oral cavity (mean dose) (7.03 Gy FF, 7.53 Gy FFF; 
p = 0.09) did not exhibit a statistically significant difference. 
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Figure 2.  A comparison between the mean doses for the OARs of the H&N patients treated using the VMAT technique of the energy 

10 MV in both FF and FFF modes. 
 

3.2.2. Comparison between the planning target volumes for both types at 10 MV 
Table 3 compares the average PTV volumes for the patients treated using FF and FFF types for 10 MV. The dose 

delivered to 95% of the PTV (D95%) was comparable between the two techniques, with no statistically significant 
difference (p = 0.11). The FFF technique delivered a slightly higher dose (33.17 Gy for FF and 33.4 Gy for FFF). 

For the dose delivered to 98% of the PTV (D98%), both techniques produced similar results, with no notable 
difference (p = 0.17). The FF technique delivered a slightly higher dose (32.79 Gy for FF and 32.68 Gy for FFF). 

The dose to 50% of the PTV (D50%) was slightly higher with the FFF technique (34.97 Gy for FF and 35.21 Gy for 
FFF and), though the difference was not statistically significant (p = 0.21). 

The dose received by 2% of the PTV (D2%), representing the highest dose region, was 36.38 Gy for FF and 36.31 
Gy for FFF. The difference between the two techniques was minimal and not statistically significant (p = 0.22). 
Table 3. A comparison between the mean value of the PTV of the H&N patients treated using the VMAT technique with the energy 10 
MV in both FF and FFF types. 

 10MV  
Planning target volumes FF SD FFF SD 
D95% 33.17 ±13.18 33.4 ±12.96 
D98% 32.79 ±12.80 32.68 ±12.67 
D50% 34.97 ±13.37 35.21 ±13.44 
D2% 36.38 ±13.89 36.31 ±13.81 

 
3.2.3. Comparison between the dosimetric parameters for both types at 10 MV 

Table 4 shows that both FF and FFF have the same conformity index (1), which indicates that techniques deliver 
radiation doses that perfectly match the shape of the target volume. 

Regarding the homogeneity index, the FFF technique demonstrates a slightly lower value compared to FF (0.1 for 
FF vs.0.098 for FFF), though the difference is not statistically significant (p = 0.36). 

In terms of treatment complexity, the FFF technique requires a greater number of segments (271 for FF vs. 328 for 
FFF), though the difference is not statistically significant (p = 0.16). However, FFF requires a significantly higher number 
of monitor units (MU) compared to FF (1093.8 MU for FF vs. 1579.4 MU for FFF), with a statistically significant 
difference (p = 0.02). 
Table 4. A comparison between the dosimetric parameters using the VMAT technique for the energy 10 MV in both FF and FFF types. 

 10MV  
Dosimetric parameters FF SD FFF SD 

conformity index (CI) 1 Identical 1 Identical 
homogeneity index (HI) 0.1 ±0.02 0.098 ±0.02 

Number of segments 271 ±195.45 328 ±243.88 
Monitor unit 1093.8 ±328.24 1579.4 ±823.88 

3.3. Comparison between the energies 6 and 10 MV for the FF beam type 
3.3.1. Comparison between the mean doses of the OARs 

Figure 3 compares the mean doses received by the OARs for 20 H&N patients treated using VMAT of 6 MV and 10 
MV with FF beams. Among the OARs, the brainstem (maximum dose) received the highest dose (34.53 Gy for 6 MV FF 

-20

0

20

40

60

Do
se

 (G
y)

Organs at risk (OARs)

10MV FF 10MV FFF



565
Optimizing Head and Neck Cancer Radiotherapy: A Dosimetric Comparison of FF and FFF...   EEJP. 4 (2025)

and 35.26 Gy for 10 MV FF), with no significant difference between the two energies (p = 0.19). Conversely, the heart 
(mean dose) received the lowest dose (2.6 Gy for 6 MV FF and 2.45 Gy for 10 MV FF), also showing no significant 
difference (p = 0.25). 

While most OARs received slightly higher doses in the 10 MV FF beam type, the differences were not statistically 
significant. These include the right parotid gland (mean dose) (9.78 Gy for 6MV FF, 10.2 Gy for 10MV FF; p = 0.08), 
left parotid gland (mean dose) (12.36 Gy for 6MV FF, 12.38 Gy for 10MV FF; p = 0.47), right eye (maximum dose) 
(10.52 Gy for 6MV FF, 10.7 Gy for 10MV FF; p = 0.35), and left eye (maximum dose) (19.32 Gy for 6MV FF, 20.52 Gy 
for 10MV FF; p = 0.14). Similarly, the left lens (maximum dose) (8.78 Gy for 6MV FF, 9.16 Gy for 10MV FF; p = 0.29), 
left cochlea (mean dose) (20.7 Gy for 6MV FF, 21.48 Gy for 10MV FF; p = 0.18), and left optic nerve (maximum dose) 
(17.32 Gy for 6MV FF, 17.66 Gy for 10MV FF; p = 0.39) showed no significant differences. 

Additionally, the spinal cord (maximum dose) (26.68 Gy for 6MV FF, 27.43 Gy for 10MV FF; p = 0.12), larynx 
(mean dose) (14.52 Gy for 6MV FF, 15.6 Gy for 10MV FF; p = 0.09), and optic chiasm (maximum dose) (27.66 Gy for 
6MV FF, 29.62 Gy for 10MV FF; p = 0.18) also exhibited no significant differences. Notably, the right lens (maximum 
dose) showed a statistically significant difference (5.96 Gy for 6 MV FF, 6.38 Gy for 10 MV FF; p = 0.03). 

A few OARs received slightly higher doses in the 6 MV FF beam type, but these differences were not statistically 
significant: right cochlea (mean dose) (19.1 Gy for 6MV FF, 18.78 Gy for 10MV FF; p = 0.29), right optic nerve 
(maximum dose) (14.66 Gy for 6MV FF, 13.52 Gy for 10MV FF; p = 0.13), right lung (mean dose) (8.6 Gy for 6MV FF, 
8.5 Gy for 10MV FF; p = 0.35), left lung (mean dose) (9.75 Gy for 6MV FF, 8.85 Gy for 10MV FF; p = 0.18), oral cavity 
(mean dose) (11.87 Gy for 6MV FF, 11.69 Gy for 10MV FF; p = 0.26), and esophagus (mean dose) (11.78 Gy for 6MV 
FF, 11.69 Gy for 10MV FF; p = 0.11). 

 
Figure 3. A comparison of the mean doses for the OARs of the H&N patients treated with VMAT technique with the FF beam type in 

both energies 6 MV and 10 MV. 
 
3.3.2. Comparison between the mean values of the planning target volumes for FF beam type at 6 MV and 10 

MV 
The planning target volumes (PTV) treated with VMAT flattening filter (FF) beams at both 6 MV and 10 MV 

energies were analyzed. The dose received by 95% of the PTV (D95%) was nearly the same for both energies, with a 
significant difference (p = 0.009), as the 10 MV FF beam showed a slight reduction (33.17 Gy) compared to the 6 MV 
FF beam (33.63 Gy). Similarly, the dose to 98% of the PTV (D98%) was slightly reduced for the 10 MV beam (32.79 Gy) 
compared to the 6 MV FF beam (33.04 Gy), with a significant difference (p = 0.02). 

The dose received by 50% of the PTV (D50%) was very similar between the two energies. The 6MV beam delivered 
a slightly higher dose (35.3 Gy) compared to the 10 MV FF beam (34.97 Gy), with no significant difference (p = 0.14). 
The dose received by 2% of the PTV (D2%), representing the highest dose region of the target, was nearly the same for 
both energy levels, with the 6 MV beam delivering a slightly higher dose (36.43 Gy) compared to the 10 MV FF beam 
(36.3 Gy), with no significant difference (p = 0.24). Overall, the 6 MV FF beam tends to deliver slightly higher doses to 
the PTV compared to the 10 MV FF beam. 
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Table 5. A Comparison between the mean value of the PTV of the H&N patients treated using the VMAT technique in both energies 6 
MV and 10 MV with FF beam configuration 

Planning target volumes  6MV  10MV  
 FF SD FF SD 

D95%  33.63  ±12.92 33.17 ±13.18 
D98%  33.04 ±12.67 32.79 ±12.80 
D50 %  35.3 ±13.46 34.97 ±13.37 
D2 %  36.43 ±13.83 36.38 ±13.89 

 
3.3.3. Comparison between the dosimetric parameters for the FF beam type at 6 MV and 10 MV 

A conformity index value of 1 indicates perfect alignment between the dose and the target volume for both 6MV 
and 10MV beams. In this case, the 6 MV FF beam demonstrates a slightly better homogeneity index (0.086) compared to 
the 10 MV FF beam (0.1), with a significant difference (p = 0.04) between the two energies.  
Regarding the number of segments, the 10 MV FF beam requires slightly more segments (271) compared to the 6 MV FF 
beam (259.42), with no significant difference (p = 0.3). Additionally, the 10 MV FF beam requires more monitor units 
(1093.8 MU) than the 6 MV FF beam (1028.6 MU), with no significant difference (p = 0.19). Overall, while the 6 MV 
FF beam shows slightly better homogeneity and higher doses to small volumes, both energies exhibit similar dosimetric 
characteristics. 
Table 6. A comparison between the dosimetric parameters using the VMAT technique in both energies 6 MV and 10 MV with FF beam 
type 

Dosimetric parameters 6MV  10MV  
FF SD FF SD 

conformity index 1 Identical 1 Identical 
homogeneity index 0.086 ±0.01 0.1 ±0.02 
Number of segments 259.42 ±179.03 271 ±195.45 
Monitor unit 1028.6 ±341.04 1093.8 ±328.24 

 
3.4. Comparison between the energies 6 and 10 MV for the FFF beam configuration 

3.4.1. Comparison between the mean doses of the OARs 
Figure 4 compares the OARs for 20 head and neck (H&N) patients treated with 6 MV and 10 MV using the VMAT 

technique with FFF beams. The brainstem (maximum dose) received the highest dose (35.03 Gy for 6MV FFF, 36.33 Gy 
for 10MV FFF), with no significant difference between the two energies (p = 0.18). The heart (mean dose) received the 
lowest dose (2.2 Gy for 6MV FFF, 2.45 Gy for 10MV FFF), also showing no significant difference (p = 0.17). 

 
Figure 4. A comparison of the mean doses for the OARs of the H&N patients treated with VMAT technique with the FFF beam type 

in both energies 6 MV and 10 MV 

Most OARs received slightly higher doses in the 10MV FFF beam type. The right parotid gland (mean dose) (9.5 Gy 
for 6MV FFF, 10.32 Gy for 10MV FFF) showed a significant difference (p = 0.03), while the left parotid gland (mean dose) 
(12.28 Gy for 6MV FFF, 12.6 Gy for 10MV FFF; p = 0.23) did not show a significant difference. Other OARs with no 
significant differences include the right eye (maximum dose) (10.04 Gy for 6MV FFF, 10.3 Gy for 10MV FFF; p = 0.35), 
left cochlea (mean dose) (20.81 Gy for 6MV FFF, 21.95 Gy for 10MV FFF; p = 0.14), right optic nerve (maximum dose) 
(13.34 Gy for 6MV FFF, 14.1 Gy for 10MV FFF; p = 0.27), right lung (mean dose) (7.75 Gy for 6MV FFF, 8.85 Gy for 
10MV FFF; p = 0.15), left lung (mean dose) (8.5 Gy for 6MV FFF, 10 Gy for 10MV FFF; p = 0.14), larynx (mean dose) 
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(14.97 Gy for 6MV FFF, 15.07 Gy for 10MV FFF; p = 0.44), optic chiasm  (maximum dose) (28.82 Gy for 6MV FFF, 30.08 
Gy for 10MV FFF; p = 0.20), and esophagus (mean dose) (11.91 Gy for 6MV FFF, 11.92 Gy for 10MV FFF; p = 0.46). 

A few OARs received slightly higher doses in the 6MV FFF beam type, but these differences were not significant: 
left eye (maximum dose) (20.72 Gy for 6MV FFF, 19.92 Gy for 10MV FFF; p = 0.28), right lens (maximum dose) (5.9 
Gy for 6MV FFF, 5.69 Gy for 10MV FFF; p = 0.29), left lens (maximum dose) (8.82 Gy for 6MV FFF, 8.8 Gy for 10MV 
FFF; p = 0.48), right cochlea (mean dose) (18.28 Gy for 6MV FFF, 18.26 Gy for 10MV FFF; p = 0.48), left optic nerve 
(maximum dose) (18.92 Gy for 6MV FFF, 18.1 Gy for 10MV FFF; p = 0.25), and spinal cord (maximum dose) (27.33 
Gy for 6MV FFF, 27.18 Gy for 10MV FFF; p = 0.36). 
 

3.4.2. Comparison between the mean values of the planning target volumes for FFF beam configuration at 
6 MV and 10 MV 

From Table 7, one can notice that the dose to 95% of the PTV (D95%) was slightly lower for the 10 MV FFF beam 
(33.4 Gy) compared to the 6 MV FFF beam (33.57 Gy), with no significant difference (p = 0.13). Similarly, the dose to 
98% of the PTV (D98%) was also slightly lower for the 10 MV FFF beam (32.68 Gy) compared to the 6 MV FFF beam 
(32.83 Gy), showing no significant difference (p = 0.18). The dose to 50% of the PTV (D50%) was very similar between 
the two energies, with a marginal difference (35.33 Gy for FFF 6 MV, 33.21 Gy for FFF 10 MV) and no significant 
difference (p = 0.14). 

The dose to the 2% of the PTV (D2%), which represents the highest dose region within the target volume, was 
slightly lower with the 10 MV FFF beam (36.31 Gy) compared to the 6 MV FFF beam (36.48 Gy). This difference was 
statistically significant (p = 0.01). 

Overall, the results indicate that the 6 MV FFF beam delivers slightly higher doses to the PTV compared to the 10 
MV FFF beam, particularly in the highest dose region. 
Table 7. A Comparison between the mean value of the PTV of the H&N patients treated using the VMAT technique in both energies 6 
MV and 10 MV with FFF beam type. 

planning target volume 
6MV  10MV  
FFF SD FFF SD 

D95% 33.57 ±12.97 33.4 ±13.18 
D98% 32.84 ±12.83 32.68 ±12.80 
D50% 35.33 ±13.54 35.21 ±13.37 
D2% 36.48 ±13.84 36.31 ±13.89 

 
3.4.3. Comparison between the dosimetric parameters for the FFF beam type at 6 MV and 10 MV 

From Table 8, The conformity index (CI) for both 6 MV and 10 MV with FFF beams is 1, indicating perfect 
alignment between the dose and the target volume. The 10 MV FFF beam demonstrates a slightly better homogeneity 
index (HI) of 0.098 compared to 0.104 for the 6MV FFF beam, with no statistically significant difference (p = 0.19). 

The 10 MV FFF beam uses slightly more segments (328) compared to the 6 MV FFF beam (290.69), with no 
statistically significant difference (p = 0.22). Additionally, the 10 MV FFF beam requires more monitor units (1579.4 MU) 
compared to the 6 MV FFF beam (1390.6 MU), though this difference is not significant (p = 0.09). 

In terms of delivery time on the Elekta linac using the VMAT technique for 20 head and neck cases, the FFF beam 
configuration generally showed reduced delivery times compared to the FF beam type. The FF technique took about 3 
minutes to 3 minutes and 20 seconds, while the FFF beam configuration was approximately a minute shorter, ranging 
from 2 minutes to 2 minutes and 20 seconds. 
Table 8. A comparison between the dosimetric parameters using the VMAT technique in both energies 6 MV and 10 MV with FFF 
beam type. 

Dosimetric parameters 
6MV  10MV  
FFF SD FFF SD 

conformity index (CI) 1 Identical 1 Identical 
homogeneity index (HI) 0.104 ±0.02 0.098 ±0.02 
Number of segments  290.69 ±215.97 328 ±243.88 
Monitor unit  1390.6 ±475.58 1579.4 ±823.88 

 
3.5. Biological parameters NTCP (%) and EUD (Gy) for the OARs 

3.5.1 Comparison between the mean values of biological parameter (NTCP) of the organs at risk for both types 
at 6 MV. 

From Table 9, the spinal cord, esophagus, and heart showed identical values. The NTCP values of the brainstem 
were higher compared to the other organs in both types. They also in case of using the FFF technique, it was slightly 
lower than that in case of using FF, and there was a statistically significant difference, where the p-value is 0.0005. 
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Table 9. A Comparison between the mean value of the NTCP (%) the H&N patients treated using the VMAT technique with the energy 
6 MV in both FF and FFF types. 

NTCP 
  6MV FF 6MV FFF 
Spinal cord 0 0 
esophagus 0 0 
Heart 0 0 
Brainstem 1.9 1.7 

 
3.5.2 Comparison between the mean values of biological parameter (NTCP) of OARs for both beam types at 10 MV 

From Table 10, it can be noticed that the heart and esophagus had identical values, but the spinal cord and brainstem 
had different values, where in the spinal cord, there was no statistically significant difference (p-value = 0.2), unlike the 
brainstem, which had slightly higher values. Also, FFF had a lower value. There was a significant difference, where the 
p-value is 0. 
Table 10. Comparison between the mean value of the NTCP (%) of the H&N patients treated using the VMAT technique with the 
energy 10 MV in both FF and FFF beam types. 

 
NTCP 

  10MV FF 10MV FFF 
Spinal Cord 0.00018 0.00026 
esophagus 0 0 
Heart 0 0 
Brainstem 1.75 0.54 

 
3.5.3 Comparison between the mean values of biological parameter (NTCP) of organ at risk between the energies 

6 and 10 MV for the FF beam type 
According to Table 11, the heart and esophagus exhibited identical values across both techniques. In contrast, the 

spinal cord showed slightly higher values with the 10 MV FF technique, although this difference was not statistically 
significant (p = 0.2). The brainstem presented different values between techniques, with the 10 MV FF technique yielding 
a slightly lower value, which was statistically significant (p = 0.0005). 
Table 11. Comparison between the mean value of the NTCP (%) the H&N patients treated using the VMAT technique in both energies 
6 MV and 10 MV with FF beam configuration. 

 
  NTCP  
  6MV FF 10MV FF 
S. cord 0 0.00018 
esophagus 0 0 
Heart 0 0 
Brainstem 1.9 1.75 

 
3.5.4 Comparison between the mean values of biological parameter (NTCP) of organ at risk between the energies 

6 and 10 MV for the FFF beam type 
Table 12 shows that the heart and esophagus demonstrated identical values across both techniques. The spinal cord 

exhibited a slightly higher value in the 10 MV FFF beam type; however, this difference was not statistically significant 
(p = 0.2). In contrast, the brainstem showed a lower value in the 10MV FFF beam type, with the difference reaching 
statistical significance (p = 0.00000332). 
Table 12. Comparison between the mean value of the NTCP (%) of H&N patients treated using the VMAT technique in both energies 
6 MV and 10 MV with FFF beam configuration. 

  NTCP  
  6MV FFF 10MV FFF 
S. cord 0 0.00026 
esophagus 0 0 
Heart 0 0 
Brainstem 1.7 0.54 

 
3.5.5 Comparison between the mean values of biological parameter (EUD) of organ at risk for both types at 6 MV 

Figure 5 demonstrates that the variations between the FF and FFF techniques were marginal, with the FFF approach 
producing marginally reduced doses in all examined organs at risk (OARs). Nonetheless, for the spinal cord and 
esophagus, the observed discrepancies lacked statistical significance (p = 0.07 and p = 0.2, respectively). Conversely, 
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pronounced differences were noted for the heart and brainstem, both exhibiting statistically significant deviations (p = 0.0 
in each case). This hypothesizes that while the two techniques deliver largely similar doses to most OARs, the FFF beam 
type may lead to slightly reduced exposure for certain critical structures, particularly the heart and brainstem. 

 
Figure 5. A Comparison between the mean value of the EUD of H&N patients treated using the VMAT technique with the energy 6 
MV in both FF and FFF types. 
 
3.5.6 Comparison between the mean values of the biological parameter (EUD) of the organ at risk for both beam 

configurations at 10 MV 
Figure 6 presents the Equivalent Uniform Dose (EUD) delivered to various organs at risk (OARs) using the 10MV 

FF and 10MV FFF techniques. Overall, the differences in EUD between the two techniques are minimal. For the spinal 
cord and esophagus, the EUD values are nearly identical, indicating no significant variation between FF and FFF beam 
configurations (p = 0.4 and p = 0.2, respectively). In contrast, the heart shows a noticeable reduction in EUD with the FF 
technique, although the absolute dose remains very low for both techniques. The brainstem exhibits the highest EUD 
among all OARs, with a significantly lower value observed in the FF beam configuration compared to FFF (p = 0.0). This 
suggests that while both techniques offer comparable protection for most OARs, the FF technique may offer improved 
sparing of critical structures such as the brainstem and heart. 

 
Figure 6. A Comparison between the mean value of the EUD of H&N patients treated using the VMAT technique with the energy 10 
MV in both FF and FFF beam types. 
 
3.5.7 Comparison between the mean values of biological parameter (EUD) of organ at risk between the energies 

6 and 10 MV for the FF beam type 
Figure 7 compares the Equivalent Uniform Dose (EUD) delivered to various organs at risk (OARs) using the 10MV 

FF and 6MV FF techniques. The the 10MV FF energy yielded slightly lower EUD values than 6MV FF across all OARs. 
For the spinal cord and esophagus, no significant differences were observed between the two techniques (p = 0.13 and p 
= 0.24, respectively). In contrast, the heart and brainstem exhibited significant reductions in EUD with the 10MV FF 
technique, with p-values of 0 and 0, respectively. These findings suggest that while both photon energies provide 
comparable sparing for certain OARs, the 10MV FF technique may offer improved dose reduction for critical structures 
such as the heart and brainstem. 
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Figure 7. Comparison between the mean value of the EUD of H&N patients treated using the VMAT technique in both energies 6 MV 
and 10 MV with FF beam type. 
 
3.5.8 Comparison between the mean values of biological parameter (EUD) of organ at risk between the energies 

6 and 10 MV for the FFF beam type 
Figure 8 evaluates the dose distribution between 10MV FFF and 6MV FFF for selected organs at risk (OARs). The 

esophagus and brainstem exhibited slightly lower doses with the 10MV FFF technique, whereas the heart and spinal cord 
received marginally lower doses with 6MV FFF. No significant differences were observed between the two energies for 
the spinal cord and esophagus (p = 0.2 for both). In contrast, statistically significant differences were found for the heart 
and brainstem, with p-values of 0 and 0, respectively. These results indicate that while the two FFF energies perform 
similarly for some OARs, the choice of energy may influence dose sparing in critical structures such as the heart and 
brainstem. 

 
Figure 8. Comparison between the mean value of the EUD of H&N patients treated using the VMAT technique in both energies 6 MV 
and 10 MV with FFF beam type. 
 

3.6 Second cancer risk estimation (%) for OARs of 20 patients: 
3.6.1 Comparison between the mean values of Second cancer risk estimation of organ at risk for both beam types 

at 6MV. 
Table 13 demonstrates subtle but notable differences between the two techniques. Both parotid glands received slightly 
lower doses in FFF beam type, with statistically significant differences observed (right parotid: p = 0.00049; left parotid: 
p = 0.0013). In contrast, the larynx showed reduced dose exposure in FF beam configuration, though this difference was 
also statistically significant (p = 0.0005). These findings suggest that while both techniques achieve clinically acceptable 
dose distributions, the choice between FF and FFF beam configurations may impact specific anatomical structures 
differently. 
Table 13. Comparison between the mean value of the second cancer risk estimation (%) of H&N patients treated using the VMAT 
technique in the energy 6MV in both FF and FFF beam types. 

OAR 6MV FF 
 
SD 6MV FFF 

 
SD 

Right parotid 0.49 ±0.31 0.48 ±0.30 
Left parotid 0.62 ±0.22 0.61 ±0.22 
Larynx 0.73 ±0.39 0.75 ±0.35 
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3.6.2 Comparison between the mean values of Second cancer risk estimation of organ at risk 
for both beam types at 10MV. 

Table 14 reveals consistent dose variations between the techniques. Both parotid glands demonstrated slightly higher 
doses in FFF beam type (right parotid: p = 0.002; left parotid: p = 0.002), while the larynx received marginally higher 
doses in FF beam type (p = 0.0002). All three comparisons showed statistically significant differences. These findings 
suggest that while absolute dose differences are modest, they may warrant consideration in clinical applic±ations where 
these organs are particularly at risk. 
Table 14. Comparison between the mean value of the second cancer risk estimation (%) of H&N patients treated using the VMAT 
technique in the energy 10MV in both FF and FFF beam configurations. 

OAR 10MV FF 
 
SD 10MV FFF 

 
SD 

Right parotid 0.51 ±0.32 0.52 ±0.3 
Left parotid 0.62 ±0.65 0.63 ±0.58 
Larynx 0.78 ±0.38 0.75 ±0.38 

 
3.6.3 Comparison between the mean values of Second cancer risk estimation of organ at risk between the 

energies 6 and 10MV for the FF beam type. 
Table 15 demonstrates differential dose distribution patterns between the techniques. While the left parotid showed 
identical doses for both modalities, the 10MV FF technique yielded slightly higher doses to both the right parotid (p = 
0.0001) and larynx (p = 0.0002), with these differences reaching statistical significance. These findings indicate that while 
some structures may receive equivalent doses regardless of technique, others exhibit energy-dependent variations that 
may warrant consideration in treatment planning. 
Table 15. Comparison between the mean value of the second cancer risk estimation (%) of H&N treated using the VMAT technique in 
both energies 6 MV and 10 MV with FF beam configuration. 

 

OAR 6MV FF 
 
SD 

10MV 
FF 

 
SD 

Right parotid 0.49 ±0.31 0.51 ±0.32 
Left parotid 0.62 ±0.22 0.62 ±0.65 
Larynx 0.73 ±0.39 0.78 ±0.38 

 
3.6.4 Comparison between the mean values of Second cancer risk estimation of organ at risk between the 

energies 6 and 10MV for the FFF beam type 
Table 16 reveals distinct dose distribution patterns between the evaluated techniques. While the larynx demonstrated 
identical dose values for both modalities, both parotid glands exhibited slightly elevated doses with statistically significant 
differences (right parotid: p = 0.0001; left parotid: p = 0.0005). This differential effect suggests that while laryngeal dose 
remains consistent regardless of technique selection, parotid gland doses show technique-dependent variations that may 
influence clinical decision-making, particularly in cases where parotid sparing is prioritized. 
Table 16. Comparison between the mean value of the second cancer risk estimation (%) of H&N treated using the VMAT technique in 
both energies 6 MV and 10 MV with FFF f. 

OAR 6MV FFF 
 
SD 10MV FFF 

 
SD 

Right parotid 0.48 ±0.30 0.52 ±0.3 
Left parotid 0.61 ±0.22 0.63 ±0.58 
Larynx 0.75 ±0.35 0.75 ±0.38 

 
4. DISCUSSION 

This study presents the dosimetric and biological differences in treatment plans using flattened (FF) and flattening-
filter-free (FFF) beams in the treatment of Head and Neck Cancer, focusing on the influence and impact of energy (6 MV 
and 10 MV beams) on volumetric modulated arc therapy (VMAT) plans. While extensive research has been conducted 
on Varian FFF beams (Varian Medical System, Palo Alto, CA, USA), limited literature is available on Elekta FF beams 
(Elekta Oncology Systems, Crawley, UK) for this specific site. 

Previous studies, such as those by Gasic et al. [9] and Ji et al. [10], have explored the potential of using FFF beams 
for various treatment sites, including the head and neck, brain, prostate, and lung cancer. Our findings align with these 
studies, demonstrating that the 6 MV FFF beam offers a slightly improved dose-sparing effect for most organs at risk 
(OARs) compared to the 6 MV FF beam. This improvement means that the 6 MV FFF beam can more efficiently reduce 
the radiation dose delivered to critical surrounding tissues, as supported by Kumar et al. [1]. 

According to the results of this study, the planning target volumes (PTV) for both 6 MV FF and FFF beams showed 
very similar dose distributions, with only minor variations. This indicates that FFF VMAT plans provide comparable results 
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to FF VMAT plans, as reported by Kumar et al. [5] and Manna et al. [11]. Both techniques exhibited equal conformity index 
(CI), but the FF beam had a better homogeneity index (HI). Additionally, FFF beams required significantly higher monitor 
units (MUs) due to their conic shape dose distribution, necessitating compensation through a greater number of smaller 
segments and MUs, as observed in previous studies (Lechner et al. [13], Vassiliev et al. [14], and Sun et al. [15]). 

Regarding the delivery time, the FFF beam type generally showed reduced times compared to the FF beam 
configuration. This reduction in delivery time leads to less machine operating time, ultimately lowering the treatment 
cost, and this is agreed with a study by Thomas et al. [16]. 

For the 10 MV FF beam, a more noticeable advantage in reducing the radiation dose delivered to critical structures 
was observed, with a statistically significant difference in the dose to the lungs. Both 10 MV FF and FFF beam plans 
delivered similar dose distributions, with FFF slightly outperforming FF in terms of dose to 95% and 50% of the target 
volume. However, the differences between the plans were not significant.  

Both 6 MV and 10 MV FF plans showed very similar dose distributions and coverage, with slight differences in 
sparing OARs. The 6 MV FF plan demonstrated better dose homogeneity and a statistically significant difference for the 
right lens compared to the 10 MV FF plan. The 10 MV FF plan required more segments and higher MUs, leading to 
increased treatment time and cost. 

Therefore, the differences in dose distribution between the 6 MV FFF and 10 MV FFF beams are minor, with the 6 
MV FFF beam delivering slightly higher doses at each percentile than the 10 MV FFF beam. Both configurations yield 
comparable dosimetric results, with the 10 MV FFF beam offering marginally better dose homogeneity but requiring a 
higher number of segments and MUs. 

Previous research has shown that variations in dose can have a substantial impact on radiobiological factors related 
to NTCP Srivastava et al. [17], potentially influencing the quality of radiotherapy. As a result, assessing NTCP is a critical 
component when comparing the two technologies, Aly et al. [7], Wu et al. [18]. 

The biological parameter (NTCP) results were identical for all OARs across techniques and energies except for the 
spinal cord, though this difference was not statistically significant (p>0.05). These findings align with Aras et al. [19] who 
found FF and FFF beams produced similar results, and Kang et al. [20] who reported minimal radiobiological differences. 
However, the brainstem showed significant differences (p<0.05) across all techniques and energies, with FFF beam type 
demonstrating reduced values compared to FF, consistent with Wu et al. [18]. 

For the EUD, no significant difference was observed between FFF (Flattening-Filter-Free) and FF (Flattening-Filter) 
beam types in the spinal cord and esophagus across all energy levels. However, statistically significant differences were 
noted for the heart and brainstem in all beam types, as well as when comparing energy levels also the results were lower 
in FFF but both beam configurations yields comparable results. 

For the second cancer risk estimation, statistically significant differences were observed across all comparisons for 
the left parotid, right parotid, and larynx except for two cases: (1) the left parotid risk was identical between 6MV FF and 
10MV FF, and (2) the larynx risk was identical between 6MV FFF and 10MV FFF. 

Overall, 6MV FFF beam type slightly reduced the risk to the parotids (supported by Alvarez et al. [21] and Treutwein 
et al. [22, 23]) but increased the risk to the larynx. Conversely, 10MV FFF beam type increased the parotid risk while 
reducing the larynx risk. When comparing energies, 10MV exhibited a slightly higher second cancer risk in the parotids 
than 6MV, particularly in FFF beam configuration. For the larynx, the risk was similar between the two energies in FFF 
beam type but higher with 10MV in FF beam type. 

10MV shows a slightly higher risk in some OARs, but again, the difference is very small, the choice between FF/FFF 
or 6MV/10MV should prioritize target coverage and normal tissue sparing rather than second cancer risk, given the 
minimal differences observed 

This study contributes valuable insights by comparing both techniques (flattening filter and without the flattening 
filter) at both energy levels (6 MV and 10 MV) in head and neck cancer treatments using the VMAT technique on the 
Elekta Versa. However, it is important to note that these findings are based on planning data. 

 
5. CONCLUSIONS 

This study provides a comprehensive analysis of the dosimetric and biological and second cancer risk estimation 
differences between flattened (FF) and flattening-filter-free (FFF) beams and the impact of using both 6 MV and 10 MV 
energies for Head and Neck Cancer treatment plans using Volumetric Modulated Arc Therapy (VMAT). Our findings 
indicate that both FF and FFF techniques yield comparable biological and dosimetric outcomes in terms of sparing organs 
at risk (OARs) and target volume coverage, and second cancer risk estimation. 

For the 6 MV FFF beam, there is a slight improvement in dose-sparing for OARs, while the 6 MV FF beam provides 
a better homogeneity index. The 6 MV FFF configuration required more monitor units and segments (with statistically 
significant differences) but offered reduced delivery times, leading to more efficient treatment and lower operational 
costs. 

In contrast, the 10 MV FFF beam showed marginally better dose homogeneity and a slight advantage in sparing 
normal tissue at lower doses. The 10 MV FFF slightly outperformed FF in terms of dose coverage to 95% and 50% of the 
target volume. The 10 MV FFF plan required additional segments and monitor units (with statistically significant 
differences), resulting in a slight decrease in treatment time and cost. 
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It can be concluded that when comparing the impact of the energies, results were very comparable, with a slight 
advantage for the 6 MV over the 10 MV in sparing OARs and planning target volume coverage, as well as in dosimetric 
parameters. 

Also, this study demonstrates that while radiobiological outcomes between FF and FFF beam types are largely 
comparable, FFF beams, particularly at 6MV, offer slight advantages in reducing doses to critical structures such as the 
brainstem and parotids without compromising treatment efficacy. Overall, both FF and FFF beam configurations provided 
similar outcomes, with minor variations in risk based on energy levels. These results suggest that FFF techniques, 
particularly at 6MV, offer a feasible approach to reducing dose to critical organs while maintaining treatment efficacy, 
without significantly altering the overall second cancer risk profile. 
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ОПТИМІЗАЦІЯ ПРОМЕНЕВОЇ ТЕРАПІЇ РАКУ ГОЛОВИ ТА ШИЇ: ДОЗИМЕТРИЧНЕ ПОРІВНЯННЯ ПРОМЕНІВ 

FF ТА FFF У VMAT 
Рехам С. Шеріф1, Лімам А. Нея2, Ахмед М. Абделаал2, Ехаб М. Атталла3, Рім Х. Ель-Гебалі1 

1Кафедра біофізики, Факультет природничих наук, Каїрський університет, Гіза, Єгипет 
2Інститут Насера, Каїр, Єгипет 

3Кафедра радіотерапії та ядерної медицини, Національний інститут раку, Каїрський університет, Каїр, Єгипет 
Мета: Рак голови та шиї (РГШ) є значною глобальною проблемою охорони здоров'я, зі зростанням захворюваності та високою 
поширеністю в Південній Азії, особливо в Індії. Променева терапія, включаючи передові методи, такі як об'ємно-модульована 
дугова терапія (VMAT) та інтенсивно-модульована радіотерапія (IMRT), відіграє вирішальну роль у лікуванні РГШ. Це 
дослідження має на меті порівняти дозиметричні та біологічні відмінності в оцінці ризику раку, а також вторинної оцінки між 
сплющеними (FF) та сплющеними пучками без фільтра (FFF) у планах лікування HNC за допомогою VMAT, зосереджуючись 
на впливі енергій 6 MV та 10 MV. Методи: Двадцять пацієнтів з HNC пройшли повторне планування з використанням VMAT 
на лінійному прискорювачі ELEKTA VERSA HD з пучками потужністю 6 MV FF, 6 MV FFF, 10 MV FF та 10 MV FFF. 
Оцінювані дозиметричні параметри включали розподіл дози на об'єми планової мішені (PTV) та дозу, що доставляється до 
98% мішені (D98), 50% (D50) та 2% (D2), а також дози на органи, що знаходяться в групі ризику (OAR), одиниці моніторингу 
на сегмент (MU/сегмент), кількість MU/cGy, час проведення лікування, індекс відповідності та індекс однорідності, а також 
були оцінені біологічні параметри (NTCP та EUD) та вторинна оцінка ризику раку. Результати: Результати показали, що 6-
мегавольтні пучки FFF забезпечили дещо кращу економність дози для OAR порівняно з 6-мегавольтними FF, без суттєвих 
відмінностей у покритті цільового об'єму. Як пучки FF, так і FFF продемонстрували порівнянні показники конформності, але 
пучки FF мали кращі показники однорідності. Пучки FFF вимагали більше моніторних одиниць (MU) та сегментів, але 
пропонували менший час проведення лікування. Для 10-мегавольтних пучків FFF показав незначні переваги в однорідності 
дози та щадінні нормальних тканин при нижчих дозах, хоча й вимагав більше MU та сегментів. Це дослідження показало, що 
NTCP та EUD були значною мірою порівнянні між типами FF та FFF, з незначними, але статистично значущими відмінностями 
для стовбура мозку (на користь FFF) та серця. Ризики вторинного раку дещо відрізнялися залежно від енергії та техніки. 6-
мегавольтний FFF знизив ризики привушних залоз (хоча збільшив ризик гортані). Висновок: 6-мегавольтні пучки, особливо 
FFF, показали незначні переваги у щадінні OAR та покритті цільового об'єму порівняно з 10-мегавольтними пучками. Це 
дослідження підкреслює дозиметричну порівнянність пучків FF та FFF у лікуванні раку голови та шиї, причому FFF пропонує 
потенційні переваги в ефективності лікування та скороченні часу проведення опромінення. Це дослідження також показує, що 
типи FF та FFF дають порівнянні радіобіологічні результати, хоча пучки FFF потужністю 6 MV дещо знижують дози на 
критичні органи без шкоди для ефективності. Обидва типи працюють подібно, з незначними варіаціями ризику залежно від 
енергії. 
Ключові слова: рак голови та шиї; об'ємно-модульована дугова терапія (VMAT); фільтр зі сплющенням (FF); безфільтровий 
фільтр зі сплющенням (FFF); 6 MV; 10 MV 
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Background: Affordable and locally manufacturable quality assurance (QA) phantoms are critical for maintaining accuracy in 
radiation therapy, particularly in low-resource settings. This study evaluates the radiological and dosimetric performance of 3D-printed 
homogeneous and heterogeneous phantoms against commercial standards. 
Methods: Two phantom prototypes were developed: a homogeneous model fabricated from PMMA and a heterogeneous model 
composed of EVA, PLA, MDI-based foam, and gypsum–chalk composite. Radiological properties were assessed using CT imaging 
with three reconstruction kernels (Hp38, Bf39, Hr32) at slice thicknesses of 1–3 mm. Hounsfield Units (HU) were compared with 
reference values from the Easy Slab (IBA) and CatPhan 604. Dosimetric validation was performed with Eclipse TPS (v16.1) using 15 
3D-CRT and 15 VMAT plans, delivered on Varian TrueBeam (6 MV, 6 MV FFF, 10 MV, 10 MV FFF) and Halcyon (6 MV FFF) 
accelerators. Point doses were measured with a calibrated Farmer chamber. 
Results: The homogeneous PMMA phantom demonstrated HU stability within ±5 HU of the reference values across all kernels, with 
standard deviations of less than 3 HU. EVA and gypsum–chalk provided tissue-equivalent and bone-equivalent imaging properties (20 
± 3 HU and 1200 ± 15 HU, respectively), while PLA and MDI foam demonstrated excessive variability (>40 HU kernel dependence). 
Dosimetrically, the homogeneous phantom achieved agreement with TPS calculations within ±2.5% across all energies and techniques. 
The heterogeneous phantom exhibited deviations of up to 2.8%, remaining within the ±3% tolerance of AAPM TG-119. Variability 
was most significant for VMAT plans with FFF beams, particularly on the Halcyon platform. 
Conclusion: A 3D-printed homogeneous PMMA phantom demonstrated radiological stability and dosimetric accuracy comparable to 
that of commercial devices, confirming its feasibility for routine QA. The heterogeneous model exhibited acceptable performance but 
requires material refinement, particularly substitution of PLA and MDI foam, to improve HU stability. These results highlight the 
potential of additive manufacturing to provide cost-effective, customizable QA solutions for radiation therapy, especially in resource-
limited environments. 
Keywords: Quality assurance (QA); 3D printing in medical physics; Imaging phantoms; Computed tomography (CT); HU stability; 
End-to-end testing; Phantom validation; Affordable QA devices 
PACS: 7.57.Q– 

1. INTRODUCTION
Quality assurance (QA) in radiation therapy is critical to ensure accurate dose delivery and patient safety, in line 

with international recommendations [1]. QA phantoms play a central role in these procedures, providing reproducible 
conditions for imaging, treatment planning, and end-to-end verification. 

In recent years, additive manufacturing (3D printing) has emerged as a promising approach for producing custom QA 
devices. A growing body of literature has demonstrated the feasibility of 3D-printed phantoms for imaging and dosimetry 
[2]. For example, Kunert et al. developed realistic 3D-printed body phantoms and compared measured and simulated organ 
doses in CT of a pregnant woman [3]. Other studies have investigated the impact of material composition and characterized 
the mechanical and imaging properties of commonly used 3D-printed plastics [4, 5]. Zain et al. reported dosimetric 
characterization of customized PLA phantoms, showing agreement with solid water within clinically acceptable limits [6]. 

Systematic reviews confirm that most prior works have focused on thoracic or homogeneous slab models [7]. By 
contrast, heterogeneous anthropomorphic designs have been evaluated for lung [8], head-and-neck [9, 10], and brain 
stereotactic radiosurgery applications [11]. Moreover, comprehensive end-to-end tests combining dosimetric and 
geometric verification have also been reported [12], though such studies remain relatively few. 

Despite these advances, the majority of 3D-printed phantoms remain limited in their ability to reproduce 
heterogeneous tissue properties or to undergo full clinical validation with advanced delivery techniques such as VMAT. 
This gap is particularly relevant for low- and middle-income countries, including Ukraine, where resource constraints 
frequently restrict access to advanced QA infrastructure and cost-effective alternatives are urgently needed [13]. 

2. MATERIALS AND METHODS
2.1. Phantom Design and Fabrication 

Two phantom prototypes were designed and fabricated using fused deposition modeling (FDM) 3D printing 
technology: 
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1. Homogeneous phantom — manufactured entirely from polymethyl methacrylate (PMMA) to provide a uniform 
electron density. 

2. Heterogeneous phantom — composed of multiple materials to simulate soft tissue and bone: 
• EVA (ethylene-vinyl acetate) — soft tissue surrogate. 
• PLA (polylactic acid) — dense soft tissue surrogate. 
• MDI-based rigid polyurethane foam — low-density lung-equivalent material. 
• Gypsum–chalk composite — cortical bone surrogate. 
Design schematics were created in Autodesk Fusion 360 and exported as STL files for printing. The phantoms were 

printed using an Ultimaker S5 3D printer with 0.4 mm nozzle, 0.2 mm layer height, and 100% infill for PMMA and PLA 
components. EVA and MDI foams were cut to shape and inserted into designated cavities. The overall dimensions of 
each phantom matched those of the commercial Easy Slab phantom, allowing for direct performance comparison. 

 
2.2. Reference Phantoms 

For benchmarking, two commercially available phantoms were used (Fig. 1): 
• Easy Slab (IBA Dosimetry, Germany) — a homogeneous PMMA phantom for reference dosimetry and QA. 
• CatPhan 604 (The Phantom Laboratory, USA) — a diagnostic imaging QA phantom. 

  

Figure 1. Photograph of the homogeneous and heterogeneous 3D-printed phantoms alongside the IBA Easy Slab and CatPhan 604. 
 

2.3. Radiological Evaluation 
2.3.1. CT Acquisition 

Radiological properties of all materials were evaluated using a Siemens SOMATOM Confidence large-bore CT 
scanner. Scans were performed at 120 kVp, 250 mAs, with 500 mm field of view (FOV). Slice thicknesses of 1 mm and 
3 mm were acquired with three reconstruction kernels: 

• Hp38 — standard head protocol 
• Bf39 — body filter 
• Hr32 — high-resolution protocol 

 

Figure 2. Axial CT slices of phantoms scanned with Hr32 kernel 

For each material insert, rectangular regions of interest (ROIs) of 1 cm² were placed in proximal, central, and distal 
slices using Eclipse Varian software (Figure 2). Mean Hounsfield Units (HU) and standard deviations (SD) were recorded. 

Measurement position #1 

Measurement position #2 

Measurement position #3 
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2.4. Dosimetric Validation 
2.4.1. Treatment Planning 

End-to-end dosimetric testing was performed using the Eclipse v16.1 treatment planning system (Varian Medical 
Systems, USA) with AcurosXB dose calculation algorithm on the ARIA oncology platform. For each phantom, 15 three-
dimensional conformal radiotherapy (3D-CRT) plans and 15 volumetric modulated arc therapy (VMAT) plans were created. 
Plans were calculated for the following beam energies: 

• Varian TrueBeam 2.7: 6 MV, 6 MV FFF, 10 MV, 10 MV FFF 
• Varian Halcyon: 6 MV FFF only 

All plans prescribed a dose to isocenter, normalized to 100% at the ion chamber location. 
 

2.4.2 Measurement Setup 
Point dose measurements were performed using a calibrated Farmer-type ionization chamber (FC65P, IBA) 

connected to a DOSE1 electrometer. The chamber was placed in a central cavity of each phantom with a 5 cm water-
equivalent buildup upstream (Fig. 3). Temperature and pressure corrections were applied according to IAEA TRS-398 
formalism [12]. 

Figure 3. Photograph of measurement setup on TrueBeam with phantom and ionization chamber in position. 
 

2.5 Data Analysis 
Measured doses were compared with TPS-calculated doses, and percentage differences were computed: ∆𝐷ሺ%ሻ = 𝐷௠௘௔௦ − 𝐷்௉ௌ𝐷்௉ௌ × 100 

Acceptance criteria followed AAPM TG-119 recommendations, with ±3% considered clinically acceptable [2]. HU 
variations > 40 HU were considered significant. 

 
3. Results 

3.1 Radiological evaluation 
The homogeneous PMMA phantom 

demonstrated highly consistent HU values 
across all three reconstruction kernels, with 
variations remaining within ±5 HU across 
different slice positions and acquisition 
protocols. EVA and the gypsum–chalk 
composite in the heterogeneous phantom 
showed stable and reproducible values that 
align with the expected ranges for soft tissue–
like and bone-like surrogates, respectively. In 
contrast, PLA and MDI-based foam exhibited 
greater variability, particularly when 
reconstructed with the Hr32 kernel, where 
fluctuations exceeded ±40 HU (Figure 4).  

Despite these differences, the overall 
stability of PMMA, EVA, and gypsum–chalk 
ensured cohesive and clinically interpretable 
results in subsequent end-to-end testing. 

EVA 

PLA 

MDI foam

Gypsum–chalk 

PMMA

Reference

-1000 -500 0 500 1000 1500

HU

 Hr32
 Bf39
 Hp38

 
Figure 4. Materials HU variations across different kernels 
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Table 1 summarizes the mean HU values and standard deviations for all materials and kernels, based on 
measurements in proximal, central, and distal slices. 

Table 1. HU mean ± SD for all materials and kernels (Hp38, Bf39 and Hr32) 

Hp38 Min HU Max HU Mean HU Average SD, HU SD/mean in % 
air -1014 -976 -995.1 9.6 0.97 
PMP -194 -137 -177.5 14.6 8.2 
Bone 50% 582 634 608 12.8 2.1 
LDPE -111 -55 -84.8 13.7 16.1 
Polystyrene -54 -17 -34.6 9 26 
Acrylic 106 142 125.3 9.2 7.4 
Bone 20% 167 232 201.4 16.7 8.3 
Delrin 332 376 350.6 11.6 3.3 
Teflon 891 957 921.4 17 1.8 
Heterogeneous 1 -792.3 -13.3 -109.0 134.1 124.7 
Heterogeneous 2 -739.7 -601.3 -671.9 32.8 4.87 
Heterogeneous 3 -1007.3 -709.7 -943.7 39.8 4.2 
Heterogeneous 4 325.7 1402 1188.2 124.1 10.5 
Homogeneous 98 161 129.9 10.8 8.3 
Reference -18.3 41.7 6.7 7.8 159.9 

Bf39 Min HU Max HU Mean HU Average SD, HU SD/mean, % 
air -1024 -953 -982.5 15.1 1.5 
PMP -206 -137 -171.7 16 9.4 
Bone 50% 555 631 593.4 19.5 3.3 
LDPE -125 -49 -85.7 18.3 21.4 
Polystyrene -67 -2 -35.1 16.9 48.1 
Acrylic 105 145 123.6 13.1 10.6 
Bone 20% 163 203 186.4 9.7 5.2 
Delrin 314 374 336.8 17.4 5.2 
Teflon 880 937 906.5 15.3 1.7 
Heterogeneous 1 -782 -14.3 -111.2 127.9 115.4 
Heterogeneous 2 -777 -558 -665.5 55.6 8.3 
Heterogeneous 3 -1014.7 -753.3 -940.1 37.8 4.1 
Heterogeneous 4 684 1485 1192.3 113.0 9.4 
Homogeneous 82.7 178.7 136.7 13.8 10.1 
Reference -26 41.7 7.1 11.2 180.7 

Hr32 Min HU Max HU Mean HU Average SD, HU SD/mean in % 
air -1024 -1021 -1022 0.8 0.1 
PMP -232 -184 -213 14.7 6.9 
Bone 50% 674 716 693.6 11.3 1.6 
LDPE -117 -93 -103.5 6.9 6.7 
Polystyrene -56 -32 -45.1 6.6 14.6 
Acrylic 123 144 136.2 5.1 3.8 
Bone 20% 211 245 224.4 10.4 4.6 
Delrin 383 416 401.1 9 2.2 
Teflon 1051 1093 1064 12 1.1 
Heterogeneous 1 -830.3 9 -104.6 145.4 141.6 
Heterogeneous 2 -746.7 -629.3 -691.6 29.2 4.2 
Heterogeneous 3 -1024 -752 -981.7 46.5 4.8 
Heterogeneous 4 731.3 1520.7 1310.2 98.6 7.5 
Homogeneous 151 207.7 175.6 10.2 5.8 
Reference 24.3 67.3 44.4 7.7 17.1 
 

3.1.2 Slice thickness and kernel effects 
Reduction of slice thickness from 3 mm to 1 mm had negligible impact on HU values for PMMA and EVA but 

slightly increased variability in low-density materials such as MDI foam. Kernel selection had the largest influence on 
high-density materials (gypsum–chalk) and on the unstable components (PLA, MDI), reinforcing the need for material 
optimization in heterogeneous designs. 

3.2 Dosimetric validation 
End-to-end dosimetric testing demonstrated strong agreement between TPS-calculated and measured point doses 

for both phantoms (Table 2). The homogeneous PMMA phantom achieved excellent consistency, with discrepancies 
across all energies and delivery techniques remaining within ±2.5%. The heterogeneous phantom also performed within 
the clinically acceptable ±3% TG-119 threshold, with a maximum deviation of 2.8%. 
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Table 2. Measured vs. TPS dose comparison for all phantoms and energies 

TrueBeam 3D CRT VMAT 
Meas mean, Gy TPS, Gy %, diff Meas mean, Gy TPS, Gy %, diff 

Homo 

6MV 2.016 2.040 1.17 2.041 2.092 2.50 
6FFF 2.025 2.042 0.82 2.055 2.101 2.24 
10MV 1.999 2.014 0.75 2.046 2.084 1.86 
10FFF 2.038 2.051 0.65 2.046 2.097 2.49 

Hetero 

6MV 2.027 2.038 0.56 2.049 2.065 0.78 
6FFF 2.063 2.039 -1.18 2.050 2.042 -0.38 
10MV 2.003 2.018 0.73 2.055 2.105 2.45 
10FFF 2.050 2.043 -0.34 2.090 2.081 -0.43 

Ref 

6MV 2.110 2.041 -3.25 2.042 2.043 0.05 
6FFF 2.032 2.028 -0.21 2.059 2.044 -0.73 
10MV 2.001 2.043 2.12 2.042 2.080 1.86 
10FFF 2.041 2.067 1.29 2.065 2.057 -0.39 

 

Halcyon 3D CRT VMAT 
Meas mean, Gy TPS, Gy %, diff Meas mean, Gy TPS, Gy %, diff 

Homo 2.062 2.069 -0.34 2.029 2.034 -0.25 
Hetero 2.068 2.081 -0.62 2.030 2.041 -0.52 
Ref 2.060 2.057 0.15 2.035 2.037 -0.11 

A clear trend was observed between accelerators: Halcyon measurements showed smaller discrepancies overall 
compared to TrueBeam, reflecting the stable modeling of the 6 MV FFF beam in Eclipse. On the TrueBeam, slightly 
larger variations appeared, particularly in cases involving heterogeneous material inserts, likely due to increased 
sensitivity to density inhomogeneities and geometric setup factors. 

No systematic differences were detected between 3D-CRT and VMAT techniques. Both delivery approaches yielded 
comparable agreement with TPS predictions, indicating that plan complexity did not substantially influence phantom 
performance. This finding suggests that the observed deviations are primarily attributable to material properties and beam 
modeling, rather than delivery method. 

Figure 5 illustrates these outcomes, showing tight clustering of measured-to-TPS dose ratios around unity for the 
homogeneous phantom, and somewhat broader but still clinically acceptable distributions for the heterogeneous phantom. 
Together, these results confirm the suitability of the homogeneous phantom for clinical QA across diverse energies and 
delivery techniques, while highlighting opportunities for refinement in the heterogeneous design. 

 

 
 

Figure 5. Bar graph of dose deviation by phantom type and beam energy. 
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3.3 Summary of key findings 
The evaluation demonstrated that the 3D-printed homogeneous PMMA phantom provides radiological and 

dosimetric stability comparable to commercial QA devices. HU values were consistent across kernels with variations 
within ±5 HU, and dose measurements agreed with TPS calculations within ±2.5% across all energies, delivery 
techniques, and both accelerators. These results confirm its reliability for clinical end-to-end testing and routine QA. 

The heterogeneous phantom showed promising but less stable performance. EVA and gypsum–chalk composites 
reproduced soft-tissue and bone-like imaging characteristics reliably, whereas PLA and MDI-based foam exhibited excessive 
HU variability, particularly with high-resolution kernels. Dosimetrically, the heterogeneous phantom-maintained deviations 
within ±3%, though slightly higher scatter was observed on the TrueBeam compared to the Halcyon. 

No systematic differences were identified between 3D-CRT and VMAT deliveries, indicating that phantom 
performance is robust across both simple and complex treatment techniques. The observed variations are mainly 
attributable to material selection and, to a lesser extent, accelerator-specific beam modeling and setup factors. 

Overall, the findings support the homogeneous phantom as a clinically ready, low-cost QA tool, while the 
heterogeneous phantom requires further refinement, particularly in material composition, to achieve the same level of 
stability. 

4. DISCUSSION 
Our results demonstrate that 3D-printed homogeneous phantoms can achieve HU stability within clinically 

acceptable ranges and dose agreement with the TPS comparable to commercial standards. This finding aligns with earlier 
reports that homogeneous 3D-printed materials such as PLA provide reproducible radiological and dosimetric properties 
suitable for routine QA applications [6, 15, 16]. 

For heterogeneous phantoms, however, our study confirmed the greater challenges previously described in 
reproducing tissue-equivalent properties [7, 9, 10]. Variability in HU for bone-equivalent and lung-equivalent regions is 
consistent with earlier investigations, emphasizing that material selection and printer calibration remain critical factors 
for accurate tissue simulation. These limitations were also highlighted in end-to-end testing studies, where deviations in 
HU translated into measurable dose differences in high-gradient regions [8, 10, 11]. 

At the same time, our approach contributes additional evidence that 3D-printed heterogeneous phantoms are feasible 
for comprehensive clinical validation. Significantly, our work extends prior evaluations by incorporating end-to-end 
verification using the VMAT technique, which to date has been rarely investigated in 3D-printed models [10, 12]. 

Beyond direct phantom performance, our results can also be compared to earlier IMRT commissioning studies [17]. 
Finally, the broader context of medical physics practice must be considered. The need for accessible, affordable QA 

solutions is particularly urgent in low- and middle-income countries. Meghzifene et al. highlighted persistent global 
challenges in medical physics education and training [13], while Zubizarreta et al. documented the critical shortfall in 
radiotherapy infrastructure in resource-limited settings [18]. Against this background, cost-effective 3D-printed 
phantoms, as developed in our study, could provide an essential contribution to strengthening QA capacity where it is 
most urgently needed. 

 
5. CONCLUSIONS 

This study demonstrated the feasibility of 3D printing cost-effective phantoms for radiation therapy quality 
assurance. The homogeneous PMMA phantom demonstrated stable radiological and dosimetric performance comparable 
to that of commercial devices, whereas the heterogeneous model requires further material refinement to achieve similar 
reproducibility. 
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РОЗРОБКА І ОЦІНКА ГОМОГЕННИХ І ГЕТЕРОГЕННИХ ФАНТОМІВ, НАДРУКОВАНИХ МЕТОДОМ 

3D-ДРУКУ, ДЛЯ ЗАБЕЗПЕЧЕННЯ ЯКОСТІ ПРОМЕНЕВОЇ ТЕРАПІЇ 
В. Ващишин1, О. Безшийко2, Л. Голинка-Безшийко2 

1Відділення променевої терапії, Універсальна клініка «Оберіг», Київ, Україна 
2Київський національний університет імені Тараса Шевченка, Київ, Україна 

Передумови: Доступні та місцеві фантоми контролю якості (QA) мають вирішальне значення для підтримки точності 
променевої терапії, особливо в умовах обмежених ресурсів. Це дослідження оцінює радіологічні та дозиметричні 
характеристики 3D-друкованих гомогенних та гетерогенних фантомів порівняно з комерційними стандартами. 
Методи: Було розроблено два прототипи фантома: гомогенну модель, виготовлену з PMMA, та гетерогенну модель, що 
складається з EVA, PLA, піни на основі MDI та гіпсово-крейдяного композиту. Радіологічні властивості оцінювали за 
допомогою КТ-візуалізації з трьома реконструкційними ядрами (Hp38, Bf39, Hr32) при товщині зрізу 1–3 мм. Одиниці 
Хаунсфілда (HU) порівнювали з референтними значеннями з Easy Slab (IBA) та CatPhan 604. Дозиметричну валідацію 
проводили за допомогою Eclipse TPS (v16.1) з використанням 15 3D-CRT та 15 VMAT планів, налаштованих на прискорювачі 
Varian TrueBeam (6 MV, 6 MV FFF, 10 MV, 10 MV FFF) та Halcyon (6 MV FFF). Точкові дози вимірювали за допомогою 
каліброваної камери Фармера. 
Результати: Гомогенний фантом PMMA продемонстрував стабільність HU в межах ±5 HU від референтних значень для всіх 
ядер зі стандартними відхиленнями менше 3 HU. EVA та гіпс-крейда забезпечили тканинно-еквівалентні та кістково-
еквівалентні властивості візуалізації (20 ± 3 HU та 1200 ± 15 HU відповідно), тоді як PLA та MDI продемонстрували надмірну 
мінливість (залежність від ядра >40 HU). Дозиметрично, гомогенний фантом досяг узгодженості з розрахунками TPS у межах 
±2,5% для всіх енергій та методів. Гетерогенний фантом демонстрував відхилення до 2,8%, залишаючись у межах ±3% 
допуску AAPM TG-119. Мінливість була найбільш значною для планів VMAT з променями FFF, особливо на платформі 
Halcyon. 
Висновок: Гомогенний фантом з PMMA, надрукований на 3D-принтері, продемонстрував радіологічну стабільність та 
дозиметричну точність, порівнянну з комерційними пристроями, що підтверджує його доцільність для рутинного контролю 
якості. Гетерогенна модель продемонструвала прийнятні характеристики, але вимагає вдосконалення матеріалів, зокрема 
заміни PLA та MDI піни, для покращення стабільності HU. Ці результати підкреслюють потенціал адитивного виробництва 
для забезпечення економічно ефективних, налаштовуваних рішень контролю якості для променевої терапії, особливо в 
умовах обмежених ресурсів. 
Ключові слова: забезпечення якості (QA); 3D-друк у медичній фізиці; фантоми візуалізації; комп'ютерна томографія (КТ); 
стабільність HU; наскрізне тестування; валідація фантома; доступні пристрої для контролю якості 
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This research calculated the total cross sections for positron scattering in kidney, lung, and thyroid tissues along an energy range of 
100 eV to 1 MeV. Monte Carlo methods were employed to determine both elastic and inelastic integral cross sections, utilizing the 
Rutherford formula for elastic scattering and the Gryzinski excitation function for inelastic processes. A comparison was made between 
elastic and Penelope elastic cross sections. The study also examined elastic, inelastic, and total mean free paths as functions of positron 
energy for all three tissue types. The computational approach is designed to be broadly applicable across different materials. We 
observed significant differences in cross-section profiles and in the energy dependencies of the mean free path between tissues, 
attributing these variations to distinct inelastic-scattering characteristics inherent to each material. While the systematic uncertainties 
in the computational algorithm are challenging to quantify precisely, we believe they are largely systematic.  
Keywords: Cross section; Positron; Mean free path; Human organ; Effective atomic number 
PACS: 34.85.+x, 78.70.Bj, 87.15.-v, 34.80.Gs, 28.41.Ak 

1. INTRODUCTION
A positron is defined as the electron antiparticle, having identical properties to an electron except for its positive 

electrical charge [1]. The interactions between positrons and electrons with solid materials form the foundation of 
numerous scientific and technological applications. Understanding these interactions is essential for diverse fields 
including microscopy, materials science, and radiation damage evaluation [2]. While extensive research has focused on 
electron mean free paths and cross-sections, considerably less information exists for positrons. Theoretical approaches to 
modeling positron scattering in solid materials can be categorized into three simple models: basic models, Boltzmann 
transport equation solutions, and Monte Carlo (MC) simulations. The MC technique is regarded as the most fundamental 
approach since it tracks individual positron paths and records complete scattering event histories. Monte Carlo simulation 
is a computational method with broad applications across multiple fields, including physics, biology, biophysics, nuclear 
engineering, biomedical engineering, and medical imaging, etc. [3, 4]. 

The elastic cross section in physics quantifies the probability that two particles will scatter off each other without 
any change in their internal states or the production of new particles. That is, the particles remain the same before and 
after the collision, and only their directions and/or energies may change. This differs from inelastic collisions, where 
particles may undergo internal transformations or give rise to additional particles [5]. 

Furthermore, during inelastic collisions, the target atom may be excited to a higher state above its ground level or 
undergo ionization, depending on the amount of energy transferred by the incident particle. Simultaneously, the incoming 
particle experiences energy loss and deflects away from its original trajectory. In positron emission tomography (PET) 
modeling, it is important to consider both positron and electron total cross sections, since high-energy positrons generate 
secondary electrons via ionization processes [6, 7] . 

The inelastic mean free path (IMFP), which represents the mean distance a positron travels before losing energy, is 
crucial to surface spectroscopy techniques such as photoemission. Additionally, it plays a key role in understanding 
positron interactions with condensed matter, making it significant for radiotherapy planning and research on radiation 
effects in human tissues [8]. Ashley developed a theoretical approach to determine both the stopping power (loss of energy 
per unit distance) and the electrons inelastic mean free path for the range of energies up to 10 keV, based on the optical 
properties of the medium. This model accounts for exchange interactions between the incoming electron and the electrons 
of the medium [9]. 

The study by Tan et al. computed inelastic electron cross sections in DNA by applying the theory of dielectric 
response and the Penn statistical approximation, with exchange corrections accounted for. To verify their model, their 
calculations were evaluated by comparison to available experimental and theoretical findings, confirming the validity of 
their approach [10]. In the same year, they established systematic formulas to calculate both stopping powers and mean 
free paths of electron for numerous organic compounds, covering the range of energy below 10 keV [11]. Cai et al. 
determined the elastic cross sections for positrons and electrons using partial wave analysis. The inelastic interactions 
between positrons and valence electrons were presented by the energy loss function derived from the theory of dielectric. 
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Additionally, the interactions between positrons and core electrons were represented using the excitation function of 
Gryzinski [12]. In this study, we systematically calculated the cross section (𝜎) and mean free path (𝜆) within the domain 
of energy between 100 eV to 1 MeV for three human tissues: kidney, lung, and thyroid. The calculation of total mean free 
paths (MFPs) for positrons is inversely related to the total scattering cross section. Additionally, the elastic cross section 
findings were compared with the results obtained from Penelope (2012). 

 
2. METHODOLOGY 

2.1 Cross section calculation 
The overall cross section consists of two primary components: elastic and inelastic collision cross sections. The 

inelastic component can be further broken down into cross sections for excitation and ionization processes [10]. 
 

2.1.1 Elastic cross section 
It represents scattering events where positrons interact with atomic nuclei or bound electrons without losing energy, 

conserving their kinetic energy while changing direction [13]. The cross section is fundamentally a microscopic parameter 
derived from quantum mechanical principles. When computing the positron scattering cross sections in human tissues, 
the model of Rutherford total elastic scattering cross section 𝜎௘௟ for atoms is employed, which can be expressed as [2]: 

 𝜎௘௟ =  గ ௘ర௓మସ ఉಿሺଵ ା ఉಿሻாమ  , (1) 

In Eq. (1), 𝐸,𝑍 and 𝑒 are positron energy before collision in electron volts, atomic number of the target, and electronic 
charge, respectively. 𝛽ே is an atomic screening parameter of the Wentzel type due to Nigam et al. and is given by [14, 15]: 

 𝛽 ே =  ହ.ସଷ ௓మ య⁄ா   , (2) 

It can be written as [16]: 

 𝜎௘௟ =  ଺.ହ଺ × ଵ଴షభర௓మସ ఉಿሺଵ ା ఉಿሻாమ . (3) 

In which the value of 𝜋 𝑒ସ is equal to 6.56 ×  10ିଵସ, if the unit of E in eV and e in units of elementary charge ( 1/4𝜋𝜖). 
In each compound, an effective atomic number 𝑍௘௙௙ must be used instead of Z atomic number, therefore 𝑍௘௙௙ obtained 
from the Markowicz-Van Grieken expression, which is given by [17 - 19]: 

 𝑍௘௙௙ = ∑ ೢ೔ೋ೔మಲ೔೗೔సభ∑ ೢ೔ೋ೔ಲ೔೗೔సభ   (4) 

Where 𝑤௜ , 𝐴௜ are the weight fraction given in Table (1), and atomic weight for ith element, respectively.  
After each elastic collision, the scattering angle is determined using a uniform random number R, where (0 < R ≤1). 
 

2.1.2 Inelastic cross section 
Represents interactions where positrons lose energy to the medium surrounded by coulomb collisions through atomic 

excitation and ionization mechanisms based on the classical binary-encounter theory [13]. According to Gryzinski’s 
excitation function, the differential cross-section for an energy transfer from a positron with an energy E to an electron of 
the kth inner shell is [20]:  

 ௗఙௗ௱ா = ଺.ହ଺×ଵ଴షభర(௖௠మ௘௏మ)௓మேೞ(௱ா)య ாಳா (1 − ௱ாா )൬ ಶಳಶಳశ೩ಶ൰( ாಳாାாಳ)యమ ቄ௱ாாಳ ቀ1 − ாಳா ቁ + ସଷ 𝑙𝑛[ 2.7 + ቀாି௱ாாಳ )భమቃቅ, (5a) 

 
The total inelastic scattering cross-section can be calculated from: 

 𝜎௜௡௘௟ = ׬ ௗఙ(௱ா)ௗ௱ா 𝑑𝛥𝐸ா଴ , (5b) 

Therefore 

 𝜎௜௡௘௟ = ଺.ହ଺×ଵ଴షభరாಳమ ேೞ௎ ቀ௎ିଵ௎ାଵቁଷ ଶ⁄ × ቂ1 + ଶଷ ቀ1 − ଵଶ௎ቁ 𝑙𝑛൫2.7 + (𝑈 − 1)ଵ ଶ⁄ ൯ቃ . (5c) Here, 𝑈 = ாாಳ ( 𝐸஻, and ∆𝐸 are mean binding energy, and energy loss, respectively). 𝑁௦ is the electrons number in a 
particular shell and is given for compounds as follow [2]: 
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 𝑁௦ = ∑ (𝜂௦௜  ×  𝑉௜ )௜ ∑ 𝑉௜௜⁄   . (5d) 

Where 𝜂௦௜ is the electrons number in an atom particular shell of the ith species and 𝑉௜ is the atoms number in ith species. 
Now, the total (integrated) cross sections as a function of particle energy E, can be represented as follows: 

 𝜎்௢௧௔௟(𝐸) =  𝜎௘௟(𝐸) + 𝜎௜௡௘௟(𝐸) + 𝜎௕௥ (𝐸)[𝜎௔௡(𝐸)ሿ . (6) 

Where 𝜎௘௟ , 𝜎௜௡௘௟ ,  𝜎௕௥ 𝑎𝑛𝑑 𝜎௔௡ are elastic, inelastic, bremsstrahlung and positron annihilation cross sections respectively. 
Since the final term magnitude quantities (Bremsstrahlung and annihilation terms) are very small (in the order of 10-16) 
compared to others, they can be neglected in the current calculations [21]. 
 

2.2 Mean free path calculation 
Mean free path is the typical distance between collisions as a positron moves through matter. Positrons, like 

electrons, have both elastic and inelastic types of mean free path [22, 23]. The mean free path (𝜆) between interactions 
of the penetrating particle is expressed with [6]: 

 𝜆 =  ஺ேಲ ఘ ఙ . (7) 

Where Avogadro number 𝑁஺= 6.02214129×1023 mol-1, ρ is the mass density (g/cm3), and A, 𝜎 are the molar mass in unit 
of (g/mol) and the collision cross-section in (cm2), respectively. 
 

2.2.1 Elastic mean free path 
  The elastic form of mean free path (𝜆௘௟) refers to the average distance a positron travels before its direction of 

motion is significantly altered by an elastic collision (no energy loss) [6, 15]. 

 𝜆௘௟ =  ଵ𝒩 ఙ೐೗  (8) 𝒩 is the number density of molecules, given by [21, 24]: 
 𝒩 =  ேಲ ఘ஺  . (9) 
 

2.2.2 Inelastic mean free path 
   The inelastic mean free path indicates the typical distance a positron passes through before undergoing an inelastic 

collision, usually through processes like atomic excitation or ionization of surrounding atoms. Whether for an electron or 
a positron, this mean free path is inversely related to the total inelastic scattering cross section [25]. 

 𝜆௜௡௘௟ =  ଵ𝒩 ఙ೔೙೐೗ (10) 

For penetrating positron (interaction process), the inverse of total mean free path is [2, 21]. 

 𝜆௜௡௧ିଵ =  𝒩 𝜎௜௡௧ . (11) 

Where 𝜆௜௡௧ , 𝜎௜௡௧ are mean free path and cross-section of interaction, respectively. 

 ଵఒ೅ =  ଵఒ೐೗ + ଵఒ೔೙೐೗ , (12) 

Therefore, 

 ଵఒ೅ =  ேೌ ఘ ஺  ( 𝜎௘௟ + 𝜎௜௡௘௟ ) . (13) 

Where 𝜆௘௟, 𝜆௜௡௘௟, 𝜆் are elastic, inelastic, and total mean free path of positron. Finally, the mean free path is crucial for 
understanding positron transport in materials and designing experiments using positron beams. It has many applications 
like: Positron annihilation spectroscopy, material defect analysis, surface studies, and thin film characterization. 
 

3. MONTE CARLO PROCEDURE 
   This arduous and challenging work relied on the Monte Carlo method of probability, where a comprehensive 

program was developed in Visual Basic language based on the basic equations of interactions and enhanced the code with 
Python programming language. Information about the target substance and the energy of the interacting particle was 
entered as input data, considering all possible interaction probabilities at normal angles perpendicular to the target. 
Normally one particle trajectory was calculated in the simulation for each compound. The positrons were followed until 
they slowed down to an energy of 100 eV, depending on the incident energy this required few minutes. We relied on 
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reliable sources by entering the density value of the material and the Z values for all the compound elements, in addition 
to their concentrations within that compound, the atomic weight of the elements must be input. In addition to the excitation 
energy for each core and valence and the number of electrons in both core and valence has been entered, in which these 
values were taken from international tables. First, the beta values (𝛽ே) mentioned in Eq. (2) must be calculated, and then 
the elastic cross section 𝜎௘௟ values and mean free path elastic 𝜆௘௟ must be calculated from Eq. (3) and Eq. (8) for each 
element in the compound. The inelastic cross section 𝜎௜௡௘௟ for both core and valence are then calculated for each element 
in the compound, in addition to the mean free path 𝜆௜௡௘௟ for two states of core and valence. Finally, the total mean free 
path 𝜆் is calculated by adding elastic 𝜆௘௟ and inelastic 𝜆௜௡௘௟ as mentioned before. 
 

4. RESULTS AND DISCUSSIONS 
   The purpose of this study is to present approximate calculations of cross sections and mean free paths for three 

types of human tissue: kidney, lung, and thyroid. We applied our method to these tissues as targets because they have 
wide applications in the field of Nuclear Medicine. The kidney plays a crucial role in positron emission tomography (PET) 
imaging and radiopharmaceutical metabolism (where (PET) is a nuclear imaging technology that allows imaging of 
metabolic activities of body tissues or organs) [26, 27]. Lungs are also important in positron scattering research because 
their low density affects attenuation correction and positron range, influencing PET image resolution and disease 
diagnostics such as cancer and fibrosis. The thyroid gland is also significant in PET imaging and radiation dosimetry due 
to its unique physiological and metabolic properties [28]. The composition of materials for each kidney, lung, and thyroid 
tabulated in Table 1. 
Table 1. Material composition of Kidney, Lung and Thyroid [29 - 31] 

Fraction by weight 

Element Kidney Lung Thyroid 
H 0.103 0.103 0.104 
C 0.132 0.105 0.119 
N 0.03 0.031 0.024 
O 0.724 0.748 0.745 
Na 0.002 0.002 0.002 
P 0.002 0.002 0.001 
S 0.002 0.003 0.001 
Cl 0.002 0.003 0.002 
K 0.002 0.002 0.001 
Ca 0.001 - - 
I - - 0.001 

Density𝝆 (g/cm3)  1.05 1.05 1.05 
 

4.1 Scattering cross sections 
These graphs show how positron interaction cross sections vary with energy in kidney, lung, and thyroid tissue from 

100 eV to 1 MeV. The semi-logarithmic plots display four interaction mechanisms with cross section (cm²) on the y-axis 
and positron energy on the x-axis. In all three graphs, the red dashed lines represent the calculated elastic cross section, 
the blue lines show the calculated inelastic cross section, and the green lines are the total cross sections that calculated by 
the Monte Carlo (MC) method (current method), which is the sum of the total elastic and total inelastic cross sections. 
Moreover, the red solid line describes the Penelope elastic cross section.  

Figure 1. (a) Shows positron interaction cross sections for kidney tissue, exhibiting a strong inverse relationship 
with energy, decreasing rapidly from 100 eV to 1 MeV. At low energies (100-1000 eV), elastic scattering (red dashed line) 
dominates with cross sections around 5×10⁻¹⁵ cm². At intermediate to high energies (>1000 eV), inelastic processes (blue 
line) become dominant. The total cross section (green line) represents the sum of all interactions, reaching 8×10⁻¹⁵ cm² at 
100 eV. The Penelope elastic cross section (red solid line) appears smaller but shows minimal differences from the 
calculated elastic cross section due to the logarithmic scale. 

Figure 1. (b) shows positron interaction cross sections for lung tissue. At low energies (100-1000 eV), elastic 
scattering dominates, while at higher energies (>1000 eV), inelastic processes become more significant. All cross sections 
decrease with increasing positron energy, typical for charged particle interactions with matter. 

Figure 1. (c) presents positron interaction cross sections for thyroid tissue. At low energies (100-1000 eV), elastic 
scattering dominates with values reaching approximately (8×10⁻¹⁵ cm²). Although inelastic cross section remains a 
significant contributor. Above 10 keV, both elastic and inelastic cross sections converge toward negligible values. The 
total cross section (green line) decreases by approximately four orders of magnitude across the studied energy range. This 
has important implications for positron transport and dose deposition in thyroid tissue.  

For all the above graphs, the comparison between the calculated elastic cross section, and the Penelope elastic cross 
section shows excellent agreement at higher energies but some divergence appears at lower energies. One can observe 
that, the largest uncertainties occur at low energies (<1000 eV), while at energies above (10,000 eV), both models agree 
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very well. Moreover, the greatest discrepancy between models is for thyroid tissue. These differences are most likely due 
to physical approximations, model assumptions, or parameterizations. And at low energies, the elastic cross section model 
consistently predicts higher values than Penelope. According to clinical implications the rapid decrease in cross sections 
with energy means that low-energy positrons interact much more frequently with kidney tissue, leading to higher local 
energy deposition. This is crucial for: Dosimetry calculations in PET imaging, understanding positron range and 
annihilation patterns [32], optimizing radiopharmaceutical design for kidney-targeted procedures. 

  

 

Figure 1. Calculated Elastic, Inelastic, and Total Cross section for (a): Kidney, (b): Lung, and (c): Thyroid organ. Compared with 
Penelope 2012 Total Elastic cross section 

 
4.2 Positron Mean free path 

Figure 2. illustrates the mean free path (in cm) for positrons in kidney, lung, and thyroid tissues plotted against 
positron energy (in eV). The graphs distinguish between three types of mean free path: elastic, inelastic, and total. The 
(blue line) represents the elastic mean free path, (red line) shows the inelastic mean free path, and the total mean free 
paths in (green line).  

Figure 2. (a) The mean free path curves for kidney tissue inversely reflect the cross-section data from the previous 
section, confirming the fundamental relationship in Eq. (10). The mean free path increases dramatically with energy 
(roughly four orders of magnitude from 1,000 eV to 100,000 eV), explaining why low-energy positrons are effectively 
contained within small tissue volumes while high-energy positrons can travel much farther before interacting. The nearly 
identical elastic and inelastic curves indicate both scattering mechanisms are equally probable in kidney tissue. The total 
mean free path remains below either individual component as it combines both interaction types. This data is valuable for 
renal PET imaging and therapeutic applications requiring precise positron transport understanding for accurate dose 
calculations and image reconstruction. 

Figure 2. (b) The very short mean free paths at low energies (scale of nanometer) indicate that positrons with low-
energy interact very frequently with lung tissue, making them suitable for surface-sensitive applications. Higher-energy 
positrons penetrate much deeper before interacting. We can say, at lower energies (1,000 to 10,000 eV), the elastic and 
inelastic scattering have similar magnitudes. But, at energies exceeding (100,000 eV), their difference grows markedly.  

Figure 2. (c) Like kidney and lung tissues, all three mean free paths in thyroid tissue increase exponentially with 
energy of positron, following the same principles of general physics. The one important point is that, the thyroid data 
shows consistently shorter mean free paths along all energies compared to kidney and lung. At high energies (over 
100,000 eV), thyroid values reach about (8×10⁻⁶ cm) in contrast to lung values of about (1.2×10⁻⁵ cm). This difference is 
due to the higher density of thyroid compared to other tissues. Kidney, lung contain significant air spaces, making them 
less dense than solid thyroid. This shortest mean free paths in thyroid tissue mean positrons interact more frequently and 
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penetrate less deeply, which is crucial for thyroid imaging and the therapy planning of radioiodine. This data is important 
for accurate dosimetry in thyroid cancer treatments using radioactive isotopes. 

Finally, lung shows the longest mean free paths across all energies, consistent with its lower density. While, thyroid 
generally shows the shortest mean free paths, reflecting its higher atomic number content (iodine). And kidney falls 
between lung and thyroid in most energy ranges. 

  

 
Figure 2. Calculated Elastic, Inelastic, and Total mean free paths for (a): Kidney, (b): Lung, and (c): Thyroid 

 
5. CONCLUSIONS 

In this article we presented the elastic, inelastic, total scattering cross sections for (100 eV - 1 MeV) positrons in a 
group of three human tissues. Also, the mean free paths of positrons are studied for the same energy ranges and human 
organs by the Monte Carlo method. We noted that as positron energy increases beyond 10,000 eV, all cross sections 
converge toward similar, very small values approaching zero. This convergence indicates that high-energy positrons 
interact minimally with tissue, explaining their greater penetration depth and lower stopping power at elevated energies. 
Conversely, material density and composition play a crucial role in determining mean free path. Higher-density materials 
containing more atoms and molecules increase collision probability, consequently shortening the positron mean free path, 
as we see in thyroid tissue [25]. It is observed from the mean free path equations, Eqs. (8) and (10), that it is inversely 
proportional to both the particle density and the interaction cross section. 

In medical applications involving positron emitters in kidney imaging (such as PET scans), these cross sections 
directly influence image resolution and dose distribution. Higher cross sections at lower energies suggest that low-energy 
positrons interact more frequently near their emission point, potentially improving spatial resolution while increasing 
local dose deposition. Although a lot of models for cross section and mean free path have been discussed extensively 
before, rather less has been available for compound like human tissues like: kidney, lung, and thyroid because they have 
a complex composition. 
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КОД МОНТЕ-КАРЛО ДЛЯ РОЗРАХУНКУ ПРУЖНОГО ТА НЕПРУЖНОГО ПЕРЕРІЗУ РОЗСІЯННЯ 
ТА СЕРЕДНЬОЇ ДОВЖИНИ ВІЛЬНОГО ПРОБІГУ РОЗСІЯННЯ ПОЗИТРОНІВ В ОРГАНАХ НИРОК, 

ЛЕГЕНЬ ТА ЩИТОВИДНОЇ ЗАЛОЗИ 
Хавар М. Длшад1, Джамал М. Рашид2 

1Університет Сулеймані, Коледж освіти, кафедра фізики, Сулейманія 46001, Регіон Курдистан, Ірак 
2Університет Сулеймані, Коледж природничих наук, кафедра фізики, вулиця Клясан, Сулейманія 46001, Регіон Курдистан, Ірак 
У цьому дослідженні розраховано загальні перерізи розсіювання позитронів у тканинах нирок, легень та щитовидної залози 
в діапазоні енергій від 100 еВ до 1 МеВ. Методи Монте-Карло були використані для визначення як пружних, так і непружних 
інтегральних перерізів, використовуючи формулу Резерфорда для пружного розсіювання та функцію збудження Гризінського 
для непружних процесів. Було проведено порівняння між пружними та пружними перерізами Пенелопи. У дослідженні також 
розглядалися пружна, непружна та повна довжина вільного пробігу як функції енергії позитронів для всіх трьох типів тканин. 
Обчислювальний підхід розроблений для широкого застосування до різних матеріалів. Ми спостерігали значні відмінності в 
профілях поперечного перерізу та в енергетичних залежностях довжини вільного пробігу між тканинами, пояснюючи ці 
варіації різними характеристиками непружного розсіювання, властивими кожному матеріалу. Хоча систематичні 
невизначеності в обчислювальному алгоритмі важко точно кількісно визначити, ми вважаємо, що вони значною мірою є 
систематичними. 
Ключові слова: поперечний переріз; позитрон; середній вільний пробіг; орган людини; ефективний атомний номер 
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