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The primary objective of this paper is to examine a Kaniadakis holographic dark energy universe of Bianchi type-𝐼 𝐼 within the framework
of self-creation gravity theory. In this dark energy model, the Hubble horizon is used as the infrared cutoff, following Kaniadakis’
holographic dark energy concept. We calculate various dynamical parameters in this model, including the statefinder (𝑟, 𝑠) plane, the
deceleration parameter 𝑞, the equation of state (𝜔𝑑𝑒), the square speed of sound, and the 𝜔𝑑𝑒 −𝜔′

𝑑𝑒
plane. A graphical analysis of these

parameters is provided across a range of free parameter values. The results reveal that the deceleration parameter demonstrates the
universe’s smooth transition from an early decelerated phase to the current accelerated expansion, while the equation of state parameter
suggests a phantom phase. The 𝜔𝑑𝑒 − 𝜔′

𝑑𝑒
plane reaches the thawing region, and the statefinder plane aligns with both the phantom

model and Chaplygin gas. The current values of the parameters are consistent with existing observational data, and the strong energy
conditions are found to be violated.
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1. INTRODUCTION
One of the most astonishing findings in modern cosmology is that the universe is not only expanding but accelerating.

Today, multiple independent observational sources support this accelerating behavior of the cosmos [1]-[3]. Explanations
for this observed phenomenon fall broadly into two main approaches. In the framework of the General Theory of Relativity
(GTR), the universe appears dominated by an enigmatic, negative-pressure component known as dark energy (DE), as
evidenced by CMBR and LSS analyses. Alternatively, the acceleration could be explained by altering the law of gravity
itself through modifications of the GTR action, known as modified gravity theories. Among these are the well-known
𝑓 (𝑅) gravity [4] and Gauss-Bonnet gravity, which involves the Gauss-Bonnet invariant [5]. Other approaches include
𝑓 (𝑅,𝑇) gravity [6], as well as scalar-tensor theories like Brans-Dicke (BD) [7] and Saez-Ballester (SB) [8], along with the
self-creation theory of gravitation. Barber [9] introduced two continuous creation theories: one as a variation of the BD
theory and the other modifying GTR to accommodate continuous matter creation in alignment with observational data.
These theories suggest a universe generated by self-contained gravitational and matter fields. Barber’s second self-creation
theory has inspired extensive study into diverse cosmological models (Ref. [10]-[14]). The theory provides a framework
where the cosmological constant can emerge naturally from the dynamics of the gravitational field and matter. It offers a
novel approach to explain cosmic acceleration and dark energy without relying on a constant energy density. Essentially,
the theory proposes a self-creation of gravity, which modifies both the gravitational field equations and the evolution of
the universe. For a thorough exploration of DE and modified gravity theories, please refer to the sources cited in [15]-[28].

Alternatively, some theoretical approaches attempt to resolve the DE problem by introducing novel types of matter
or modified equations of state [29]-[30]. Another promising avenue is Holographic DE (HDE), rooted in the holographic
principle [31, 32]. When applied to the universe, the vacuum energy associated with this principle can be interpreted as
DE, or specifically HDE, as proposed by Cohen et al. [33]. Over recent decades, various entropy formulations have been
applied to develop and examine cosmological models. This has led to several innovative HDE models, such as the Tsallis
HDE [34, 35], Sharma-Mittal HDE (SMHDE) [36], and Renyi HDE model [37]. Numerous researchers have evaluated
cosmological models based on these new HDE concepts [38]- [42]. Recently, Kaniadakis statistics have been utilized as a
generalized measure of entropy [43]- [45] to investigate various gravitational and cosmological phenomena. Kaniadakis
entropy modifies the standard thermodynamics, allowing for non-linearities that account for a broader range of behaviors
in dark energy. It provides a more generalized equation of state, enabling flexibility in describing the evolution of dark
energy over cosmic time. The generalized K-entropy, or Kaniadakis entropy, which characterizes black hole entropy, can
be expressed with a single free parameter [46].

𝑆K=
1
K 𝑠𝑖𝑛ℎ(K 𝑆𝐵𝐻 ) (1)
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where K is an unknown parameter. Thus, by using the concept of entropy and the notion of HDE, a novel model of
DE called Kaniadakis HDE (KHDE) is proposed [46], which exhibits significant characteristics. Jawad and Sultan [47],
Sharma [48], and Drepanou et al. [49] have examined KHDE models inside various gravitational theories. The dynamic
structures of HDE, as investigated by Sadeghi et al. [50], have been analyzed within the context of BD’s theory of gravity,
using the Tsallis and Kaniadakis approaches. Rao et al. [51] explored KHDE model in GTR. The integration of KHDE
within Barber’s second self-creation theory of gravitation enhances both the theoretical framework for gravity and DE. It
provides a dynamic, thermodynamically consistent solution to cosmological problems such as the cosmological constant
and cosmic acceleration. By linking gravity’s evolution with a generalized, non-linear description of DE, this combination
could offer deeper insights into the structure of the universe and the nature of its expansion.

Several studies provide information about how the large-scale structure we see today might have developed from
tiny anisotropies. The conditions of the early universe before it attained the isotropic state can be modeled using Binachi
type(BT)-𝐼 𝐼 space-time. For theories explaining how the universe changed from a highly anisotropic state to its current
isotropic state, this is essential. Potential anisotropies and abnormalities in the CMB are studied using Bianchi models,
such as type-𝐼 𝐼. These investigations aid in determining the effect of anisotropic expansion on the CMB and evaluating
the universe’s isotropy. The discussion above makes it evident that a number of authors have looked into KHDE models
of the universe. The BT-𝐼 𝐼 KHDE model has not yet been studied in the literature in relation to the self-creation theory of
gravity. In this work, we consider the self-creation theory of gravity in the setting of the BT-𝐼 𝐼 universe, which includes
matter and KHDE.

With this motivation, in this work we construct Bianchi type-𝐼 𝐼 KHDE model with Hubble horizon as IR cutoff in
self-creation theory of gravitation. The following is how the paper has been arranged: The field equations in self creation
theory of gravity pertaining to the KHDE source are formulated along with their solution in section-2. Section-3 provides
cosmological parameters and their physical discussion. Final remarks are presented in section-4.

2. FIELD EQUATIONS AND MODEL
We consider BT-II metric of the form

𝑑𝑠2 = −𝑑𝑡2 + 𝑅(𝑡)2𝑑𝑥2 + 𝑆(𝑡)2𝑑𝑦2 + 2𝑆(𝑡)2𝑥𝑑𝑦𝑑𝑧 + (𝑆(𝑡)2𝑥2 + 𝑅(𝑡)2)𝑑𝑧2. (2)

The self-creation theory field equations are as follows:

𝑅𝑖 𝑗 −
1
2
𝑅𝑔𝑖 𝑗 =

−8𝜋
𝜙

(𝑇𝑖 𝑗 + 𝑇 𝑖 𝑗 ), (3)

□𝜙 = 𝜙
,𝑣
;𝑣 =

8𝜋𝜇
3

(𝑇 + 𝑇). (4)

In this context, the symbols have their usual meaning. The stress-energy tensors for matter distribution is as follows.

𝑇𝑖 𝑗 = 𝑑𝑖𝑎𝑔[0, 0, 0,−1]𝜌𝑚, 𝑇 𝑖 𝑗 = 𝑑𝑖𝑎𝑔[𝜔𝑑𝑒, 𝜔𝑑𝑒 + 𝛾, 𝜔𝑑𝑒,−1]𝜌𝑑𝑒 . (5)

The field equations for the space-time (2), using the comoving coordinate system and the above equations (3) and (4), may
be represented as:
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Differentiation with respect to time t is represented by a dot above a variable in this notation. We can solve this system
appropriately with the use of assumptions which connects unknowns in the field equations. Because of this, we take into
account the following physically plausible circumstances:

𝑅 = 𝑆𝑘 (11)

Here, 𝑘 denotes a constant (Collins et al. [55]). Observations of velocity-redshift from extragalactic sources indicate that
the Hubble expansion of the present universe is isotropic to within 30% [52]-[54]. Additionally, redshift surveys place a
constraint on 𝜎

𝐻
≤ 0.3 within our current Galaxy.

Additionally, it is common in the literature to assume a power-law relationship between 𝜙 and the average scale
factor 𝑎(𝑡), expressed as [56, 57]: 𝜙 ∝ [𝑎(𝑡)]𝑛, where 𝑛 is the power index. Various researchers have explored different
properties of scalar fields following this relationship. Considering the physical relevance of this relationship, we adopt
following assumption

𝜙(𝑡) = 𝜙0 [𝑎(𝑡)]𝑛. (12)

Using the relations (11) and (12) in Eqs. (6) and (7), we obtain the metric potentials as

𝑅 = (𝑏3𝑒
𝛾0𝑡 + 𝑏4)

1
𝑘+2 (13)

and

𝑆 = (𝑏3𝑒
𝛾0𝑡 + 𝑏4)

𝑘
𝑘+2 (14)

where 𝑏3 =
(𝑘+2)𝑏1

𝛾0
, 𝑏4 = (𝑘 + 2)𝑏2, 𝑏1 and 𝑏2 are integrating constants. The scalar field of the model is

𝜙 = 𝜙0
(
𝑏3𝑒

𝛾0𝑡 + 𝑏4
) 𝑛

3 . (15)

Now metric (2), with the aid of Eqs. (13) and (14), can be written as

𝑑𝑠2 = −𝑑𝑡2 + (𝑏3𝑒
𝛾0𝑡 + 𝑏4)

2
𝑘+2 𝑑𝑥2 + (𝑏3𝑒

𝛾0𝑡 + 𝑏4)
2𝑘
𝑘+2 𝑑𝑦2 + 2(𝑏3𝑒

𝛾0𝑡 + 𝑏4)
2𝑘
𝑘+2 𝑥𝑑𝑦𝑑𝑧

+((𝑏3𝑒
𝛾0𝑡 + 𝑏4)

2𝑘
𝑘+2 𝑥2 + (𝑏3𝑒

𝛾0𝑡 + 𝑏4)
2

𝑘+2 )𝑑𝑧2. (16)

Equation (16) describes a anisotropic BT-𝐼 𝐼 KHDE model within the context of self-creation gravity theory, with the
following physical parameters. The model’s average scale factor 𝑎(𝑡) and volume 𝑉 (𝑡) are defined as follows:

𝑉 (𝑡) = 𝑎(𝑡)3 = (𝑏3𝑒
𝛾0𝑡 + 𝑏4). (17)

The expressions for the mean Hubble 𝐻 and the expansion scalar 𝜃 parameters are derived as follows:

𝐻 = 3𝜃=
𝑏3𝛾0𝑒

𝛾0𝑡

3 𝑏3𝑒𝛾0𝑡 + 3 𝑏4
. (18)

The average anisotropic parameter 𝐴ℎ and shear scalar 𝜎2 are given by

𝜎2=
(𝑘 − 1)2𝑏2

3𝛾
2
0𝑒

2𝛾0𝑡

(𝑘 + 2)2 (𝑏3𝑒𝛾0𝑡 + 𝑏4)2 ; 𝐴ℎ=
2(𝑘 − 1)2

(𝑘 + 2)2 . (19)

From the aforementioned parameters, it is evident that both the spatial volume of the universe demonstrate its exponential
expansion. Moreover, during the initial epoch, all values become finite. However, as 𝑡 tends to infinity, they diverge.
Notably, when 𝑘 = 1, the model achieves shear-free and isotropic characteristics, as indicated by the conditions 𝜎2 = 0
and 𝐴ℎ = 0.

According to the HDE theory, for DE is responsible for the accelerated expansion, the total vacuum energy contained
within a region of size L must be less than or equal to the energy of a black hole of the same size, as governed by the
Kaniadakis black hole entropy equation (Eq. (1)). This leads to the following condition:

Λ4 ≡ 𝜌𝑑𝑒 ∝
SK
L4 (20)

for the energy density 𝜌𝑑𝑒. Now, IR cutoff is taken as Hubble horizon (i.e., L= 1
𝐻

; 𝐴= 4𝜋
𝐻2 ),

𝜌𝑑𝑒=
3𝑐2𝐻4

K 𝑠𝑖𝑛ℎ

(
𝜋K
𝐻2

)
(21)
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in this formulation, the constant 𝑐2 remains unknown, K is a real-valued parameter, and the Hubble parameter is given
by 𝐻 = ¤𝑎

𝑎
. It follows that, as 𝑘 → 0, we retrieve the well-established Bekenstein entropy-based HDE expression, 𝜌𝑑𝑒 →

3𝑐2𝐻4

K . In addition, we account for a pressureless fluid with energy density 𝜌𝑚 and a DE component with pressure 𝑝𝑑𝑒 and
density 𝜌𝑑𝑒.

Using 𝐻 (𝑡) in the above Eq. (21), we get the energy density of KHDE of the model as

𝜌𝑑𝑒 =
3𝑐2𝑏3

4𝛾0
4 (𝑒𝛾0𝑡 )4

(3 𝑏3𝑒𝛾0𝑡 + 3 𝑏4)4 K
sinh

(
𝜋K (3 𝑏3𝑒

𝛾0𝑡 + 3 𝑏4)2

𝑏3
2𝛾02 (𝑒𝛾0𝑡 )2

)
. (22)

Using Eqs. (13)-(15) and (22) in Eq. (9), we get the energy density of matter as

𝜌𝑚 =
𝜙0 (𝑏3𝑒

𝛾0𝑡 + 𝑏4)𝑛/3

8𝜋

[
𝑏3

2𝛾0
2 (𝑒𝛾0𝑡 )2

(𝑘 + 2)2 (𝑏3𝑒𝛾0𝑡 + 𝑏4)2 + 2𝑏3
2𝛾0

2 (𝑒𝛾0𝑡 )2
𝑘

(𝑘 + 2)2 (𝑏3𝑒𝛾0𝑡 + 𝑏4)2

− (𝑏3𝑒
𝛾0𝑡 + 𝑏4)

2𝑘
𝑘+2

4 (𝑏3𝑒𝛾0𝑡 + 𝑏4)
4

𝑘+2

]
− 3𝑐2𝑏3

4𝛾0
4 (𝑒𝛾0𝑡 )4

(3 𝑏3𝑒𝛾0𝑡 + 3 𝑏4)4 K
sinh

(
𝜋K (3 𝑏3𝑒

𝛾0𝑡 + 3 𝑏4)2

𝑏3
2𝛾02 (𝑒𝛾0𝑡 )2

)
. (23)

Using Eqs. (13)-(15), (21) in Eq. (6), we obtain the EoS parameter of KHDE as

𝜔𝑑𝑒 = −𝜙0 (𝑏3𝑒
𝛾0𝑡 + 𝑏4)𝑛/3 (3 𝑏3𝑒

𝛾0𝑡 + 3 𝑏4)4 K
24𝜋 𝑐2𝑏3

4𝛾04 (𝑒𝛾0𝑡 )4

(
𝑏3

2𝛾0
2 (𝑒𝛾0𝑡 )2 + (𝑘 + 2) 𝑏3𝑏4𝛾0

2𝑒𝛾0𝑡

(𝑘 + 2)2 (𝑏3𝑒𝛾0𝑡 + 𝑏4)2

+ 𝑘2𝑏3
2𝛾0

2 (𝑒𝛾0𝑡 )2 + 𝑘 (𝑘 + 2) 𝑏3𝑏4𝛾0
2𝑒𝛾0𝑡

(𝑘 + 2)2 (𝑏3𝑒𝛾0𝑡 + 𝑏4)2 + 𝑏3
2𝛾0

2 (𝑒𝛾0𝑡 )2
𝑘

(𝑘 + 2)2 (𝑏3𝑒𝛾0𝑡 + 𝑏4)2

+ 1

4
(
(𝑏3𝑒𝛾0𝑡 + 𝑏4)4(𝑘+2)−1

) (
𝑏3𝑒

𝛾0𝑡 + 𝑏4
) 𝑘
𝑘+2

) (
sinh

(
𝜋K (3 𝑏3𝑒

𝛾0𝑡 + 3 𝑏4)2

𝑏3
2𝛾02 (𝑒𝛾0𝑡 )2

))−1

. (24)

The skewness parameter is determined as

𝛾 =
𝜙0 (𝑏3𝑒

𝛾0𝑡 + 𝑏4)𝑛/3 (3 𝑏3𝑒
𝛾0𝑡 + 3 𝑏4)4 K

24𝜋 𝑐2𝑏3
4𝛾04 (𝑒𝛾0𝑡 )4

( (
𝑏3𝑒

𝛾0𝑡 + 𝑏4
) 2𝑘−4

𝑘+2 − 𝛾0
2 (1 − 𝑘) 𝑏3𝑒

𝛾0𝑡

(𝑘 + 2) (𝑏3𝑒𝛾0𝑡 + 𝑏4)

)
×

(
sinh

(
𝜋K (3 𝑏3𝑒

𝛾0𝑡 + 3 𝑏4)2

𝑏3
2𝛾02 (𝑒𝛾0𝑡 )2

))−1

. (25)

3. COSMOLOGICAL PARAMETERS AND PHYSICAL DISCUSSION
In this section, we investigate the expansion of the universe by scrutinizing various cosmological parameters. These

parameters include the energy conditions, the scalar field (𝜙(𝑡)), the EoS (𝜔𝑑𝑒), the squared sound speed (𝑣2
𝑠), the decel-

eration (𝑞) parameters, as well as cosmic planes like 𝜔𝑑𝑒 − 𝜔′
𝑑𝑒

and statefinder planes for the anisotropic KHDE model.

Scalar field: Fig. 1 illustrates the evolution of the scalar field with time. The scalar field maintains a positive value and
demonstrates a consistent decrease over time. This declining trend of the scalar field suggests a concurrent increase in
kinetic energy within the model. Additionally, it has been observed that as the parameter 𝑘 rises, the scalar field exhibits
a decreasing behavior.

EoS parameter (𝜔): It serves as a crucial tool for categorizing the various phases in the expanding universe. It is
expressed as 𝜔 =

𝑝

𝜌
, representing the relationship between pressure (𝑝) and energy density (𝜌) within a given matter

distribution. Different phases, characterized by deceleration or acceleration, correspond to specific ranges of 𝜔:
Deceleration phases encompass intervals such as those involving cold dark matter or dust fluid (𝜔 equals zero),

indicating the radiation era when 𝜔 lies between 0 and 1/3, and the fluid is classified as stiff for 𝜔 = 1. The accelerating
phase, akin to the cosmic constant/vacuum period (𝜔 equals -1), corresponds to the quintessence period when −1 < 𝜔 <

−1/3, and it’s known as the phantom era when 𝜔 < −1. This signifies a quintom period characterized by a combination
of both quintessence and phantom components.

The EoS parameter of KHDE with the Hubble horizon cutoff is provided in Eq. (24). Fig. 2 illustrates the evolution
of the EoS parameter 𝜔𝑑𝑒 concerning cosmic time 𝑡. Initially, as depicted in Fig. 2, 𝜔𝑑𝑒 originates from the DE era, tran-
sitioning through the aggressive phantom region (𝜔𝑑𝑒 << −1) and into the phantom region (𝜔𝑑𝑒 < −1) and quintessence
as well as Λ𝐶𝐷𝑀 model for three values of 𝑐 respectively. With decreasing values of the parameter 𝑐, our model is
progressively enters the quintessence region.
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Figure 1. Scalar field Vs. 𝑡 for 𝛾0 = 0.178, 𝑘 = 0.97, 𝑛 = −0.28, 𝑏2 = −0.34 and 𝜙0 = 1.
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Figure 2. EoS parameter Vs. 𝑡 for 𝛾0 = 0.178, 𝑘 = 0.97, 𝑛 = −0.28, 𝑏2 = −0.34, 𝜙0 = 1, 𝑏1 = 0.12 and K = 0.007.

Squared sound speed: It is derived as

𝑣2
𝑠=

¤𝑝𝑑𝑒
¤𝜌𝑑𝑒

=𝜔𝑑𝑒 +
𝜌𝑑𝑒

¤𝜌𝑑𝑒
¤𝜔𝑑𝑒 . (26)

The sign of 𝑣2
𝑠 is crucial in assessing the stability of DE models. A positive signature of 𝑣2

𝑠 indicates model stability,
while a negative signature suggests instability. By substituting the energy density and EoS parameter from equations (22)
and (24) into the equation for squared sound speed (𝑣2

𝑠) provided by equation (26), we conduct a graphical analysis of
𝑣2
𝑠 for our model. As illustrated in Fig. 3, the trajectories are negative at initial epoch and consistently exhibit positive

behavior at later stages of the evolution of the model. Consequently, this indicates that our model is unstable at initial
epoch whereas it becomes stable at present and late-times.

𝜔𝑑𝑒−𝜔′
𝑑𝑒

plane: We examine the 𝜔𝑑𝑒 − 𝜔′
𝑑𝑒

plane, where 𝜔′
𝑑𝑒

represents the rate of change of the EoS parameter
𝜔𝑑𝑒 with respect to ln(𝑎(𝑡)) [58]. It has also been found that the 𝜔𝑑𝑒 − 𝜔′

𝑑𝑒
plane can be split into two regions: thawing

(𝜔𝑑𝑒 < 0, 𝜔′
𝑑𝑒

> 0) and freezing (𝜔𝑑𝑒 < 0, 𝜔′
𝑑𝑒

< 0). The freezing region corresponds to a phase of faster cosmic
acceleration compared to the thawing region.

Fig. 4 illustrates the relationship between the 𝜔𝑑𝑒 − 𝜔′
𝑑𝑒

plane and different values of 𝑐. It shows that the 𝜔𝑑𝑒 −
𝜔′

𝑑𝑒
plane predominantly corresponds to the thawing region, irrespective of the specific parameter values. Moreover, the

current values of 𝜔𝑑𝑒 and 𝜔′
𝑑𝑒

align well with present observational data.

Energy conditions: The Raychaudhuri equations initiated the exploration of energy conditions, playing a crucial role
in analyzing the alignment of null and time-like geodesics. The energy conditions are used to illustrate other universal
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plane for 𝛾0 = 0.178, 𝑘 = 0.97, 𝑏1 = 0.12, 𝑛 = −0.28, 𝑏2 = −0.34, 𝜙0 = 1 and K = 0.007.

principles about the dynamics of intense gravitational fields. The often observed energy conditions are as follows:
Dominant energy condition (DEC): 𝜌𝑑𝑒 ≥ 0, 𝜌𝑑𝑒 ± 𝑝𝑑𝑒 ≥ 0.
Strong energy conditions (SEC) : 𝜌𝑑𝑒 + 𝑝𝑑𝑒 ≥ 0, 𝜌𝑑𝑒 + 3𝑝𝑑𝑒 ≥ 0,
Null energy conditions (NEC): 𝜌𝑑𝑒 + 𝑝𝑑𝑒 ≥ 0,
Weak energy conditions (WEC): 𝜌𝑑𝑒 ≥ 0, 𝜌𝑑𝑒 + 𝑝𝑑𝑒 ≥ 0,
Fig. 5 illustrates the energy conditions of our KHDE model. It is evident that the WEC is satisfied, as 𝜌𝑑𝑒 ≥ 0.

However, the SEC 𝜌𝑑𝑒 + 3𝑝𝑑𝑒 ≥ 0 is not met. This observation, reflecting the universe’s acceleration in its later stages, is
consistent with contemporary observational evidence.

Deceleration parameter: The expansion of the universe is often described using deceleration parameter (DP). Posi-
tive values of the DP indicate that the model exhibits a decelerating expansion in the usual sense. When 𝑞 = 0, the universe
expands at a constant rate. Accelerated expansion takes place when 𝑞 lies between −1 and 0, while super-exponential
expansion occurs when 𝑞 is less than −1. The DP can be calculated as follows:

𝑞= − 1 + 𝑑

𝑑𝑡

(
1

𝐻 (𝑡)

)
= −1 − 3𝑏4

𝑏3e𝛾0𝑡
. (27)

Fig. 6 depicts the evolution of the DP 𝑞 as a function of time 𝑡. Notably, our model shows a transition from the early
decelerating phase to the current accelerating era, in agreement with recent observational data. Furthermore, the current
value of the DP (𝑞0 ≈ −0.86) closely matches contemporary observational results.

Statefinder parameters: Various DE models have emerged in recent years, aiming to elucidate the accelerating ex-
pansion of the universe. Interestingly, these models often yield identical values for the current Hubble and deceleration
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parameters, making them practically indistinguishable from one another. Sahni et al. [59] proposed a merger of the
deceleration and Hubble parameters, expressed as:

𝑟=

...
𝑎

𝑎𝐻3 , 𝑠=
𝑟 − 1

3(𝑞 − 1/2) . (28)

The statefinder parameters for our model are

𝑟 = 1 + 9𝑏4
2

𝑏3
2 (e𝛾0𝑡 )2 (29)

𝑠 =
𝑏4

2

𝑏3
2 (e𝛾0𝑡 )2

(
−1

2
− 𝑏4

𝑏3e𝛾0𝑡

)−1
(30)

The regions shown below are defined by these statefinders: Λ𝐶𝐷𝑀 for (𝑟, 𝑠) = (1, 0) and 𝐶𝐷𝑀 model for
(𝑟, 𝑠) = (1, 1); 𝑟< 1 gives quintessence and 𝑠> 0 gives phantom DE phases; 𝑟> 1 with 𝑠< 0 establishes the Chaply-
gin gas model. Fig. 7 depicts the 𝑟 − 𝑠 plane’s trajectory. The 𝑟 − 𝑠 plane resembles to the quintessence as well as phantom
regions it its evolution.

Comparative analysis: Here, we compare our work with recent studies on this subject and discuss its alignment
with observational data.



16
EEJP. 1 (2025) Y. Aditya, et al.

r

1 1.5 2 2.5 3

s

-60

-40

-20

0

20

40

60

80

b
1
=0.11

b
1
=0.12

b
1
=0.13

(r,s)=(1,0)  Λ CDM model

Figure 7. Statefinder parameters for 𝛾0 = 0.178, 𝑘 = 0.97, 𝑛 = −0.28, 𝑏1 = 0.12 and 𝑏2 = −0.34.

Rao and Prasanthi [60] conducted an investigation into BT-𝐼 and BT-𝐼 𝐼 𝐼 DE models within the framework of SB
theory. These models evolve from the phantom region and gradually transition into the quintessence region. Similarly,
Rao et al. [39] examined a universe filled with holographic Ricci DE. Their model sees the EoS parameter evolve from
a matter-dominated state to the phantom region, crossing the phantom divide line and ultimately progressing towards the
quintessence region as time advances. Sadri and Vakili [61] explored the FRW new HDE model within the BD gravity.
Their findings revealed that the EoS parameter could enter the phantom era without requiring any interaction between
DE and dark matter. Aditya and Reddy [62] studied BT-I universe within the SB scalar–tensor theory and it begins in
the matter-dominated era, progresses through the quintessence region, crosses the phantom divide line, and ultimately
stabilizes in the phantom region. Prasanthi and Aditya [63] delved into BT-VI0 RHDE models in GTR, where they
observed the universe exhibiting both quintom and phantom behaviors. Naidu et al. [64] analyzed the FRW-type DE
cosmological models within the SB gravity. Aditya [65] examined the BT-I RHDE model in SB theory and determined
that it demonstrated quintom behavior while aligning with observational data. Aditya and Prasanthi [66] looked into the
dynamics of SMHDE in the BD gravity, finding that their model starts in the matter-dominated era, crosses the phantom
divide line, and ultimately stabilizes in the aggressive phantom region. Dasunaidu et al. [67] explored FRW-type DE
models in SB’s theory, observing that the models evolve from the matter-dominated era, pass through the quintessence
DE phase, and finally approach vacuum DE and the phantom era. Rao et al. [51] studied the BT-VI0 KHDE model in
GTR, asserting that the model starts in the matter-dominated era, evolves through the quintessence region, and eventually
becomes the ΛCDM model. Aditya et al. [68] explored BT-VI0 space-time within the SMHDE framework in the BD
theory of gravitation, concluding that the model accurately characterizes both the quintessence and vacuum regions of the
universe. Prasanthi et al. [69] investigated the KHDE model within the BD gravity, particularly in the Kantowski-Sachs
space-time. Murali et al. [70] explored the BT-I universe KHDE model within SB theory, claiming that these models
closely resemble the ΛCDM limit at late times and match recent observational data. In comparison to these studies, our
models align with existing results in the literature. The analysis of the EoS parameter shows that our model begins in
the aggressive phantom region (𝜔𝑑𝑒 ≪ −1) and eventually transitions into the ΛCDM model (𝜔𝑑𝑒 = −1), exhibiting
behavior that closely mirrors the models discussed above. Furthermore, the observational data from the Planck mission,
as presented by Aghanim et al. [71], provide constraints on the EoS parameter of DE, with the following ranges: 𝜔𝑑𝑒 =

−1.56+0.60
−0.48 (Planck + TT + lowE); 𝜔𝑑𝑒 = −1.58+0.52

−0.41 (Planck + TT, TE, EE + lowE); 𝜔𝑑𝑒 = −1.57+0.50
−0.40 (Planck + TT, TE,

EE + lowE + lensing); and 𝜔𝑑𝑒 = −1.04+0.10
−0.10 (Planck + TT, TE, EE + lowE + lensing + BAO) at a 95% confidence level.

As shown in Fig. 2, the EoS parameter of our model lies comfortably within these observational limits, further reinforcing
the consistency of our results with cosmological data.

Moreover, the trajectories of the 𝜔𝑑𝑒 − 𝜔′
𝑑𝑒

plane derived from our model intersect with the observational data
reported by various studies [73, 74]. Specifically, the values of 𝜔𝑑𝑒 and 𝜔′

𝑑𝑒
obtained from our model fall within the

ranges provided by observations from the Planck mission: 𝜔𝑑𝑒 = −1.13+0.24
−0.25, 𝜔′

𝑑𝑒
< 1.32 (Planck + WP + BAO); and

𝜔𝑑𝑒 = −1.34 ± 0.18, 𝜔′
𝑑𝑒

= 0.85 ± 0.7 (WMAP + eCAMB + BAO + 𝐻0). This alignment further affirms the credibility
of our model’s predictions and its consistency with observational data. Finally, the current values of the deceleration
parameter 𝑞 from our model align well with those derived from observational data—𝑞 = −0.930 ± 0.218 (BAO + Masers
+ TDSL + Pantheon + 𝐻𝑧) and 𝑞 = −1.2037 ± 0.175 (BAO + Masers + TDSL + Pantheon + 𝐻0 + 𝐻𝑧) as reported by
Capozziello et al. [72]. This alignment underscores the reliability and accuracy of our model’s predictions, indicating that
our KHDE model is more viable than the DE models proposed by several other authors.



Reconstruction of Kaniadakis Holographic Dark Energy Model in Self Creation Theory...
17

EEJP. 1 (2025)

4. CONCLUSIONS
A cosmological reconstruction of the second self-creation gravity has been studied in this study using the KHDE

model. Both the geometric and matter components are considered to have contributed to the acceleration of the expansion
of the Universe. The BT-𝐼 𝐼 Universe with a pressure-less matter contribution as cosmic fluid configuration has been
studied and the associated field equations have been derived. Using energy conditions, deceleration parameters, and the
EoS, the reconstruction of the KHDE model has been examined for its evolutionary behavior. We also investigated the
(𝑟, 𝑠) and 𝜔𝑑𝑒 − 𝜔′

𝑑𝑒
cosmic planes to learn more about how the model changed over time. Here are the main takeaways

from our research.
i. According to Fig. 2 (the EoS parameter trajectory), the model begins in the aggressive phantom region and eventually

approaches the Λ𝐶𝐷𝑀 model and the phantom phase of the Universe.
ii. The model smoothly moves from the early decelerated epoch to the present accelerated era of the Universe when the

DP evolves against cosmic time (Fig. 6). According to Fig. 7, the statefinder diagnostic plane of our rebuilt model
aligns with both the phantom and Chaplygin gas models.

iii. The thawing region is depicted by the track in the 𝜔𝑑𝑒 − 𝜔′
𝑑𝑒

plane (Fig. 4). According to Fig. 3, our model is
unstable at the first period but becomes stable over the present and late times. The energy conditions shown in Fig. 5
are from our KHDE model. While the SEC has not been satisfied, the WEC has been satisfied. Therefore, according
to modern observational evidence (Fig. 5), the cosmos is expanding at an accelerated rate in its latter phases.
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РЕКОНСТРУКЦIЯ ГОЛОГРАФIЧНОЇ МОДЕЛI ТЕМНОЇ ЕНЕРГIЇ КАНIАДАКIСА В ТЕОРIЇ
САМОСТВОРЕННЯ ГРАВIТАЦIЇ

Ю. Адiтьяa, Д. Техесварараоa,Ю.Й. Дiв’я Прасантib, Д. Рам Бабуb
𝑎Департамент фундаментальних i гуманiтарних наук, Технологiчний iнститут GMR, Раджам-532127, Iндiя
𝑏Департамент статистики i математики, Коледж садiвництва, Доктор Ю.С.Р. Унiверситет садiвництва,

Парватiпурам-535502, Iндiя
Основною метою цiєї статтi є дослiдження голографiчного всесвiту темної енергiї Канiадакiса типу Б’янкi 𝐼 𝐼 в рамках теорiї
гравiтацiї самостворення. У цiй моделi темної енергiї горизонт Хаббла використовується як межа iнфрачервоного випромi-
нювання вiдповiдно до голографiчної концепцiї темної енергiї Канiадакiса. Ми обчислюємо рiзнi динамiчнi параметри в цiй
моделi, включаючи площину вимiрювача стану (𝑟, 𝑠), параметр сповiльнення 𝑞, рiвняння стану (𝜔𝑑𝑒), квадрат швидкостi звуку
та площина 𝜔𝑑𝑒 − 𝜔′

𝑑𝑒
. Графiчний аналiз цих параметрiв надається в дiапазонi безкоштовних значень параметрiв. Результа-

ти показують, що параметр уповiльнення демонструє плавний перехiд Всесвiту вiд ранньої уповiльненої фази до поточного
прискореного розширення, тодi як рiвняння параметра стану свiдчить про фантомну фазу. Площина 𝜔𝑑𝑒 − 𝜔′

𝑑𝑒
досягає обла-

стi розморожування, а площина вимiрювача стану вирiвнюється як з фантомною моделлю, так i з газом Чаплигiна. Поточнi
значення параметрiв узгоджуються з наявними даними спостережень, а сильнi енергетичнi умови виявляються порушеними.
Ключовi слова: Модель Б’янкi типу 𝐼 𝐼; голографiчна темна енергiя Канiадакiса; теорiя самостворення; темна енергiя;
модифiкована теорiя гравiтацiї
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Examining Bianchi's type-III cosmological model involves incorporating a zero-mass scalar field in the context of Lyra's geometry. The 
source of energy-momentum tensor is supposed to be a bulk viscous fluid. A barotropic equation of state is applied to characterize the 
Pressure and density, seeking a specific solution to the field equations. This solution is derived using the distinctive variation principle for 
Hubble's parameter proposed by [M.S. Berman, Il Nuovo Cimento B, 74, 182 (1983)]. The ensuing analysis delves into the physical 
properties inherent in this model. 
Keywords: Accelerating; Cosmology; Lyra's geometry 
PACS: 4.50.Kd, 03.30.+p, 98.80.Bp, 66.20.-d, 98.80Cq 
 

INTRODUCTION 
The advancement of general relativity was profoundly influenced by the groundbreaking contributions of Einstein 

and Hilbert [2–4], leaving an indelible mark on cosmology, physics, and mathematics. The works of both Hilbert and 
Einstein extensively employed Riemannian geometry [5], a framework where space-time is equipped with a metric and 
an affine structure. These key components are delineated by gμν and a connection represented by Γఓఔఈ , respectively. 

The geometric and gravitational characteristics of space-time find expression in the curvature tensor Rμ
νσλ and its 

contraction, providing the foundation for the construction of the Einstein tensor. 
Several modifications to Riemannian geometry have been proposed to unify the universe's gravitation, the 

electromagnetic field, and other fundamental interactions. Weyl [6] made one such attempt by trying to unify gravitation 
and electromagnetism within a single space-time geometry. However, Weyl's theory faced criticism due to its reliance on 
the non-integrability of length transfer. Later, Lyra [7] introduced a further modification to Riemannian geometry by 
incorporating a gauge function into a less manifold structure, thereby eliminating the issue of non-integrability in length 
transfer. This modification naturally gave rise to a displacement vector. Building on Lyra's work, Sen [8] and Sen and 
Dunn [9] developed a new scalar-tensor theory of gravitation and formulated an analogy of the Einstein field equations 
based on Lyra's geometry. Halford [10] noted that the constant vector displacement field 𝜙௜ Lyra's geometry functions 
similarly to the cosmological constant Λin conventional general relativity. Furthermore, Halford [11] demonstrated that 
the scalar-tensor theory derived from Lyra's geometry yields predictions consistent with observational limits, matching 
the results of Einstein's theory. 

Cosmological models of Bianchi [12] exhibit both homogeneity and anisotropy, providing a framework for 
investigating the gradual isotropization of the universe over time. Additionally, from a mathematical and theoretical 
perspective, anisotropic universes offer greater generality than isotropic Friedmann-Robertson-Walker (FRW) models. 

Exploring interacting fields, particularly involving a zero-mass scalar field, is essential to address the unresolved 
challenge of unifying gravitational and quantum theories. This study delves into the intricate problem of reconciling these 
fundamental aspects of physics. 

Furthermore, examining viscous mechanisms in cosmology is pivotal in elucidating the high entropy observed at 
present. This investigation contributes valuable insights into understanding the thermodynamic properties and evolution 
of the cosmos. 

This paper is framed within the context of previous research studies. Reddy et al. [13-14] investigated Bianchi type-
III models incorporating bulk viscous coefficients. Katore et al. [15] explored solutions for zero-mass cosmological 
models with bulk viscous coefficients within the Lyra geometry. Halford [16] provided an overview of Lyra's geometry, 
and Singh [17] further delved into the same topic. Santhikumar [18] focused on accelerating cosmological models, while 
Santhikumaret al. [19] explored Lyra's geometry heat flow cosmological models. Krishna [20] also examined plane-
symmetric cosmological models within Lyra's geometry. Numerous authors have extended their research within Lyra's 
geometry, laying the foundation for future research. By Motivation from these studies, this paper presents a novel 
contribution: a Bianchi type-III cosmological model incorporating a zero-mass scalar field and perfect fluid and bulk 
viscous effects in Lyra's geometry. 
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The structure of this paper is organized as follows: Section 2 examines the metric and field equations within the 
Bianchi type-III cosmological model, incorporating a zero-mass scalar field in Lyra's Geometry. Section 3 is dedicated 
to deriving the solutions to the field equations. In Section 4, we focus on explaining the physical properties of the models. 
Section 5 provides a detailed discussion, and Section 6 concludes the paper. 

 
METRIC AND FIELD EQUATIONS 

The Bianchi type-III metric is  

 𝑑𝑠ଶ = 𝑑𝑡ଶ − 𝐴ଶሺ𝑡ሻ𝑑𝑥ଶ − 𝐵ଶሺ𝑡ሻ𝑒ିଶ௫𝑑𝑦ଶ − 𝐶ଶሺ𝑡ሻ𝑑𝑧ଶ, (1) 

where 𝐴,𝐵&𝐶 are cosmic scale factors. 
The field equations in standard gauge for Lyra's geometry, as obtained by Sen [8], are 

 ቀ𝑅௜௝ − ଵଶ 𝑔௜௝𝑅ቁ + ቀଷଶ𝜙௜𝜙௝ − ଷସ 𝑔௜௝𝜙௞𝜙௞ቁ = 𝜅𝑇௜௝ + ቀ𝜓;௜𝜓;௝ − ଵଶ 𝑔௜௝𝜓,௞𝜓,௞ቁ. (2) 

In the Einstein field equations, 𝜅(kappa) is a constant related to the gravitational constant 'G' and the speed of light 
'C' Specifically, 𝜅 = ଼గ௖ర 𝐺, in natural units, where c=1 𝜅 reduces to 8π, so 𝜅 = 8𝜋𝐺. It simplifies the Einstein field 
equations to avoid explicitly carrying around the constant, making focusing on the functional relationships between 
variables easier. We consider κ = 1, ( 𝑡ℎ𝑒 𝑛atural units 𝐺 = 1 , 8πG = 1 ) ). 
Here 𝜙௜ = (0,0,0,𝛽(𝑡)) is the displacement vector, 
Consider  

 𝑇ത௜௝ = ቀଷଶ𝜙௜𝜙௝ − ଷସ 𝑔௜௝𝜙௞𝜙௞ቁ = ൝ ଷସ 𝛽ଶ(𝑡), 𝑓𝑜𝑟 𝑖 = 𝑗 = 0 (𝑇𝑖𝑚𝑒 − 𝑡𝑖𝑚𝑒)−ଷସ𝑔௜௝𝑔଴଴𝛽ଶ(𝑡) ,𝑓𝑜𝑟 𝑖 = 𝑗 ≠ 0 (𝑠𝑝𝑎𝑡𝑖𝑎𝑙 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠𝑓𝑜𝑟 𝑖 = 𝑗 = 1,2,3), (3) 

so, we have 

 𝑇ത଴଴ = ଷସ 𝛽ଶ(𝑡),𝑇തଵଵ =,𝑇തଶଶ =  𝑇തଷଷ = −ଷସ𝛽ଶ(𝑡) (4) 

 Ψഥ௜௝ = ቀ𝜓;௜𝜓;௝ − ଵଶ 𝑔௜௝𝜓,௞𝜓,௞ቁ = ൝ ଵଶ𝜓ሶ ଶ ,𝑓𝑜𝑟 𝑖 = 𝑖 = 0 (𝑇𝑖𝑚𝑒 − 𝑡𝑖𝑚𝑒)−ଵଶ𝑔௜௝𝜓ሶ ଶ,𝑓𝑜𝑟 𝑖 = 𝑗 ≠ 0 (𝑠𝑝𝑎𝑡𝑖𝑎𝑙 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠𝑓𝑜𝑟 𝑖 = 𝑗 = 1,2,3), (5) 

so, we have 

 Ψഥ଴଴ =  ଵଶ𝜓ሶ ଶ ,Ψഥଵଵ = Ψഥଶଶ = Ψഥଷଷ = −ଵଶ𝜓ሶ ଶ (6) 𝑇௜௝ is the energy-momentum tensor for bulk viscous and zero-mass scalar fields as 

 𝑇௜௝ = (𝜌 + 𝑝)𝑢௜𝑢௝ − 𝑝𝑔௜௝ (7) 

Together with 

 𝑢௜𝑢௜ = 1,𝑝 = 𝑝 − 𝜂𝑢,௜௜ = 𝑝 − 3𝜂𝐻 (8) 

Where 𝑢௜ is the four-velocity vector of the distribution, 𝑝 is the Pressure,𝑝 is the adequate Pressure,  𝜂 is the bulk viscosity coefficient, and 𝜓 is the zero-mass scalar field. 
The non-vanishing energy-momentum tensor components are 
Here 

 𝑇଴଴ = 𝜌,𝑇ଵଵ = 𝑇ଶଶ = 𝑇ଷଷ = − 𝑝. (9) 

Introducing a barotropic equation of state into the discussion 

 𝑝 = (𝛾 − 1)𝜌, 0 ≤ 𝛾 ≤ 2 (10) 

Employing co-moving coordinates, the field equations (1) – (8) 

 −஺ሶ஼ሶ஺஼ − ஻ሶ ஼ሶ஻஼ − ஺ሶ஻ሶ஺஻ + ଵ஺మ + ଷସ 𝛽ଶ = ቀ𝜌 + ଵଶ 𝜓ሶ ଶቁ, (11) 
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 ஻ሷ஻ + ஼ሷ஼ + ஻ሶ ஼ሶ஻஼ + ଷସ 𝛽ଶ = ቀ𝑝 + ଵଶ𝜓ሶ ଶቁ (12) 

 ஺ሷ஺ + ஼ሷ஼ + ஺ሶ஼ሶ஺஼ + ଷସ 𝛽ଶ = ቀ𝑝 + ଵଶ 𝜓ሶ ଶቁ (13) 

 ஺ሷ஺ + ஻ሷ஻ + ஺ሶ஻ሶ஺஻ − ଵ஺మ + ଷସ 𝛽ଶ = ቀ𝑝 + ଵଶ𝜓ሶ ଶቁ (14) 

 ஺ሶ஺ − ஻ሶ஻ = 0 (15) 

The scalar field ψ complies with the following equation. 

 𝜓;௜௜ = 0  (16) 

Hence, the semi-colon ( );  indicates covariant differentiability 
By using the equations(14), which yields that 

 𝜓ሷ + 𝜓ሶ ቂ஺ሶ஺ + ஻ሶ஻ + ஼ሶ஼ቃ = 0  (17) 

And conservation of L.H.S of Eq.(2) leads that  

 ቀ𝑅௜௝ − ଵଶ 𝑔௜௝𝑅ቁ;௝ + ቂଷଶ (𝜙௜𝜙௝);௝ − ଷସ ൫𝜙௞𝜙௞𝑔௜௝൯;௝ቃ = 0 (18) 

 ଷଶ𝜙௜ ቂడథೕడ௫ೕ + 𝜙௟Γ୪୨୨ ቃ + ଷଶ 𝜙௝ ቂడథ೔డ௫ೕ − 𝜙௟Γ୧୨୪ ቃ − ଷସ 𝑔௜௝𝜙௞ ቂడథೖడ௫ೕ + 𝜙௟Γ୪୨୩ቃ − ଷସ 𝑔௜௝𝜙௞ ቂడథೖడ௫ೕ − 𝜙௟Γ୩୨୪ ቃ = 0. (19) 

Eq. (19) leads that  

 ଷଶ 𝛽𝛽ሶ + ଷଶ 𝛽ଶ ቀ஺ሶ஺ + ஻ሶ஻ + ஼ሶ஼ቁ = 0 (20) 

 
The Solution to The Field Equations 

Integrating eq. (13), we get  

 𝐵 = 𝑘𝐴 (21) 

Take 𝑘 = 1, without loss of generality, So we have 

 𝐵 = 𝐴  (22) 

By using Equation (16) in Equations (9)-(12) reduced to 

 −2 ஺ሶ஼ሶ஺஼ − ቀ஺ሶ஺ቁଶ + ଵ஺మ + ଷସ 𝛽ଶ = ቀ𝜌 + ଵଶ 𝜓ሶ ଶቁ, (23) 

 ஺ሷ஺ + ஼ሷ஼ + ஺ሶ஼ሶ஺஼ + ଷସ 𝛽ଶ = ቀ𝑝 + ଵଶ 𝜓ሶ ଶቁ, (24) 

 2 ஺ሷ஺ + ቀ஺ሶ஺ቁଶ − ଵ஺మ + ଷସ 𝛽ଶ = ቀ𝑝 + ଵଶ𝜓ሶ ଶቁ. (25) 

The relation between average scale factor 'a' and Volume 'V' are  

 𝑉 = ඥ−𝑔 = 𝐴(𝑡)𝐵(𝑡)𝐶(𝑡)𝑒ି௫𝑎𝑛𝑑 𝑎(𝑡) = (𝑉)ଵ ଷൗ = (𝐴(𝑡)𝐵(𝑡)𝐶(𝑡)𝑒ି௫)ଵ ଷൗ . (26) 

The average Hubble parameter is 

 𝐻 = ଵଷ ൫𝐻௫ + 𝐻௬ + 𝐻௭൯ = ௔ሶ௔ (27) 

where 𝐻௫ = ஺ሶ஺ ,𝐻௬ = ஻ሶ஻ ,𝐻௭ = ஼ሶ஼. 
The scalar expansion is 
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 𝜃 = 𝑢;௜௜ = 2 ஺ሶ஺ + ஼ሶ஼ (28) 

The shear scalar is 

 𝜎ଶ =  ଵଶ 𝜎௜௞𝜎௜௞ = ଵଶ ൤2 ቀ஺ሶ஺ቁଶ + ቀ஼ሶ஼ቁଶ − ଵଷ ቀ2 ஺ሶ஺ + ஼ሶ஼ቁଶ൨ (29) 

The mean anisotropic parameter is 

 𝐴ఈ = ଵଷ∑ ቀ௱ு೔ு ቁଶଷ௜ୀଵ = ଵଷுమ ቂ𝐻௫ଶ + 𝐻௬ଶ + 𝐻௭ଶ − ଵଽ ൫𝐻௫ + 𝐻௬ + 𝐻௭൯ଶቃ (30) 

where 𝛥𝐻௜ = 𝐻௜ − 𝐻, for 𝑖 = 1,2,3 
Since Eqs.(23) − (25)equations are highly non-linear equations. Hence, to derive a definitive solution, it is 

imperative to consider the following requisite conditions. 
(i) Utilizing the variation of Hubble's parameter proposed by Berman [1], we obtain models of the universe 

characterized by the constant decelerating parameter 

 𝑞 = ି௔௔ሷ௔ሶ మ = constant. (31) 

The solutions of Eq. (31) yields that 

 𝑎 = ሾ𝑘ଵ𝑡 + 𝑘ଶሿ భ(೜శభ) (32) 

This equation indicates that the criterion for accelerated expansion is(1 + 𝑞) > 0. 
(ii) Since, 𝜃ଶ ∞ 𝜎ଶCollin et al. [21]  

which gives us 

 𝐴 = 𝐶௡, for 𝑛 ≠ 1 (33) 

By Equations (22), (31), (32) and (33) 
We obtain metric coefficients, which are 

 𝐴 = 𝐵 = ሾ𝑘ସ𝑡 + 𝑘ହሿ య೙(భశ೜)(మ೙శభ) (34) 

 𝐶 = ሾ𝑘ସ𝑡 + 𝑘ହሿ య(భశ೜)(మ೙శభ). (35) 

Using Eq. (22) and (33), the Eqs. (23)-(25) reduces to  

 −(2𝑛 + 𝑛ଶ) ቀ஼ሶ஼ቁଶ + 𝐶ିଶ௡ + ଷସ 𝛽ଶ(𝑡) = 𝜌 + ଵଶ𝜓ሶ ଶ, (36) 

 (𝑛 + 1) ஼ሷ஼ + 𝑛ଶ ቀ஼ሶ஼ቁଶ + ଷସ 𝛽ଶ(𝑡) = 𝑝̅ + ଵଶ 𝜓ሶ ଶ (37) 

 2𝑛 ஼ሷ஼ + 𝑛(2𝑛 − 1) ቀ஼ሶ஼ቁଶ − 𝐶ିଶ௡ + ଷସ 𝛽ଶ(𝑡) = 𝑝̅ + ଵଶ𝜓ሶ ଶ. (38) 

By substituting the values 𝐴,𝐵 and C  in (2), we get 

 𝑑𝑠ଶ = 𝑑𝑡ଶ − ሾ𝑘ସ𝑡 + 𝑘ହሿ ల೙(భశ೜)(మ೙శభ)ሾ𝑑𝑥ଶ + 𝑒ିଶ௫𝑑𝑦ଶሿ − ሾ𝑘ସ𝑡 + 𝑘ହሿ ల(భశ೜)(మ೙శభ)𝑑𝑧ଶ. (39) 

 
Some Physical Properties of the Model 

Eq. (39) describes the Bianchi type-III cosmological model featuring bulk viscous effects and a zero-mass scalar 
field under Lyra's geometry. 
The Spatial volume is 

 𝑉 = (𝑘ସ𝑡 + 𝑘ହ)య(೙శభ)భశ೜ 𝑒ି௫ (40) 

The Hubble's parameter is 

 𝐻 = ௞ర(ଵା௤)(௞ర௧ା௞ఱ) (41) 
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Figure 1. Hubble's Parameter H Vs. time t 

Parameters used k4 = 1; k5 = 1 

The scalar expansion is 

 𝜃 = ଷ௞ర(ଵା௤)(௞ర௧ା௞ఱ). (42) 

The shear scalar is 

 𝜎ଶ = 3(𝑛ଶ + 𝑛 − 1) ቀ ௞ర(ଶ௡ାଵ)(ଵା௤)(௞ర௧ା௞ఱ)ቁଶ. (43) 
Clearly 

 Lim௧→∞ ఙమఏమ = (௡మା௡ିଵ)ଷ(ଶ௡ାଵ)మ ≠ 0. (44) 

Hence, the model approaches anisotropy for large values of 𝑡 
The mean anisotropic parameter is 
 𝐴ఈ = (ଵିସ௡)ଷ(ଶ௡ାଵ)మ. (45) 

By Solving Equation. (17) the zero-mass scalar field is 

 𝜓(𝑡) = 𝐶ଷ(𝑘ସ𝑡 + 𝑘ହ)ቀ೜షమభశ೜ቁ + 𝐶ଶ, (46) 

where 𝐶ଶ = ஼భ(ଵା௤)௞ర(ଵା௤ିଷ)  ,𝐶ଵ𝑎𝑛𝑑 𝐶ଶ are integration constants  
By solving equation (20) with the help of Eqs. (34) and (35), we have  

The displacement vector 𝛽(𝑡) is  

 𝛽(𝑡) = ஼ర(௞ర௧ା௞ఱ)ቀ యభశ೜ቁ. (47) 

Where 𝐶ସis integration constant 
Using Eqs. (34) and (35) in Eqs.(36)-(38) , we get  
The density of the model is 

 𝜌 = ቀ ିଽ൫௡మାଶ௡൯(ଶ௡ାଵ)మ(ଵା௤)మቁ ቀ ௞ర௞ర௧ା௞ఱቁଶ + ଵ(௞భ௧ା௞మ) ల೙(భశ೜)(మ೙శభ) + ଷସ ቆ ஼ర(௞ర௧ା௞ఱ)ቀ యభశ೜ቁቇଶ − ଵଶ ቆ ஼భ(௞భ௧ା௞మ) యభశ೜ቇ (48) 

 
Figure 2. Density Vs. time 

Parameters used n = 2; q = 1; k1 = 1; k2 = 1; k4 = 1; k5 = 1; C1 = 1; C4 = 1 
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The Adequate Pressure of the model is  

 𝑝 = ቀଽ൫௡మା௡ାଵ൯ିଷ(ଶ௡ାଵ)(ଵା௤)(ଶ௡ାଵ)మ(ଵା௤)మ ቁ ቀ ௞ర௞ర௧ା௞ఱቁଶ + ଷସ ቆ ஼ర(௞ర௧ା௞ఱ)ቀ యభశ೜ቁቇଶ − ଵଶ ቆ ஼భ(௞భ௧ା௞మ) యభశ೜ቇ. (49) 

 
Figure 3. Adequate Pressure Vs. time 

Parameters used n = 2; q = 1; k1 = 1; k2 = 1; k4 = 1; k5 = 1; C1 = 1; C4 = 1 
The Pressure of the model is 

 𝑝 = (𝛾 − 1) ൥ቀ ିଽ൫௡మାଶ௡൯(ଶ௡ାଵ)మ(ଵା௤)మቁ ቀ ௞ర௞ర௧ା௞ఱቁଶ + ଵ(௞భ௧ା௞మ) ల೙(భశ೜)(మ೙శభ) + ଷସ ቆ ஼ర(௞ర௧ା௞ఱ)ቀ యభశ೜ቁቇଶ − ଵଶ ቆ ஼భ(௞భ௧ା௞మ) యభశ೜ቇ൩. (50) 

 
Figure 4. Pressure Vs. time 

Parameters used n = 2; q = 1; k1 = 1; k2 = 1; k4 = 1; k5 = 1; C1 = 1; C4 = 1, 0 ≤ 𝛾 ≤ 2 
 
The Coefficient of Bulk Viscosity of the model is  

 𝜂 = (ଵା௤)(௞ర௧ା௞ఱ)ଷ௞ర ⎣⎢⎢
⎢⎢⎡ ቌିଽ(ఊିଵ)൫௡మାଶ௡൯ିቆవ൫೙మశ೙శభ൯షయ(మ೙శభ)(భశ೜)(మ೙శభ)మ(భశ೜)మ ቇ(ଶ௡ାଵ)మ(ଵା௤)మ ቍ ቀ ௞ర௞ర௧ା௞ఱቁଶ
+ (ఊିଵ)(௞భ௧ା௞మ) ల೙(భశ೜)(మ೙శభ) +  ଷ(ఊିଶ)ସ ቆ ஼ర(௞ర௧ା௞ఱ)ቀ యభశ೜ቁቇଶ − ଵଶ ቆ (ఊିଶ)஼భ(௞భ௧ା௞మ) యభశ೜ቇ⎦⎥⎥

⎥⎥⎤. (51) 

 
Figure 5. Bulk viscous Coefficient Vs. time t Parameters used n = 2; q = 1; k1 = 1; k2 = 1; k4 = 1; k5 = 1; C1 = 1; C4 = 1, 0 ≤ 𝛾 ≤ 2 
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The Density parameter of the model is 

 Ω = ଵଷ ቀ(ଵା௤)(௞ర௧ା௞ఱ)௞ర ቁଶ ൥ቀ ିଽ(௡మାଶ௡)(ଶ௡ାଵ)మ(ଵା௤)మቁ ቀ ௞ర௞ర௧ା௞ఱቁଶ + ଵ(௞భ௧ା௞మ) ల೙(భశ೜)(మ೙శభ) + ଷସ ቆ ஼ర(௞ర௧ା௞ఱ)ቀ యభశ೜ቁቇଶ − ଵଶ ቆ ஼భ(௞భ௧ା௞మ) యభశ೜ቇ൩. (52) 

 
Figure 6. Density Parameter Vs. time t 

Parameters used n = 2; q = 1; k1 = 1; k2 = 1; k4 = 1; k5 = 1; C1 = 1; C4 = 1 

From Eqs. (40) to (52), we observed that at t=0, the spatial volume and zero mass scalar are zero, increasing with 
cosmic time, showing the late-time accelerated expansion of the universe. Also, at t=0, the parameters 𝐻,𝜃,𝜌,𝑝, 𝑝̅, 𝜂,Ω 
are diverse while they vanish for infinitely large values of t. The mean anisotropic parameter is uniform throughout the 
whole evolution of the universe, which shows that the dynamics of the mean anisotropic parameter do not depend on 
cosmic time t. Also, since Lim௧→∞ ఙమఏమ It is constant; the model does not approach isotropy through the whole evolution of the 
universe. It may also be observed that the model Eq. (39) has no initial singularity. 

 
Discussions for Physical Properties of the Model 

Here, we can discuss the three physical models based on the value of 𝛾 = 0, 2, ସଷ respectively  
 

False Vacuum model 
When 𝛾 = 0equals zero, the model embodies the false vacuum model with an Equation of State given by 𝑝 = −𝜌, 

characterizing both the 'false vacuum' and 'degenerate vacuum.' The explicit form and physical properties of this model 
are then delineated 

 𝑝 = −𝜌 = −൥ቀ ିଽ൫௡మାଶ௡൯(ଶ௡ାଵ)మ(ଵା௤)మቁ ቀ ௞ర௞ర௧ା௞ఱቁଶ + ଵ(௞భ௧ା௞మ) ల೙(భశ೜)(మ೙శభ) + ଷସ ቆ ஼ర(௞ర௧ା௞ఱ)ቀ యభశ೜ቁቇଶ − ଵଶ ቆ ஼భ(௞భ௧ା௞మ) యభశ೜ቇ൩. (53) 

 𝜂 = (ଵା௤)(௞ర௧ା௞ఱ)ଷ௞ర ൥൭ିଽ(௡మାଶ௡)ି൬వ൫೙మశ೙శభ൯షయ(మ೙శభ)(భశ೜)(మ೙శభ)మ(భశ೜)మ ൰(ଶ௡ାଵ)మ(ଵା௤)మ ൱ ቀ ௞ర௞ర௧ା௞ఱቁଶ + ଵ(௞భ௧ା௞మ) ల೙(భశ೜)(మ೙శభ) − ଷଶ ቆ ஼ర(௞ర௧ା௞ఱ)ቀ యభశ೜ቁቇଶ + ቆ ஼భ(௞భ௧ା௞మ) యభశ೜ቇ൩ (54) 

The Equation of State parameter is 

 𝜔 = ௣ఘ = −1  (55) 

 
Zel'dovish fluid model (Stiff fluid model) 

At 𝛾 = 2, 𝑝 = 𝜌, representing a Zel'dovich fluid distribution. Then, the explicit form of the physical properties inherent 
in this model is detailed. 

 𝑝 = 𝜌 = ൥ቀ ିଽ൫௡మାଶ௡൯(ଶ௡ାଵ)మ(ଵା௤)మቁ ቀ ௞ర௞ర௧ା௞ఱቁଶ + ଵ(௞భ௧ା௞మ) ల೙(భశ೜)(మ೙శభ) + ଷସ ቆ ஼ర(௞ర௧ା௞ఱ)ቀ యభశ೜ቁቇଶ − ଵଶ ቆ ஼భ(௞భ௧ା௞మ) యభశ೜ቇ൩ (56) 

 𝜂 = (ଵା௤)(௞ర௧ା௞ఱ)ଷ௞ర ቎ቌିଽ൫௡మାଶ௡൯ିቆవ൫೙మశ೙శభ൯షయ(మ೙శభ)(భశ೜)(మ೙శభ)మ(భశ೜)మ ቇ(ଶ௡ାଵ)మ(ଵା௤)మ ቍ ቀ ௞ర௞ర௧ା௞ఱቁଶ + ଵ(௞భ௧ା௞మ) ల೙(భశ೜)(మ೙శభ)቏ (57) 

 𝜔 = ௣ఘ = 1 (58) 
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Radiating model 
When 𝛾 = ସଷ, then𝑝 = ఘଷ. This representation corresponds to a matter distribution with disordered radiation, 

signifying the universe where the predominant portion of energy density exists, like radiation. Consequently, the model 
is termed a radiation-dominated universe or a radiating model. The explicit form of the physical properties inherent in 
this model is then elaborated. 

 𝑝 = ଵଷ 𝜌 = ଵଷ ൥ቀ ିଽ൫௡మାଶ௡൯(ଶ௡ାଵ)మ(ଵା௤)మቁ ቀ ௞ర௞ర௧ା௞ఱቁଶ + ଵ(௞భ௧ା௞మ) ల೙(భశ೜)(మ೙శభ) + ଷସ ቆ ஼ర(௞ర௧ା௞ఱ)ቀ యభశ೜ቁቇଶ − ଵଶ ቆ ஼భ(௞భ௧ା௞మ) యభశ೜ቇ൩ (59) 

 𝜂 = (ଵା௤)(௞ర௧ା௞ఱ)ଷ௞ర ൥൭ିଷ(௡మାଶ௡)ି൬వ൫೙మశ೙శభ൯షయ(మ೙శభ)(భశ೜)(మ೙శభ)మ(భశ೜)మ ൰(ଶ௡ାଵ)మ(ଵା௤)మ ൱ ቀ ௞ర௞ర௧ା௞ఱቁଶ + ଵଷ(௞భ௧ା௞మ) ల೙(భశ೜)(మ೙శభ) − ଵଶ ቆ ஼ర(௞ర௧ା௞ఱ)ቀ యభశ೜ቁቇଶ + ଵଷ ቆ ஼భ(௞భ௧ା௞మ) యభశ೜ቇ൩ (60) 

 𝜔 = ௣ఘ = ଵଷ (61) 

Our observations show that the model described by equation (39) exhibits no singularity, specifically at t=0. The 
zero-mass scalar field displays divergence at t=0 but diminishes for larger t values. The spatial volume undergoes 
expansion with increasing t, as indicated by the positivity of 1+q, portraying accelerated universe expansion. Additionally, 
θ, 𝜎ଶ, and H tend towards infinity at t=0 and converge towards zero for larger t values. The constancy of the average 
anisotropy parameter signifies its uniformity throughout the universe's evolution. However, since ఙమఏమRemains unalter, 
indicating a sustained anisotropic nature. It is observed that for the closed universe, when 𝜔஽ It is a decreasing function 
of time and an increasing function of time for open and flat universes. Universe is Closed, open, and flat universes are 
varying in quintessence (𝜔஽ > −0.5), phantom (−3 < 𝜔஽ < −1), and super phantom (𝜔஽ < −0.3) regions, 
respectively. 

 
Scientific Comparison 

Compared to the model proposed by B. Misra et al. (2015) [22], the current framework is more streamlined, with 
time dependence primarily expressed through power-law terms. It adopts a more phenomenological perspective on 
density evolution over time, featuring reduced complexity in its dependencies. This approach indicates an alternative or 
simplified cosmological paradigm, offering a distinct interpretation of ρ that could imply processes such as dissipation, 
decay, or energy loss. K.P. Singh et al. (2018) [23] explored cosmological models within the framework of Lyra's 
geometry, utilizing the Bianchi type III metric, with particular emphasis on the interaction between the Van der Waals 
fluid and Lyra's manifold, as well as its contribution to the generation of dark energy. In contrast, the current model 
focuses on deriving solutions involving a zero-mass scalar field and a bulk viscous fluid characterized by a barotropic 
equation of state. These two models adopt different approaches and interpretations, highlighting their distinct objectives 
and methodologies. 
 

CONCLUSIONS 
In this investigation, we explored the characteristics of a Bianchi type-III cosmological model incorporating a zero-

mass scalar within Lyra's geometry, with the energy-momentum tensor sourced by bulk viscous fluid. We observed that 
at t = 0, the spatial volume and zero mass scalar are zero, increasing with cosmic time, showing the late-time accelerated 
expansion of the universe. Also, at t = 0, the parameters 𝐻,𝜃,𝜌,𝑝, 𝑝̅, 𝜂,Ω are diverse while they vanish for infinitely large 
values of t. The mean anisotropic parameter is uniform throughout the whole evolution of the universe, which shows that 
the dynamics of the mean anisotropic parameter do not depend on cosmic time t. Also, since Lim௧→∞ ఙమఏమ It is constant; the 
model does not approach isotropy through the whole evolution of the universe. It may also be observed that the model 
Eq. (39) has no initial singularity. 

Notably, our findings reveal that the model is non-singular, exhibits shearing and non-rotating properties, and does 
not tend towards isotropy for large values of cosmic time t. The spatial volume displays an increasing trend with time (as 
1+q > 0), suggesting the possibility of cosmic re-collapse in the finite future. This dynamic evolution entails phases of 
inflation, deceleration, and subsequent acceleration. Consequently, the model emerges as an accelerating cosmological 
model featuring a zero-mass scalar under Lyra's geometry. We have discussed the physical models corresponding to the 
False Vacuum, Stiff fluid, and radiating. These cosmological models are anisotropic and have no initial singularity. 
Hence,zero-mass scalar field and bulk viscosity are expected to play an essential role in the universe's early evolution. 
Therefore, the model presented here better understands the evaluation of the universe. 
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ПРИСКОРЕННЯ КОСМОЛОГІЧНОЇ МОДЕЛІ ЗІ СКАЛЯРНИМ ПОЛЕМ НУЛЬОВОЇ МАСИ У ГЕОМЕТРІЇ ЛІРИ 
М. Крішнаa, К. Собхан Бабуb, Р. Сантікумарc 

aІнженерний коледж Рагу, Вісакхапатнам, штат Андхра-Прадеш, Індія 
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cІнститут технології та менеджменту Адітя, Теккалі, округ Шрікакулам. Андхра-Прадеш-Індія 
Вивчення космологічної моделі III типу Б’янкі передбачає включення скалярного поля з нульовою масою в контексті 
геометрії Ліри. Джерелом тензора енергії-імпульсу вважається об’ємна в’язка рідина. Баротропне рівняння стану 
використовується для характеристики тиску та густини, шукаючи конкретний розв’язок рівнянь поля. Це рішення отримано 
з використанням принципу відмінної варіації для параметра Хаббла, запропонованого [M.S. Berman, Il Nuovo Cimento B, 74, 
182 (1983)]. Подальший аналіз заглиблюється в фізичні властивості, притаманні цій моделі. 
Ключові слова: прискорення; космологія; геометрія Ліри 
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This work investigates a spatially homogeneous and isotropic flat Friedmann-Lemaître-Robertson-Walker (FLRW) universe within
the context of f(R, T ) gravity as introduced by Harko, et al., [Phys. Rev. D, 84, 024020 (2011)]. The present work deals with the
functional form f(R, T ) = f1(R) + f2(T ) with f1(R) = R + λ1R

2 and f2(T ) = 2λ2T where λ1 and λ2 are arbitrary constants,
R and T being the Ricci scalar and the trace of the stress-energy tensor Tij respectively. We present a novel cosmological model in
the framework of f(R, T ) gravity, exploring the dynamics of the FLRW universe through an exact solution to the gravitational field
equations. By employing an innovative ansatz for the Hubble parameter, H = α

(
1 + 1

t

)
where α is a positive constant, we capture a

evolutionary history of the universe. This approach provides a natural pathway to investigate key cosmological parameters, such as the
scale factor, deceleration parameter, jerk, snap, lerk parameters and energy conditions, revealing intriguing insights into the universe’s
expansion dynamics. We also discuss the statefinder diagnostic. Our results offer a deeper understanding of cosmic evolution within
the f(R, T ) gravity framework.

Keywords: f(R, T ) gravity; FLRW metric; Hubble parameter; Statefinder diagnostic

PACS: 04.50.kd, 98.80.-k, 04.20.jb

1. INTRODUCTION
Late time cosmic acceleration is one of the most significant and challenging discoveries in cosmology which might

revolutionize the theories of gravitation and cosmology in near future. Over the last few decades, several crucial cosmolog-
ical and astrophysical observations from high redshift supernovae type Ia (SNIa) [1–3], Wilkinson Microwave Anisotropy
Probe (WMAP) [4–8], Large Scale Structure (LSS) [9], Cosmic Microwave Background (CMB) [10, 11] etc. have been
providing strong evidence that the universe is currently undergoing a phase of accelerated expansion. As there is no
theoretical explanation for this observed acceleration in the rate of expansion of the universe, many theories have been
proposed in the literature to understand the cause behind it. The General Theory of Relativity has provided the foundation
for numerous attempts with a prominent hypothesis that the acceleration is driven by Dark energy, an enigmatic form of
energy with a high negative pressure, which itself significantly challenges conventional cosmology as cosmological origin
and the true nature of dark energy have not been determined yet. In addition, according to the observational data, more
than 95% of the total matter-energy budget of the universe is comprised of two dark components - dark energy (DE) and
dark matter (DM) - the contributions from DE and DM being about 68.3% and 26.8% respectively. The characteristics
of these two dark components are not distinctly recognized. However, the nature of dark matter appears to be partially
known [12] as it can be inferred to exist from its gravitational effects on ordinary baryonic matter which contributes only
about 4.9% of the total content of the universe. Dark energy, therefore, becomes one of the biggest mysteries and a
challenging topic of research in modern cosmology.

The cosmological constant Λ is the most widely discussed candidate for dark energy. However, it encounters two
significant theoretical challenges: Cosmic Coincidence Problem and Fine-Tuning Problem.

To address these issues, several candidates of dark energy such as quintessence, k-essence, tachyon, phantom, Chap-
lygin gas models, Holographic dark energy models etc. are proposed in the literature. Another approach to understand
the true cause behind the presence of dark sector in the universe and the mechanism behind the cosmic acceleration in
the recent past is the modification of Einstein’s theory of gravity. Several modifications of General Theory of Relativity
are available in the literature, popularly known as modified theories of gravity, which are extremely attractive. Some
important modified theories of gravity are: f(R) theory of gravity [13], where R is the Ricci scalar, the action of which
is constructed by replacing R by an arbitrary function f(R) in the Einstein-Hilbert Lagrangian. f(R, T ) theory of grav-
ity [14], a generalization of f(R) theory by introducing an arbitrary function f(R, T ) of R and T , where T is the trace of
the stress-energy of tensor, Brans Dicke theory of gravity [15] in which gravity couples with a time-varying scalar field
through a coupling parameter. f(T ) gravity theory [16], which uses the torsion scalar in place of the Ricci scalar. f(G)
theory of gravity [17] where G is the Gauss-Bonnet invariant. f(Q) gravity [18] where Q is the non-metricity scalar.
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Some other modified theories of gravity are f(R,G) gravity [19], f(Q,T ) gravity [20] etc. By exploring these diverse
approaches, researchers aim to gain a deeper understanding of the fundamental nature of the universe and its evolution
with an accelerated rate of expansion.

Harko et al. introduced the f(R, T ) theory of gravity and obtained the gravitational field equations for three explicit
forms of the functional f(R, T ) viz. f(R, T ) = R + 2f(T ), f(R, T ) = f1(R) + f2(T ) and f(R, T ) = f1(R) +
f2(R)f3(T ). Houndjo [21] developed the cosmological reconstruction of f(R, T ) theory of gravity for the functional
f(R, T ) = f1(R) + f2(T ) and discussed the transition of matter dominated era with decelerated expansion to the current
era with an accelerated expansion. Since then many authors have explored various aspects of this theory in different
contexts as this theory can be best applied to study several issues of current interest and also takes care of the early time
inflation as well as the late time accelerated expansion. Bhattacharjee and Sahoo [22] studied redshift drift in f(R, T )
theory of gravity where they have used the functional f(R, T ) = R + λT . Pradhan et al. [23] studied FLRW model in
f(R, T ) gravity using f(R, T ) = R+ 2λT .

In the present work, we consider the functional form f(R, T ) = f1(R) + f2(T ) with f1(R) = R + λ1R
2 and

f2(T ) = λ2T where λ1 and λ2 are arbitrary constants. Starobinsky’s work [24] motivates us to consider the functional
form f1(R) = R + λ1R

2. The Starobinsky model follow the cosmological observational test and successfully predicts a
spectrum of nearly scale-invariant curvature perturbations. The R2 term in the functional form f(R) = R + αR2, α is a
constant, in Starobinsky’s original work demonstrates that the R2 term could naturally drive inflation due to a slow-roll
regime, leading to a nearly de Sitter expansion. This mechanism does not require an explicit scalar field as the additional
degrees of freedom from the R2 term behave like a scalar field.

A number of researchers also considered the functional form f(R, T ) of the type f(R, T ) = R + λ1R
2 + λ2T in

various contexts. Zubair and Noureen [25] studied evolution of axially symmetric anisotropic sources, Noureen et al. [26]
investigated shear-free condition and dynamical instability, Sahoo et al. [27,28] proposed a model of wormholes and also
f(R, T ) gravity model as alternatives to cosmic acceleration by constructing three cosmological models that arise from
the three different choices for f1(R), viz, f1(R) = R+αR2− µ4

R , f1(R) = R+kln(γR) and f1(R) = R+me[−nR] with
α, µ, k, γ, m and n all free parameters. Vinuthaa and Kavya [29] studied Bianchi type cosmological models in f(R, T )
theory with quadratic functional form. Bishi et al. [30] studied domain walls and quark matter cosmological models
in f(R, T ) = R + aR2 + kT gravity. These studies affirm f(R, T ) gravity as a versatile and promising framework,
capable of providing insights into a wide array of phenomena, from exotic matter distributions to cosmic expansion, while
accommodating both isotropic and anisotropic configurations.

In this study, we consider a flat Friedmann-Lemaître-Robertson-Walker (FLRW) universe filled with a perfect fluid
within the framework of f(R, T ) gravity with the functional form f(R, T ) = R + λ1R

2 + λ2T , where λ1, λ2 are
arbitrary constants. The outline of the present work is as follows: In section 2, we provide a concise overview of the
metric formalism of f(R, T ) theory of gravity and present the basic equations. In section 3, we derive the gravitational
field equations in terms of the Hubble parameter H . In section 4, we solve the field equations by choosing an ansatz
for the Hubble parameter. In Section 5, we discuss the physical and kinematical properties of the model by plotting the
cosmological parameters against cosmic time t and redshift parameter z. In Section 6, we analyze and discuss the jerk,
snap and lerk parameters, the statefinder diagnostic and the energy conditions of our model. Finally, in Section 7, we
conclude the paper with a summary of our findings and key insights.

2. f(R, T ) GRAVITY THEORY: BASIC EQUATIONS
The action of f(R, T ) gravity theory proposed by Harko et al. [14] is given by

S =

∫ [
1

16π
f(R, T ) + Lm

]√
−g d4x (1)

where f(R, T ) is an arbitrary function of the Ricci Scalar R and the trace T of the stress-energy tensor and Lm is the
matter Lagrangian density.

The stress-energy tensor of matter is defined as

Tij =
−2√
−g

δ(
√
−gLm)

δgij
(2)

and the trace T is given by T = gijTij . Considering the metric tensor components gij to be the sole ones influencing the
amount Lm of matter and not its derivatives, the stress-energy tensor Tij is obtained as

Tij = gijLm − 2
∂Lm

∂gij
(3)
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By varying the action (1) with respect to the metric tensor components gij , the field equations of f(R, T ) gravity
are obtained as

fR(R, T )Rij −
1

2
f(R, T )gij + (gij2−▽i▽j)fR(R, T ) = 8πTij − fT (R, T )Tij − fT (R, T )Θij (4)

where, fR(R, T ) = ∂f(R,T )
∂R , fT (R, T ) = ∂f(R,T )

∂T and the covariant derivative with regard to the symmetric connection
Γ associated to the metric g is represented by the operator ▽i.

Here, Θij is obtained by specifying the variation of T with respect to the metric tensor

δ(gαβTαβ)

δgij
= Tij +Θij (5)

For a known matter Lagrangian Lm, Θij can be calculated as

Θij = −2Tij + gijLm − 2glk
∂2Lm

∂gij∂glk
(6)

For a perfect fluid, the stress-energy tensor of matter is provided by

Tij = (ρ+ p)uiuj − pgij (7)

where ρ is the energy density, p is the pressure and the four velocity ui satisfies the conditions uiu
i = 1 and ui ▽j ui =

0. The matter Lagrangian can be written as Lm = −p. Using eq (6), we get the expression for Θij for the modification of
stress-energy tensor of perfect fluid as

Θij = −2Tij − pgij (8)

Assuming

f(R, T ) = f1(R) + f2(T ) (9)

where f1(R) and f2(T ) are arbitrary functions of R and T respectively, from equation (4), if the matter source is a perfect
fluid, then the field equations of f(R, T ) gravity become

f
′
1(R)Rij −

1

2
f1(R)gij + (gij2−▽i▽j)f

′
1(R) = 8πTij + f

′
2(T )Tij +

[
f

′
2(T )p+

1

2
f2(T )

]
gij (10)

where the prime denotes differentiation with respect to the argument.

For the choice of f1(R) = R+ λ1R
2 and f2(T ) = 2λ2T , where λ is a constant, the gravitational field equations of

f(R, T ) gravity from eq (10) are obtained as

Rij −
1

2
Rgij + 2λ1R

(
Rij −

1

4
Rgij

)
+ (gij2−▽i▽j)(1 + 2λ1R) = 8πTij + λ2

[
2Tij + (ρ− p)gij

]
(11)

3. THE METRIC AND GRAVITATIONAL FIELD EQUATIONS
We consider the flat Friedmann-Lemaître-Robertson-Walker metric given by

ds2 = dt2 − a2(dx2 + dy2 + dz2) (12)

where a is a function of cosmic time t only. Using comoving coordinates, the field equations (11) for the metric (12) are
obtained as

ä

a
+

1

2

ȧ2

a2
+ 6λ1G1(a, ȧ, ä, ˙̇ȧ, ˙̇ ˙̇a ) = −4πp+

λ2

2
(ρ− 3p) (13)

ȧ2

a2
+ 6λ1G2(a, ȧ, ä, ˙̇ȧ) =

8π

3
ρ+ λ2

(
ρ− p

3

)
(14)

where

G1(a, ȧ, ä, ˙̇ȧ, ˙̇ ˙̇a ) = −3

2

[(
ȧ

a

)4

+
ä2

a2

]
− 2

[
ȧ˙̇ȧ

a2
− 3

ȧ2ä

a3

]
− ˙̇ ˙̇a

a
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G2(a, ȧ, ä, ˙̇ȧ) = −2

(
ȧ

a

)2
[
˙̇ȧ

ȧ
+

ä

a
− 3

2

(
ȧ

a

)2
]
+

(
ä

a

)2

In terms of the Hubble parameter H , defined by H = ȧ
a , equations (13) and (14) can be expressed as

Ḣ +
3

2
H2 + 6λ1G1(a, ȧ, ä, ˙̇ȧ, ˙̇ ˙̇a ) = −4πp+

λ2

2
(ρ− 3p) (15)

H2 + 6λ1G2(a, ȧ, ä, ˙̇ȧ) =
8π

3
ρ+ λ2

(
ρ− p

3

)
(16)

where

G1(H, Ḣ, Ḧ, ˙̇Ḣ) = −
(
˙̇Ḣ + 6HḦ + 9H2Ḣ +

9

2
Ḣ2

)
G2(H, Ḣ, Ḧ) = Ḣ2 − 6H2Ḣ − 2HḦ

The Ricci scalar curvature is

R = −
(
6Ḣ + 12H2

)
(17)

where an overhead dot denotes differentiation with respect to t.

From equations (15) and (16), we get

(18)
ρ =

1

(8π + 4λ2)(4π + λ2)

[
12πH2 + λ2(3H

2 − Ḣ) + 72πλ1(Ḣ2 − 6H2Ḣ − 2HḦ) +

3λ1λ2(2 ˙̇Ḣ + 18Ḣ2 − 6HḦ − 36H2Ḣ)
]

(19)
p =

1

(8π + 4λ2)(4π + λ2)

[
−(8π + 3λ2)Ḣ − 3(4π + λ2)H

2 + 24πλ1

(
2 ˙̇Ḣ + 12HḦ +

18H2Ḣ + 9Ḣ2
)
+ 18λ1λ2( ˙̇Ḣ + 5Ḣ2 + 5HḦ + 6H2Ḣ)

]
4. EXACT SOLUTION OF THE FIELD EQUATIONS

To find an exact solution of the field equations, we consider the following ansatz for the Hubble parameter H:

H = α

(
1 +

1

t

)
(20)

where α > 0 is an arbitrary constant.
The Hubble parameter H is an observable parameter. It measures the rate of cosmic expansion. Using the definition

H = ȧ
a , from equation (20), we obtain the scale factor a as

a(t) = a0(te
t)α (21)

where a0 > 0 is a constants.
Then from equations (18) and (19), the energy density ρ and the pressure p are obtained as

(22)
ρ(t) =

3α2

8π + 4λ2
+

α

(8π + 4λ2)(4π + λ2)

[
(24π + 6λ2)α

t
+

λ2 + 3α(4π + λ2)(1 + 36λ1α)

t2
+

108λ1λ2α
2 + 36λ1α(3α− 1)(8π + λ2)

t3
+

18λ1(2α− 1)(12πα+ λ2(3α+ 2))

t4

]

(23)
p(t) =

−3α2

8π + 4λ2
+

α

(8π + 4λ2)(4π + λ2)

[
−(24π + 6λ2)α

t
+

(8π + 3λ2)− (4π + λ2)(3α+ 108λ1α
2)

t2
+

36λ1α((16π + 5λ2)− α(24π + 6λ2))

t3
+

18λ1(α(44π + 15λ2)− α2(24π + 6λ2)− (16π + 6λ2))

t4

]
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The equation of state (EoS) parameter is defined as the ratio of pressure to energy density: ω = p
ρ . This parameter

is crucial in understanding the nature of the universe’s energy content.
Therefore, the equation of state parameter ω is obtained as

ω(t) =

−3αt4 − (24π + 6λ2)αt
3 +

{
(8π + 3λ2)− (4π + λ2)(3α+ 108λ1α

2)
}
t2+

36λ1α {(16π + 5λ2)− α(24π + 6λ2)} t+ 18λ1

{
α(44π + 15λ2)− α2(24π + 6λ2)− (16π + 6λ2)

}
3αt4 + (24π + 6λ2)αt

3 + {λ2 + 3α(4π + λ2)(1 + 36λ1α)} t2+{
108λ1λ2α

2 + 36λ1α(3α− 1)(8π + λ2)
}
t+ 18λ1(2α− 1) {12πα+ λ2(3α+ 2)}

(24)

The deceleration parameter q, a dimensionless measure of the cosmic expansion, is defined by the relation q =
−aä

ȧ2 . Thus, q is related to the Hubble parameter H by the relation q = −1 + d
dt

(
1
H

)
. For our model, we obtain

q = −1 +
1

α(1 + t)2
(25)

The deceleration parameter exhibits the universe’s expansion. For q < 0, it undergoes accelerated expansion and for
q > 0, it undergoes decelerated expansion. Recent observations reveal that the universe transitioned from the decelerated
expansion phase to an accelerated expansion phase in the recent past and currently passing through a phase of accelerated
expansion. According to current observational data, −1 ≤ q < 0.

5. PHYSICAL AND KINEMATICAL PROPERTIES OF THE MODEL
We aim to investigate the physical and kinematical properties of the model by studying the bahaviour of some

cosmological parameters as the universe evolves. Cosmological parameters describe the kinematic properties of the
universe’s expansion and are essential for understanding its dynamic evolution. To develop a cosmological model that
transitions from a decelerating phase to an accelerating phase, we focus on the range 0 < α < 1, as recommended by the
equation (25). This range aligns with models that match observed cosmic acceleration patterns.

For our analysis, we consider four specific values of α viz α = 0.3, 0.4, 0.5 and 0.6. These values allow us to explore
how slight variations in α influence the behavior of the universe’s expansion. Additionally, we set the arbitrary constants
as λ1 = 0.2 and λ2 = 0.1.

Using these values, we compute and plot the behaviour of various cosmological parameters. These plots help us
to visualize and analyze how the universe’s expansion evolves over time and assess whether the model aligns with the
expected transition from a decelerated expansion to an accelerated expansion phase. This transition is a critical feature of
modern cosmological theories that explain the role of dark energy in driving the accelerated expansion of the universe.

The scale factor a measures the relative size of the universe at a given time. As the universe expands, the scale factor
increases. In the context of cosmology, the volume V of the universe is directly related to the scale factor, as V ∝ a3,
meaning that as the scale factor increases, the volume increases significantly.

Figure 1. Variation of the scale factor a versus cosmic time
t with a0 = 1 and different values of α.

Figure 2. Variation of the volume V versus cosmic time t
with different α.

From Figures 1 and 2, we see that the scale factor and volume grow significantly over time, especially in the late
universe. This rapid increase in volume suggests that the universe’s expansion has accelerated, particularly after a certain
point. This acceleration can be attributed to the influence of dark energy, which became dominant in recent cosmic history,
driving the universe’s expansion at an increasingly rapid pace.

In order to have a better understanding of the properties of the universe corresponding to our model, it will be of
great help if we also study the evolutionary behaviour of some cosmological parameters versus redshift z.
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REDSHIFT AND COSMIC TIME RELATION
The redshift z is related to the scale factor a(t) by:

z =
a0
a(t)

− 1

which implies
a(t) =

a0
1 + z

Substituting this into equation (21), we get

a0(te
t)α =

a0
1 + z

To isolate tet, we take the α-th root of both sides and get

tet = (1 + z)−1/α

The equation tet = C, where C = (1 + z)−1/α, is solved using the Lambert W function. The Lambert W function
satisfies: W (x)eW (x) = x

Thus, we can obtain the time-redshift relation as:

t = W
[
(1 + z)−

1
α

]
(26)

Figure 3. Variation of cosmic time t versus redshift z for different values of α.

The Hubble parameter and deceleration parameter in terms of redshift lead to

H(z) = α

1 + 1

W
[
(1 + z)−

1
α

]
 (27)

q(z) = −1 +
1

α
(
1 +W

[
(1 + z)−

1
α

])2 (28)

Using eqn (26), the expressions for the energy density (ρ), the pressure (p) and Equation of State (EoS) parameter ω
in terms of redshift (z) are obtained as:

(29)

ρ(z) =
3α2

8π + 4λ2
+

α

(8π + 4λ2)(4π + λ2)

 (24π + 6λ2)α

W
[
(1 + z)−

1
α

] +
λ2 + 3α(4π + λ2)(1 + 36λ1α)

W
[
(1 + z)−

1
α

]2 +

108λ1λ2α
2 + 36λ1α(3α− 1)(8π + λ2)

W
[
(1 + z)−

1
α

]3 +
18λ1(2α− 1)(12πα+ λ2(3α+ 2))

W
[
(1 + z)−

1
α

]4


(30)

p(z) =
−3α2

8π + 4λ2
+

α

(8π + 4λ2)(4π + λ2)

−(24π + 6λ2)α

W
[
(1 + z)−

1
α

] +
(8π + 3λ2)− (4π + λ2)(3α+ 108λ1α

2)

W
[
(1 + z)−

1
α

]2 +

36λ1α((16π + 5λ2)− α(24π + 6λ2))

W
[
(1 + z)−

1
α

]3 +
18λ1(α(44π + 15λ2)− α2(24π + 6λ2)− (16π + 6λ2))

W
[
(1 + z)−

1
α

]4

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ω(z) =

−3αW
[
(1 + z)−

1
α

]4
− (24π + 6λ2)αW

[
(1 + z)−

1
α

]3
+

{
(8π + 3λ2)− (4π + λ2)(3α+ 108λ1α

2)
}
W

[
(1 + z)−

1
α

]2
+

36λ1α {(16π + 5λ2)− α(24π + 6λ2)}W
[
(1 + z)−

1
α

]
+ 18λ1

{
α(44π + 15λ2)− α2(24π + 6λ2)− (16π + 6λ2)

}
3αW

[
(1 + z)−

1
α

]4
+ (24π + 6λ2)αW

[
(1 + z)−

1
α

]3
+ {λ2 + 3α(4π + λ2)(1 + 36λ1α)}W

[
(1 + z)−

1
α

]2
+{

108λ1λ2α
2 + 36λ1α(3α− 1)(8π + λ2)

}
W

[
(1 + z)−

1
α

]
+ 18λ1(2α− 1) {12πα+ λ2(3α+ 2)}

(31)

Figure 4. Variation of Hubble parameter H versus cosmic
time t with different values of α.

Figure 5. Variation of Hubble parameter H versus redshift
z with different α.

Figure 6. Variation of deceleration parameter q versus cos-
mic time t with different α.

Figure 7. Variation of deceleration parameter q versus red-
shift z with different α.

From Figures 4 and 5, we observe that in the early universe, the Hubble parameter (H) is very large, and keeps
decreasing as the universe evolves. This is consistent with the Big Bang theory, according to which the universe started
from an extremely hot and dense state, and then began to expand. As time progresses, the value of H decreases, reflecting
the fact that the rate of expansion slows down due to the gravitational pull of matter in the universe. In cosmological
terms, redshift (z) corresponds to looking at the universe in the past. The Hubble parameter decreases with redshift (z).
The decrease of H with respect to z refers to how the expansion rate of the universe slows down as the universe ages.

Figures 6 and 7 show that at the start of the universe, q > 0, meaning that the expansion was slowing down. As
time progressed, due to the influence of matter and radiation, the deceleration continued for a long period. Initially, the
universe is decelerating, but as the value of q moves toward negative values, the expansion switches to an accelerating
phase. This matches observations of the current expansion rate, where the universe is observed to be accelerating due to
the influence of dark energy.

From the above graphs, we see that the choice of α = 0.5 reflects a best model where the deceleration parameter
transitions smoothly into the accelerating phase. We choose this value for the plots of other cosmological parameters.

The energy density (ρ) of the universe consists of contributions from matter-energy content of the universe. Figure
8 shows that at the beginning of the universe (near time t = 0), the energy density is extremely high, exhibiting thereby
that the universe was incredibly dense and compact. This is consistent with the idea of a hot, dense Big Bang origin.
As the universe expands, the energy density decreases. This behaviour is expected in the standard cosmological model,
where both matter and radiation contribute to the energy density but becomes less dense as the universe expands. The
energy density asymptotically approaches zero as time progresses towards infinity, reflecting the fact that, although the
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Figure 8. Variation of energy density ρ versus cosmic time
t with α = 0.5.

Figure 9. Variation of energy density ρ versus redshift (z)
with α = 0.5.

Figure 10. Variation of pressure p versus cosmic time t
with α = 0.5.

Figure 11. Variation of pressure p versus redshift (z) with
α = 0.5.

universe continues to expand, the contributions of matter and radiation become negligible over time, and dark energy
(which remains constant or evolves slowly) dominates. From Figure 9, we see that the energy density ρ decreases against
redshift z. This decrease in ρ describes how different components of the universe’s energy content (like matter, radiation
and dark energy) evolve as the universe expands.

The pressure (p) in the universe varies with time and plays an essential role in understanding the dynamics of the
universe. In Figure 10, for α = 0.5, the pressure is initially positive, which is typical for a matter dominated universe.
However, as the universe expands, the pressure becomes negative. Negative pressure is associated with dark energy, which
causes the accelerated expansion of the universe. This transition from positive to negative pressure is one of the signatures
of the onset of the dark energy dominated phase. From Figure 11, we see that the pressure p decreases against redshift z.

In Figures 12 and 13, we observe that the value of ω lies between −1 and 1. This range is significant because ω ≈
0 corresponds to matter domination, ω = 1

3 corresponds to radiation domination and ω ≈ −1 corresponds to a universe
dominated by dark energy, as dark energy is modeled to have ω = −1 in the simplest cosmological models.

Since ω lies within this range, it suggests that the universe is currently undergoing accelerated expansion, dominated
by dark energy, which fits well with current cosmological observations of an accelerated expanding universe.

6. PHYSICAL ACCEPTABILITY OF THE SOLUTIONS
For the validity of the solution, we should check that our model is physically acceptable.

6.1. Jerk, snap and lerk parameters
In cosmological models, understanding the evolution of the universe’s expansion is crucial for predicting its future

behaviour and unraveling the underlying forces shaping its dynamics. While the deceleration parameter provides a foun-
dational insight into how the expansion rate of the universe is changing, higher-order time derivatives of the scale factor
such as the jerk, snap, and lerk offer a more detailed and refined understanding of the universe’s expansion.

These parameters are derived from the Taylor series expansion of the scale factor a(t), which describes the size of
the universe as a function of time (t). By examining the higher derivatives of the scale factor, more complex aspects of the
universe’s expansion, such as changes in acceleration and the rate at which these changes are occurring can be captured.
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Figure 12. Variation of EoS parameter (ω) versus cosmic
time t with α = 0.5.

Figure 13. Variation of EoS parameter (ω) versus redshift
(z) with α = 0.5.

These higher-order derivatives - jerk, snap, and lerk are essential for predicting the future evolution of the universe and
for understanding its past behavior with greater precision.

Jerk parameter
The jerk parameter is the third time derivative of the scale factor a(t), denoted by j(t). It measures the rate of change

of the acceleration of the universe’s expansion. In other words, it provides insight into whether the rate of acceleration is
itself increasing or decreasing over time. The jerk parameter is particularly important because it helps predict the future
behaviour of the expansion. If the jerk is positive, it indicates that the expansion is accelerating at an increasing rate.
Conversely, a negative jerk suggests that the acceleration is decreasing.

Mathematically, the jerk parameter is expressed as:

j(t) =
a2

ȧ3
d3a

dt3

For our model, it is obtained as

j(t) = 1− 3

α(1 + t)2
+

2

α2(1 + t)3
(32)

This equation reflects how the second derivative of the scale factor (acceleration) changes over time.

Snap parameter
The snap parameter is the fourth time derivative of the scale factor a(t), denoted by s(t). It measures how the jerk

parameter i.e the rate of change of acceleration evolves over time. It is a higher-order derivative that provides even finer
details about the acceleration of the universe’s expansion. The snap is essential for identifying subtle transitions in the
universe’s expansion, such as shifts between accelerating and decelerating phases of expansion.

The snap parameter is mathematically defined as:

s(t) =
a3

ȧ4
d4a

dt4

For our model, it is obtained as

s(t) = 1− 6

α(1 + t)2
+

8

α2(1 + t)3
+

3α− 6

α3(1 + t)4
(33)

This equation reflects the evolving nature of the jerk parameter, which helps us understand the changing nature of
the universe’s acceleration in even greater detail.

Lerk parameter
The lerk parameter is the fifth time derivative of the scale factor a(t), denoted by l(t). As the fifth derivative, the

lerk parameter measures how the snap parameter, the rate of change of the jerk parameter is changing over time. The lerk
parameter provides the most detailed information about the expansion of the universe, capturing extremely subtle shifts
in the acceleration and deceleration rates.
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Mathematically, the lerk parameter is defined as:

l(t) =
a4

ȧ5
d5a

dt5

For our model, it is obtained as

l(t) = 1− 10

α(1 + t)2
+

20

α2(1 + t)3
+

15α− 30

α3(1 + t)4
+

24− 20α

α4(1 + t)5
(34)

This equation provides the highest level of detail regarding the changing behaviour of the universe’s expansion,
offering important insights into the acceleration dynamics that may not be immediately apparent from the jerk or snap
parameter alone.

For our model, the expressions for jerk, snap and lerk parameter in terms of redshift (z) are obtained as:

j(z) =1− 3

α
(
1 +W

[
(1 + z)−

1
α

])2 +
2

α2
(
1 +W

[
(1 + z)−

1
α

])3 (35)

s(z) =1− 6

α
(
1 +W

[
(1 + z)−

1
α

])2 +
8

α2
(
1 +W

[
(1 + z)−

1
α

])3 +
3α− 6

α3
(
1 +W

[
(1 + z)−

1
α

])4 (36)

l(z) =1− 10

α
(
1 +W

[
(1 + z)−

1
α

])2 +
20

α2
(
1 +W

[
(1 + z)−

1
α

])3 +
15α− 30

α3
(
1 +W

[
(1 + z)−

1
α

])4+

24− 20α

α4
(
1 +W

[
(1 + z)−

1
α

])5 (37)

Figure 14. Variation of jerk, snap and lerk parameter versus
cosmic time t with α = 0.5

Figure 15. Variation of jerk, snap and lerk parameter versus
redshift z with α = 0.5

From Figures 14 and 15, we observe that the jerk and lerk parameters remain positive throughout the evolution of
the universe. They exhibit diminishing tendencies as seen in the figures. The snap parameter has negative value in the
beginning and occurs positive value at late cosmic time. This denotes an accelerated expansion of the universe.

6.2. Statefinder diagnostic
Statefinder parameter is a crucial geometrical diagnostic tool used to differentiate between different dark energy

models. The two parameters of statefinder {r, s} are dimensionless and geometrical since they are generated from the
cosmic scale factor a(t) alone, however they may be reconstructed in terms of dark energy and dark matter.

In table 1, various forms of statefinder pairs are displayed. Here, r measures the third derivative of the scale factor
normalized by the Hubble parameter, quantifying jerk or snap and s provides a diagnostic to distinguish between dark
energy models by normalizing r using q. ΛCDM model serves as the baseline: standard cosmological constant with cold
dark matter model. Quintessence dark energy model represents a scalar field with varying energy density that drives the
accelerated expansion of the universe. Phantom dark energy model is the model where the dark energy equation of state is
ω < −1, leading to super-accelerated expansion. Chaplygin gas model is a unified dark matter-energy model. Interacting
Models are models involving interactions between dark energy and other components of the universe like cold dark matter.
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Table 1. Statefinder diagnostic

Parameter Definition
Deceleration Parameter (q) q = − äa

ȧ2

Statefinder Pair {r, s} r = ˙̇ȧ
aH3 , s = r−1

3(q− 1
2 )

ΛCDM Model {r, s}= {1, 0}
Quintessence r < 1, s > 0

Phantom Dark Energy r, s vary based on parameters
Chaplygin Gas r > 1, s < 0

Interacting Models r ̸= 1, s ̸= 0

The statefinder pair {r, s} [32] for our model are obtained as

r =
a2

ȧ3
d3a

dt3
= 1− 3

α(1 + t)2
+

2

α2(1 + t)3
(38)

s =
r − 1

3
(
q − 1

2

) =
4− 6α(1 + t)

6α(1 + t)− 9α2(1 + t)3
(39)

Figure 16. Variation of statefinder pair {r, s}

For our model, the statefinder pair {r, s} has a present value of {r, s}= {0.976, 0.0054} for α = 0.5. Since, from
Figure 16, we find r < 1 and s > 0, therefore, our model aligns with a quintessence dark energy model. Quintessence
differs from the cosmological constant (Λ) as it evolves over time, leading to unique dynamics captured by the statefinder
parameters. At late times, our model will behave like the ΛCDM model.

6.3. Energy Conditions
Energy conditions are sets of mathematical inequalities imposed on the energy-momentum tensor Tij , which de-

scribes the matter and energy content of the universe in the framework of general relativity. These conditions provide a
way to ensure the physical viability of a cosmological model and impose constraints on the behavior of matter and energy
under gravitational interactions.

1. Null Energy Condition (NEC): The Null Energy Condition requires: ρ + p ≥ 0. The NEC ensures that the
energy density observed by a light-like observer (null vector) is non-negative. It is the most fundamental of all energy
conditions, as the violation of the NEC often leads to unphysical scenarios such as exotic matter or superluminal signals.
In an expanding universe, the NEC is closely linked to the second law of thermodynamics and the avoidance of unphysical
singularities.

2. Weak Energy Condition (WEC): The Weak Energy Condition requires: ρ ≥ 0, ρ+ p ≥ 0. The WEC ensures
that the energy density observed by any time like observer is non-negative. This condition is fundamental for a physically
reasonable distribution of matter and energy. Satisfying the WEC indicates that matter behaves normally (e.g., no negative
energy densities). It guarantees the normal gravitational attraction of matter and aligns with the observed dynamics of
galaxies and cosmic structures.

3. Dominant Energy Condition (DEC): The Dominant Energy Condition requires: ρ ≥ |p|. The DEC ensures
that the flow of energy and momentum is causal, meaning that energy cannot propagate faster than the speed of light.
Additionally, it implies that the energy density dominates over pressure contributions. Models satisfying the DEC respect
causality and prevent the occurrence of unphysical faster-than-light phenomena. It is critical in describing the large-scale
structure of the universe and the evolution of density perturbations.

4. Strong Energy Condition (SEC): The Strong Energy Condition requires: ρ + 3p ≥ 0, ρ + p ≥ 0. The SEC
ensures that gravity is always attractive, implying that the combined effects of energy density and pressure act as a source
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of gravitational pull. The SEC is rooted in classical general relativity, where gravity is inherently attractive. In standard
cosmology, the SEC is satisfied during the matter-dominated and radiation-dominated phases. However, during the ac-
celerated expansion of the universe (e.g., the inflationary epoch or the current dark energy-dominated era), the SEC is
violated. This violation is necessary to explain repulsive gravitational effects, such as the ones driving the universe’s
accelerated expansion.

For our model,
ρ(t) + p(t) =

α

(4π + λ2)t4
[
t2 + 36λ1 (−1 + 2α+ αt)

]
(40)

(41)ρ(t)− p(t) =
6α2

(8π + 4λ2)(4π + λ2)
+

α

(8π + 4λ2)t4
[
12αt3 + (6α+ 216λ1α

2 − 2)t2 + 216λ1α(2α− 1)t+

36λ1(6α
2 − 7α+ 2)

]

(42)
ρ(t) + 3p(t) =

α

(4π + 2λ2)(4π + λ2)t4
[
−3αt4 − (24π + 6λ2)αt

3 + {(12π + 5λ2)− 3α(4π + λ2)(1 + 36λ1α)} t2

+ 36λ1αt {(20π + 7λ2)− 6α(4π + λ2)}+ 18λ1

{
α(60π + 23λ2)− (24π + 10λ2)− α2(24π + 6λ2)

}]
In terms of redshift, we obtain

(43)ρ(z) + p(z) =
α

(4π + λ2)W
[
(1 + z)−

1
α

]4 [
W

[
(1 + z)−

1
α

]2
+ 36λ1

(
−1 + 2α+ αW

[
(1 + z)−

1
α

])]

(44)

ρ(z)− p(z) =
6α2

(8π + 4λ2)(4π + λ2)
+

α

(8π + 4λ2)W
[
(1 + z)−

1
α

]4 [
12αW

[
(1 + z)−

1
α

]3
+ (6α+ 216λ1α

2 − 2)W
[
(1 + z)−

1
α

]2
+ 216λ1α(2α− 1)W

[
(1 + z)−

1
α

]
+ 36λ1(6α

2 − 7α+ 2)

]

ρ(z) + 3p(z) =
α

(4π + 2λ2)(4π + λ2)W
[
(1 + z)−

1
α

]4 [
−3αW

[
(1 + z)−

1
α

]4
− (24π + 6λ2)αW

[
(1 + z)−

1
α

]3
+

{(12π+5λ2)−3α(4π+λ2)(1+36λ1α)}W
[
(1+z)−

1
α

]2
+36λ1αW

[
(1+z)−

1
α

]
{(20π+7λ2)−6α(4π+λ2)}+

18λ1

{
α(60π + 23λ2)− (24π + 10λ2)− α2(24π + 6λ2)

}]
(45)

Figure 17. Variation of Energy Conditions versus cosmic
time t with α = 0.5.

Figure 18. Variation of Energy Conditions versus redshift
z with α = 0.5.

From figures 17 and 18, we observe that the WEC, NEC, DEC are well satisfied whereas the SEC gets violated at
approximately t ≈ 1 and z ≈ 0.08. This violation results in the accelerated expansion of the universe for our model.
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7. CONCLUSIONS
In this study, we explore flat Friedmann-Lemaître-Robertson-Walker (FLRW) cosmological model within the con-

text of an extended gravitational theory known as f(R, T ) gravity. By solving the non-linear field equaitons derived
from this theory using the Hubble parameter as H = α

(
1 + 1

t

)
; α > 0, we aim to understand the evolution of the uni-

verse and its expansion dynamics. Our findings provide several critical insights into the Hubble parameter, deceleration
parameter, energy density, and other higher-order cosmological parameters. Furthermore, we evaluate the model’s com-
patibility with standard cosmology, particularly the ΛCDM model, and test its consistency with various energy conditions.

The key features of the cosmological model corresponding to the solution obtained in Section 4 are as follows:
The Hubble parameter H , which quantifies the universe’s expansion rate, exhibits significant changes over cosmic

time: At the early stages of the universe (t = 0), H is exceptionally high, reflecting a rapid expansion. As time progresses,
H decreases monotonically, consistent with the gradual slowing of expansion during the matter-dominated era, followed
by a phase of accelerated expansion at late times driven by dark energy. When expressed in terms of redshift (z), H
increases as z increases. This is a natural consequence of the relation between redshift and scale factor, where higher
redshifts correspond to earlier cosmic epochs with faster expansion rates.

The deceleration parameter q is a critical quantity that describes the acceleration or deceleration of the universe’s
expansion: Initially, the universe is in a decelerating phase, dominated by the gravitational pull of matter and radiation.
The model shows a transition from deceleration to acceleration at a specific point in cosmic time, corresponding to the
dominance of dark energy or a similar repulsive component. For lower values of the model parameter α, this transition
to acceleration occurs earlier (at lower redshifts), highlighting the sensitivity of the model to its parameters. At very late
times (t → ∞), the deceleration parameter asymptotically approaches −1, indicating a de Sitter like state with a constant
rate of accelerated expansion, typical of dark energy-dominated cosmologies.

The behavior of the energy density ρ and pressure p in the model reveals key characteristics of the universe’s evo-
lution: At t = 0, the energy density ρ is extremely high, consistent with a big bang-type singularity, where the universe
begins in a state of infinite density. Over time, ρ decreases monotonically but never reaches zero, even p as t → ∞. This
ensures that ρ > 0 throughout the evolution, satisfying fundamental physical requirements. The pressure is negative at all
times, a crucial feature for explaining the observed accelerated expansion. Negative pressure is a hallmark of dark energy
or similar components driving the late-time acceleration of the universe.

The study also examines the higher-order parameters derived from the scale factor: the jerk, snap, and lerk param-
eters (representing the third, fourth, and fifth derivatives of a(t), respectively) which provide additional insights into the
universe’s expansion dynamics. These parameters show trends consistent with a universe transitioning from deceleration
to acceleration, further validating the model’s description of cosmic evolution.

Our analysis shows that the model behaves like a quintessence dark energy scenario at present times. Quintessence
is a dynamic form of dark energy driven by a scalar field with a time-dependent equation of state, as opposed to the
constant equation of state in the standard cosmological constant (Λ) model. At late times, the model aligns with the
ΛCDM framework, suggesting that it can reproduce the well-observed behavior of the universe while providing additional
flexibility in earlier epochs.

To evaluate the physical viability of the model, we tested it against the four standard energy conditions. In our
model, initially the Strong Energy Condition (SEC) is satisfied but later it is violated. This is a typical feature of models
describing an accelerating universe.

The presence of a point-type singularity at t = 0 is consistent with the Big Bang scenario, marking the universe’s
origin in a state of infinite density and temperature. As time progresses, the volume of the universe increases monoton-
ically, reflecting the ongoing cosmic expansion. The model captures the key features of late-time acceleration, aligning
with observations of the universe’s current phase of accelerated expansion driven by dark energy. Its compatibility with
quintessence-like behavior and eventual convergence to ΛCDM at late times ensures that it is consistent with the observa-
tional data for both current and early-universe.

By successfully explaining the transition from deceleration to acceleration, the evolution of energy density and
pressure, and the higher-order cosmological parameters, this model demonstrates the potential of f(R, T ) gravity to serve
as a viable extension of general relativity. The framework offers flexibility to accommodate a range of observational
phenomena while maintaining consistency with fundamental physical laws.
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КОСМОЛОГIЧНА МОДЕЛЬ FLRW IЗ КВАДРАТИЧНОЮФУНКЦIОНАЛЬНОЮФОРМОЮ
У f(R, T ) ТЕОРIЇ ГРАВIТАЦIЇ

Чандра Рекха Маханта, Канкана Патхак, Дiб’яджйотi Дас
Департамент математики, Унiверситет Гаухатi, Гопiнат Бордолой Нагар, Джалукбарi, 781014, Ассам, Iндiя

У цiй роботi дослiджується просторово однорiдний та iзотропний плоский всесвiт Фрiдмана-Лемаîтре-Робертсона-Уокера
(FLRW) у контекстi гравiтацiї f(R, T ), представленої Harko, et al., [Phys. Rev. D, 84, 024020 (2011)]. У цiй роботi розглядається
функцiональна форма f(R, T ) = f1(R) + f2(T ) з f1(R) = R + λ1R

2 i f2(T ) = 2λ2T де λ1 i λ2 довiльнi константи, R i
T є скаляром Рiччi та слiдом тензора енергiї напруги Tij вiдповiдно. Ми представляємо нову космологiчну модель у рамках
гравiтацiї f(R, T ), дослiджуючи динамiку Всесвiту FLRW через точне рiшення рiвнянь гравiтацiйного поля. Використовуючи
iнновацiйний анзац для параметра Хаббла, H = α

(
1 + 1

t

)
, де α — додатна константа, ми фiксуємо еволюцiйну iсторiю

Всесвiту. Цей пiдхiд забезпечує природний шлях для дослiдження ключових космологiчних параметрiв, таких як масштабний
фактор, параметр уповiльнення, ривок, стрибок, параметри lerk та енергетичнi умови, вiдкриваючи iнтригуючу iнформацiю про
динамiку розширення Всесвiту. Ми також обговорюємо дiагностику вимiрювача стану. Нашi результати пропонують глибше
розумiння космiчної еволюцiї в рамках f(R, T ) гравiтацiї.
Ключовi слова: f(R, T ) гравiтацiя; метрика FLRW; параметр Хаббла; дiагностика вимiрювача стану
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The thermodynamic properties of homogeneous and isotropic universe for various dark energy conditions with decaying cosmological
termΛ(𝑡) are investigated. To obtain the explicit solution of Einstein’s field equations, we have considered a linearly varying deceleration
parameter in the form of 𝑞 = −𝛼𝑡 + 𝑚 − 1 with 𝛼 and 𝑚 as scalar constants. We have constrained the model parameters 𝐻0 and 𝑚

as 68.495 km/s/Mpc and 1.591 respectively by bounding the derived model with combined pantheon compilation of SN Ia and H(z)
data sets. Furthermore, we have studied the time varying dark energy states for two different assumptions i) Λ = Λ1𝑡

−2 and ii) Λ ∝
[𝑅(𝑡)]−2𝑛. For a specific assumption, our models indicate a dark energy like behaviour in in open, flat and closed space - time geometry.
The temperature and entropy density of the model remain positive for both the cases i) Λ = Λ1𝑡

−2 and ii) Λ ∝ [𝑅(𝑡)]−2𝑛.. Some
physical properties of the universe are also discussed.

Keywords: FRW Model; Homogeneous; Thermodynamics; Pantheon; Dark energy

PACS: 98.80.-K; 98.80Jk.

1. INTRODUCTION
Most of the studies in the recent years suggest that the understanding of the fate of the accelerating expansion of the

universe in view of Type Ia Supernova [1, 2, 3, 4] is a very challenging and interesting field for the present research in
Cosmology. Various studies have been done to explain this special discovery out of which [5, 6] can be mentioned. It is an
interesting component that considered as dark energy possessing a negative pressure and is recommended to understand
the accelerating expansion of the universe. The current simplest candidate for a standard model of cosmology and a good
understanding with most observations [7, 8] is theΛCDM model which is required due to two major problems as fine-tuning
or why so small and coincidence [9, 10, 11]. There are mainly three different methods to express the dark energy problem
i.e., dynamical dark energy [5], the anthropic principle [9] and interacting dark energy [12, 13]. Out of which, dynamical
dark energy has an hypothetical form called as Quintessence which is reported as a scalar field minimally connected to
gravity which can fall to the late time inflation accelerating cosmological expansion for some particular form of potential,
Also, due to these particular potentials it lighten the cosmological coincidence model [11]. In this paper, we have intended
to focus on this quintessence and phantom phase models since the role of thermodynamics in cosmology remain essential
to study the transverse of irreversible energy flow from gravitational field to matter creation that can helps to transform
space-time into matter as suggested by [14]. Also, the irreversible matter creation, the big-bang initial singularity remain
unstable. This dissipative process of the Einstein field equation leads to the possibility of cosmological model from empty
space to creation of matter and entropy. Gravitational entropy remain meaningful as associated with the entropy which
is necessary to produce matter. This extend signifies the possibility of impact fullness of third law of thermodynamics.
As the source of dark energy of the current phase of universe can modify the horizon entropy, so its thermodynamics in
both cosmological as well as gravitational set ups have more impaction [15, 16, 17, 18, 21, 23, 24]. Also, it seems that
the properties of such modifications to the thermodynamics are in line with non-extensive thermodynamics of space-time
and the current universe. Here, we investigated the mutual relationship between the thermodynamic laws with the Einstein
field equations (EFE) with the concept of Einstein theory of gravitation. In order to study the model here we apply the
thermodynamical laws of Apparent Horizon of FRW universe as FRW metric is an exact solution of EFE of general
relativity, which describes an isotropic homogeneous and expanding universe. The solution of this model can proved
its generic properties that are different from dynamical FL Model which are specific solutions for scale factor 𝑅(𝑡) that
assumes the only contribution to stress energy, cold matter, radiation and cosmological constant.
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It is worthwhile to mention that there was a major breakthrough after results of Supernovae type Ia project [25].
A new type of fluid with negative pressure, called dark energy, leads cosmic acceleration of the universe at present
epoch. In the recent past, many cosmological modes have been investigated to describe the nature of dark energy
[26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37]. The most suitable candidate of dark energy is a time varying cosmological
constant termΛ(𝑡) but it suffers few problems on the theoretical scale namely fine tuning and cosmic coincidence problems.
In order to alleviate cosmological constant problems, one can refer the following Refs. [38, 39, 40, 41, 42, 43, 44]. Up to
now, the dark energy and its physical nature is still mysterious and unclear, and we only know its some phenomenological
properties such as the dark energy is a cosmic fluid with equation of state parameter, numerically equivalent to -1 and it
violated strong energy condition. Also, the dark energy is homogeneously permeated in the universe and its clustering
property is smaller than dark matter. Some applications of time dependent Λ term are given in the Refs. [45, 46, 47, 48].
The idea of that during the evolution of the universe the energy density of the vacuum decouples into the particles thus
the value of cosmological term decreases with age of the universe. As the result one has the creation of particles although
the typical rate of the creation is very small. Now, it has been established that the universe is in accelerating phase at
present epoch. This acceleration of the universe is usually described by inclusion of dark energy density along with
the matter energy density in the Einstein’s field equation [38, 39, 49, 52, 51, 52, 53, 37]. The observational estimates
suggest that the universe is filled with dark matter with null pressure and dark energy with negative pressure. How-
ever, the nature of dark matter and dark energy is still mysterious. In the recent past, some cosmological models have
been investigated to explore the problems associated with dark energy and its possible solutions [54, 55, 56, 57, 58].
We also note that some important properties of dark energy in light of the early JWST observations are explored in
Ref. [59]. Nunes et al. [60] have investigated the dark sector interactions from the full-shape galaxy power spectrum
and described its new features in context of accelerating universe. The soundness of dark energy properties and its
applications are given in ref. [61]. Motivated by above investigations, in this paper, we confine ourself to investigate
some thermodynamic properties of homogeneous and isotropic universe for various dark energy conditions. The study
reveals that the derived models might be a suitable model to describe the dynamics and fate of the universe at present epoch.

The structure of our paper is as follows: In Section 2, we have presented thermodynamical behaviour and entropy
of the model where we have expressed the entropy production rate, apparent Horizon and Cui-Kim temperature of the
apparent horizon. In Section 3, we derived some basis of Einstein’s gravity with detail solutions of FRW metric. Sections 4
and 5 deal with two independent models: i) Λ = Λ1𝑡

−2 and ii) Λ = Λ2
(

𝑡
2𝑚−𝛼𝑡

)− 2𝑛
𝑚 and its physical properties respectively.

In Section 6, we summarize our findings in details.

2. THERMODYNAMICAL BEHAVIOUR AND ENTROPY
Thermodynamical study has been an important tool to incept a gravitational theory as pivotal event. Black hole

thermodynamics and recent Conformal field theory correspondence shows a strong corelation between gravity and ther-
modynamics, also it has a great significance on recent observations. From the concept of thermodynamics, the interaction
between first and second law of thermodynamics with volume V [14] can be expressed as

𝜏𝑑𝑠 = 𝑑 (𝜌𝑉) + 𝜌𝑑𝑉, (1)

where 𝜏 and 𝑆 represents the temperature and entropy respectively. The above equation can be written as

𝜏𝑑𝑆 = 𝑑 (𝑝 + 𝜌)𝑉 −𝑉𝑑𝑝, (2)

to define a perfect fluid as a thermodynamic system an integrability condition is required which can be written as

𝑑𝑝 =

( 𝑝 + 𝜌

𝜏

)
𝑑𝜏. (3)

Using equations (2) and (3), we have the differential equation

𝑑𝑆 =
1
𝜏
𝑑 (𝑝 + 𝜌)𝑉 − (𝑝 + 𝜌)𝑉 𝑑𝜏

𝜏2 . (4)

Rewriting above equation

𝑑𝑆 = 𝑑

[
(𝑝 + 𝜌)𝑉

𝜏

]
. (5)

Therefore, the entropy can be defined as

𝑆 =

[
(𝑝 + 𝜌)𝑉

𝜏

]
. (6)

The well known relation between pressure and energy density is read as

𝑝 = 𝛾𝜌 (7)
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where 𝑝 = 𝛾𝜌 and the parameter “𝛾” stands for equation of state parameter.
Let the entropy density is

𝑆1 =
𝑆

𝑉
=

𝑝 + 𝜌

𝜏
=

(1 + 𝛾)𝜌
𝜏

. (8)

Consider the apparent horizon of the universe for the assumed model appeared at 𝑟𝐴 where

𝑟𝐴 =
1√︃

𝐻2 + 𝑘

𝑎2

. (9)

Then the entropy density in terms of temperature with the help of first law of thermodynamics can be expressed as

𝑑 (𝜌𝑉) + 𝛾𝜌𝑑𝑉 = (1 + 𝛾)𝜏𝑑
(
𝜌𝑉

𝜏

)
, (10)

which on integration yields
𝜏 = 𝜌

𝛾

1+𝛾 . (11)

From equation (3), we obtain
𝑆1 = (1 + 𝛾)𝜌

𝛾

1+𝛾 . (12)

Now the Cui-Kim temperature of the apparent horizon can be obtained as

𝑇 =
1

2𝜋𝑟𝐴
. (13)

Here, the above equation (6) represents the entropy which does not depends on any individual fluids and is only depends
on the isotropic pressure and total matter density of the fluid. Many authors have investigated on thermodynamical aspects
of cosmological model using different theories with different fluid contents. Samant et. al [16] have investigated on
the validity of second law of thermodynamics using Kaluza-Klein metric with Bulk viscosity in the context of 𝑓 (𝑅,𝑇)
theory and found that the second law of thermodynamics doesn’t hold for the assumed model. As we know that the
actions of thermodynamic parameters is directly related to the energy density of the universe. Recently, Shekh et.al.,
[17] investigated thermodynamical aspects of relativistic hydrodynamics in 𝑓 (𝑅, 𝐺) gravity for accelerated spatially
homogeneous and isotropic FRW cosmological model with a non-perfect (un-magnetized) fluid in the framework of
𝑓 (𝑅, 𝐺) gravity model by defining entropy density with the condition stated above. Jamil et.al [18] have investigated on
Horava-Lifshitz cosmology for thermodynamical validity in different types of universe and found that the model remain
valid for closed and flat universe but conditionally valid for open universe which matches to the result obtained during our
study.

3. EINSTEIN FIELD EQUATION AND THEIR SOLUTION
The Einstein’s field equation can be written as follows

𝑅𝜇𝜈 −
1
2
𝑅𝑔𝜇𝜈 = 𝑇𝜇𝜈 , (14)

where 𝐺𝜇𝜈 the Einstein tensor, Λ is the cosmological constant which can be regarded as dark energy of the model
introduced by Einstein and 𝑇𝜇𝜈 is the energy-momentum tensor.

To study the nature of the model universe, it is quiet necessary to consider a metric by which the Einstein field
equations can be evaluated and further solutions can be evaluated. Let us consider FRW metric with a maximally
symmetric spatial section as

𝑑𝑠2 = −𝑑𝑡2 + 𝑅2 (𝑡)
[

𝑑𝑟2

1 − 𝑘𝑟2 + 𝑟2 (𝑑𝜃2 + sin2 𝜃𝑑𝜙2)
]
, (15)

where 𝑅(𝑡) the cosmic scale factor and the spatial curvature index 𝑘 = −1, 0,+1 corresponds to spatially open, flat and
closed universe respectively.
Now, consider the fluid representation for the energy-momentum tensor which can be written as follows

𝑇𝜇𝜈 = [𝜌, 𝑝, 𝑝, 𝑝] . (16)

In a co-moving coordinate system, the Einstein field equation (13) with the use of equations (14) and (15), we have

3𝐻2 + 3𝑘
𝑅2 = 𝜌 + Λ, (17)
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3𝐻2 + 𝑘

𝑅2 + 2 ¤𝐻 = −𝑝 + Λ, (18)

where 𝐻 stands for well-known Hubble parameter.

The above system of equation consists of two equation and four unknowns. To make the system consistent two
additional constraints required. So first we have considered the well-known relation between pressure and energy density
as described in Eq. (7). The parameter 𝛾 in Eq. (7) takes a vital role to model the universe for its different values. For 𝛾 =

0, 1
3 and − 1 the model represents a dust, radiating and vacuum energy of the fluid. Similarly, for 𝛾 < 0 is considered

as an accelerating expansion of the universe in the context of dark energy. Moreover, for different range of 𝛾 such as
quintessence phase, −1 < 𝛾 < 0, phantom phase 𝛾 < −1 and for cosmological constant cold dark matter ΛCDM universe,
we have 𝛾 = −1. Still, it is worthwhile to note that there is no clear understanding on equation of state parameter of dark
energy yet.

Furthermore, we also considered a linearly varying deceleration parameter [19, 20, 21, 22] as

𝑞 = −𝛼𝑡 + 𝑚 − 1 (19)

where 𝛼 and 𝑚 are scalar constants and 𝑞 = −𝑅 ¥𝑅
¤𝑅2 the deceleration parameter which helps to predict whether the model is

accelerating or decelerating in nature.
It is worthwhile to note that the concept of linearly varying deceleration parameter was given in Ref. [19] and later on

its observational analysis are presented in Refs. [20, 22]. In this paper, we confine ourself to describe the thermodynamics
of the universe for various dark energy conditions on the basis of linearly varying deceleration parameter.

The proposed form of deceleration parameter yields

𝑅 = 𝑎1

( 𝑡

2𝑚 − 𝛼𝑡

) 1
𝑚

, 𝛼 > 0, 𝑚 > 0. (20)

where, 𝑎1 = 𝑘1
1
𝑚 is an arbitrary constant while 𝑘1 denotes an integrating constant.

The Hubble parameter can be calculated by using equation (8) as

𝐻 = − 2
𝑡 (𝛼𝑡 − 2𝑚) . (21)

Hence the apparent horizon for the model is appeared at

𝑟𝐴 =

(
4

𝑡2 (𝛼𝑡 − 2𝑚)2 + 𝑘

𝑎2
1

( 𝛼𝑡

2𝑚 − 𝛼𝑡

)− 2
𝑚

)
. (22)

The energy density and pressure can be calculated as follows

𝜌 =
12

𝑡2 (𝛼𝑡 − 2𝑚)2 + 3𝑘
𝑎2

1

( 𝛼𝑡

2𝑚 − 𝛼𝑡

)− 2
𝑚 − Λ, (23)

𝑝 =
8(𝑚 − 𝛼𝑡) − 12
𝑡2 (𝛼𝑡 − 2𝑚)2 − 𝑘

𝑎2
1

( 𝛼𝑡

2𝑚 − 𝛼𝑡

)
+ Λ. (24)

Now, the equation of state parameter can be calculated on using (18)

𝛾 =

8(𝑚 − 𝛼𝑡) + Λ𝑡2 (𝛼𝑡 − 2𝑚)2 − 𝑘

𝑎2
1

(
𝛼𝑡

2𝑚−𝛼𝑡

)− 2
𝑚 𝑡2 (𝛼𝑡 − 2𝑚)2 − 12

12 − Λ𝑡2 (𝛼𝑡 − 2𝑚)2 + 𝑘

𝑎2
1

(
𝛼𝑡

2𝑚−𝛼𝑡

)− 2
𝑚 𝑡2 (𝛼𝑡 − 2𝑚)2

. (25)

3.1. Observational confrontation
The red-shift 𝑧 is read as

𝑧 = −1 + 𝑅0
𝑅

(26)
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where, 𝑅0 denotes the present value of scale factor and it is taken as 1.
Therefore, Hubble’s parameter in term of 𝑧 is obtained as

𝐻 (𝑧) = − 1
1 + 𝑧

𝑑𝑧

𝑑𝑡
(27)

Eqs. (20), (26) and (27) lead to
𝐻 =

𝐻0
(1 + 𝑎𝑚1 ) (1 + 𝑧)𝑚 [1 + 𝑎1 (1 + 𝑧)𝑚]2 (28)

where, 𝐻0 reads the present value of Hubble parameter.

Solving Eqs. (20) and (26), the time - redshift relationship is obtained as

𝑡 (𝑧) = 2𝑚
𝛼 + [𝑎1 (1 + 𝑧)]𝑚 (29)

Thus, the deceleration parameter in terms of redshift 𝑧 is computed as

𝑞 = −1 + 𝑚 − 2𝑚𝛼

𝛼 + [𝑎1 (1 + 𝑧)]𝑚 (30)

It is worthwhile to note that the observational analysis of the linearly varying 𝑞 in terms of time has been carried
out in Refs. [20, 22]. In particular, Akarsu et al. [20] have investigated the kinematics and fate of the universe by con-
fronting observational data for the linearly time-varying deceleration parameter model and its comparison with standard
ΛCDM model while Pacif [22] has investigated dark energy cosmological model by considering the linearly time-varying
deceleration parameter and constrained the model parameter with observational data. In this paper, we use the recent 1048
pantheon compilation of SN Ia data points [62] and 57 𝐻 (𝑧) data sets [63, 64, 65] while in Pacif [22], 580 data points
of SN Ia is used. Furthermore, we also estimate 𝐻0 along with model parameters 𝑚 and 𝑎1 whereas the value of 𝐻0 =

67.8 𝑘𝑚/𝑠/𝑀𝑝𝑐 is taken as prior in Pacif [22].

The 𝜒2 estimator is read as

𝜒2 =

𝑁∑︁
𝑖=1

[
𝐸𝑡ℎ (𝑧𝑖) − 𝐸𝑜𝑏𝑠 (𝑧𝑖)

𝜎𝑖

]2
. (31)

where 𝐸𝑡ℎ (𝑧𝑖) and 𝐸𝑜𝑏𝑠 (𝑧𝑖) denote the theoretical and observed values respectively, and 𝜎2
𝑖

denotes standard deviation of
each 𝐸𝑜𝑏𝑠 (𝑧𝑖). N is the number of data points.
The joint 𝜒2 estimator is read as

𝜒2
𝑗𝑜𝑖𝑛𝑡 = 𝜒2

𝑂𝐻𝐷 + 𝜒2
𝑃𝑎𝑛𝑡ℎ𝑒𝑜𝑛 (32)

The left panel of Fig. 1 depicts the two-dimensional contours in the 𝐻0 − 𝑚 plane at 1𝜎, 2𝜎 and 3𝜎 confidence
regions while the right panel of Fig.1 shows the two-dimensional contours in the 𝐻0−𝑎1 plane at 1𝜎, 2𝜎 and 3𝜎 confidence
regions by bounding our model with joint 57 𝐻 (𝑧) data sets and pantheon compilation of SN Ia data. We constrained
the model parameters 𝐻0, 𝑚 and 𝑎1 as 68.495 km/s/Mpc, 1.591 and 1.462 respectively. The values of parameters 𝑚 and
𝑎1 differ slightly from Pacif [22]. That is why, we choose 𝑚 = 1.591 and 𝑎1 = 1.462 for graphical analysis of various
parameters of the derived model. Fig. 2 depicts the dynamics of deceleration parameter 𝑞 versus redshift 𝑧 for 𝑚 =

1.591 and 𝑎1 = 1.462. From Fig. 2, we observe that the derived model exhibits a model of transitioning universe from
early decelerating phase to current accelerating phase. Furthermore, we obtain the transition redshift and present value
of deceleration parameter as 𝑧𝑡 = 0.73 and 𝑞0 = −0.535 respectively. It is worthwhile to note that an useful approach
to compare the linearly varying deceleration parameter models with standard ΛCDM model are given in Ref. [20]. The
present value of deceleration parameter and transition redshift are reported as 𝑞0 = −0.556±0.046 and 𝑧𝑡 = 0.682±0.082
respectively [20]. Moreover, Akarsu et al. [20] have obtained 𝑧𝑡 = 0.733+0.148

−0.095 for linearly varying deceleration parameter
with redshift (LVDPz) which is very close to the transition redshift of this paper.

4. MODEL WITH Λ ∝ 𝑡−2 𝑖.𝑒. Λ = Λ1𝑡
−2

This case gives the results of the physical parameter of the model as

𝜌 =
12

𝑡2 (𝛼𝑡 − 2𝑚)2 + 3𝑘
𝑎2

1

( 𝑡

2𝑚 − 𝛼𝑡

)− 2
𝑚 − Λ1𝑡

−2, (33)

𝑝 =
8(𝑚 − 𝛼𝑡) − 12
𝑡2 (𝛼𝑡 − 2𝑚)2 − 𝑘

𝑎2
1

( 𝑡

2𝑚 − 𝛼𝑡

)
+ Λ1𝑡

−2, (34)
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Figure 1. The left panel of Fig. 1 depicts the two-dimensional contours in the 𝐻0 −𝑚 plane at 1𝜎, 2𝜎 and 3𝜎 confidence
regions while the right panel of Fig.1 shows the two-dimensional contours in the 𝐻0−𝑎1 plane at 1𝜎, 2𝜎 and 3𝜎 confidence
regions by bounding our model with OHD + Pantheon compilation of SN Ia data.

Figure 2. The deceleration parameter 𝑞 versus 𝑧 for 𝑚 = 1.59 and 𝑎1 = 1.462.
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𝛾 =

8(𝑚 − 𝛼𝑡) + Λ1𝑡
2 (𝛼𝑡 − 2𝑚)2 − 𝑘

𝑎2
1

(
𝑡

2𝑚−𝛼𝑡

)− 2
𝑚 𝑡2 (𝛼𝑡 − 2𝑚)2 − 12

12 − Λ1𝑡2 (𝛼𝑡 − 2𝑚)2 + 𝑘

𝑎2
1

(
𝑡

2𝑚−𝛼𝑡

)− 2
𝑚 𝑡2 (𝛼𝑡 − 2𝑚)2

. (35)

Temperature

𝜏 =

(
12

𝑡2 (𝛼𝑡 − 2𝑚)2 + 3𝑘
𝑎2

1

( 𝑡

2𝑚 − 𝛼𝑡

)− 2
𝑚 − Λ1𝑡

−2

)𝛽
, (36)

where

𝛽 =

8(𝑚−𝛼𝑡 )+Λ1𝑡
2 (𝛼𝑡−2𝑚)2− 𝑘

𝑎2
1
( 𝑡

2𝑚−𝛼𝑡 )−
2
𝑚 𝑡2 (𝛼𝑡−2𝑚)2−12

12−Λ1𝑡2 (𝛼𝑡−2𝑚)2+ 𝑘

𝑎2
1
( 𝑡

2𝑚−𝛼𝑡 )−
2
𝑚 𝑡2 (𝛼𝑡−2𝑚)2

1 +
8(𝑚−𝛼𝑡 )+Λ1𝑡2 (𝛼𝑡−2𝑚)2− 𝑘

𝑎2
1
( 𝑡

2𝑚−𝛼𝑡 )−
2
𝑚 𝑡2 (𝛼𝑡−2𝑚)2−12

12−Λ1𝑡2 (𝛼𝑡−2𝑚)2+ 𝑘

𝑎2
1
( 𝑡

2𝑚−𝛼𝑡 )−
2
𝑚 𝑡2 (𝛼𝑡−2𝑚)2

. (37)

The entropy density

𝑆1 = (1 + 𝛾)
(

12
𝑡2 (𝛼𝑡 − 2𝑚)2 + 3𝑘

𝑎2
1

( 𝑡

2𝑚 − 𝛼𝑡

)− 2
𝑚 − Λ1𝑡

−2

)1−𝛽

. (38)

Moreover, using Eq. (29) in Eqs. (33) - (35), one may compute the energy density 𝜌 and pressure 𝑝 in terms of redshift 𝑧
as following

𝜌(𝑧) = 3𝑘 [(𝑎1 (𝑧 + 1))−𝑚]−2/𝑚

𝑎2
1

+ 3(𝑎1 (𝑧 + 1))−2𝑚 [𝛼 + (𝑎1 (𝑧 + 1))𝑚]4

4𝑚4 − Λ1 [𝛼 + (𝑎1 (𝑧 + 1))𝑚]2

4𝑚2 (39)

𝑝(𝑧) =
(𝑎1 (𝑧 + 1))−2𝑚

(
𝑎1

2 (𝛼 + (𝑎1 (𝑧 + 1))𝑚)2 (
−6𝛼(𝑎1 (𝑧 + 1))𝑚 + (𝑚(Λ1𝑚 + 2) − 3) (𝑎1 (𝑧 + 1))2𝑚 − 𝛼2 (2𝑚 + 3)

)
− 𝜁

)
4𝑎12𝑚4

(40)
where 𝜁 = 4𝛼𝑘𝑚4 (𝑎1 (𝑧 + 1))𝑚.

Fig.3 and Fig. 4 show the behavior of the universe for energy density 𝜌 and pressure 𝑝with respect to redshift 𝑧
respectively. From the above graphical representations, we observe that the the energy density and pressure decrease as
𝑧 → 0. The variation of EOS parameter 𝛾 =

𝑝

𝜌
with respect to time has been graphed in Fig. 5. We observe that open, flat

and closed model of the universe, the EOS parameter varies as with negative sign, therefore, the derived model in open,
flat and closed space - time geometry depicts dark energy EOS parameter like behaviour for Λ = Λ1𝑡

−2. Furthermore,
from Eq. (35), it is clear that the entropy density 𝑆1 is decreasing function of time and at 𝑡 → ∞, 𝑆1 → 0, which indicates
that the second law of thermodynamics remains impact-less on this model of universe.

In general theory of relativity, the energy conditions have significant role to describes the Hawking’s Penrose
singularity [23] whereas to verify the positive mass theorem, the dominant energy condition (DEC) is required to validate
[24]. It consists of a couple of constraints which characterise the nature of the obscurity of lightlike, timelike or spacelike
curves. Furthermore, to identify the second law of black hole thermodynamics, null energy condition plays a major role
[66]. The four different types of energy conditions are Null energy condition (NEC), Weak energy condition (WEC),
Strong energy condition (SEC) and Dominant energy condition (DEC) are respectively (i) 𝜌 + 𝑝 ≥ 0 (ii) 𝜌 + 𝑝 ≥ 0, 𝜌 ≥ 0
(iii) 𝜌 + 3𝑝 ≥ 0 (iv) 𝜌 > |𝑝 | [67]. The graphical representation of the energy conditions for this case are presented in Fig.
6. In the derived model, WEC, NEC and DEC are validated whereas it violates SEC as expected in dark energy models.
Moreover, the SEC is violated for the derived model of the universe which indicates that the universe is accelerating in
nature, which supports the results of Shekh et al. [17].

5. MODEL WITH Λ ∝ [𝑅(𝑡)]−2𝑛 𝑖.𝑒. Λ = Λ2
(

𝑡
2𝑚−𝛼𝑡

)− 2𝑛
𝑚

The different parameters of this model are obtained as

𝜌 =
12

𝑡2 (𝛼𝑡 − 2𝑚)2 + 3𝑘
𝑎2

1

( 𝑡

2𝑚 − 𝛼𝑡

)− 2
𝑚 − Λ2

( 𝑡

2𝑚 − 𝛼𝑡

)− 2𝑛
𝑚

, (41)

𝑝 =
8(𝑚 − 𝛼𝑡) − 12
𝑡2 (𝛼𝑡 − 2𝑚)2 − 𝑘

𝑎2
1

( 𝑡

2𝑚 − 𝛼𝑡

)− 2
𝑚 + Λ2

( 𝑡

2𝑚 − 𝛼𝑡

)− 2𝑛
𝑚

, (42)
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Figure 3. The energy density 𝜌 versus redshift 𝑧 for 𝑚 = 1.591 and 𝑎1 = 1.462 for model Λ = Λ1𝑡
−2.

Figure 4. The pressure 𝑝 versus redshift 𝑧 for 𝑚 = 1.591 and 𝑎1 = 1.462 for model Λ = Λ1𝑡
−2.
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Figure 5. EOS parameter 𝛾 versus redshift 𝑧 for model Λ = Λ1𝑡
−2 for 𝑚 = 1.591 and 𝑎1 = 1.462.

Figure 6. Energy conditions: i) WEC 𝜌 ≥ 0 ii) NEC 𝜌 + 𝑝 ≥ 0 iii) DEC 𝜌 − 𝑝 ≥ 0 and iv) SEC 𝜌 − 3𝑝 ≤ 0 for model
Λ = Λ1𝑡

−2.



Thermodynamics of Homogeneous and Isotropic Universe for Various...
53

EEJP. 1 (2025)

Figure 7. The energy density 𝜌 versus redshift 𝑧 for 𝑚 = 1.591 and 𝑎1 = 1.462. for model Λ = Λ2
(

𝑡
2𝑚−𝛼𝑡

)− 2𝑛
𝑚 .

Figure 8. The pressure 𝑝 versus redshift 𝑧 for 𝑚 = 1.591 and 𝑎1 = 1.462. for model Λ = Λ2
(

𝑡
2𝑚−𝛼𝑡

)− 2𝑛
𝑚 .
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Figure 9. EOS parameter 𝛾 versus redshift 𝑧 for model Λ = Λ2
(

𝑡
2𝑚−𝛼𝑡

)− 2𝑛
𝑚 for 𝑚 = 1.591 and 𝑎1 = 1.462.

𝛾 =

8(𝑚 − 𝛼𝑡) + Λ2𝛼
2𝑡4

(
𝑡

2𝑚−𝛼𝑡

)− 2(𝑛+𝑚)
𝑚 − 𝑘

𝑎2
1

(
𝑡

2𝑚−𝛼𝑡

)− 2
𝑚 𝑡2 (𝛼𝑡 − 2𝑚)2 − 12

12 − Λ2𝛼2𝑡4
(

𝑡
2𝑚−𝛼𝑡

)− 2(𝑛+𝑚)
𝑚 + 𝑘

𝑎2
1

(
𝑡

2𝑚−𝛼𝑡

) 2
𝑚 𝑡2 (𝛼𝑡 − 2𝑚)2

. (43)

The temperature is given by

𝜏 =

(
12

𝑡2 (𝛼𝑡 − 2𝑚)2 + 3𝑘
𝑎2

1

( 𝑡

2𝑚 − 𝛼𝑡

)− 2
𝑚 − Λ2

( 𝑡

2𝑚 − 𝛼𝑡

)− 2𝑛
𝑚

) 𝜂
, (44)

where

𝜂 =

©­­­­­­­­«

8(𝑚−𝛼𝑡 )+Λ2𝛼
2𝑡4 ( 𝑡

2𝑚−𝛼𝑡 )−
2(𝑛+𝑚)

𝑚 − 𝑘

𝑎2
1
( 𝑡

2𝑚−𝛼𝑡 )−
2
𝑚 𝑡2 (𝛼𝑡−2𝑚)2−12

12−Λ2𝛼2𝑡4 ( 𝑡
2𝑚−𝛼𝑡 )−

2(𝑛+𝑚)
𝑚 + 𝑘

𝑎2
1
( 𝑡

2𝑚−𝛼𝑡 )
2
𝑚 𝑡2 (𝛼𝑡−2𝑚)2

1 +
8(𝑚−𝛼𝑡 )+Λ2𝛼2𝑡4 ( 𝑡

2𝑚−𝛼𝑡 )−
2(𝑛+𝑚)

𝑚 − 𝑘

𝑎2
1
( 𝑡

2𝑚−𝛼𝑡 )−
2
𝑚 𝑡2 (𝛼𝑡−2𝑚)2−12

12−Λ2𝛼2𝑡4 ( 𝑡
2𝑚−𝛼𝑡 )−

2(𝑛+𝑚)
𝑚 + 𝑘

𝑎2
1
( 𝑡

2𝑚−𝛼𝑡 )
2
𝑚 𝑡2 (𝛼𝑡−2𝑚)2

ª®®®®®®®®¬
. (45)

And the entropy density obtained as

𝑆1 =
©­­«1 +

8(𝑚 − 𝛼𝑡) + Λ2𝛼
2𝑡4

(
𝑡

2𝑚−𝛼𝑡

)− 2(𝑛+𝑚)
𝑚 − 𝑘

𝑎2
1

(
𝑡

2𝑚−𝛼𝑡

)− 2
𝑚 𝑡2 (𝛼𝑡 − 2𝑚)2 − 12

12 − Λ2𝛼2𝑡4
(

𝑡
2𝑚−𝛼𝑡

)− 2(𝑛+𝑚)
𝑚 + 𝑘

𝑎2
1

(
𝑡

2𝑚−𝛼𝑡

) 2
𝑚 𝑡2 (𝛼𝑡 − 2𝑚)2

ª®®¬(
12

𝑡2 (𝛼𝑡 − 2𝑚)2 + 3𝑘
𝑎2

1

( 𝑡

2𝑚 − 𝛼𝑡

)− 2
𝑚 − Λ2

( 𝑡

2𝑚 − 𝛼𝑡

)− 2𝑛
𝑚

)1−𝜂

. (46)

Moreover, using Eq. (29) in Eqs. (41) and (42), we obtain an expression of the energy density 𝜌 and pressure 𝑝 in terms
of redshift 𝑧 as following

𝜌(𝑧) = 3𝑘 [𝛼(𝑎1 (𝑧 + 1))−𝑚]−2/𝑚

𝑎12 + 3(𝑎1 (𝑧 + 1))−2𝑚 [𝛼 + (𝑎1 (𝑧 + 1))𝑚]4

4𝑚4 − Λ2 [𝛼(𝑎1 (𝑧 + 1))−𝑚]−
2𝑛
𝑚 (47)

𝑝(𝑧) = (𝑎1 (𝑧 + 1))−2𝑚 (𝛼 + (𝑎1 (𝑧 + 1))𝑚)3 (2𝑚 ((𝑎1 (𝑧 + 1))𝑚 − 𝛼) − 3 (𝛼 + (𝑎1 (𝑧 + 1))𝑚))
4𝑚4 − 𝛼𝑘 (𝑎1 (𝑧 + 1))−𝑚

𝑎12 +

Λ2 (𝛼(𝑎1 (𝑧 + 1))−𝑚)−
2𝑛
𝑚 (48)

The expressions for energy density 𝜌, pressure 𝑝 in terms of time are obtained in Eqs. (41) and (42) respectively
while Eqs. (47) and (48) exhibit 𝜌 and 𝑝 in terms of redshift 𝑧. The graphical behaviours of energy density, pressure and
EOS parameter versus redshift 𝑧 are shown in Fig. 7, Fig. 8 and Fig. 9 respectively. As in the earlier case here also we
can see the same results for energy density and EOS parameter for model Λ = Λ2

(
𝛼𝑡

2𝑚−𝛼𝑡

)− 2𝑛
𝑚 for 𝑚 = 1.591 and 𝑎1 =

1.462. Moreover, we also obtain here the similar results for energy conditions which indicates that the assumption made
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Figure 10. Energy conditions: i) WEC 𝜌 ≥ 0 ii) NEC 𝜌 + 𝑝 ≥ 0 iii) DEC 𝜌 − 𝑝 ≥ 0 and iv) SEC 𝜌 + 3𝑝 ≤ 0 for model
Λ = Λ2

(
𝑡

2𝑚−𝛼𝑡

)− 2𝑛
𝑚 .
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Figure 11. The behaviour of cosmological constant Λ with redshift 𝑧 for models i) Λ = Λ1𝑡
−2 (left panel) and ii) Λ =

Λ2
(

𝑡
2𝑚−𝛼𝑡

)− 2𝑛
𝑚 (right panel) for 𝑚 = 1.591 and 𝑎1 = 1.462.

for dark energy in this case remain valid in energy condition aspects. The Fig. 10 describes the graphical representations
of energy conditions. We observe that the derived model of the universe validates WEC, NEC and DEC while it violates
SEC. The violation of SEC favors the accelerating expansion of the universe. It is worthwhile to note that the entropy
density of the model remain positive and it approaches to a small positive value at present epoch.

6. CONCLUSIONS
The present study deals with the phenomenon early stage of the universe and the dynamics of the universe at

present epoch with in the framework of isotropic and homogeneous space - time. It is also well established that the
mathematical formulation of different cosmological models through the laws of physics becomes an essential component
in understanding the nature of the universe. Hence, in this present work, we have investigated FRW cosmological model
in the context of Einstein’s theory of gravitation. We have studied time varying dark energy states of two different
assumptions: i) Λ = Λ1𝑡

−2 and ii) Λ ∝ [𝑅(𝑡)]−2𝑛. This study reveals that the universe was expanding with positive value
of deceleration parameter at early time and it enters into accelerating phase at 𝑧𝑡 = 0.73. Moreover, we also observed
that the Hubble parameter approaches to infinite when time approaches to zero, this indicates that, the universe describes
a power law inflation. The temperature and entropy density of the model remain positive for both the cases. In view
of energy conditions, the assumptions yields identical results. Our study suggests that the SEC violates for our model
which indicates the domination of dark energy type fluid at present epoch. Finally, we conclude that the second law of
thermodynamics remain impact-less in both the assumptions. Furthermore, the study suggests that the models of the
universe presented in this paper is finite with increasing rate of expansion that leads accelerating phenomenon of the
universe at present epoch. The nature of cosmological constant as function of redshift in the derived models have been
graphed in Fig. 11. From Fig. 11, we observe that the cosmological constant Λ decrease with redshift 𝑧 and finally it
approaches a small positive value at present epoch (𝑧 = 0) which is supported by type Ia supernova observations [2, 3, 4].
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ТЕРМОДИНАМIКА ОДНОРIДНОГО ТА IЗОТРОПНОГО ВСЕСВIТУ
ДЛЯ РIЗНИХ УМОВ ТЕМНОЇ ЕНЕРГIЇ

Нiру Гоялa, Анiл Кумар Ядавb, Тенсубам Олександр Сiнгхc, Адiтя Шарма Грераa, Асем Джотiн Мейтейd,e,
Кангуджам Прiйокумар Сiнгхd*

𝑎Департамент прикладних наук, Унiверситет НортКап, Гуруграм - 122017, Iндiя
𝑏Департамент фiзики, Об’єднаний коледж iнженерiї та дослiджень, Велика Нойда - 201310, Iндi
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Дослiджено термодинамiчнi властивостi однорiдного та iзотропного Всесвiту для рiзних умов темної енергiї з спадаючим
космологiчним членом Λ(𝑡). Щоб отримати явний розв’язок рiвнянь поля Ейнштейна, ми розглянули лiнiйно змiнний параметр
уповiльнення у формi 𝑞 = −𝛼𝑡 + 𝑚 − 1 з 𝛼 i 𝑚 як скалярними константами. Ми обмежили параметри моделi 𝐻0 i 𝑚 як 68, 495
км/с/Мпк i 1, 591 вiдповiдно, обмеживши похiдну модель комбiнованою компiляцiєю пантеону наборiв даних SN Ia i H(z).
Крiм того, ми дослiджували стани темної енергiї, що змiнюються в часi, для двох рiзних припущень: i) Λ = Λ1𝑡

−2 та ii) Λ ∝
[𝑅(𝑡)]−2𝑛. Для конкретного припущення нашi моделi вказують на поведiнку, подiбну до темної енергiї, у вiдкритому, плоскому
та закритому просторi – геометрiя часу. Температура та щiльнiсть ентропiї моделi залишаються додатними для обох випадкiв:
i) Λ = Λ1𝑡

−2 i ii) Λ ∝ [𝑅(𝑡)]−2𝑛.. Також обговорюються деякi фiзичнi властивостi Всесвiту.
Ключовi слова: модель FRW; однорiдний; термодинамiка; пантеон; темна енергiя
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The Generalized Ghost Pilgrim Dark Energy (GGPDE) in the Saez-Ballester Theory of Gravitation (SBTG) and the Bianchi type VI0 
space-time framework serve as the foundation for this work. We used Mishra and Dua's [Astrophys. Space Sci. 366, 6 (2021)] 
straightforward parameterization of average scale factor 𝑎ሺ𝑡ሻ = 𝑒𝑥𝑝{ ሺ𝛼𝑡 + 𝛽ሻ௣} to find precise solutions to the field equations. We 
have looked into the GGPDE and dark matter (DM), both when they interact and when they don't. For both models, some significant 
and well-known parameters are produced, including the Hubble parameter, the equation of state (EOS) parameter, the deceleration 
parameter, etc. It is discovered that for both models, the deceleration parameter denotes an accelerated phase and the EOS parameter a 
cosmological constant. For both the non-interacting and interacting models, the stability analysis and energy conditions are examined. 
Keywords: Hubble parameter; EOS parameter; deceleration parameter; GGPDE; SBTG 
PACS: 95.35.+d, 95.36.+x, 98.80.-k, 98.80.Jk, 98.80.Es, 04.20.Jb 

1. INTRODUCTION
According to recent astronomical observations [2-4], we live in an expanding and accelerating Universe. These 

findings imply that the Universe is dominated by two dark components: dark matter (DM) and dark energy. Dark matter, 
a pressure less substance, is primarily utilized to explain galaxy curves and the formation of the Universe's structure, 
whereas DE, an exotic energy with a huge negative pressure, is used to explain the Universe's cosmic acceleration. 
Researchers are working hard to determine the nature of dark energy, and several ideas have been presented to define it. 
The cosmological constant with the EOS parameter 𝜔 = 𝑝 𝜌⁄ = −1, where p is the pressure and𝜌 is the energy density 
of DE, is the simplest and most obvious choice for DE. However, it suffers from fine-tuning and cosmic coincidence 
issues [5]. To address the issue of DE, cosmologists have developed many DE models such as quintessence [6-7], 
phantom [7-8], tachyon [9], dilaton [10], and so on. 

A type of DE known as Veneziano ghost DE has been postulated [11-13] to explain the Universe's current rapid 
stage. When H is used in place of the Hubble parameter, the energy density of the vacuum ghost field is proportional to 
3 QCDH [14-15]. QCDH stands for the QCD mass scale. Because this GDE's energy density DE relies linearly on the 
Hubble parameter H, as in DE = H, and is connected to the QCD (Quantum Chromo dynamics) mass scale, it has attracted 
the interest of researchers. The robust interaction in nature is described by QCD. In QCD, the Veneziano ghost field's 
general vacuum energy has the form 𝐻 + 𝑂ሺ𝐻ଶሻ[16]. In the early Universe's evolution, which serves as the early DE, the 
term 𝐻ଶhas a key place [17]. In comparison to the standard GDE, also known as generalized ghost dark energy (GGDE), 
one can provide better agreement with observational data by taking the term 𝐻ଶinto consideration [18]. The generalized 
model's energy density is given by𝜌஽ா = 𝜏𝐻 + 𝜂𝐻ଶ  where 𝜂  is a constant. Based on the hypothesis that the strong 
repulsive force of the type of DE can prevent black hole (BH) creation, Wei [19] presented a new dark energy model 
dubbed pilgrim DE (PDE). In terms of PDE, GGDE has been changed as𝜌஽ா = ሺ𝜏𝐻 + 𝜂𝐻ଶሻ௨ , where 𝑢  is a PDE 
parameter [20]. 

Scientists have come up with different models to try and understand dark energy. They use these models to explain 
how the universe is expanding and what might be causing it. One of these models is called GGPDE in the Bianchi type I 
Universe, which was explored by Santhi et al. [21]. Another model, investigated by Jawad [22], is called GGPDE in the 
context of a non-flat FRW Universe. Gravitation theory based on Saez-Ballester was used by Garg et al. [23] to study 
GGPDE. With the aid of a straightforward parameterization of the average scale factor a(t), Mishra and Dua [1] estimated 
the FLRW Universe in the Brans-Dicke theory. One of the simplest models with an anisotropic background to describe the 
early phases of the universe's evolution is the Bianchi type model. Bianchi space-times are helpful in creating models of 
spatially homogenous and anisotropic cosmologies due to the simplicity of the field equations and relative ease of solutions. 

We propose a study of the GGPDE in SBTG within the context of Bianchi type VI0 space-time, which is motivated 
by the aforementioned recent efforts of various authors [24-26]. The following is the manuscript's structure: Section 2 
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discusses metric and field equations. We found the answers to the field equations in Section 3. Sections 4 and Section 5 
address the non-interactive and interacting models, respectively. Sections 6 and 7 include descriptions of the stability 
analysis and energy conditions, respectively. In Section 8, many parameters are illustrated and explained. Section 9's final 
observations bring the paper to a close. 

 
2. METRIC AND FIELD EQUATIONS: 

The spatially homogeneous and anisotropic Bianchi type VI0 space-time is given by 

 𝑑𝑠ଶ = −𝐴ଶ𝑑𝑥ଶ − 𝐵ଶ𝑒ଶ௫𝑑𝑦ଶ − 𝐶ଶ𝑒ିଶ௫𝑑𝑧ଶ + 𝑑𝑡ଶ, (1) 

where 𝐴,𝐵,𝐶 are the gravitational potentials which are functions of cosmic time t. 
The Saez-Ballester field equations are given by 

 𝐺௝௜ − 𝑤𝜙௡ ቀ𝜙,௜𝜙,௝ − ଵଶ 𝛿௝௜𝜙,௞𝜙,௞ቁ = ൫𝑇௝௜ + 𝑇ሜ௝௜൯, (2) 

where 𝐺௝௜ is Einstein tensor and 𝑇௝௜,𝑇ሜ௝௜ are energy momentum tensors of dark matter and GGPDE respectively. 
The scalar field 𝜙 satisfies the equation  

 2𝜙௡𝜙;௜,௜ + 𝑛𝜙௡ିଵ𝜙,௞𝜙,௞ = 0. (3) 

The energy momentum tensor of dark matter (DM) is given by 

 𝑇௝௜ = 𝑑𝑖𝑎𝑔[ 0,0,0,𝜌௠]. (4) 

The energy momentum tensor of GGPDE is given by 

 𝑇ሜ௝௜ = 𝑑𝑖𝑎𝑔[ − 𝑝஽ா ,−𝑝஽ா ,−𝑝஽ா ,𝜌஽ா]. (5) 

Here scalar field 𝜙 and the energy momentum tensors components depend only on cosmic time. 
The field equation (2) for the metric (1) using equations (4), (5) are obtained as  

 ஻ሷ஻ + ஼ሷ஼ + ஻ሶ ஼ሶ஻஼ + ଵ஺మ − ଵଶ𝑤𝜙௡𝜙ሶ ଶ = −𝑝஽ா, (6) 

 ஼ሷ஼ + ஺ሷ஺ + ஼ሶ஺ሶ஼஺ − ଵ஺మ − ଵଶ𝑤𝜙௡𝜙ሶ ଶ = −𝑝஽ா, (7) 

 ஺ሷ஺ + ஻ሷ஻ + ஺ሶ஻ሶ஺஻ − ଵ஺మ − ଵଶ𝑤𝜙௡𝜙ሶ ଶ = −𝑝஽ா, (8) 

 ஺ሶ஻ሶ஺஻ + ஻ሶ ஼ሶ஻஼ + ஼ሶ஺ሶ஼஺ − ଵ஺మ + ଵଶ𝑤𝜙௡𝜙ሶ ଶ = 𝜌௠ + 𝜌஽ா, (9) 

 ஻ሶ஻ − ஼ሶ஼ = 0. (10) 

From equation (3) we have  

 𝜙ሷ + 𝜙ሶ ቀ஺ሶ஺ + ஻ሶ஻ + ஼ሶ஼ቁ + ௡ଶ థሶ మథ = 0. (11) 

By integrating equation (10) and assuming integration constant as unity, we get 

 𝐵 = 𝐶. (12) 

Now by using (12) in equations (6)-(9),(11) we get 

 ଶ஻ሷ஻ + ஻ሶ మ஻మ + ଵ஺మ − ଵଶ𝑤𝜙௡𝜙ሶ ଶ = −𝑝஽ா, (13) 

 ஺ሷ஺ + ஻ሷ஻ + ஺ሶ஻ሶ஺஻ − ଵ஺మ − ଵଶ𝑤𝜙௡𝜙ሶ ଶ = −𝑝஽ா, (14) 

 ஻ሶ మ஻మ + 2 ஺ሶ஻ሶ஺஻ − ଵ஺మ + ଵଶ𝑤𝜙௡𝜙ሶ ଶ = 𝜌௠ + 𝜌஽ா, (15) 

 𝜙ሷ + 𝜙ሶ ሺ3𝐻ሻ + ௡ଶ థሶ మథ = 0. (16) 

The energy conservation equation is  

 𝑇௝௜ ;௜ + 𝑇ሜ௝௜ ;௜ = 0. (17) 
From (17) we get 
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 𝜌ሶ௠ + 𝜌ሶ஽ா + 3𝐻ሺ𝜌௠ + 𝜌஽ா + 𝑝஽ாሻ = 0. (18) 

In this article, we have considered both interacting and non-interacting models. The continuity equations of DM and 
GGPDE through an interaction 𝑄 are  

 𝜌ሶ௠ + 3𝐻𝜌௠ = 𝑄, (19) 

 𝜌ሶ஽ா + 3𝐻ሺ𝜌஽ா + 𝑝஽ாሻ = −𝑄, (20) 

where 𝑄 > 0 shows energy flows from GGPDE to DM and 𝑄 < 0 means energy flows from DM to GGPDE and𝑄 = 0 
indicates non interaction model. Wei and Cai [27] proposed the interaction term 𝑄as 

 𝑄 = 3𝑏𝐻𝜌௠, (21) 

where𝑏 > 0 is a coupling constant. 
 

3. SOLUTIONS OF FIELD EQUATIONS: 
Equations (13)-(16) are a system of four field equations in 6 unknowns 𝐴,𝐵,𝜌௠,𝜌஽ா ,𝑝஽ா and 𝜙. To solve these 

field equations, we need two physical conditions. These are as follows: 
(i) The energy momentum tensor of GGPDE is given by 

 𝜌஽ா = ሺ𝜏𝐻 + 𝜂𝐻ଶሻ௨, (22) 

where 𝑢 is PDE parameter. 
(ii) Mishra and Dua [1] proposed a simple parameterization of scale factor (see (31)) as 

 𝑎ሺ𝑡ሻ = 𝑒𝑥𝑝{ ሺ𝛼𝑡 + 𝛽ሻ௣}, (23) 

where 𝛼,𝛽 > 0 and 0 < 𝑝 < 1 are arbitrary constants.  
From equations (13) and (14), we get 

 ஺ሶ஺ − ஻ሶ஻ = ௞௏ 𝑒𝑥𝑝 ൭׬ ቀషమಲమቁ൬ಳሶಳିಲሶಲ൰ 𝑑𝑡൱. (24) 

Where k is integration constant and V is the volume of the Universe (see (32)) 
Following Adhav [28], we assume  

 ஻ሶ஻ − ஺ሶ஺ = ଶ஺మ. (25) 

Using equations (24) and (25), we get 

 ஺ሶ஺ − ஻ሶ஻ = ௞௏ 𝑒ି௧. (26) 

Integrating equation (25),  

 𝐴 = 𝑙𝐵 𝑒𝑥𝑝 ቄ𝑘 ׬ ௘ష೟[௘௫௣{ሺఈ௧ାఉሻ೛}]య 𝑑𝑡ቅ, (27) 

where l is constant of integration. 
Now from the above equations the metric potentials are obtained as 

 𝐴 = 𝑒𝑥𝑝{ሺ𝛼𝑡 + 𝛽ሻ௣} 𝑙మయ 𝑒𝑥𝑝 ቄଶ௞ଷ ׬ ௘ష೟[௘௫௣{ሺఈ௧ାఉሻ೛}]య 𝑑𝑡ቅ, (28) 

 𝐵 = 𝑒𝑥𝑝{ሺ𝛼𝑡 + 𝛽ሻ௣} 𝑙షభయ 𝑒𝑥𝑝 ቄି௞ଷ ׬ ௘ష೟[௘௫௣{ሺఈ௧ାఉሻ೛}]య 𝑑𝑡ቅ. (29) 

From equation (16) the Saez-Ballester scalar field is obtained as  

 𝜙(𝑡) = ቂ௡ାଶଶ 𝜙଴ ׬ 𝑒𝑥𝑝(−3(𝛼𝑡 + 𝛽)௣)𝑑𝑡 + 𝜓଴ቃቀ మ೙శమቁ, (30) 

where 𝜙଴,𝜓଴ are integration constants. 
 

3. PHYSICAL AND KINEMATICAL PARAMETERS OF THE MODEL: 
The parameters which play a vital role in the discussion of dynamics of the obtained model are as follows, 

The average scale factor 
 𝑎(𝑡) = (𝐴𝐵ଶ)భయ = 𝑒𝑥𝑝((𝛼𝑡 + 𝛽)௣). (31) 
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The volume V of the universe  
 𝑉 = ൫𝑎(𝑡)൯ଷ = 𝐴𝐵ଶ = 𝑒𝑥𝑝((𝛼𝑡 + 𝛽)ଷ௣). (32) 

From Fig. (1), the Volume increases as𝑡 → ∞.It shows the spatial expansion of the universe. 
The Hubble parameter  

 𝐻 = ௔ሶ௔ = ଵଷ ௏ሶ௏ = ଵଷ ቀ஺ሶ஺ + ଶ஻ሶ஻ ቁ = 𝑝𝛼(𝛼𝑡 + 𝛽)௣ିଵ. (33) 

The scalar expansion of the universe  

 𝜃 = 3𝐻 = ቀ஺ሶ஺ + ଶ஻ሶ஻ ቁ = 3𝑝𝛼(𝛼𝑡 + 𝛽)௣ିଵ. (34) 

The shear scalar of the universe  

 𝜎ଶ = ଵଶ ൤ቀ஺ሶ஺ቁଶ + 2 ቀ஻ሶ஻ቁଶ൨ − ఏమ଺ = 𝑘ଶ ௘షమ೟ୣ୶୮ ((ଶ(ఈ௧ାఉ)య೛). (35) 

From Figures (2), (3) and (4), observed that 𝐻,𝜃,𝜎ଶare diverge at 𝑡 = 0 and tends small values as 𝑡 → ∞. Our model 
exhibits shear free universe at late time. 

The average anisotropy parameter  

 𝐴௛ = ଵଷுమ ቀ(ுభିு)మାଶ(ுమିு)మுమ ቁ = ଶ௞௘షమ೟ଽఈర௣ర(ఈ௧ାఉ)(ర೛షర)[௘௫௣(ఈ௧ାఉ)೛]ల, (36) 

where 𝐻ଵ = ஺ሶ஺ ,𝐻ଶ = 𝐻ଷ = ஻ሶ஻ are directional Hubble parameters. 
From figure (5), clearly anisotropy exists at early time and decreases and tends to zero at late time. So, our model is 

anisotropic model and converges to an isotropic model at late time. 
The deceleration parameter is 

 𝑞 = − ௔௔ሷ(௔ሶ )మ = −1 − ቀ௣ିଵ௣ ቁ (𝛼𝑡 + 𝛽)ି௣. (37) 

Clearly, 𝑞 > 0for 𝑡 < ൭ቀభ೛ିଵቁభ೛ିఉ൱ఈ and 𝑞 < 0 for 𝑡 > ൭ቀభ೛ିଵቁభ೛ିఉ൱ఈ  and 𝑞 → −1 as 𝑡 → ∞. 
So, the present model shows the transition from early deceleration to present acceleration phase of the Universe. 

From Figure (6), the decelerating parameter is positive (decelerating phase) initially and after some time it moves to 
negative (acceleration phase). So, our model exhibits both early deceleration and present-day acceleration of the Universe. 
This is coinciding with the present-day observations. 

The jerk parameter is 

 𝑗(𝑡) = 𝑞 + 2𝑞ଶ − ௤ሶு = 1 + ൫௣మିଷ௣ାଶ൯(ఈ௧ାఉ)షమ೛ା൫ଷ௣మିଷ௣൯(ఈ௧ାఉ)ష೛௣మ . (38) 

From figure (7), the jerk parameter is positive throughout evolution of the universe. Cosmologists believe that the 
positive value of jerk parameter and negative value of decelerating parameter indicates the accelerating phase of 
expansion of the universe. So the obtained model denotes the present day accelerating phase of expansion of the Universe. 
 From (22) the energy density of GGPDE is  

 𝜌஽ா = [𝜏𝛼𝑝(𝛼𝑡 + 𝛽)௣ିଵ + 𝜂𝛼ଶ𝑝ଶ(𝛼𝑡 + 𝛽)ଶ௣ିଶ]௨. (39) 

From Figure (8), observed that the energy density of GGPDE is diminishes w.r.t. cosmic time t. 
 

4. NON-INTERACTING MODEL 
The energy conservation equation for DM is 

 𝜌ሶ௠ + 3𝐻𝜌௠ = 0 (40) 

From (40) and (33), we get 

 𝜌௠ = ఘబ௘௫௣(ଷ(ఈ௧ାఉ)೛) (41) 

where 𝜌଴ is integration constant. Clearly it is decreasing as 𝑡 → ∞. 
The energy conservation equation for GGPDE is  
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 𝜌ሶ஽ா + 3𝐻(𝜌஽ா + 𝑝஽ா) = 0. (42) 

From (42), (33), (39) and by using 𝜔஽ா = ௣ವಶఘವಶ the EoS parameter of GGPDE in non-interacting case is obtained as  𝜔஽ா = −1 − ଵଷு ఘሶ ವಶఘವಶ, 

 𝜔஽ா = −1 − ௨(௣ିଵ)ଷ௣(ఈ௧ାఉ)೛శభ ቂఛାଶఎ௣ఈ(ఈ௧ାఉ)೛షభఛାఎ௣ఈ(ఈ௧ାఉ)೛షభ ቃ. (43) 

Clearly from figure (9), the non-interacting model denotes a quintessence universe and tends to𝛬𝐶𝐷𝑀 model at late 
time.i.e.,𝜔஽ா → −1 as 𝑡 → ∞. 

The pressure of GGPDE is obtained as  

 𝑝஽ா = 𝜔஽ா𝜌஽ா = (𝛼𝑡 + 𝛽)௣ିଵ ቀ−1 − ௨(௣ିଵ)ଷ௣(ఈ௧ାఉ)೛శభ ቂఛାଶఎ௣ఈ(ఈ௧ାఉ)೛షభఛାఎ௣ఈ(ఈ௧ାఉ)೛షభ ቃቁ ([𝜏𝛼𝑝 + 𝜂𝛼ଶ𝑝ଶ(𝛼𝑡 + 𝛽)௣ିଵ]௨). (44) 

The overall density parameter of the non-interacting model is  

 𝛺 = 𝛺௠ + 𝛺஽ா = ଵଷுమ (𝜌௠ + 𝜌஽ா). (45) 

By using (41), (39) and (33) 

 𝛺= 
(ఈ௧ାఉ)మቈ ഐబ೐య(ഀ೟శഁ)೛ା൬ഓ(ഀ೟శഁ)೛೛ഀഀ೟శഁ ାആഀమ೛మ(ഀ೟శഁ)మ೛(ഀ೟శഁ)మ ൰೛቉ଷఈమ௣మ(ఈ௧ାఉ)మ೛ . (46) 

 Figure (10), displays that the overall density of the non-interacting model is increases w.r.t. expansion of the universe. 
 

5. INTERACTING MODEL 
The energy conservation equation DM is  

 𝜌ሶ௠ + 3𝐻𝜌௠ = 3𝑏𝐻𝜌௠. (47) 

By using (33) in (47), 

 𝜌௠ = ఘభ௘௫௣(ଷ(ଵି௕)(ఈ௧ାఉ)೛), (48) 

where 𝜌ଵ is integration constant. Clearly the energy density of DM for interacting model decreases w.r.t. time t.  
The energy conservation equation for GGPDE is  

 𝜌ሶ஽ா + 3𝐻(𝜌஽ா + 𝑝஽ா) = −3𝑏𝐻𝜌௠. (49) 

By using (33), (39),(48) in (49), the EoS parameter 𝜔஽ா  of GGPDE is   

 𝜔஽ா = −1 − ௨(௣ିଵ)ଷ௣(ఈ௧ାఉ)೛శభ ቂఛାଶఎ௣ఈ(ఈ௧ାఉ)೛షభఛାఎ௣ఈ(ఈ௧ାఉ)೛షభ ቃ − ௕ఘ೘ఘವಶ . (50) 

Figure (11) displays −1 < 𝜔஽ா < −1/3initially and 𝜔஽ா → −1 for large values of t. So initially the interacting 
model denotes the quintessence model and it tends cosmological constant model (𝛬𝐶𝐷𝑀Model) for late time. 
The pressure of GGPDE in Interacting case is 

 𝑝஽ா = 𝜔஽ா𝜌஽ா = (𝛼𝑡 + 𝛽)௣ିଵ ቀ−1 − ௨(௣ିଵ)ଷ௣(ఈ௧ାఉ)೛శభ ቂఛାଶఎ௣ఈ(ఈ௧ାఉ)೛షభఛାఎ௣ఈ(ఈ௧ାఉ)೛షభ ቃ − ௕ఘ೘ఘವಶቁ ([𝜏𝛼𝑝 + 𝜂𝛼ଶ𝑝ଶ(𝛼𝑡 + 𝛽)௣ିଵ]௨). (51) 

The overall density parameter of the interacting model is  

 𝛺 = 𝛺௠ + 𝛺஽ா = ଵଷுమ (𝜌௠ + 𝜌஽ா). (52) 

By using (33),(48) and (39)in (52), 

 𝛺= 
(ఈ௧ାఉ)మቈ ഐభ೐(యషయ್)(ഀ೟శഁ)೛ା൬ഓ(ഀ೟శഁ)೛೛ഀഀ೟శഁ ାആഀమ೛మ(ഀ೟శഁ)మ೛(ഀ೟శഁ)మ ൰೛቉ଷఈమ௣మ(ఈ௧ାఉ)మ೛   (53) 

The overall density of interacting model increases with time t as universe expands. It is shown in figure (12). The 
both interacting and non-interacting models are tending to cosmological constant at late time and the overall density of 
both model increases with time. 
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6. STABILITY ANALYSIS 
In this section the stability of both interacting and non-interacting models has discussed. In order to characterize the 

stability of models, the sign of 𝑣௦ଶ = ௣ሶವಶఘሶ ವಶ is crucial. If 𝑣௦ଶ > 0shows a table model and if 𝑣௦ଶ < 0 shows unstable 
model [29]. Also, the casualty condition must be satisfied, means that the speed of the sound less than the speed of the 
light. 

The square speed of sound𝑣௦ଶ for non-interacting model is 

𝑣௦ଶ = −
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⎜⎜⎜
⎜⎜⎜
⎛

(𝛼𝑡 + 𝛽)

⎝⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎜
⎜⎜⎛

2𝑝ଷ𝜂ଶ ൭ቆ3𝑡𝜏2 + ቆቀ𝑢 − 12ቁ 𝑝 − 𝑢ቇ𝜂ቇ𝛼 + 3𝛽𝜏2 ൱𝛼ଶ(𝛼𝑡 + 𝛽)ଶ௣ିଵ3+𝑝ସ(𝛼𝑡 + 𝛽)ିଵାଷ௣𝛼ଷ𝜂ଷ

+ 12
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛

3𝜏
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 𝜏ଶ(𝛼𝑡 + 𝛽)ଶ൫(𝑢 − 1)𝑝 − 𝑢൯(𝛼𝑡 + 𝛽)ି௣9

+
⎝⎜
⎜⎜⎜
⎛ 𝑝ଶ(𝛼𝑡 + 𝛽)ଶ௣𝛼ଶ𝜂ଶ

+ 8𝑝 ൭ቆ3𝑡𝜏2 + ቆቀ𝑢 − 12ቁ 𝑝 − 𝑢 − 18ቇ 𝜂ቇ𝛼 + 3𝛽𝜏2 ൱𝜂𝛼(𝛼𝑡 + 𝛽)௣9
+ 5𝜏(𝛼𝑡 + 𝛽)൭ቆ3𝑡𝜏5 + ቆቀ𝑢 − 35ቁ 𝑝 − 𝑢 − 15ቇ 𝜂ቇ𝛼 + 3𝛽𝜏5 ൱9 ⎠⎟

⎟⎟⎟
⎞𝑝

⎠⎟
⎟⎟⎟
⎟⎟⎟
⎞

⎠⎟
⎟⎟⎟
⎟⎟⎟
⎞

⎠⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎞

⎠⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎟⎟⎟
⎞

൬𝑝 ൬𝜂(𝛼𝑡 + 𝛽)௣𝑝𝛼 + 𝜏(𝛼𝑡 + 𝛽)2 ൰ ൫𝜂(𝛼𝑡 + 𝛽)௣𝑝𝛼 + 𝜏(𝛼𝑡 + 𝛽)൯ଶ൰  

 (54) 
The square speed of sound 𝑣௦ଶ for interacting model is  
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 (55) 

The graphs of square speed of sound for both interacting and non-interacting models are depicted in Figure (13) and 
Figure (14) respectively. In both models it is negative throughout the evolution of the universe. The negative sign of 𝑣௦ଶdenotes the unstableness of the model. So, the both interacting and non-interacting models are unstable models.  
 

7. ENERGY CONDITIONS 
In this section we discussed the energy conditions for interacting and non-interacting models. 

The Energy conditions are given by  
(1) 𝜌஽ா ≥ 0  (WEC) 
(2)𝜌஽ா + 𝑝஽ா ≥ 0 (DEC) 
(3) 𝜌஽ா + 3𝑝஽ா ≥ 0 (SEC) 
The three energy conditions were plotted by using equations (39), (44) and (51) for both models. 

 
From figure (15) and (16), it is observed that WEC and DEC are satisfied for both interacting and non-interacting 

models whereas SEC fails in both models. The violation SEC gives anti-gravitational effect for which universe gets jerk. 
So, the both models exhibit transition from early deceleration to present acceleration. So, the obtained models have good 
agreement with cosmological observations. 
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8. GRAPHICAL DISCUSSIONS 
 

  

Figure 1. 
The plot of V versus t 

for α = 1.4, β = 0.2, p = 0.5. 
Clearly the spatial volume increases w.r.t. cosmic time t 

Figure 2. 
The plot of H versus t 

for α = 1.4, β = 0.2, p = 0.5. 
Clearly H decreases and tend to small value for late time 

 

Figure 3. 
The plot of θ versus t 

for α = 1.4, β = 0.2, p = 0.5. 

Figure 4. 
The plot of σଶ versus t 

for α = 1.4, β = 0.2, p = 0.5, k = 0.03. 
It is observed that our universe is shear free at late time 

  

Figure 5. 
The plot of A୦versus t 

for α = 1.4, β = 0.2, p = 0.5, k = 0.03. 
It shows anisotropic nature in early stage and tends to zero 

(isotropic) at late lime 

Figure 6. 
The plot of q versus t 

for α = 1.4, β = 0.2, p = 0.5. 
It is observed that q moves from positive region negative 

region.so our model denotes both decelerating and present 
accelerating phase 
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Figure 7. 

The plot of j(t) versus t 
forα = 1.4,β = 0.2, p = 0.5. 

It is observed that the jerk parameter is positive throughout the 
evolution of the universe. 

Figure 8. 
The plot of ρୈ୉ versus t 

for α = 1.4, β = 0.2, p = 0.5, τ = 0.0004,η = 0.0005, u = 0.5. 
It is observed that the energy density of GGPDE is 

decreasing and tend to zero for large time t. 

 
Figure 9. 

The plot of EoS parameter ωୈ୉ versus cosmic time of non-
interacting model 

for α = 1.4, β = 0.2, p = 0.5, τ = 0.0004,η = 0.0005, u = 0.5. 
It shows the obtained model is quintessence model and tends to 

cosmological constant (ΛCDMmodel) as universe expands. 

Figure 10. 
The plot of overall density Ω versus time t for non-interacting 

model 
for α = 1.4, β = 0.2, p = 0.5, τ = 0.0004,η = 0.0005, u =0.5, ρ଴ = 1. 

It displays the overall density of non – interacting model 
increases w.r.t. time t. 

  
Figure 11. 

The plot of EoS parameter ωୈ୉ versus cosmic time of interacting 
model 

for α = 1.4, β = 0.2, p = 0.5, τ = 0.0004,η = 0.0005, u = 0.5, b =0.5, ρଵ = 0.04. 
It shows, initially −1 < ωୈ୉ − 1/3 and ωୈ୉ → −1 as t → ∞. 

So the obtained interacting model is quintessence model andit tends 
to cosmological constant (ΛCDMmodel) as universe expands. 

Figure 12. 
The plot of overall density Ω versus time t for interacting 

model 
for α = 1.4, β = 0.2, p = 0.5, τ = 0.0004,η = 0.0005, u =0.5, ρଵ = 1, b = 0.5. 

The overall density of interacting model initially increases 
and after some time decreases and finally increases for 

large time t. 
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Figure 13. 
The plot of vୱଶversus time t 

for of non-Interactingmodel with α = 1.4, β = 0.2, p = 0.5, τ =0.0004,η = 0.0005, u = 0.5. 
It is observed that it is negative throughout the evolution of the 

universe. 

Figure 14. 
The plot of vୱଶversus time t 

for of Interactingmodel with α = 1.4,β = 0.2, p = 0.5, τ = 0.0004, η = 0.0005, u = 0.5. ρଵ = 0.04, b = 0.5 
It is observed that it is negative throughout the evolution of 

the universe. 

 
 

 

Figure 15. 
The plots of energy conditions for non-Interacting model versus 

time t. 

Figure 16. 
The plots of energy conditions for Interacting model versus 

time t. 
 

9. CONCLUSIONS 
In this paper we have investigated the spatially homogeneous and anisotropic Bianchi type 0VI space time with 

GGPDE in Saez-Ballester theory of gravitation. To obtain the solutions of field equations, the simple parametric form 
scale factor proposed by Mishra and Dua [1] is used. Both Interacting and non-interacting models have discussed. The 
findings of those models are given point wise as follows; 
• The Spatial volume V is increasing with cosmic time t. 
• The parameters 2, ,H θ σ are diminishes and approaches to zero as time evolves. 
• From figure (5), the anisotropy parameter is diverging initially and decreasing with time and tend to zero at late time. 

This concludes the model is anisotropic in early universe and becoming isotropic model as t → ∞ . 
• The decelerating parameter q is depicted in figure (6). The sign of decelerating parameter is changing from positive 

to negative. So, this model exhibits early deceleration and late time acceleration of the universe. 
• The jerk parameter of the model is positive throughout the evolution of the universe. It can be observed from 

Figure (7). 
• The EoS parameter for both models is presented in figures (9) and (11). For both models 1ω → − as time evolves. 

The both models behave like CDMΛ  model at late time. 
• The energy density of GGPDE is decreasing w.r.t. time and tends to a small value for large t. 
• From the stability analysis of the models, it is observed that 2

sv is negative for both models. So, the obtained 
interacting and non-interacting models are unstable. 

• The overall density is increasing with time for both interacting and non-interacting models. 
• The energy conditions were plotted for both the models. The energy conditions WEC, DEC are satisfied and SEC is 

violated for both models. So, the both models denote the accelerating expansion of the universe. 
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УЗАГАЛЬНЕНА GHOST PILGRIMS КОСМОЛОГІЧНА МОДЕЛЬ ТЕМНОЇ ЕНЕРГІЇ Б’ЯНЧІ ТИПУ VI0 В ТЕОРІЇ 
ГРАВІТАЦІЇ САЕЗА-БАЛЛЕСТЕРА 

Теннеті Рампрасадa, М.П.В.В. Бхаскара Раоb, М. Кіранc, Сатьянараяна Бораd 
aДепартамент математики, Інженерний коледж Васаві (A), Хайдарабад, Індія 

bДепартамент фундаментальних і гуманітарних наук Інституту інформаційних технологій Віньяна (A), 
Вішакхапатнам, Андхра-Прадеш, Індія 

cФакультет математики, Інженерний коледж MVGR, Візіанагарам (А), Індія 
dКоледж комп’ютерних та інформаційних наук, Університет технології та прикладних наук, Мусандам, 

PO Box:12, PC: 811, Хасаб, Оман 
Узагальнена Ghost Pilgrim темна енергія (GGPDE) у теорії гравітації Саеза-Баллестера (SBTG) і просторово-часова структура 
VI0 типу Бьянчі слугують основою для цієї роботи. Ми використали просту параметризацію середнього масштабного 
коефіцієнта a(t) = exp{(αt+β)p} Мішри та Дуа [Astrophys. Space Sci. 366, 6 (2021)], щоб знайти точні розв’язки рівнянь поля. 
Ми вивчили GGPDE і темну матерію (DM), як коли вони взаємодіють, так і коли вони не взаємодіють. Для обох моделей 
виробляються деякі важливі та добре відомі параметри, включаючи параметр Хаббла, параметр рівняння стану (EOS), 
параметр уповільнення тощо. Виявлено, що для обох моделей параметр уповільнення означає прискорену фазу, а параметр 
EOS — космологічну константу. Як для невзаємодіючих, так і для взаємодіючих моделей досліджуються аналіз стабільності 
та енергетичні умови. 
Ключові слова: параметр Хаббла; параметр EOS; параметр уповільнення; GGPDE; SBTG 
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The present paper examines the FLRW model with cosmic string within the framework of ( , )mf R L  gravity, considering two 

different forms of ( , )mf R L  gravity such as ( , )
2m m
Rf R L Lη β= + +  and 2( , )

mLR

mf R L e
+

Λ Λ= Λ , where ,η β  and Λ  are free model 

parameters. The solutions of the models are obtained using both, the power law and the hybrid expansion law. The resulting physical 
and dynamical parameters of the models analyzed and presented through graphical representations.  
Keywords: ( , )mf R L gravity; String Cosmological Model; Power law; Hybrid expansion law 
PACS: 04.50.Kd, 98.80.-k, 98.80.Jk 
 

INTRODUCTION 
A potentially effective approach to interpret the latest observational findings (Riess et al. (1998); Peebles and 

Ratra (2003)) regarding the Universe's late-time acceleration and dark matter is to propose that Einstein's theory of 
general relativity may not hold at large scales. Instead, a broader gravitational framework could better describe these 
phenomena. Harko et al. (2010) introduced an advanced form of matter-curvature coupling theories, referred as 

( , )mf R L  gravity, where f  represents a variable function dependent on the matter Lagrangian mL  and the Ricci scalar
R . This theory of gravity can be viewed as the most extensive expansion of all the gravitational theories formulated in 
Riemann space. The trajectory of test particle within this theory deviates from geodesic paths, resulting in an additional 
force perpendicular to the four-velocity vector. 

Functional expressions for ( )f R  gravity incorporates logarithmic, exponential and power law models, an extension 
of framework is known as ( , )mf R L  gravity which has been recently emerged as 1 2( , ) ( ) ( ) ( )m mf R L f R f R G L= + , where 

1 2,f f and G are arbitrary functions of the Ricci scalar and the matter Lagrangian density respectively. The gravitational 
field equations and the equation of motions for a particular, in which the action of gravitational field has an exponential 

dependence on the standard general realistic Hilbert Einstein density, 2( , )
mLR

mf R L e
+

Λ Λ= Λ  are also derived. The Kasner-
type static, cylindrically symmetric interior string solutions were investigated in the ( , )mf R L  theory of gravity by Harko 
et al. (2015), and the thermodynamic parameter of the string was explicitly obtained. In the article, “cosmology in

( , )mf R L gravity”, Jaybhaye et al. (2022a) analyzed by utilizing ( )H z , Pantheon and combining ( )H z + Pantheon 
datasets. There, they determined the optimal ranges for model parameters. Additionally, a study was conducted on the 
variation in cosmological parameters based on the constraints established by these observational datasets. Also, the authors 
of Jaybhaye et al. (2022a) investigated the stability of the obtained model. 

Solanki et al. (2023) studied ( , )mf R L  gravity by considering non-linear models. They obtained the Wormhole 
solutions by assuming three different cases which are linear barotropic EoS, anisotropic EoS and isotropic EoS, whereas 
Jaybhaye et al. (2022b) discussed about constraints on energy conditions and used cosmographic parameters like mean 
Hubble parameter, deceleration parameter, jerk parameter and snap parameter. Wang et al. (2012) also discussed energy 
conditions by considering a special model in FRW cosmology and compared with observational astronomical results. 
Singh et al. (2023) studied a constrained cosmological model in ( , )mf R L  gravity. Shukla et al. (2023) used equation of 
state parameter and Garg et al. (2023) used a linear equation of state parameter to study the expansion of the universe. 
Lobato et al. (2021) investigated Neutron stars with realistic equation of state, Patil et al. (2023) analyzed FLRW 
cosmology with Hybrid scale factor, Pawde et al. (2023) studied anisotropic behavior of universe with varying 
deceleration parameter and Jaybhaye et al. (2024) derived bouncing cosmological models in ( , )mf R L  gravity. 

The cosmic string in ( )f R  gravity have been studied by Ladke et al. (2022) and explored three non-static plane 
symmetric cosmological models. Carvalho et al. (2021) investigated the formation and evolution of cosmic string wakes 
in ( )f R  Gravity where they considered a simple model in which baryonic matter flows past a cosmic string. To obtain 
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the solution Carvalho et al. (2021) used Zel’dovich approximation and also explored the propagation of light in ( )f R  
cosmic string. Also, they compared the results with wakes formed by cosmic string solutions obtained in General 
Relativity and Scalar Tensor Theories of Gravity. Silva et al. (2021) studied comic string in modified theories of 
gravitation. Also, several authors studied ( )f R  theory of gravity in different content [Adhav et al. 2012; Hatkar et al. 
2018; Agrawal and Nile 2024; Malik 2024]. 

Bishi et al. (2015) studied Bianchi type V string cosmological model with bulk viscosity in ( , )f R T  Gravity by 
considering a special form and linearly varying parameter. Dasunaidu et al. (2018) examined the kinematical behavior 
of five dimensional non static spherically symmetric cosmological models in the presence of a massive string in 

( , )f R T  Gravity. Also, Agrawal and Nile (2024); Thakre et al. (2024) studied ( , )f R T  theory of gravity in different 
content. 

Here in the present study, we have studied two models for the flat FLRW metric in the presence of string 
motivated by the above discussion. The work has been organized as, basic formation of  ( , )mf R L , metric and field 
equations, cosmological model-I, cosmological model-II, common physical parameters for Model-I and Model-II and 
lastly, result and discussion of the paper have been given. 
 

BASIC FORMATION OF ( , )mf R L  
The following action governs the gravitational interaction in ( , )mf R L  gravity. 

 
4( , )mS f R L gd x= − , (1) 

where ( , )mf R L  represents an arbitrary function of the Ricci scalar R and the matter Lagrangian term mL .  
Now the following field equation can be acquired by varying action (1) for the metric tensor uvg , 

 1 1( ) ( )
2 2m mR R L m Lf R g f f f L g f Tμν ν

μν μ μ ν μν μν+ ∇ ∇ − ∇ ∇ − − = ,  (2) 

were ,R
ff
R

∂≡
∂ mL

m

ff
L
∂≡

∂
,
 

g μν ν
μ∇ ∇  is the D’Alembertian, and Tμν  represents the energy-momentum tensor for the 

perfect fluid, defined by 

 
( )2 mgL

T
ggμν μν

δ
δ

−−=
−

. (3) 

The relation between the trace of energy momentum tensor T , Ricci scalar R  and the Lagrangian density of 
matter mL obtained by contracting the field equation (2) is 

 13 2( )
2m mR R L m LRf g f f f L f Tμν

μ ν+ ∇ ∇ − − = . (4) 

Here, 
1 ( )g F g g F

g
μν μν

μ ν μ ν∇ ∇ = ∂ − ∂
−

 for any scalar function F  

Moreover, one can acquire the following result by taking covariant derivative in equation (2), 

2 log( )
m

m
L

L
T f

g
μ μ

μν μν

∂
∇ = ∇

∂
. 

The energy momentum tensor for cosmic string is given by (Adhav et al. 2011), 

 T u u x xμ ν ν
ν μ μρ λ= − ,

 
 (5) 

where ρ  is rest energy density of strings with particles attached to them, λ  is the tension density of strings. 
Orthonormalization of four velocity vectors uμ  and the xμ , the direction of anisotropy of strings, obeys the following 
relation. 

1u u x xν ν
ν ν= − = , 0u xν

ν =  
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Metric and Field Equations in ( , )mf R L  Gravity 
We consider the flat FLRW metric as 

 
2 2 2 2 2 2( )ds dt a t dx dy dz = − + + +  . (6) 

Here, ( )a t is the scale factor that measures the cosmic expansion at time t . 
Using equations (5) and (6), the Friedmann equations that describes dynamics of the universe in ( , )mf R L gravity are 
read as 

 
( )

2

2

1 13 3
2 2m mR R L m R L

a af f f R f L f f
aa

ρ+ − − + =
   , (7) 

 ( )
2

2

1 13 3 3 ( )
2 2m mR R R R L m R L

a a a af f f f f L f f f
a a aa

ρ λ+ − − + − + = −
      . (8) 

 
Cosmological ( , )mf R L . Model-I 

Here we consider the following form of ( , )mf R L  model as (Harko et al. 2014), 

 ( , )
2m m
Rf R L Lη β= + + , (9) 

where β  and η  are free model parameters. 
For this particular ( , )mf R L model we take mL ρ=  (Harko et al. 2014), the Friedmann equation (7) and (8) becomes 

 
2

23 (2 1)a
a

ηη ρ β= − −


, (10) 

 12 a
a

η ηηρ λ ρ β−= − −
 . (11) 

Here we have system of two equations as presented in equations (10) and (11) involving three unknowns ,a ρ and λ . As 
a result in order to solve a system of equations, it becomes essential to consider a specific condition for getting 
deterministic solution. For that we consider two different laws.  
 
i) Power Law 

In the available literature, there exists many relations in between a  and t . For our analysis, we consider power 
law (Sharif & Zubair (2012)) as  

a t χα= . 

Using equation (10) the rest energy density ρ is given by   

 

1
2

2

1 3
(2 1) t

ηχρ β
η

  
= +  −   

, (12) 

here the model is valid for 0.5η > . 
Using equation (11), the tension density λ  is given by 

 

2 2

2

1
2

2

2 ( 1) 1 3
(2 1)

1 3
(2 1)

t
t t

t

χ

η
η

αχ χ χ β β
ηα

λ
χη β

η

−

 − + + − −  =
  

+  −   

. (13) 
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Figure 1. The rest density has been plotted by considering 

0.2, 1, 0.8α β χ= = =  
Figure 2. The tension density has been plotted by considering 

0.2, 1, 0.8α β χ= = =  
 
ii) Hybrid Expansion Law 
The hybrid expansion law is given by (Agrawal and Nile 2024) 

mta te= , 

where, 0m >  be any constant. 
Using equation (10) the rest density ρ is given by 

 

1
2

2

1 3( 1)
(2 1)

mt
t

η
ρ β

η
  += +  −   

. (14) 

Using equation, the tension density λ  is given by 

 

2

2

1

2

2(2 ) 1 3( 1)
(2 1)

1 3( 1)
(2 1)

m m t mt
t t

mt
t

η
η

β β
η

λ

η β
η

−

 + + + + +  −   =
 + +  −   

. (15) 

 

  

Figure 3. The rest density has been plotted by considering 
0.2, 1, 0.8, 0.5mα β χ= = = =  

Figure 4. The tension density has been plotted by considering 
0.2, 1, 0.8, 0.5mα β χ= = = =  

 
Cosmological ( , )mf R L . Model-II 

Here we consider the anther form of ( , )mf R L  model as (Harko et al. 2014), 

2( , )
mLR

mf R L e
+

Λ Λ= Λ , 

where 0Λ > is arbitrary constant. 
For this particular ( , )mf R L  model we take mL ρ=  (Harko et al. 2014). 

The Friedmann equation (8) and (9) becomes 
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3 3 2
2

a a
a a

ρΛ − + =
Λ

  , (16) 

 

2

2 2

3 1 3
24

a a a
a aa

λ+ − − − Λ = −
ΛΛ

  
. (17) 

The system comprises of two equations (16)-(17), with three unknown variables.  To find the solution of this 
system of equations, it is important to identify a particular condition which guarantees a definite solution. 
 
i) Power Law 
By using the power law given by equation (12) and equations (16), we get the rest density as  

 2

1 3 ( 1) 3
2 2tt

χ χ χρ − = Λ − + Λ 
. (18) 

Using the equation (17) the tension density is given by 

 

2

2 2 2

1 ( 1) 3 3
24 tt t

χ χ χ χλ −= Λ + − − +
ΛΛ

. (19) 

Figure 5. The rest density has been plotted by considering 
0.8, 0.1χ = Λ =  

Figure 6. The tension density has been plotted by considering 
0.8, 0.1χ = Λ =  

ii) Hybrid Expansion Law 
By using the hybrid expansion law given by equation (14) and using equations (16), we get the rest density ρ as  

 

2 21 2 12 6 3
4

mm m
t t

ρ     = Λ − + + +    Λ     
. (20) 

Using equation (17) the tension density λ  given by  

  

2
2

2

13( )1 2 13
24

m mt m m
t t

λ
+    = Λ + + − + − +   ΛΛ    

. (21) 

  

Figure 7. The rest density has been plotted by considering 
0.8, 0.1, 0.5mχ = Λ = =  

Figure 8. The tension density has been plotted by considering 
0.8, 0.1, 0.5mχ = Λ = =  
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Common Physical Parameters for Model-I and Model-II: 
Power Law: 
We obtained the Hubble parameter and the deceleration parameter in terms of t  as 

 aH
a t

χ= =
 , (22) 

 1 1q
χ

= − . (23) 

The spatial volume is given by 

 
3 3( )V a tα= = . (24) 

By using equation (29), we can obtain the Scalar expansion, mean anisotropic parameter and Shear scalar as 

 33H
t
χθ = = , (25) 

 
3

1

1 1 0
3

i

i

H
H=

 Δ = − = 
 

 , (26) 

 2 3 0
2

Hσ = Δ = . (27) 

  
Figure 9. The mean Hubble Parameter has been plotted by 

considering 0.8χ =  
Figure 10. The deceleration parameter has been plotted by 

considering 0.8χ =  
 
Hybrid Expansion Law: 
We obtained the Hubble parameter and the deceleration parameter in terms of t as 

 1aH m
a t

= = +
 , (28) 

 
( )2

1 1
1

q
mt

= −
+

. (29) 

The spatial volume is given by 

 3 3 3mtV a t e= = . (30) 

By using equation (28), we can obtain the Scalar expansion, anisotropic parameter and Shear scalar as 

 13 3H m
t

θ  = = + 
 

, (31) 

 
3

1

1 1 0
3

i

i

H
H=

 Δ = − = 
 

 , (32) 

 2 3 0
2

Hσ = Δ = . (33) 
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Figure 11. The mean Hubble parameter have been plotted by 
considering 0.5m =  

Figure 12. The deceleration parameter has been plotted by 
considering 0.5m =  

 
RESULT AND DISCUSSIONS 

In this paper, we have analyzed the FLRW model with cosmic string in the framework of ( , )mf R L  gravity 

considering two different models for two distinct forms of ( , )mf R L  gravity such as ( , )
2m m
Rf R L Lη β= + +  and 

2( , )
mLR

mf R L e
+

Λ Λ= Λ , where ,η β and Λ  are free model parameters. We obtained the physical and dynamical 
parameters such as mean Hubble parameter, deceleration parameter etc. specifically we obtained the rest density ρ  and 
the tension density λ  for the studied models.   

In model-I, it is observed that the rest density for power law and hybrid expansion law is positively decreasing 
function of cosmic time t  and approaches to 0  as depicted in figure-1 & figure-3. Also, the tension density λ  for 
power law and hybrid expansion law is obtained and plotted with respective cosmic time t as shown in figure 2 & 
Figure-4. 

In model-II, it is observed that the rest density for power law and hybrid expansion law is positively decreasing 
function of cosmic time t  and approaches to 0  as t → ∞ as depicted in figure-5 & figure-7. Also, the tension density 
λ  for power law and hybrid expansion law is obtained and plotted against cosmic time t as shown in figure-6 & 
Figure 8. 

This behavior aligns with widely accepted model of an expanding universe, where the energy density of matter, 
here string, decreases as the universe expands. As cosmic time progresses, the density of the matter, including cosmic 
strings, diminishes, which indicates the transitioning of universe from a matter-dominated phase to a dark energy 
dominated phase.   

Also, in figure-9 and figure-11, the mean Hubble parameter for the both models shows the occurrence of the 
expansion of the universe, which is in consistent with the modern-day observations. Figure-10 the deceleration 
parameter shows the constant expansion. In the figure-12, the deceleration parameter shows the early deceleration to 
late acceleration of the universe. The shift from deceleration to acceleration is a key feature of modern cosmological 
models. 
 

CONCLUSION 
In conclusion, the analysis of FLRW model with cosmic string within the frame work of ( , )mf R L  gravity has 

provided valuable insights into the universe’s expansion dynamics. The results for both Model – I and Model - II 
demonstrate that the rest and tension densities decrease with cosmic time, reflecting the universe's transition from a 
matter-dominated phase to a dark energy-dominated phase. The mean Hubble parameter confirms the ongoing 
expansion of the universe, consistent with current observations (Riess et al. (1998); Peebles and Ratra (2003)). 
Moreover, the behavior of the deceleration parameter, showing a shift from early deceleration to late-time acceleration, 
aligns with modern cosmological theories. These findings contribute to a deeper understanding of the role of cosmic 
strings and modified gravity in shaping the universe's evolution. 
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С.Д. Катореa, П. Р. Агравалb, Х. Г. Паралікарa, А.П. Нілb 
aФакультет математики, Університет Сант-Гадж Баба Амраваті, Амраваті 444602, Індія 

bФакультет математики, Науковий коледж Бріджлала Біяні, Амраваті, 444602, Індія 
У цій статті розглядається модель FLRW з космічною струною в рамках гравітації ( , )mf R L , розглядаючи дві різні форми 

гравітації ( , )mf R L , такі як ( , )
2m m
Rf R L Lη β= + +  і 2( , )

mLR

mf R L e
+

Λ Λ= Λ , де ,η β  і Λ  є вільними параметрами моделі. 

Розв’язки моделей отримані з використанням як степеневого закону, так і гібридного закону розширення. Отримані фізичні 
та динамічні параметри моделей аналізуються та представлені у вигляді графічних зображень. 
Ключові слова: гравітація ( , )mf R L ; струнна космологічна модель; степеневий закон; закон гібридного розширення 
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Eigen electromagnetic waves with small toroidal wave indices and positive poloidal wave indices are considered in the Ion Cyclotron 
Range of Frequencies (ICRF) in a tokamak Scrape-Off Layer (SOL). The waves are shown theoretically to exist in the form of the 
signals localized at the local Alfven Resonances (ARs). The evanescent regions in the direction of lower plasma density are provided 
by the presence of the wave nonzero poloidal wave indices. The narrow evanescent regions in the direction of higher plasma density 
are caused by strong plasma variation. The latter regions separate ARs from the high-density SOL and plasma core which are 
propagating regions for ICRF waves. The dispersion relation of ICRF signals is derived analytically and solved numerically. Possible 
relevance of the obtained results to experimental measurements is discussed. An exhaustive definition of the signals’ excitation sources 
is out of scope of the present study. 
Keywords: Eigen waves; Ion cyclotron range of frequencies; Alfven resonance; Tokamak scrape-off layer; Asymptotic methods; 
Dispersion relation 
PACS: 52.35.Bj 

INTRODUCTION 
Alfven Waves (AWs) were predicted by Hannes Alfven more than eighty years ago [1]. Soon they were 

experimentally observed by Allen with co-authors [2]. Since then, AWs are extensively studied due to multiple practical 
applications, in particular, in fusion plasmas and astrophysics.  

Plasma non-uniformity both in a laboratory and nature forms preconditions for the propagation of various AW types. 
For instance, elliptical shape of the fusion device cross-section was shown in [3] to give rise to eigen ellipticity induced 
Alfven waves (EAEs). AWs with zero toroidal mode number were observed, e.g., in the ellipticity-induced frequency 
range in JET [4]. Toroidal periodic non-uniformity of fusion plasmas gives rise to toroidal Alfvén eigenmodes (TAEs). 
An enlarged spectrum of ideal TAEs was demonstrated to exist within a toroidicity-induced Alfvén gap in [5]. Following 
the experimental observations of TAEs in a counter-current Neutral Beam Injection (NBI) scenario developed in TCV, 
an in-depth analysis of the impact of such modes on the global confinement and performance was carried out in [6]. 

The presence of the so-called non-axisymmetric resonances of wave-particle interaction in stellarators which are 
associated with the lack of axial symmetry of the magnetic configuration were found in [7] to have a strong stabilizing 
influence through Landau mechanism on TAEs destabilized by the energetic ions. Thermal ions were also reported in [7] 
to interact with high frequency Alfvén gap modes (helicity-induced Alfvén Eigenmodes and mirror-induced Alfvén 
Eigenmodes), leading to a considerable damping of these modes at the high pressure attributed to, e.g., a Helias reactor.  

Physics of the transverse energy transfer by Alfvén waves in toroidal plasmas was elucidated in [8]. In contrast to 
the classical Alfvén waves in infinite plasmas, the Alfvén waves in toroidal systems were found to produce plasma 
compression due to coupling with fast magnetoacoustic waves with providing the energy transfer. The radial group 
velocities of the traveling waves constituting the Global Alfvén Eigenmodes and TAEs were calculated. The obtained 
results were applied to explain how Alfvén eigenmodes could provide the spatial energy channeling - the transfer of the 
energy by these modes from the unstable plasma region to the region where the mode damping dominated. 

Non-linear dynamics of multiple infernal Alfvén eigenmodes—a subset of global Alfvén eigenmodes in tokamak 
plasmas with extended low-shear central core was studied in [9]. The analysis was carried out for a mode triplet with 
toroidal mode-numbers n = 1, 2, 3. The temporal evolution of the amplitudes and the phase (responsible for the frequency 
chirping) of the modes was found to exhibit Hopf bifurcations to stable limit cycles. This conclusion was applied for 
explanation of a synchronous cyclic destabilization of multiple modes in Alfvén avalanches (sudden growth of amplitudes 
of the mode cluster with different n and approximately equal frequency spacing) in NSTX and bursting modes in MAST. 

Comprehensive overview of studying AWs at Institute of Plasma Physics in Kharkiv including the research carried 
out in collaboration with the research centers of Sweden, Belgium, United Kingdom and Germany was presented in [10]. 
In particular, various types of Alfvén eigenmodes (AEs) were reported in [11] to be destabilized by fast ions over a broad 
frequency range in a series of JET experiments in mixed D–3He plasmas. The radial localization of AEs was identified 
using an X-mode reflectometer, a multiline interferometer and soft x-ray diagnostics. Two different types of Alfvén 
cascade (AC) eigenmodes were observed originating from the presence of a local minimum of the safety factor. In addition 
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to ACs with frequencies below the frequency of TAEs, ACs with frequencies above the TAE frequency were destabilized 
by energetic ions. Both ACs were localized in the central regions of the plasma.  

The deuterium ions accelerated to MeV range in three-ion radio frequency scenario of NBI were shown in [12,13] 
to produce fusion-born alpha-particles from the D-3He reaction. These alpha-particles were reported to excite EAEs with 
toroidal mode indices n = −1 and n = 0. The fusion-born alpha-particles rather than accelerated D-ions were shown to 
interact with EAEs with negative toroidal mode indices. The n = 0 EAEs were found to be excited only if a fast-ion 
population energy distribution had so-called ‘bump-on-tail distribution (where 𝜕𝑓/𝜕𝐸 > 0).  

The identification of TAEs at different radial locations in counter-current NBI scenarios in TCV was presented in 
[14]. These modes were reported to be significantly different from the ones observed previously in scenarios with co-
current off-axis NBI and electron cyclotron heating.  

Fourier analyses of the fast-ion loss detector revealed coherent fast-ion losses in the range of the 1...2 MHz in MAST-
U [15]. The losses were found to correlate with modes identified as Compressional and Global Alfvén Eigenmodes by 
the Mirnov coils. 

Local Alfven resonance (AR) as a method of plasma heating was first studied in [16]. Comprehensive overview of 
theoretical research of plasma Alfven heating was presented in [17]. ARs were effectively applied for plasma production 
and heating in various fusion devices (see, e.g., [18,19]). However, position of ARs is well-known to move to the plasma 
edge with increase in plasma density which reduces the efficiency of Alfven method of plasma heating and its application 
for these purposes in modern experiments. Comprehensive overview of the recent studies of AWs and plasma Alfven 
heating was given e.g. in [20]. 

Excitation of surface waves with |𝑘௭| < 𝑘଴ and 𝜔 > 𝜔௖௜ within Alfven resonance regions by ICRF antenna was 
numerically demonstrated in [21] with focusing on the cases of DEMO and ITER (here 𝑘௭ is toroidal wavenumber, 𝑘଴ is 
vacuum wavenumber, 𝑘଴ = 𝜔/𝑐, 𝜔 is the wave angular frequency, 𝜔௖௜ is ion cyclotron frequency, and 𝑐 is the speed of 
light in vacuum). The fast wave field spatial distribution was obtained by the semi-analytic code ANTITER II in plane 
geometry by summation of Fourier series over the toroidal and poloidal wave indices. A few well radially separated 
standing (in toroidal direction) wave patterns in edge plasma were clearly demonstrated. This is different from what was 
is discussed in the present paper. The difference is explained by the fact that the present paper studies the problem of 
eigen functions and eigen values rather than that of forced oscillations as it was in [21].  

In the present paper, the possibility for eigen ICRF signal to be localized in the vicinity of the local AR 

 𝑆 ≡ 1 − ఠ೛೔మఠమିன೎೔మ = 𝑁௭ଶ, (1) 

is shown. In (1), 𝑆 is the component of cold plasma permittivity tensor in Stix notations [22], 𝑁௭ = 𝑘௭/𝑘଴ is toroidal 
refractive index, and 𝜔௣௜ is ion plasma frequency. The wave field spatial distribution is found analytically in the vicinity 
of the resonance. The distribution corresponds to the localized ICRF signal: the fields decay exponentially with distance 
from AR (1), both towards the low-density and the high-density plasma. The dispersion relation is analyzed numerically 
by means of the standard package “Wolfram Mathematica”, version 13.1 [23]. Relevance of the numerical results to 
possible experimental observations is discussed. 

The novelty of the present paper is associated with three issues. First, previous analytical studies of AR fine structure 
were carried out in the framework of models with linear plasma density variation. This assumption was proved by small 
scale of kinetic and inertial Alfven waves into which large scale magnetohydrodynamic waves converted within ARs. 
However, plasma density profile in a tokamak SOL can be modelled as exponential decay with the distance from the 
plasma core. Sufficiently small decay length makes the search of the wave field spatial distribution out of ARs analytically 
tractable which is realized in the present paper.  

Second, no evanescent layer exists between ARs and high-density plasma in the case of smooth plasma density 
variation and moderate poloidal wave indices. Existence of the layer is the necessary precondition for the ICRF signal 
localized spatial distribution. Strong exponential variation of the plasma density in a tokamak SOL causes the existence 
of the layer. 

Third, previous studies (analytical and also many of numerical) were carried out with neglecting the toroidal (parallel 
to external static magnetic field) wave electric field 𝐸௭. This is correct due to sufficiently large absolute value of the 
plasma permittivity component 𝜀௭௭ (𝑃 in Stix notations applied below) in ICRF. This issue made it possible to significantly 
simplify the analysis by reducing Maxwell’s system of equations within ARs to the second order ordinary uniform 
differential equation. Presence of the evanescent layer for 𝐸௭ between an antenna and ARs causes decay of forced 𝐸௭ 
falling on ARs from the antenna side. However, in the case of eigen waves, the same evanescent layer causes decay of 𝐸௭ 
with the distance in opposite direction: from ARs to the metal wall. This results in the necessity to consider coupled 
electromagnetic waves within ARs described by two coupled second order ordinary nonuniform differential equations. 
These two coupled equations are solved in the present paper to determine the wave field spatial distribution within ARs. 

The paper is arranged as follows. The theoretical model is reported in section II with the emphasis on the SOL 
separation into four regions within which different asymptotic solutions can be applied. Wave field spatial distribution is 
presented in section III. The dispersion relation is given in section IV. The results of the numerical study of the dispersion 
properties are presented in section V. The main conclusions and discussions are found in section VI. 
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II. MODEL DESCRIPTION 
The SOL is considered in slab geometry with 𝑥 axis being perpendicular to the SOL and directed from the low-

density to the high-density plasma (opposite to the radial direction). External static uniform magnetic field 𝐵ሬ⃗ ଴ is parallel 
to the SOL and directed along 𝑧 axis, 𝐵ሬ⃗ ଴||𝑧. SOL is assumed to be uniform along 𝑦 axis which is chosen such that 𝑥,𝑦  
and 𝑧 axes form the right triple of vectors (Fig. 1). Plasma electrodynamic properties are described in terms of cold 
collisionless plasma dielectric permittivity tensor (in Stix notations [22]): 

 𝜀̂(𝑥) = ൭ 𝑆 −𝑖𝐷 0𝑖𝐷 𝑆 00 0 𝑃൱. (2) 

Within the ion cyclotron frequency range, 𝜔௖௜ < 𝜔 ≪ |𝜔௖௘|, the tensor components read  

 𝑆 = 1 − ఠ೛೔మఠమିன೎೔మ , 𝐷 = ఠ೛೔మ ఠఠ೎೔൫ఠమିன೎೔మ ൯, 𝑃 = 1 − ఠ೛೐మఠమ .   (3) 

Hereinafter, 𝜔௖௘ is electron cyclotron frequency, and 𝜔௣௘ is electron plasma frequency. 
The wave field spatial distribution is to be found in the form of Fourier harmonic, e.g., the wave toroidal magnetic 

field  

 𝐻௭~(𝑟, 𝑡) = 𝐻௭(𝑥)exp [𝑖൫𝑘௭𝑧 + 𝑘௬𝑦 − 𝜔𝑡൯)].  (4) 

In (4), 𝑘௬ is poloidal wavenumber. Then the wave amplitudes 𝐸௭(𝑥) and 𝐻௭(𝑥) spatial distribution is governed by two 
coupled second order ordinary linear differential equations: 

ଵ௞బమ ௗమா೥ௗ௫మ + ே೥మ௞బమ ௗௗ௫ ቀ ଵேమ఼ ௗா೥ௗ௫ ቁ + ே೥మே೤௞బ 𝐸௭ ௗௗ௫ ቀ ఓேమ఼ቁ + 𝐸௭ ቂ𝑃 − 𝑁௬ଶ − ே೥మே೤మேమ఼ ቃ = − ௜ே೥௞బమ ௗௗ௫ ቀ ఓேమ఼ ௗு೥ௗ௫ ቁ − ௜ே೥ே೤௞బ 𝐻௭ ௗௗ௫ ቀ ଵேమ఼ቁ + ௜ே೥ே೤మఓேమ఼ 𝐻௭, (5) 

 ଵ௞బమ ௗௗ௫ ቀ ଵேమ఼ ௗு೥ௗ௫ ቁ + 𝐻௭ ቂ1 − ே೤మேమ఼ + ே೤௞బ ௗௗ௫ ቀ ఓேమ఼ቁቃ = ௜௞బమ ௗௗ௫ ቀఓே೥ேమ఼ ௗா೥ௗ௫ ቁ − ௜ே೤మேమ఼ 𝜇𝑁௭𝐸௭ + ௜ே೥ே೤௞బ 𝐸௭ ௗௗ௫ ቀ ଵேమ఼ቁ. (6) 

In (5), and (6), 𝑁௬ = 𝑘௬/𝑘଴  is poloidal refractive index, 𝜇 = −𝐷/(𝑆 − 𝑁௭ଶ), 𝑁ଶୄ = (𝑅 − 𝑁௭ଶ)(𝐿 − 𝑁௭ଶ)/(𝑆 − 𝑁௭ଶ), 𝑅 =𝑆 + 𝐷, and 𝐿 = 𝑆 − 𝐷.  
To derive the dispersion relation, one needs also the expressions for 𝑦-components of electrical and magnetic wave 

fields: 

 𝐸௬ = ିଵேమ఼ { ௜௞బ ௗு೥ௗ௫ + 𝑁௭𝑁௬𝐸௭ + 𝜇[𝑖𝑁௬𝐻௭ + ே೥௞బ ௗா೥ௗ௫ ]}, (7) 

 𝐻௬ = ିே೥ேమ఼ ቄ𝑁௬𝐻௭ − ௜ே೥௞బ ௗா೥ௗ௫ + 𝜇 ቂ−𝑖𝑁௬𝑁௭𝐸௭ + ଵ௞బ ௗு೥ௗ௫ ቃቅ + ௜௞బ ௗா೥ௗ௫ .  (8) 

These tangential components should be continuous at the interfaces between the regions specified below. 
Plasma particle density is assumed to increase exponentially within the SOL [24],  

 
Figure 1. Schematic of the problem 
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Figure 2. Spatial variation of 𝑆(𝑥) (solid curve) and within the low-density SOL. Numbers 1-4 in grey circles indicate the four 
regions, into which the SOL is separated to make the Maxwell’s equations analytically solvable. Dash-dotted vertical lines 
separate the regions. 𝑛 = 3, 𝜔/𝜔௖௜ = 5.308, 𝑅 = 2.12 𝑚,  𝜆 = 0.018 𝑚, 𝐵଴ = 2.0 𝑇, 𝑛(0) = 8.287 ൈ 10ଵ଺ 𝑚ିଷ) 

 
Figure 3. Spatial variation of 𝑁ଶୄ(𝑥) (dashed curve), and 𝑃ଵ(𝑥) (solid curve) within the first region. Dotted line corresponds to 
vacuum value of 𝑃ଵ. The wave and plasma parameters are the same as in Fig. 2 

 𝑛(𝑥) = 𝑛଴exp (𝑥/𝜆).  (9) 

In (9), 𝜆 is the decay length, and 𝑛଴ is plasma density at 𝑥 = 0 which is considered hereinafter as the position of the 
local resonance (1). It is the smallness of 𝜆 as compared with the tokamak plasma minor radius 𝑎 which justifies the 
application of the slab geometry in the present paper, since the studied ICRF signal is shown hereinafter to be localized 
within the layer with the width of the order of 𝜆. 

The components 𝑆,𝐷,𝑃 (3) of the plasma permittivity tensor, as well as coefficients in Maxwell’s equations (5)-(8) 
vary significantly in low-density SOL. Separation of the SOL into four regions (Fig. 2) according to correlation between 
the components 𝑆,𝐷, and 𝑃 is explained below. Analytical asymptotic solutions of Eqs. (5)-(6) within these four regions 
are derived in the next section. The following wave and plasma parameters are applied while calculating the curves in 
Figs. 2-6: Deuterium single charged ions, toroidal wave index 𝑛 = 3, ratio of the wave frequency to ion cyclotron 
frequency 𝜔/𝜔௖௜ = 5.308, major plasma radius 𝑅 = 2.12 𝑚, minor plasma radius 𝑎 = 0.5 𝑚, density decay length 𝜆 =0.018 𝑚, the external static uniform magnetic field 𝐵଴ = 2.0 𝑇, the plasma density 𝑛(0) = 8.287 ൈ 10ଵ଺ 𝑚ିଷ, and the 
ion temperature of 𝑇௜ = 10.0 𝑒𝑉. The electron-ion collision frequency can be estimated for these plasma parameters as 𝜈௘పതതതത = 114.0 𝑘𝐻𝑧 which is much smaller than ion cyclotron frequency 𝑓௖௜ ≈ 14.6 𝑀𝐻𝑧. This fact confirms the validity of 
the collisionless plasma approximation applied in the present paper. 

The first region (Fig. 3) is determined by the condition that the plasma density is sufficiently small there to provide 
so-called vacuum conditions: 

 |𝑆 − 1| ≪ 1, |𝐷| ≪ 1, |𝑃 − 1| ≪ 1. (10) 

In this region, the wave field spatial distribution can be determined precisely. The wave amplitude is assumed to 
decay exponentially with the distance from AR (1), 𝑥 → −∞. The right boundary 𝑥ଵ of the first region is determined as  
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Figure 4. Spatial variation of 𝑁ଶୄ(𝑥) (dashed curve), and 𝑃ଵ(𝑥) (solid curve) within the second region. Thin dotted curve 
demonstrates the asymptotic  𝑃(𝑥) − 1 of 𝑃ଵ(𝑥). Thin vertical dash-dotted line indicates the position of 𝑁ଶୄ(𝑥) = 0. The wave 
and plasma parameters are the same as in Fig. 2 

follows. The factor 𝑃ଵ ≡ 𝑃 − 𝑁௬ଶ − 𝑁௭ଶ𝑁௬ଶ/𝑁ଶୄ placed in square brackets in eq. (5) transfers in the vicinity of 𝑥ଵ from the 
value 1 −𝑁௬ଶ − 𝑁௭ଶ𝑁௬ଶ/(1 − 𝑁௭ଶ), which is inherent for the vacuum, to 𝑃 − 1, which is the asymptotic for the larger 
plasma density, |𝑃 − 1| ≫ (𝑁௬ଶ + 𝑁௭ଶ − 1)/(1 −𝑁௭ଶ): 

 𝑥ଵ = 𝜆 ln ൬௠೐௠೔ ఠమఠ೎೔మ ଵேಲమ(଴)൰. (11) 

The factor 𝑃ଵ is shown in Fig. 3 by solid curve. Its maximum deviation from the value 1 −𝑁௬ଶ − ே೥మே೤మଵିே೥మ ≈ −4.237 
given in Fig. 3 by dotted line is observed at 𝑥 = 𝑥ଵ: 𝑃ଵ(𝑥ଵ) ≈ −5.241. 𝑁ଶୄ(𝑥) is shown in Fig. 3 by dashed curve. It 
weakly deviates from its vacuum value 𝑁ଶୄ(𝑥 → −∞) = 1 −𝑁௭ଶ ≈ 0.276. Even at the right boundary of the first region, 
the deviation is smaller than 10ିସ.  

Within the second region (Fig. 4), one can neglect plasma particle density, 𝜔௣௜ଶ → 0, in the expressions for 𝑆 and 𝐷; and must take the difference between 𝑃 and a unit into account, |𝑃| ് 1. Neglecting the existence of this region would 
block searching for the solution to the dispersion relation. Comparison of 𝑃ଵ(𝑥) (solid curve in Fig. 4) with its asymptotic 𝑃(𝑥) − 1 presented by thin dotted curve justifies approach to solving eq. (5) presented below. Vertical dash-dotted line 
indicates the coordinate where 𝑁ଶୄ(𝑥) turns to zero and hence, 𝑃ଵ(𝑥) diverges. This divergence is not shown in Fig. 4. 
Wave fields are known to vary weakly in the vicinity of this coordinate. 

The ICRF signal is expected to be localized in the third region, where 𝑆 ≈ 𝑁௭ଶ (Fig. 5). Its boundaries can to be 
determined as follows: 

 −𝜆 < 𝑥 < +𝜆. (12) 

At the left boundary of the third region, the plasma particle density is sufficiently small to provide the following strong 
inequalities: 

 |𝑆(−𝜆) − 1| ≪ 1, |𝐷(−𝜆)| ≪ 1. (13) 

However, the absolute value of 𝑃 is already large there, |𝑃(−𝜆)| ≫ 1. In the particular case, presented in Fig. 5, these 
quantities are equal: 𝑆(−𝜆) − 1 ≈ −0.102, 𝐷(−𝜆) ≈ −0.539, and 𝑃(−𝜆) ≈ −358.543. 
 

At the right boundary of the third region, the plasma density is sufficiently high, so that 𝜇 is almost uniform, 𝜇(𝜆) ≈𝜔/𝜔௖௜, and 𝑁ଶୄ behaves almost as Alfven refractive index squared, 𝑁ଶୄ(𝜆) ≈ 𝑁஺ଶ(𝜆) with 𝑁஺ ≡ 𝜔௣௜/𝜔௖௜. In the particular 
case, presented in Fig. 5, 𝜇(𝜆) ≈ 8.397, 𝜔/𝜔௖௜ ≈ 5.308, 𝑁ଶୄ(𝜆) ≈ 32.978, and 𝑁஺ଶ(𝜆) ≈ 20.395. 

The fourth region (Fig. 6) lies to the right of the third region, 

 𝑥 > +𝜆. (14) 

In this region, the wave is assumed to decay with the distance from the resonance (1), 𝑥 → +∞. The latter boundary 
condition along with that for 𝑥 → −∞ mentioned above provides the localized nature of the ICRF signal under the 
consideration. Physical essence of the mathematical condition 𝑥 → +∞ is that the wave field amplitude decays  
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Figure 5. Spatial variation of  𝜇(𝑥) (solid curve) and −𝑁ଶୄ(𝑥) (dashed curve) within the third region. The wave and plasma 
parameters are the same as in Fig. 2. 

 
Figure 6. Spatial variation of  𝜇(𝑥) (solid curve), 𝑁ଶୄ(𝑥) (dashed curve), and  𝑁஺ଶ(𝑥) (dotted curve) within the fourth region. 
The wave and plasma parameters are the same as in Fig. 2 

sufficiently before the fast wave reaches the region of its propagation in the high-density plasma. It should be underlined 
that the 𝑁ଶୄ variation in the fourth region approximately follows that of the plasma particle density (9),  

 𝑁ଶୄ ≈ 𝑁஺ଶ(0)exp (𝑥/𝜆).  (15) 

The latter circumstance significantly simplifies searching the analytical (though approximate) solution to the 
Maxwell’s equations in this region. Note also that 𝜇 weakly varies in this region, 𝜇 ≈ 𝜔/𝜔௖௜. Weak difference between 𝑁ଶୄ and 𝑁஺ଶ within the fourth region is clearly seen in Fig. 6 where these quantities are shown by dashed and dotted curves 
respectively. The solid curve in Fig. 6 confirms negligible variation of 𝜇 within the fourth region. 

 
III. WAVE FIELD SPATIAL DISTRIBUTION 

Within the first region, −∞ < 𝑥 < 𝑥ଵ, both wave field amplitudes 𝐸௭(𝑥) and 𝐻௭(𝑥) are governed by the same second 
order uniform differential equations 

 ௗమு೥ௗ௫మ + ൫𝑘଴ଶ − 𝑘௬ଶ − 𝑘௭ଶ൯𝐻௭ = 0. (16) 

Their solutions, which satisfy the boundary condition of the wave field vanishing at 𝑥 → −∞, read: 

 𝐻௭ = 𝐴ଵexp (𝑘ଵ𝑥), 𝐸௭ = 𝐵ଵexp (𝑘ଵ𝑥). (17) 

In (17), 𝐴ଵ and 𝐵ଵ are the constants of integration, 𝑘ଵ = ට𝑘௬ଶ + 𝑘௭ଶ − 𝑘଴ଶ is assumed to be real observable which physical 

sense is as follows. The value 𝑘ଵି ଵ is the spatial scale at which the wave field amplitude decreases by the factor of 𝑒. The 
dependences 𝐸௭(𝑥) and 𝐻௭(𝑥) within the first region are demonstrated in Fig. 7 by dashed and solid curves respectively 
to the left of 𝑥ଵ ≈ −6.885𝜆. For the plasma parameters applied in calculations for Fig. 7, 𝑘ଵ ≈ 1.799 𝑚ିଵ is rather small, 
however, for the wave with 𝑚 = 5, 𝑘ଵ ≈ 6.0 𝑚ିଵ. 
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Figure 7. Wave field radial distribution: 𝐻௭(𝑥) – solid curves, 𝐸௭(𝑥) – dashed curves, 𝑛 = 3, 𝑚 = 1, other data is given in 
Section V. Vertical dash-dotted lines indicate the boundaries between the regions 1÷4 

Within the second region, 𝑥ଵ < 𝑥 < −𝜆, the wave toroidal magnetic field spatial distribution is governed by the same 
equation (16) as in the first region unlike that of the wave toroidal electric field which is governed by the following 
truncated equation: 

 ଵ௞బమ ௗమா೥ௗ௫మ + (𝑃 − 1)(1 − 𝑁௭ଶ)𝐸௭ = 0.  (18) 

The solution of eq. (18) can be written in terms of modified Bessel function 𝐼଴(𝑞) and McDonald function 𝐾଴(𝑞) of the 
zeroth order:  

 𝐸௭ = 𝐵ଶଵ𝐼଴൫2𝑘଴𝜆ඥ(𝑃 − 1)(𝑁௭ଶ − 1)൯ + 𝐵ଶଶ𝐾଴൫2𝑘଴𝜆ඥ(𝑃 − 1)(𝑁௭ଶ − 1) ൯. (19) 

For the plasma parameters applied in calculations for Fig. 7, the Bessel function arguments in eq. (19) read 0.984exp (0.5𝑥/𝜆). 
Within the third region, −𝜆 < 𝑥 < +𝜆, one applies the method of narrow layer [16,25] which is generalized in the 

present report for solving the set of two coupled second order differential equations. Summarizing in brief, the method of 
narrow layer is appropriate to be applied in the cases opposite to those when the WKB method is applicable one. The 
wave field spatial distribution within the third region reads 

𝐻௭ = 𝐴ଷଵ ቊ1 −න [(𝑥 + 𝜆)𝑘ଶୄ]𝑑𝑥௫
ିఒ + 𝑁௬ଶ න ቈ𝑘ଶୄ න 𝑑𝑥𝑁ଶୄ௫

ିఒ ቉ 𝑑𝑥௫
ିఒ − 𝑘௬ න 𝜇𝑑𝑥௫

ିఒ ቋ − 𝐴ଷଶ 11 − 𝑁௭ଶ න 𝑁ଶୄ𝑑𝑥௫
ିఒ  

+𝑖𝐵ଷଵ ቄ𝑘௭𝑁௬(𝑥 + 𝜆) −𝑁௬ଶ𝑁௭ ׬ ቂ𝑘ଶୄ ׬ ఓௗ௫ேమ఼௫ିఒ ቃ 𝑑𝑥 − ே೥௞೤ଵିே೥మ௫ିఒ ׬ 𝑁ଶୄ𝑑𝑥௫ିఒ ቅ + 𝑖𝐵ଷଶ𝑁௭ ׬ 𝜇𝑑𝑥௫ିఒ ,  (20) 

𝐸௭ = 𝑖𝐴ଷଵ ቊ𝑁௭𝑘௬ଶ න ቈ1𝑄න 𝜇𝑑𝑥𝑁ଶୄ௫
ିఒ ቉ 𝑑𝑥௫

ିఒ − 𝑘௭𝑁௬ න 𝑑𝑥𝑄𝑁ଶୄ௫
ିఒ + 𝑘௭𝑁௬1 −𝑁௭ଶ න 𝑑𝑥𝑄௫

ିఒ ቋ − 𝑖𝐴ଷଶ𝑁௭ න 𝜇𝑑𝑥𝑄𝑁ଶୄ௫
ିఒ  

+𝐵ଷଵ ቄ1 − 𝑁௭ଶ𝑘௬ ׬ ఓௗ௫ொேమ఼௫ିఒ − 𝑘଴ଶ ׬ ቂଵொ ׬ ቀ𝑃 − 𝑁௬ଶ − ே೥మே೤మேమ఼ ቁ 𝑑𝑥௫ିఒ ቃ 𝑑𝑥௫ିఒ ቅ + 𝐵ଷଶ ଵଵିே೥మ ׬ ௗ௫ொ௫ିఒ . (21) 

In (20), and (21), the constants of integration 𝐴ଷଵ, 𝐴ଷଶ, 𝐵ଷଵ and 𝐵ଷଶ have clear physical essence. They represent the 
wave field amplitudes and their derivatives at the left boundary of the region, 𝑥 = −𝜆:  

 𝐴ଷଵ = 𝐻௭(−𝜆), 𝐴ଷଶ = ௗு೥ௗ௫ |௫ୀିఒ  , 𝐵ଷଵ = 𝐸௭(−𝜆), 𝐵ଷଶ = ௗா೥ௗ௫ |௫ୀିఒ.  (22) 

In (20), and (21), the following notation is applied 

 𝑄 = ஽మିௌ(ௌିே೥మ)஽మି൫ௌିே೥మ൯మ.  (23) 

The most important benefit from application of Eqs. (20) and (21) is that they connect the values of the wave fields 
at the opposite sides of the resonance (1).  
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The problem of electromagnetic energy absorption in the vicinity of the resonance (1) is out of scope of the present 
paper. Consequently, the wave field distribution shown in Fig. 7 within the third region is discontinuous: no data is 
presented for −0.147𝜆 < 𝑥 < 0.147𝜆. The figure 0.147 corresponds to the characteristic local resonance width, ∆𝑥~(𝜌௅௜ଶ 𝜆)భయ ≈ 5.3 × 10ିଷ 𝑚 [16,26,27] (here 𝜌௅௜ is ion Larmor radius). Exclusion of this interval of coordinates from 
the consideration results in absence of evident resonant behavior of the wave electric field 𝐸௭ unlike the wave magnetic 
field 𝐻௭ which demonstrates resonant growth with approaching to the coordinate 𝑥 = 0. The absence of 𝐸௭ resonant 
behavior in Fig. 7 can be explained by different type of the wave field singularity in the cold plasma approximation, in 
which 𝐻௭ ∝ ln|𝑆 − 𝑁௭ଶ| and 𝐸௭ ∝ (𝑆 − 𝑁௭ଶ)ିଶ which means that the resonance of 𝐸௭ is narrower than that of 𝐻௭.  

One can note different nature of 𝐻௭(𝑥) dependence on opposite sides of the resonant point 𝑥 = 0 presented in Fig. 
7. The wave field 𝐻௭(𝑥) decays with distance from 𝑥 = 0 to the left (𝑥 < 0) unlike it crosses the 𝑥-axis to the right of the 
resonant coordinate (at 𝑥 ≈ 0.44𝜆). This circumstance agrees with the behavior of 𝑁ଶୄ presented in Fig. 5. Since 𝑁ଶୄ →+∞ for 𝑥 → +0, the fast wave has a narrow propagation region to the right of the resonant point. It is this region which 
(in combination with the evanescent region in the fourth region) gives rise to the possibility of the localized ICRF signal 
studied in the present paper to exist. For 𝑥 < 0, the wave field amplitude 𝐻௭(𝑥) decays with the distance from the 
resonance point but never turns to zero. Within the propagation region, 𝐻௭(𝑥) should spatially oscillate which means 
periodic turning to zero. Since the propagation region is narrow then one observes only one period of such oscillations. 

In the fourth region, 𝑥 > 𝜆, the coupling between the fast and slow modes can be neglected. To determine the spatial 
distribution of the wave toroidal magnetic field one can apply eq. (6) which truncated form reads: 

 ଵ௞బమ ௗௗ௫ ቀ ଵேమ఼ ௗு೥ௗ௫ ቁ + ே೤௞బ ௗௗ௫ ቀ ఓேమ఼ቁ𝐻௭ = 0.  (24) 

The term “𝐻௭ ே೤௞బ ௗௗ௫ ቀ ఓேమ఼ቁ” in the l.h.s. of eq. (6) appears to be larger by the order of magnitude than “𝐻௭” and “−𝑁௬ଶ𝐻௭/𝑁ଶୄ 
due to strong change of the plasma density (9). This was also confirmed by numerical calculations. Solution of eq. (24) 
which satisfies the boundary condition of vanishing with going inside the plasma reads 

 𝐻௭ = 𝐴ସexp(−𝑘ସ𝑥).  (25) 

In (25), 𝑘ସ = ൬ටଵାସఒ௞೤ఠ/ఠ೎೔ିଵ൰ଶఒ ≈ ௞೤ఠఠ೎೔ > 0 with 𝑘ସି ଵ being the spatial scale at which the wave amplitude decreases by 𝑒𝑥𝑝. For the plasma parameters applied in calculations for Fig. 7, 𝑘ସ ≈ 9.17 𝑚ିଵ. It is even larger for the waves with 𝑚 = 5: 𝑘ସ ≈ 34.03 𝑚ିଵ, which means that the wave amplitude decreases by 𝑒𝑥𝑝 at the distance of 0.024 𝑚. 
The spatial distribution of the wave toroidal electric field can be found from eq. (5) which can be simplified in the 

fourth region as follows: 

 ଵ௞బమ ௗమா೥ௗ௫మ + 𝑃𝐸௭ = 0.  (26) 

The solution of eq. (26) which satisfies the boundary condition of vanishing with going inside the plasma reads 

 𝐸௭ = 𝐵ସ𝐾଴൫2𝜆𝜔௣௘/𝑐൯.  (27) 

For the plasma parameters applied in calculations for Fig. 7, the McDonald function argument in eq. (27) reads 1.872exp (0.5𝑥/𝜆). 
 

IV. DISPERSION RELATION 
In Section III, the wave field spatial distribution is derived with ten constants of integration. This means that 

application of the boundary conditions can result in the dispersion relation in the form of the ten-order determinant equal 
to zero. Such approach does not cause any numerical problems. However, on one hand, the ten-order determinant contains 
a lot of zero components. And on the other hand, the constants of integration 𝐴ଷଵ, 𝐴ଷଶ, 𝐵ଷଵ and 𝐵ଷଶ can be easily expressed 
in terms of 𝐴ଵ, 𝐵ଵ, 𝐵ଶଵ, and 𝐵ଶଶ which makes it possible to reduce the dispersion relation to the form with the six-order 
determinant equal to zero, ห𝑎௜௝ห = 0. This conversion does not cause any technical (mathematical) problems. Moreover, 
even this six-order determinant contains fourteen zero components. The components of the six-order determinant 
representing the dispersion relation are presented in Annex 1. 

 
V. RESULTS OF NUMERICAL ANALYSIS OF THE DISPERSION RELATION 

The dispersion relation is analyzed numerically by means of the standard package “Wolfram Mathematica”, 
version 13.1 [23]. Some results are presented in Table 1. The code input includes the wave toroidal and poloidal indices,  
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Table 1. Eigen frequencies, Alfven refractive index squared in the resonance (1), 𝑁஺ଶ(0), coefficient of proportionality between 𝑁஺ଶ(0) 
and (𝜔/𝜔௖௜)ଶ 

Toroidal wave index Eigen angular frequency,  𝜔/𝜔௖௜ Eigen frequency,  𝜔/(2𝜋), MHz 
𝜔௣௜ଶ (0)𝜔௖௜ଶ  

𝑁஺ଶ(0)(𝜔/𝜔௖௜)ଶ 

1 1.855 27.063 0.83 0.241 
2 3.562 51.959 3.34 0.263 
3 5.308 77.437 7.50 0.266 
4 7.062 103.026 13.34 0.267 
5 8.819 128.653 20.84 0.268 
6 10.577 154.301 30.02 0.268 

plasma minor and major radii, and the plasma density decay length. ICRF normalized frequency 𝜔/𝜔௖௜ is the code output. 
Numerical solution of the dispersion relation is practically insensitive to the poloidal wave index value. The data for 𝑛 = 5,6 is displayed in Table 1. However, the precision of the solutions (20)-(21) is unsatisfactory (44%) for 𝑛 = 5, and 

it is even worse (76%) for 𝑛 = 6. Assumption of existence of the sufficiently large evanescent region (fourth region) to 
the right of the resonance (1), where the fast wave decays with the distance from the resonance to the high-density plasma, 
fails for larger toroidal wave indices. 

 
VI. CONCLUSIONS AND DISCUSSIONS 

The following conclusions can be made from the presented analysis. First, the eigen frequencies are approximately 
proportional to the toroidal wave index, 𝜔 ∝ |𝑛|. This feature is also known for Alfven waves. Consequently, the 
frequencies are almost equidistant. The eigen frequencies in Table 1 increase by about ∆𝜔 ≈ 1.76 𝜔௖௜ with enhancing 
the toroidal wave index by a unit.  

Second, the following question naturally arises when one scrutinizes the figures in Table 1: why the Table does not 
contain any data concerning the higher toroidal wave indices 𝑛 > 6. The answer is that, first, for larger values of 𝑛 (higher 
frequencies) the conditions of applicability of the applied approach worsen. Indeed, the change in the argument of 
exponential function in eq. (24), 𝑘ସ∆𝑥, within the evanescent region should be large. The local resonance (1) shifts to the 
denser plasma with increase of 𝑛, and the change 𝑘ସ∆𝑥 decreases. In particular, for chosen plasma parameters, this shift 
from the resonance position related to 𝑛 = 6 to that related to 𝑛 = 3 is 2.47 𝑐𝑚, while the distance between the 𝐻௭ cut-
off [28] position and the resonance position shortens from 7.48 𝑐𝑚 in the case of 𝑛 = 3 to 2.71 𝑐𝑚 in the case of 𝑛 = 6. 
And the second, the third term in the l.h.s. of eq. (6) should prevail over the first one to provide applicability of truncated 
eq. (24) in the fourth region. The following restriction can be derived from the latter condition: 

 𝜔ଷ ≪ 𝑐ଶ𝜔௖௜/(𝑎𝜆).  (28) 

In (28), it is taken into account that 1 −𝑁௭ଶ ≈ 0.27 according to the data in Table 1 for all presented values of the toroidal 
wave indices. For the chosen plasma parameters, the r.h.s. of eq. (28) can be estimated as 𝜔ଷ ≪ 𝑐ଶ𝜔௖௜/(𝑎𝜆) ≈1.7 × 10ଷ𝜔௖௜ଷ  or 𝜔 ≪ 12.0𝜔௖௜.  

Third, it is assumed in the present paper that the RF signal is centered in the resonance (1), where 

 𝑁஺ଶ(0) = (1 −𝑁௭ଶ)(𝜔ଶ/𝜔௖௜ଶ − 1). (29) 

With taking into account that 𝜔 ∝ |𝑛| and hence 𝑁௭ଶ ≈ 𝐶𝑜𝑛𝑠𝑡 = 0.72 as well as 𝜔ଶ ≫ 𝜔௖௜ଶ  one concludes from eq. 
(29) that the plasma particle density at the coordinate, where the RF signal is centered, should be almost proportional to 
the frequency squared, 𝑛(0) ∝ 𝜔ଶ (see the right column in Table 1). On one side, in this respect, numerical results agree 
with theoretical foresight. On the other side, this means that the coordinate, where the RF signal is predicted to be centered, 
varies with toroidal wave index 𝑛. If this variation is larger than the characteristic local resonance width, ∆𝑥~(𝜌௅௜ଶ 𝜆)భయ ≈5.3 × 10ିଷ 𝑚 [16,26,27], one should expect series of ICRF signals in a tokamak SOL, like it was reported in [21]. In the 
opposite case, ICRF signals spatially overlap and several frequencies should be registered in approximately one position 
with a nonzero width.  

Fourth, the waves with negative poloidal wave indices, 𝑚 < 0, do not contribute to the studied phenomenon. This 
is explained by the fact that the plasma is propagative for the fast magnetosonic waves with negative poloidal wave 
indices, 𝑚 < 0, in the fourth region. From mathematical point of view, this conclusion results from the fact that both 
terms in eq. (24) are of the same sign in this case. This sign coincidence provides propagative character of the solution of 
eq. (24) which contradicts the initial assumption of the localized nature of the studied RF signal.  

The numerical results were explained in [21] based on Fig. 3 in [21] as follows. Surface waves were suggested to 
arise in the evanescent region bordered by two propagative regions. Such structure is well-known from Quantum 
Mechanics (see e.g., [29]). The structure is called in Quantum Mechanics as “one-dimensional square potential barrier”. 
The wave function is well-known to fall from the left propagative region, reflect from the barrier and exponentially decay 
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within the evanescent region, and then the wave function propagates further into the right propagative region. To get 
localized increase of the wave amplitude (which is clearly seen in Fig. 13 in [21]), one needs the opposite structure: 
propagative region should be bordered by two evanescent regions. And just this structure was considered in [21]. The fast 
wave field spatial distribution was obtained there by the summation of the wave harmonics over 𝑘௭ and 𝑘௬ terms. For the 
wave harmonics with 𝑘௬ଶ + 𝑘௭ଶ > 𝑘଴ଶ, the left region (vacuum) is the evanescent region. Then a small propagative region 
takes place near Alfven resonance. And further there is an evanescent region to the right of Alfven resonance before the 
plasma density becomes sufficiently high and the plasma becomes propagative in the plasma core.  

Mechanisms of RF signals’ excitation are not discussed in the present paper. The problem of eigen values and eigen 
functions is considered only. Such signals can be excited either by ICRF antenna, by parametric decay or by energetic 
ion tails. At the same time, the suggested localized RF signal can still be considered as one of the mechanisms responsible 
for undesirable ICRF power absorption in the SOL. 
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Annex 1. 

The components of the determinant 𝑎௜௝ which form the dispersion relation of the studied waves read: 𝑎ଵଵ = 𝑎ଵଶ = 0, 𝑎ଵଷ = 𝑁ସ ≡ 𝑘ସ/𝑘଴, 𝑎ଵସ = 1.0, 𝑎ଵହ = 𝑁௭𝜔/𝜔௖௜, 𝑎ଵ଺ = −𝜔௣௘(0)𝑁௭𝑞𝐾ଵ(𝑞)/𝜔௖௜, 𝑞 = 2𝜆ඥ𝑒(1 −𝑁௭ଶ)(𝜔ଶ − 𝜔௖௜ଶ )/𝑐,  (30) 𝑎ଶଵ = 𝑎ଶଶ = 0, 𝑎ଶଷ = 𝑁ସ𝑁௭𝜔/𝜔௖௜, 𝑎ଶସ = 𝑎ଵହ, 𝑎ଶହ = 𝑁஺ଶ(0)𝑒, 𝑎ଶ଺ = −𝜔௣௘(0)𝑎ଶହ𝑞𝐾ଵ(𝑞)/𝜔, (31) 𝑎ଷଵ = ே೥ே೤ଵିே೥మ − 𝑘଴𝜆𝑁௬ଶ𝑁௭𝐼ଵ, 𝑎ଷଶ = ఙభே೥మିଵ + ே೥మே೤௔మఱ ఠఠ೎೔ 𝜎ଶ + 𝑘଴𝜆𝜎ଶ𝐼ଶ, 𝑎ଷଷ = 0, 𝑎ଷସ = − ே೥௔మఱ ఠఠ೎೔, 𝑎ଷହ = −1.0,  𝑎ଷ଺ = 0, (32) 𝑎ସଵ = −𝑘଴ଶ𝜆ଶ𝑁௭𝐼ଷ + ௞೥ఒே೤ଵିே೥మ 𝐼ସ + 𝑘଴𝜆𝑁௬𝑁௭𝐼ହ + 𝑘ଵ𝜆𝑁௭𝐼଺,  𝑎ସଶ = ௞బఒఙభே೥మିଵ 𝐼ସ − 𝜎ଶ − 𝑁௭ଶ𝑁௬𝜎ଶ𝑘଴𝜆𝐼଺ + 𝑘଴ଶ𝜆ଶ𝜎ଶ𝐼଻, 𝑎ସଷ = 𝑎ସସ = 𝑎ସହ = 0, 𝑎ସ଺ = 𝐾଴(𝑞), (33) 𝑎ହଵ = 2𝑘଴𝜆 + 𝑘଴𝜆𝑁௬ଶ𝐼 + ேభே೥మିଵ, 𝑎ହଶ = ே೥ே೤ఙమଵିே೥మ − 𝑁௬ଶ𝑁௭𝜎ଶ𝑘଴𝜆𝐼ଵ, 𝑎ହଷ = 𝑎ହହ = 0, 𝑎ହସ = 1/𝑎ଶହ, 𝑎ହ଺ = 𝜔௣௘(0)𝑁௭𝐾ଵ(𝑞)√𝑒/(𝜔௖௜𝑎ଶହ) (34) 𝑎଺ଵ = 1 + 𝑘଴ଶ𝜆ଶ𝐼ଽ + 𝑘଴ଶ𝜆ଶ𝑁௬ଶ𝐼ଵଵ − 𝑘௬𝜆𝐼ଵଶ + ௞భఒே೥మିଵ 𝐼ଵଷ, 𝑎଺ଶ = 2𝑁௬𝜎ଶ𝑘௭𝜆 + 𝑁௭𝜎ଵ𝑘଴𝜆𝐼ଵଶ +ே೥௞೤ఒఙమଵିே೥మ 𝐼ଵଷ − 𝑁௬ଶ𝑁௭𝜎ଶ𝑘଴ଶ𝜆ଶ𝐼ଵସ, 𝑎଺ସ = 𝑎଺ହ = 𝑎଺଺ = 0, 𝑎଺ଷ = −1. (35) 
The expressions for 𝑎ଷଶ, 𝑎ସଶ, 𝑎ହଶ, 𝑎଺ଶ contain the notations 𝜎ଵ,ଶ:  𝜎ଵ = కమ௞బఒ ൜0.5𝜉ଵ[𝐼ଵ(𝜉ଶ)𝐾ଵ(𝜉ଵ) − 𝐼ଵ(𝜉ଵ)𝐾ଵ(𝜉ଶ)]+𝑘ଵ𝜆[𝐼ଵ(𝜉ଶ)𝐾଴(𝜉ଵ) + 𝐼଴(𝜉ଵ)𝐾ଵ(𝜉ଶ)]ൠ, (36) 𝜎ଶ = 𝜉ଵ[𝐼ଵ(𝜉ଵ)𝐾଴(𝜉ଶ) + 𝐼଴(𝜉ଶ)𝐾ଵ(𝜉ଵ)] + 2𝑘ଵ𝜆[𝐼଴(𝜉ଶ)𝐾଴(𝜉ଵ) − 𝐼଴(𝜉ଵ)𝐾଴(𝜉ଶ)], (37) 

where the arguments of the Bessel functions read 𝜉ଵ = 2𝑘଴𝜆ටଵିே೥మ௘ , 𝜉ଶ = ଶఒఠ೎೔௖ ට𝑁஺ଶ(0) ௠೔௠೐ ଵିே೥మ௘ . (38) 

In (32)-(35), the definite integrals 𝐼௜ read 𝐼ଵ = ׬− ఓேమ఼ 𝑑 ቀ௫ఒቁఒିఒ , (39) 𝐼ଶ = ׬ ቀ𝑃 − 𝑁௬ଶ − ே೥మே೤మேమ఼ ቁ 𝑑 ቀ௫ఒቁఒିఒ , (40) 𝐼ଷ = ׬− ቀଵொ ׬ ఓேమ఼ 𝑑 ቀ௫ఒቁ௫ିఒ ቁ 𝑑 ቀ௫ఒቁఒିఒ , (41) 𝐼ସ = ׬ ଵொ 𝑑 ቀ௫ఒቁఒିఒ , (42) 
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𝐼ହ = ׬− ଵொேమ఼ 𝑑 ቀ௫ఒቁఒିఒ , (43) 𝐼଺ = ׬− ఓொேమ఼ 𝑑 ቀ௫ఒቁఒିఒ , (44) 𝐼଻ = ׬ ቀଵொ ׬ ቀ𝑃 − 𝑁௬ଶ − ே೥మே೤మேమ఼ ቁ 𝑑 ቀ௫ఒቁ௫ିఒ ቁ 𝑑 ቀ௫ఒቁఒିఒ , (45) 𝐼 = ׬− ଵேమ఼ 𝑑 ቀ௫ఒቁఒିఒ , (46) 𝐼ଽ = ׬− 𝑁ଶୄ(1 + ௫ఒ)𝑑 ቀ௫ఒቁఒିఒ , (47) 𝐼ଵଵ = ׬ (𝑁ଶୄ ׬ ଵேమ఼ 𝑑 ቀ௫ఒቁ௫ିఒ )𝑑 ቀ௫ఒቁఒିఒ , (48) 𝐼ଵଶ = ׬ 𝜇𝑑 ቀ௫ఒቁఒିఒ , (49) 𝐼ଵଷ = ׬− 𝑁ଶୄ𝑑 ቀ௫ఒቁఒିఒ , (50) 𝐼ଵସ = ׬ (𝑁ଶୄ ׬ ఓேమ఼ 𝑑 ቀ௫ఒቁ௫ିఒ )𝑑 ቀ௫ఒቁఒିఒ . (51) 

All these integrals are dimensionless values. Some of the integrands, like in (47)-(51), are singular. For these 
integrals, Cauchy principal values should be taken. Imaginary parts of these integrals refer to the wave absorption and 
damping which are out of scope of the present paper as it is already mentioned above.  

It is important to note the following significant difference between the case of exponential variation (9) of the plasma 
density used in the present paper and a linear one, 𝑛௟௜௡ = 𝑛଴(1 + 𝑥/𝜆). If the variations of the numerators of the integral 
functions along 𝑥 are neglected, the Cauchy principal value of integrals with linear variation of the resonant denominators 
within the symmetric limits is known to be equal to zero which is not the case for exponential variation of the resonant 
denominators. Indicated difference explains the absence of the wave field spatial distribution symmetry within the third 
region and consequently influences the dispersion relation.  
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ВЛАСНІ ВИСОКОЧАСТОТНІ СИГНАЛИ, ЛОКАЛІЗОВАНІ В ОКОЛІ АЛЬФВЕНОВИХ РЕЗОНАНСІВ ЗА 
ОСТАННЬОЮ МАГНІТНОЮ ПОВЕРХНЕЮ ТОКАМАКА 

I. Гіркаa, O. Трушa, В. Тіренсb 
аХарківський національний університет імені В.Н. Каразіна, Харків, Україна 

bОук-Риджська національна лабораторія, Оук-Ридж, США 
Розглянуто власні електромагнітні хвилі з малими тороїдними номерами моди та позитивними полоїдними номерами моди в 
іонному циклотронному діапазоні частот (ІЦДЧ). Теоретично показано, що існують хвилі у формі сигналів, локалізованих 
поблизу локальних Альфвенових резонансів (АР) за останньою замкненою магнітною поверхнею (ОЗМП) токамака. 
Просторове загасання в напрямку меншої густини плазми забезпечуються наявністю ненульових полоїдних номерів моди. 
Вузькі області просторового загасання в напрямку вищої густини плазми викликані сильною неоднорідністю плазми. Ці 
останні області відокремлюють АР від ОЗМП та центру плазми з високою густиною, який є областю поширення хвиль ІЦДЧ. 
Дисперсійне рівняння високочастотних сигналів виведено аналітично з застосуванням асимптотичних методів і розв’язано 
чисельно. Обговорено можливий зв’язок здобутих результатів з експериментальними вимірюваннями. Вичерпне визначення 
джерел збудження сигналів виходить за межі цього дослідження. 
Ключові слова: власні хвилі; іонний циклотронний діапазон частот; Альфвенів резонанс; остання замкнена магнітна 
поверхня токамака; асимптотичні методи; дисперсійне рівняння 
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This paper investigates the electromagnetic ion-cyclotron waves detected by the Ulysses spacecraft within the Jovian magnetosphere. 
Various types of high-frequency radio emissions resulting from resonant interactions have been identified in this region. The study 
focuses on the wave-particle interactions between electromagnetic ion-cyclotron waves and fully ionized magnetospheric plasma 
particles, considering the parallel propagation of these waves. This allows for a detailed evaluation of the dispersion relation with a 
ring distribution in the presence of a parallel alternating current (AC) electric field within a collisionless magnetosphere of Jupiter. 
Using a method of characteristics and a kinetic approach, we derive an expression for the relativistic growth rate. Additionally, we 
analyze injection events recorded by the Galileo spacecraft through its energetic particle detector (EPD) in the Jovian magnetosphere. 
Following the injection of a hot ion beam, we conduct a parametric analysis of various plasma parameters, such as temperature 
anisotropy, AC frequency, and relativistic factors, to examine their effects on the growth rate, which is illustrated through plotted 
graphs. 
Keywords: Electromagnetic ion-cyclotron waves; Ring distribution; Hot ion injection; Jovian magnetosphere 
PACS: 52.35Fp, 94.30Ch, 96.30Pj 
 

1. INTRODUCTION 
Electromagnetic ion cyclotron (EMIC) waves, typically left-hand polarized, are generated by the anisotropic 

temperature distribution of ions, particularly those in the energy range of 10–100 keV [1]. These waves are primarily 
formed near the magnetic equator of planetary magnetospheres and propagate along magnetic field lines toward higher 
latitudes [2], [3], [4]. Jupiter, the largest planet in our solar system, is a gas giant with a unique magnetosphere that plays 
a key role in the planet’s dynamic environment. The magnetosphere is primarily shaped by Jupiter’s rapid rotation and 
metallic hydrogen interior, with additional influence from its extensive moon system[4]. In Earth's magnetosphere, EMIC 
waves are categorized by the gyro frequencies of hydrogen, helium, and oxygen ions, with distinct emissions in the H-
band, He-band, and O-band. Previous studies have shown that EMIC waves interact with energetic ions and relativistic 
electrons, playing a crucial role in the energization of cold ions and the loss of high-energy particles [5], [6], [7], [8]. 
Particles interacting with EMIC waves can be scattered into the loss cone, leading to precipitation into the upper 
atmosphere [9]. Observational studies have also shown that EMIC waves can contribute to the heating of He+ ions and 
electrons [10]. Recent studies have shown that electromagnetic ion cyclotron (EMIC) waves in Jupiter's magnetosphere 
are generated by anisotropic ions, particularly in regions where ion density and temperature anisotropy are high [11], [12], 
[13]. For instance, EMIC waves observed in the post-noon to dusk sector are attributed to the thermal anisotropy of strong 
ions in the current ring region. This suggests that the formation of EMIC waves is closely linked to the presence of ion 
rings and the cooling of plasma in specific regions of the magnetosphere [14], [15], [16]. 

The Jovian magnetosphere is an extremely dynamic environment, characterized by intense electromagnetic fields 
that significantly influence the motion and energy distributions of charged particles. One such phenomenon observed in 
this environment is the ring distribution, a specific arrangement of particle energies and pitch angles. Ring distributions 
are often associated with non-thermal electron populations that exhibit an anisotropic energy distribution, commonly seen 
in the presence of alternating current (A.C.) electric fields. These fields are thought to play a critical role in the acceleration 
and transport of electrons, facilitating the formation of the ring-like structures [17]. 

Recent studies have highlighted the significance of wave-particle interactions in the Jovian magnetosphere, which 
can drive the development of these ring distributions. For instance, the interaction of energetic electrons with 
electromagnetic waves, particularly those in the ion cyclotron frequency range, can contribute to the formation of these 
anisotropic distributions. In particular, research using data from the Juno spacecraft has provided insights into the electric 
field structures in Jupiter's magnetosphere, shedding light on the role of A.C. electric fields in driving such particle 
dynamics  [18]. Understanding these distributions is crucial not only for Jupiter but also for interpreting similar 
phenomena in other planetary systems and their impact on magnetospheric dynamics. 

In this paper, an attempt has been made to study the effect of hot injection on electromagnetic ion-cyclotron 
instability in Jovian magnetosphere similarly cold beam injection for whistler waves have been studied by [19], [20] 
at Saturn. Energy exchange processes and plasma injection play an important role in Jupiter’s dynamics. Firstly, a detailed 
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derivation is done for dispersion relation having ring distribution in the presence of parallel AC electric field for ion-
cyclotron electromagnetic wave. Also, an expression has been derived from the growth rate in terms of temperature 
anisotropy and electric field for EMIC waves in anisotropic plasma. Finally, we have calculated the growth rate for Jovian 
magnetospheric condition at L = 17 RJ and results have been discussed. This approach will be helpful to understand the 
physics behind the various types of broadband emissions detected in Jovian magnetosphere and ionosphere. 

 
2. DISPERSION RELATION AND GROWTH RATE 

The dispersion relation outlines the conditions under which a wave propagates and provides a relation between the 
wave vector and frequency of the propagating wave on basis of wave particle interaction phenomenon and transfer energy 
from the particle to waves affect the growth rate of the wave [21]. The dispersion for electromagnetic ion-cyclotron in an 
infinite magnetosphere of Jupiter for a generalized loss cone type distribution function having anisotropic temperature 
has been studied. The injection of energetic hot ions (H+) affects the growth rate significantly. To calculate the dispersion 
relation and growth rate for electromagnetic ion- cyclotron wave in plasma, some certain assumptions are made to the 
analysis. A spatially homogenous collision-less anisotropic plasma is assumed in the same z direction of ambient magnetic 
field B and external AC electric field o zˆE E sin νte=  to get dispersion relation and considered small inhomogeneity in 
the interaction zone. Kinetic theory and linearization of Vlasov Maxwell equations are used and after separation of 
equilibrium and non-equilibrium parts the higher order terms are neglected. Now the general dispersion relation for 
relativistic case with parallel AC electric field from [20] of equation (9) is written as: 

 ( )
( )

( )
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𝑊∗ = 𝐷 ൬𝑘ୄnm௘𝜔௖𝑘ୄ𝑝ୄ ൰ ൬ 𝑝𝜆ଶ − 1൰ − 𝐵 ൬nm௘𝜔௖𝑘ୄ𝑝ୄ ൰ + ሺβm௘𝜔ሻ 𝜕𝑓௢𝜕𝑝|| 𝐵 = ሺβm௘ሻ 𝜕𝑓௢𝜕𝑝|| ൬𝑘ୄ𝑝ୄβm௘ ൰ 

𝐶 = ሺβm௘ሻଶ𝑝ୄ 𝜕𝑓௢𝜕𝑝ୄ ቆ𝜔 − 𝑘||𝑝||
βm௘ ቇ 𝑝ୄ

βm௘ 

𝐷 = ሺβm௘ሻଶ𝑝ୄ 𝜕𝑓௢𝜕𝑝ୄ ൬ 𝑝ୄβm௘൰ ൬𝛤௭βν൰ 

𝐹 = ሺβm௘ሻ 𝜕𝑓௢𝜕𝑝|| ቆ𝑘||𝑝ୄ
βm௘ ቇ 

The Bessel function arguments are defined as  𝐽௡ᇱ(𝜆ଵ) = dJ೙(ఒభ)dλభ . 
𝜆ଵ = ௞఼௩఼ఠ೎௠೐ and  𝜆ଶ = ௞||௰೥βνమ  

Where, β is the relativistic factor and defined as = 1/ට1 − ௩మ௖మ . 𝛤௭ = eE೚௠೐ , ν=Angular frequency of A.C. electric field 𝑚௘ = ௠ೞఉ  and 𝜔௖ = eB೚௠೐  = cyclotron frequency of electron; p⊥ and p|| denote momenta perpendicular and parallel to the 

magnetic field. For parallel propagation electromagnetic wave, 2
11 12ε ε Ni± =  where 

2 2
2

2

k cN
ω
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The general dispersion relation for relativistic case with parallel AC electric field is written as: 
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where, subscript ‘s’ denotes type of species i.e. electrons and ions. 
The ring distribution function is assumed to be distribution function of the trapped particles from [10], [20], [22],  
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i b i ik T m/op β⊥ ⊥=  are the associated parallel 
and perpendicular thermal momenta of ions and electrons. 

ns/n in equation (3) represents the ratio of particle total density captured and characterized by high energy, and 
erfc(x) in equation (4) is a complementary error function. The drift velocity is represented as vo . 

Substituting 3
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0
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=    and using expression (2) in equation (1) and after solving the integrations, we get the 

dispersion relation as:  
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The above dispersion relation is now approximated in ion cyclotron range of frequencies. In this case electrons 
temperature ||e e eT T T⊥ = =  are assumed and magnetized with r ciiω γ ω+ << whereas ions are assumed to have the 

condition ||i iT T⊥ >  and || ||i r cik iα ω ω γ<< ± + ,
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. So, considering these approximations, equation (5) 

becomes: 
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The function of plasma dispersion is given by 
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In case of Parallel propagation 
The expression of growth rate and real frequency for the waves propagating parallel to magnetic field direction 

becomes: 
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The real part of eq. (8) is 
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Magnetic field model used is taken from [23], [24], [25] 𝐵 = 𝐵଴ ൭ൣଵାଷ௦௜௡మ ఏ൧భమ௖௢௦ల ఏ ൱, 

where 
B0 is magnetic field at equator and 𝜃 represents the magnetic latitude. 

 
3. PLASMA PARAMETERS 

Mauk et al  [26] have reported injection events observed by Galileo spacecraft in Jupiter’s magnetosphere at the 
radial distance between 9 and 27 RJ have reported in the energy range above 20 KeV. For the evaluation of growth rate 
inside Jupiter’s magnetosphere to analyze the hot injection effect on electromagnetic ion-cyclotron wave with parallel 
propagation in Jovian magnetosphere at the radial distance R~17 RJ with Bo = 51 nT [23] the set of background plasma 
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parameters are considered as number density of cold ions, nc = 3×106 m-3, temperature anisotropy, AT=2, thermal energy 
of ions and electrons KBT||i =1 keV and KBT||e =200eV, and after injecting warm plasma, parameters are considered as 
number density of warm ions, nw = 3x107 m-3, temperature anisotropy, AT=1.75, 2, 2.25, thermal energy of ions and 
electrons KBT||I =3 keV and KBT||e =200eV. Where, number density ratio of cold and warm ions, nc/nw=1/10. According 
to the previous study, Clark et al. [27] have reported that the approximate magnitudes of electric field and magnetic field 
are taken to be 10 mV/m and 51 nT respectively. 
 

4. RESULT AND DISCUSSION 
To study the variation of various plasma parameters on growth rate with the effect of hot injection for ring 

distribution function in the presence of AC electric field, mathematical calculations have been performed. 
Figure 1 shows the variation of growth rate ( cγ ω ) with the effect of hot injection on ion-cyclotron wave with respect 

to increasing k  for various values of AC frequency. Ring distribution function is assumed with the beam of energetic 
particles. Behavior of ion-cyclotron wave is shown in the graph by interaction of wave with hot injected particles in Jovian 
magnetosphere. AC frequency range has been taken from 2 Hz to 2.2 Hz. The growth rate ( cγ ω ) for υ = 2 Hz is 

4.84211×10-06 at k =0.35, the growth rate ( cγ ω ) for υ = 2.1 Hz is 0.000011353024571591 at k =0.35 and for υ =2.2 Hz, 

the growth rate is cγ ω = 0.000025023536544779 at k =0.35. It is clearly seen that growth rate increases as the values of 
AC frequency increases. 

 
Figure 1. Variation of Growth Rate versus for different values of A.C. frequency at Bo=5.1×10-8T, AT=1.5, KBT||i=1 keV, 

KBT||e=200 eV, Eo=0.1 V/m and other fixed parameters of plasma at 17 RJ 

In Figure 2, the variation of growth rate ( cγ ω ) with respect to increasing k  with the hot injection effect on EMIC 
for various values temperature anisotropy of cold ions has been plotted. For AT =1.5, 2 and 2.5, the peak values are 

observed at k = 0.35, 0.35, 0.35 and the growth rates are cγ ω = 3.41842223973875×10-06, 0.0000169021159039714 and 
0.0000720765136280518 respectively. Thus, the relativistic growth rate increases as temperature anisotropy of cold 
plasma increases. Usually the temperature anisotropy of ions is greater than the electron’s temperature anisotropy. Hence 
this condition leads to the wave growth reported by [28].  

 
Figure 2. Variation of Growth Rate versus for different values of temperature anisotropy at ν=2 Hz, KBT||i=1 keV, KBT||e=200 eV, 

Bo=5.1×10-8T, Eo=0.1 V/m and other fixed parameters of plasma at 17 RJ 

Using Figure 3, variation of dimensionless growth rate in background plasma on EMIC wave in Jovian magnetosphere 
with respect to wave number k  for different values of number density n0 at other fixed parameters is shown. For n0=4×106, 
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the peak value of growth rate is cγ ω  = 0.00023367 appears at k  = 0.4, for n0 = 5×106, growth rate is cγ ω = 0.002254457 

at k =0.45 and as number density is increasing to n0=6×106, peak value cγ ω = 0.009471069 at k =0.5. So, as we increase 

number density n0 from 4×106 to 6×106, growth rate increases, and peaks appear at same wave number k . 

 
Figure 3. Variation of Growth Rate versus for different values of number density, n0 at ν = 2 Hz, KBT||i=1 keV, KBT||e=200 eV, 

Bo=5.1×10-8T, Eo=0.1 V/m and other fixed parameters of plasma at 17 RJ  
Figure 4 shows the variation of growth rate ( cγ ω ) with the effect of background on ion-cyclotron wave with respect 

to increasing k  for various values of AC frequency with effect of magnetic field model. Ring distribution function is 
assumed with the beam of energetic particles. Behavior of ion-cyclotron wave is shown in the graph by interaction of wave 
with hot injected particles in Jovian magnetosphere. AC frequency range has been taken from 2 Hz to 2.2 Hz. The growth rate 
( cγ ω ) for υ = 2 Hz is 6.3028E-09 at k =0.35, the growth rate ( cγ ω ) for υ = 2.1 Hz is 2.2927E-08 at k =0.35 and for υ
=2.2 Hz, the growth rate is cγ ω = 7.49878E-08 at k =0.35. It is clearly seen that growth rate increases as the values of AC 
frequency increases. 

 
Figure 4. Variation of Growth Rate versus for different values of A.C frequency using magnetic field model at Bo=5.1×10-8T, 

AT=1.5, KBT||i=1 keV, KBT||e=200 eV, Eo=0.1 V/m and other fixed parameters of plasma at 17 RJ 
In Figure 5, shows the effect of temperature anisotropy on growth rate with the effect of hot injected plasma with effect 

of magnetic field with respect to k of electromagnetic ion-cyclotron waves using ring distribution function in the Jovian 
magnetosphere. It can be seen that for AT=1.5 the maxima occurs at k = 0.3 with  cγ ω = 9.1863E-09, for AT=2 the highest 

peak cγ ω = 4.24628E-08 occurs at k =0.3 and for AT=2.5 the peak value cγ ω = 1.77683E-07 appears at k =0.3. It shows 
that growth increases for parallel propagation of EMIC wave in Jupiter’s magnetosphere with increasing the magnitude of 
temperature anisotropy. 

Figure 6 shows the effect of temperature anisotropy on growth rate with the effect of hot injected plasma with respect 
to k of electromagnetic ion-cyclotron waves using ring distribution function in the Jovian magnetosphere. It can be seen that 
for AT=1.5 the maxima occurs at k = 0.55 with cγ ω = 0.525446451, for AT=2 the highest peak cγ ω = 0.589756008 occurs 

at k =0.50 and for AT=2.5 the peak value cγ ω = 0.658963625 appears at k =0.5. It shows that growth increases for parallel 
propagation of EMIC wave in Jupiter’s magnetosphere with increasing the magnitude of temperature anisotropy. 
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Figure 5. Variation of Growth Rate versus for different values of temperature anisotropy with magnetic field model at ν = 2 Hz, 

KBT||i=1 keV, KBT||e=200 eV, Bo=5.1×10-8T, Eo=0.1 V/m and other fixed parameters of plasma at 17 RJ 
 

 
Figure 6. Variation of Growth Rate versus for different values of Temperature Anisotropy with beam at nc/nw=1/10, Bo=5.1×10-8T, 

KBT||i=1 keV, KBT||ib=3 keV, KBT||e=200 eV and other fixed parameters of plasma at 17 RJ 
Figure 7 shows the effect of relativistic factor on growth rate with the effect of hot injected plasma with respect to 

k  of electromagnetic ion-cyclotron waves using ring distribution function in the Jovian magnetosphere. It can be seen 
that for β=0.7 the maxima occurs at k = 0.55 with cγ ω = 0.525446451, for β=0.8 the highest peak cγ ω = 0.531257736 

occurs at k =0.50 and for β=0.9 the peak value cγ ω = 0.520711317 appears at k =0.45. It shows that growth rate shifts 
for higher value of wave number with decrease in the value of relativistic factor for parallel propagation of EMIC wave 
in Jupiter’s magnetosphere with increasing the magnitude of relativistic factor. 

 
Figure 7. Variation of Growth Rate versus for different values of relativistic factor with beam at nc/nw=1/10, Bo=5.1×10-8T, AT=1.5, 

KBT||i=1 keV, KBT||ib=3 keV, KBT||e=200 eV and other fixed parameters of plasma at 17 RJ 
Figure 8 shows the effect of number density ratio of electrons and ions on growth rate after injecting hot plasma 

with respect to k of EMIC waves using ring distribution function at Jupiter. It can be observe that for nc/nw = 1/10 the 
maxima occurs at k = 0.55 with cγ ω = 0.525446451, for nc/nw = 1/20 the highest peak cγ ω = 0.529429323 occurs at k

=0.55 and for nc/nw = 1/30 the peak value cγ ω = 0.530342417 appears at k =0.55. It can be concluded that growth 
increases for parallel propagation of EMIC wave in Jupiter’s magnetosphere as the magnitude increases. Thus, number 
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density of electron does not affect the growth rate in the case of hot injection ion beam as [29], [30] that dependence of 
dispersive properties of EMIC wave are on density and thermal plasma composition of ions. 

 
Figure 8. Variation of Growth Rate versus for different values of number density, n0, for ν = 2 Hz, KBT||i=1 keV, KBT||ib=3 keV, 

KBT||e=200 eV, Bo=5.1×10-8T, Eo=0.1 V/m and other fixed parameters of plasma at 17 RJ  
Using Figure 9, variation of dimensionless growth rate in background plasma with the effect of hot injection 

on EMIC wave with magnetic field model in Jovian magnetosphere with respect to wave number k  for different 
values of temperature anisotropy at other fixed parameters is shown. For AT=1.75, the peak value of growth rate is 

cγ ω = 0.522046615 appears at k =0.55, for AT=2, growth rate is cγ ω = 0.59197259 at k =0.55 and as AT is increasing 

to 2.25, peak value cγ ω = 0.656393317 at k =0.5. So, as we increase temperature anisotropy from 1.5 to 2.5, growth rate 

increases, and peaks appear to shift towards a lower value of wave number k . 

 
Figure 9. Variation of Growth Rate versus for different values of temperature anisotropy with beam with magnetic field model at 
nc/nw=1/10, ν=2 Hz, KBT||i=1 keV, KBT||ib=3 keV, KBT||e=200 eV, Bo=5.1×10-8T, Eo=0.1 V/m and other fixed parameters of plasma at 1 

 
Figure 10. Variation of Growth Rate with  relative to different values of relativistic factor with beam with magnetic field model at 
nc/nw=1/10, =2 Hz, AT=2, Bo=5.1×10-8T, KBT||i=1 keV, KBT||ib=3 keV, KBT||e=200 eV, Eo=0.1 V/m and other fixed parameters of p 

Figure 10 shows the effect of relativistic factor on growth rate with the effect of hot injected plasma with respect to 
k  of electromagnetic ion-cyclotron waves using ring distribution function in the Jovian magnetosphere in the presence 
of external magnetic field model. It can be seen that for β=0.7 the maxima occurs at k = 0.5 with cγ ω = 0.437003397, 
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for β=0.8 the highest peak cγ ω = 0.48355298 occurs at k =0.5 and for β=0.9 the peak value cγ ω = 0.516484702 appears 

at k =0.5. It shows that growth increases for parallel propagation of EMIC wave in Jupiter’s magnetosphere with 
increasing the magnitude of relativistic factor. 

Figure 11 shows the effect of number density ratio of electrons and ions on growth rate after injecting hot plasma with 
respect to k of EMIC waves using ring distribution function at Jupiter. It can be observe that for nc/nw = 1/10 the maxima 
occurs at k = 0.55 with cγ ω = 0.522046615, for nc/nw = 1/20 the highest peak cγ ω = 0.52839378 occurs at k =0.55 and 

for nc/nw = 1/30 the peak value cγ ω = 0.529800749 appears at k =0.55. It can be concluded that growth increases for parallel 
propagation of EMIC wave in Jupiter’s magnetosphere as the magnitude increases. Thus, number density of electron does 
not affect the growth rate in the case of hot injection ion beam as [30] reported that dependence of dispersive properties of 
EMIC wave are on density and thermal plasma composition of ions. 

.  
Figure 11. Variation of Growth Rate versus for different values of number density ratio (nc/nw) with beam with magnetic field model 
at =2 Hz, AT=2, KBT||i=1 keV, KBT||ib=3 keV, KBT||e=200 eV, Bo=5.1×10-8T, Eo=0.1 V/m and other fixed parameters of plasma at 1 

 
5. CONCLUSIONS 

In this paper, parallel propagating electromagnetic ion-cyclotron waves have been investigated with the effect of hot 
injection for ring distribution in the presence of AC electric field in magnetosphere of Jupiter at a radial distance of 17 RJ. 
To get better efficiency and consistency, kinetic approach has been performed. The detailed expression of dispersion 
relation, real frequency and growth rate has been derived for the parametric study. To analyze plasma parameters like AC 
frequency, temperature anisotropy etc., and graphs have been plotted with respect to wavenumber k . From the results, it 
is concluded that ion-cyclotron waves grows at Jupiter with increase in the values of temperature anisotropy, AC 
frequency and number density. After injecting hot ion beam, growth rate increases with the increasing AC frequency 
while it decreases as temperature anisotropy increases from 1.5 to 2.5. Graphs show that peak appears at the same value 
of wavenumber for an individual parameters. 
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ГЕНЕРАЦІЯ ЕЛЕКТРОМАГНІТНОЇ ІОННОЇ ЦИКЛОТРОННОЇ ХВИЛІ ШЛЯХОМ ГАРЯЧОЇ ІНЖЕКЦІЇ 
ІОННОГО ПУЧКА ДЛЯ КІЛЬЦЕВОГО РОЗПОДІЛУ З ЕЛЕКТРИЧНИМ ПОЛЕМ ЗМІННОГО ТОКУ 

В МАГНІТОСФЕРІ ЮПІТЕРА 
Гаріма Ядавa, Б.С. Шармаa, Анкітаb 

aФакультет фізики, Університет Лордса, Алвар-301001, Індія 
bДепартамент фізики, Інститут прикладних наук Аміті, Університет Аміті, Сектор-125 Нойда, Уттар-Прадеш, Індія 

У цій статті досліджуються електромагнітні іонно-циклотронні хвилі, виявлені космічним кораблем «Улісс» у магнітосфері 
Юпітера. У цьому регіоні виявлено різні типи високочастотного радіовипромінювання, що є результатом резонансної 
взаємодії. Дослідження зосереджено на взаємодії хвиля-частинка між електромагнітними іонно-циклотронними хвилями та 
повністю іонізованими частинками магнітосферної плазми, враховуючи паралельне поширення цих хвиль. Це дозволяє 
детально оцінити дисперсійне співвідношення з кільцевим розподілом за наявності паралельного електричного поля змінного 
струму (АС) у магнітосфері Юпітера без зіткнень. Використовуючи метод характеристик і кінетичний підхід, ми отримуємо 
вираз для релятивістської швидкості зростання. Крім того, ми аналізуємо події інжекції, зафіксовані космічним кораблем 
Galileo через його детектор енергетичних частинок (EPD) у магнітосфері Юпітера. Після введення гарячого іонного пучка ми 
проводимо параметричний аналіз різних параметрів плазми, таких як температурна анізотропія, частота змінного струму та 
релятивістські чинники, щоб дослідити їхній вплив на швидкість росту, що проілюстровано за допомогою нанесених графіків. 
Ключові слова: електромагнітні іонно-циклотронні хвилі; кільцевий розподіл; ін'єкція гарячих іонів; магнітосфера Юпітера 
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The focus of this research is to examine how the Casson and chemical reaction parameter impact the variable radiative flow of MHD 
Nanofluid across a stretching sheet. Through the use of similarity functions, the modelling equations (PDEs) of the motion of fluid are 
transformed into simple differential equations. The MATLAB tool is adopted to compute the equations numerically. Graphs and 
descriptions have been provided for velocity, concentration, and temperature outlines, showing the effects of important fluid flow 
constraints. Different factors are analysed to provide data and explanations for Prandtl, Lewis numbers, slip and chemical 
decomposition parameters. The current results are in good in good align with existed reports. The viscosity of the fluid and thermal 
boundary stratum decreases as enhancing of Casson, Magnetic parameter & Prandtl number. Skin friction increasing as enhancing of 
suction, stretching, magnetic and Casson parameter while decreasing as enhancing of velocity slip quantity. Rate of heat transmission 
enhancing as increment of thermal radiation and surface temperature while decreasing as enhancing chemical reaction and thermal slip 
quantities. Rate of mass transfer raising as enhancing of chemical reaction, thermal slip, thermal radiation while decreasing as 
enhancing of surface temperature parameter. 
Keywords: Nanofluid; Chemical reaction; Thermophoresis; Brownian Motion 
PACS: 47.10.A−, 44.40.+a, 47.11.−j, 52.65.Kj 

INTRODUCTION 
Boundary stratum flow on a stretched sheet is a noteworthy problem in different industrial developments like paper 

manufacturing and drawing plastic, glass, fiber & elasticity sheets. This phenomenon can also be observed in the growth 
of crystals during polymer stretching processes and the cooling of metal sheets in cooling baths. Scientists are focusing 
on this issue because of its relevance in polymer processing technology, especially in relation to heat transfer applications. 
Sakiadis [1] made significant contributions to this area by investigating the equations controlling the boundary stratum 
and flow over an expanding surface moving at a constant velocity. Elbashbeshy and Bazid [2] explored the flow of fluids 
and heat transmission on a newly explored extended surface by internal heat activation given the importance of these 
phenomena. Several scholars further developed Crane's work [3] done through the influence of heat & mass transfer by 
different geometries & shapes, as explored by Abbas et al. [4] and Rosca et al [5]. 

Base fluids including water, motor oil, and glycerin combined with scattered nanoparticles like carbon nanotubes, 
copper, silver, and gold make up nanofluid. The idea of utilizing a nanofluid, which is a mixture of a base fluid & nano 
sized particles, was initially proposed by Choi and Eastman [6]. Solid particles are evenly and durably spread out in the 
base liquid, such as water, engine oil, pump oil, and ethylene glycol. Nanofluid’s are predicted towards the next future of 
heat transmission fluids because of their ability to greatly improve heat transfer efficiency when compared to pure liquids. 
Their excellent thermal, chemical, and physical characteristics are highly useful in various industrial and technological 
applications. Moreover, nanofluids have the potential to enhance abrasion characteristics in comparison with traditional 
fluid blends. The scattered nanoparticles, often metals or metal oxides, enhance the thermal diffusion of nanofluid’s. A 
variety of thermal applications, including smart fluids, microelectronics, heat exchangers, fuel cells, hybrid-powered 
generators, pharmaceutical manufacturing, nuclear reactors, industrial cooling, and geothermal power extraction, can 
benefit from the unique properties of nanofluids. Various researchers have recently finished several studies on nanofluids. 
Das [7] investigated the behaviour of heat & mass transfer in MHD nanofluid flow across a radiating non-linear permeable 
extending sheet with changes in thermal & velocity slip. He and his colleagues used the 4th order RK-Fehlberg method 
along through the shooting method procedure to calculate computational solutions for modelling equations Entropy was 
investigated by Hayat et al. [8] in a radiative water-based nanofluid between two rotating disks. Wang et al. [9] conducted 
a computational evaluation of microchannel porous materials by introducing two distinct nanoparticles into a base fluid. 
Khan and Pop [10] examined nanofluid flow on a flat surface undergoing stretching with Brownian and thermophoresis 
using an implicit finite-difference method. 

In recent years, investigating and describing the advanced properties of composite flows has become a fundamental 
focus of research. The area of research involving conductive liquids that exhibit magnetic field characteristics is known 
as magnetohydrodynamics (MHD). Rahman and Eltayeb [11] conducted a computational study on the properties of heat 
transmission of nanofluid’s flowing over a non-linear extending sheet in two dimensions under hydromagnetic natural 
convection. The study used the mathematical computer program Maple, accounting for the effects of thermal radiation 
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and a convective frontier circumstance. Tausif et al. [12] studied the influence of a magnetic field on nanofluid flow 
across a non-linear permeable extending sheet boundary layer. Mahantesh et al.'s [13] investigation of MHD fluid flow 
as well as heat transmission at a point of stagnation took into account non-uniform heating source and sink effects, slip 
velocity, and thermal leap. The results were reported numerically. Using a two-term perturbation approach, 
Vedavathi et al. [14] discovered MHD nanofluid circulation on a flat plate while taking radiation absorption, diffusion 
thermodynamics, and first-order chemical reactions into account. Biswas et al. [15] researched a concentrated nano liquid 
model over a perpendicular plate. Moreover, in order to finish the project, they utilized an explicit finite difference 
approach to visually analyse the temperature, concentration, and velocity profiles. Beg et al. [16] examined nanomaterial 
flow with mixed convection through porous space that starts from an exponentially stretched sheet. However, 
Al-Mamun et al. [17] inspected the flow of Sisko-nanofluid across an extended nonlinear sheet, taking into the 
consideration of thermal radiation & the magnetohydrodynamic (MHD) effect. The effects of ion-slip and Hall current 
on transient magnetohydrodynamic (MHD) flow in a revolving porous medium were studied by Dharmaiah et al. [18]. In 
a magnetohydrodynamic convective micropolar fluid moving steadily over an inclined radioactive isothermal surface, the 
interaction amid thermophoresis and heat production and absorption was examined by Shaik Mohammed et al. [19]. 

Casson fluid, a significant non-Newtonian liquid, is increasingly crucial in our daily lives. Different kinds of sauces, 
soups & jellies illustrate Casson fluids. In 1959, Casson [20] was the first to develop the modelling equations for Casson 
fluid and demonstrate the characteristics of different polymers. McDonald [21] highlighted that, the Casson liquid model 
is characterized by the flow of blood. The class of fluids being discussed has a broad variety of uses in medicine, food 
industries, biological sciences, and various drilling processes. Because of its significant relevance, numerous researchers 
in the modern era observe this critical category of fluids in their laboratories. Nagarani et al [22] investigated the 
movement of Casson liquid in tube with supple ramparts and the spread of solute using peristaltic flow. 
Vishwanath et al. [23] analyzed the magnetohydrodynamic (MHD) movement of Casson fluid, which is non-Newtonian, 
on a surface that shrinks exponentially. The surface had both constant and exponentially changing wall temperature with 
suction. The dynamic behaviour of modelled equations, explaining the motion of micropolar Casson fluid across a sheet 
was inspected by Nadeem and colleagues [24] with exponential curvature. In their study, Narsimha Reddy and 
colleagues [25] examined the impact The nanofluid Casson and joules parameter in the varying radiative flow of a 
stretched sheet with MHD. Reddy and colleagues [26] investigated the flow of a Casson incompressible fluid with heat 
generation and magnetic field, driven by mixed convective, on a vertically accelerating porous plate.  

Among the most crucial process variables for heat & fluid transport in a high temperature thermal system is radiation 
characteristics. There are several applications for thermal energy in industries as a means of reducing excessive heat 
emission. One important factor influencing the growth of nuclear energy, steady kit, turbines of gas, satellites, assortment 
of innovative transformation structures and missiles facilities is thermal radiation, For the determination of analyzing the MHD H2O-based nanofluid with the effects of significant variables on heat transmission & liquid movement 
characteristics are inspected by Dharmendra et al. [27]. Nurul et al. [28] highlighted hybrid nanofluids by modelling 
stagnation point flow in Maxwell fluid. They also studied heat transfer and radiation effects. Analysis of the implications 
of mixed convection, thermal radiation, and porous media were considered by Abdul Wahed et al. [29]. The goal of 
Rashad et al.'s work [30] was to develop a computational framework for the MHD Eyring–Powell nanofluid hybrid mixed 
convection flux when thermal radiation is present. The nano liquid flow between two horizontally infinite plates with a 
stretchable and permeability lower plate was deliberated by Shaheen [31]. Arulmozhi et al. [32] compare the effects of 
pure fluid (water) and nanofluid (Cu–H2O) on a moving vertical plate with porosity. By taking into account the 
nanoparticles' ability to reach thermal equilibrium, the chemical response of this nanofluid with regard to radiation 
absorption is consider. The effects of radiation and chemical responses on MHD hyperbolic tangent liquid were studied 
by Athal et al. [33]. The combined effects of radiative heat, thermophoresis, mixed convective heat, Brownian motion, 
and chemically reactive species were deliberated by Ahmed [34] in relation to magnetohydrodynamic (MHD) flow 
through the frontier stratum of nanofluid across a non-linear extending a porous medium surface. In the incidence of 
reactive chemical species and Joule heating, the simultaneous impacts of radiation on the convection of MHD nanofluid 
across an extensible sheet in permeable medium were examined by Eid and Makinde [35]. Eldabe et al. [36] described 
the influence of a chemical response on the MHD frontier stratum of an Eyring Powell nanofluid flowing with heat 
transmission through an extended sheet. Gireesha1 and N. G. Rudraswamy [37] have investigated the effects of chemical 
processes on stagnation point movement along with heat transmission over an extensible surface of a nano liquid in the 
incidence of irregular heat source/sink & uniform magnetic field. Anupam Bhandari [38] investigated the stable state of 
a 2-dimensional incompressible flow of MHD with a micropolar nanofluid across an extended sheet. 

Comprehending how nanofluids behave in linear and non-linear stretching situations is important for a range of 
applications, such as industrial processes, coating applications, material manufacturing, and biomedical uses [39-40]. 
Investigations in this field help in the comprehension of how nanofluid impact the flow & heat transfer attributes in 
diverse extending situations, offering valuable information for use in a range of industries. This study addresses various 
gaps and limitations found in the previously discussed literature. It aims to develop a scientific model to inspect the 
possessions of radiation on MHD Casson nanofluid movement on a nonlinear extending sheet, incorporating surface 
temperature & concentration. The inclusion of thermal radiation adds novelty to the problem. The flow is examined under 
the influence of a nonlinear extending sheet in the existence of a chemical response. This model has practical applications 
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in areas such as nuclear waste storage, catalytic devices, fire-resistant insulation, & the production of pharmaceuticals, 
painting, coal-water mixtures and synthetic lubricants. 

 
MATHEMATICAL FORMULATION 

The study focused on a non-Newtonian nanofluid movement across an extending surface sheet with a nonlinear 
boundary layer at the plane 𝑦 ൌ 0. Flow is limited when 𝑦 ൐  0, with the 𝑦 axis vertical to the sheet described in Figure 
1. It is presumed that the plate is extending along the 𝑥 − direction, consider a non-linear velocity 𝑢௪ ൌ  𝑎𝑥௡,𝑎 ൐ 0 − 
direction where a >0 is a constant number, 𝑛 is the extending parameter that varies nonlinearly, and 𝑥 is the co-ordinate 
along the extending surface. The applied magnetic field 𝐵ሺ𝑥ሻ normal to the extending sheet causes the fluid to become 
electrically conductive, with 𝐵଴ being the initial intensity of the field of magnetism. The temperature on the stretching 
sheet at y=0 is given by 𝑇௪ ൌ 𝑇ஶ ൅ 𝑏𝑥௥ where the temperature far from the surface is denoted by 𝑇ஶ , the surface 
temperature parameter (STP) is represented by r, and b is a constant that is positive By setting r=0 in certain scenarios, 
we achieve a consistent temperature across the sheet, known as constant surface temperature (CST). C represents the 
concentration of nanoparticles, while 𝐶௪ is the consistent concentration of nanoparticles on the plate's surface, which is 
higher than the surrounding fluid concentration 𝐶ஶ . Additionally, the magnetic Reynolds number is extremely low and 
can be ignored, resulting in a small induced magnetic field. 

The Cauchy stress tensor rheological equation for Casson nanofluid is provided. 
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Figure 1. Geometric and physical representation model 

In view of the overhead norms and considerations, the PDE models for nanofluid flow in the laminar boundary 
layer are derived. 

 డ௨డ௫ ൅ డ௩డ௬ ൌ 0, (1) 

 𝑢 డ௨డ௫ ൅ 𝑣 డ௩డ௬ ൌ 𝑣 ቀ1 ൅ ଵఊቁ డమ௨డ௬మ ൅ ఙ஻ሺ௫ሻమఘ೑ 𝑢, (2) 

 𝑢 డ்డ௫ ൅ 𝑣 డ்డ௬ ൌ 𝛼 డమ௨డ௬మ ൅ 𝜏 ൜𝐷஻ ቀడ஼డ௬ డ்డ௬ቁ 𝑢 ൅ ஽೅ಮ் ቀడ்డ௬ቁଶൠ − ଵఘ௖೛ డ௤ೝడ௬ , (3) 

 𝑢 డ஼డ௫ ൅ 𝑣 డ஼డ௬ ൌ 𝐷஻ డమ஼డ௬మ ൅ ஽೅ಮ் డమ்డ௬మ − 𝑘଴ሺ𝐶 − 𝐶ஶ ሻ. (4) 

Subject to the slip boundary conditions 
With boundary condition  

 𝑢 ൌ 𝑢௦ ൅ 𝑢௪ ,𝑣 ൌ 𝑣௪ ,𝑇 ൌ 𝑇௦ ൅ 𝑇௪ ,𝐶 ൌ 𝐶௪ for 𝑦 ൌ 0𝑢 ൌ 0, 𝑣 ൌ 0,𝑇 ൌ 𝑇ஶ,𝐶 ൌ 𝐶ஶ as 𝑦 → ∞ ൠ. (5) 

Where 𝑢 and 𝑣 are velocity along 𝑥 and 𝑦 directions. 𝑢௦ and 𝑇௦ are the velocity & thermal slip, 𝑣௪ is suction or injection, 𝜌௙ 
is density of the base liquid, 𝜎 is electrical conductivity, , 𝜈 is kinematic viscosity and 𝛼 ൌ ఑ሺఘ௖ሻ೑ is thermal diffusivity of 

the base liquid. 𝐷஻ and 𝐷் are Brownian & thermophoretic diffusion constants correspondingly, 𝑐௣ is the specific heat, 𝑘଴ is rate of chemical reaction, 𝐵ሺ𝑥ሻ ൌ 𝐵଴𝑥ሺ௡ିଵሻ/ଶ variable magnetic field, 𝜏 ൌ ሺఘ௖ሻ೛ሺఘ௖ሻ೑ is the ratio of the heat capacity of 
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the nanoparticles to heat capacity of the base fluid. C is concentration of nanoparticles, 𝐶௪  is consistent concentration of 
nanoparticles at surface, greater than the ambient concentration 𝐶ஶ .  

If we consider an optical thick frontier stratum where the Rosseland estimation, the radioactive heat flux 𝑞௥ becomes 

 𝑞௥ = −ସఙ⃛ଷ఑⃛ డ்రడ௬ , (6) 

where 𝜎 & 𝜅 are the Stephan–Boltzmann & mean absorption coefficients. 
Replacing Eq. (6) in the leading Eq. (3) we get 

 𝑢 డ்డ௫ + 𝑣 డ்డ௬ = 𝛼 డమ௨డ௬మ + 𝜏 ൜𝐷஻ ቀడ஼డ௬ డ்డ௬ቁ 𝑢 + ஽೅ಮ் ቀడ்డ௬ቁଶൠ + ఔ஼೛ ቀడ௨డ௬ቁଶ + ସఙ⃛ଷ఑⃛ఘ௖೛ డడ௬ ቀ𝑇ଷ డ்యడ௬ ቁ. (7) 

The dimensionless measures as 

 𝜂 = 𝑦ට௔ሺ௡ାଵሻଶఔ 𝑥೙షభమ ,𝑢 = 𝑎𝑥௡𝑓ᇱሺ𝜂ሻ, 𝑣 = ට௔ఔሺ௡ାଵሻଶఔ 𝑥೙షభమ ൬𝑓ሺ𝜂ሻ + ௡ିଵ௡ାଵ 𝜂𝑓ᇱሺ𝜂ሻ൰ ,𝜃ሺ𝜂ሻ = ஋ି஋ಮ஋ೢି஋ಮ ,𝜑ሺ𝜂ሻ = େିେಮେೢିେಮ,                (8) 

here 𝜓ሺ𝑥,𝑦ሻ is stream function defined by 

 𝑢 = డటడ௬ and 𝑣 = డటడ௫ . (9) 

These are satisfying the Eq. (1) and the equations (2)-(5), obtained the equations (10)-(13) as follows  

 ቀ1 + ଵఊቁ 𝑓ᇱᇱᇱ + 𝑓𝑓ᇱᇱ − ቀ ଶ௡௡ାଵቁ 𝑓ᇱଶ − 𝑀𝑓ᇱ = 0  10) 

 𝜃ᇱᇱ + 𝑃𝑟 ቀ𝑓𝜃ᇱ + 𝑁𝑏𝜑ᇱ𝜃ᇱ + 𝑁𝑡𝜃ᇱଶ − ቀ ଶ௥௡ାଵቁ 𝑓′𝜃ቁ + ቀସ௉௥ଷோ ቁ ሾሼ1 + ሺ𝑇௥ − 1ሻ𝜃ሽଷ𝜃′ሿᇱ = 0  (11) 

 𝜑ᇱᇱ + 𝐿𝑒𝑓𝜑ᇱ + ே௧ே௕ 𝜃ᇱᇱ − 𝑘𝑟𝐿𝑒𝜑 = 0  12) 

With boundary conditions as  

 𝑓ሺ0ሻ = 𝑓௪ ,  𝑓ᇱሺ0ሻ = 1 + 𝜉𝑓ᇱᇱሺ0ሻ,𝜃ᇱሺ0ሻ = 1 + 𝜁𝜃′,𝜑ሺ0ሻ = 1𝑓ᇱሺ∞ሻ = 0,𝜃ሺ∞ሻ = 0,𝜑ሺ∞ሻ = 0 ൠ . (13) 

Here, the dash indicates the derivative with 𝜂. f, 𝜃, 𝜑 are the similarity function, non-dimensional temperature & 
concentration of nanoparticle respectively, 𝑃𝑟 = ఔఈ, 𝐿𝑒 = ఔ஽ಳ are Prandtl and Lewis number respectively. 𝑁𝑏 =ሺఘ௖ሻ೛ሺఘ௖ሻ೑ ஽ಳሺ஼ೢି஼ಮሻఔ , = ሺఘ௖ሻ೛ሺఘ௖ሻ೑ ஽೅ሺ்ೢ ି ಮ்ሻఔ ಮ் , 𝑘𝑟 = ௞బఔ௔మ  and 𝑀 = ଶఙ஻బమ௔ఘ೑ሺ௡ାଵሻ are Brownian motion, thermophoresis, Chemical and 

Magnetic parameters respectively. The parameter for fluid's comparative ratio of temperature at the sheet's surface is 𝑇௥ =்்ೢಮ, 𝑓௪ = 𝑣଴ට ଶ௔ఔ(௡ାଵ) is suction or injuction, 𝜉 = 𝑠௩ට௔(௡ାଵ)ଶఔ  and 𝜁 = 𝑠௧ට௔(௡ାଵ)ଶఔ  are the velocity & thermal slips 

respectively where 𝑠௩ and𝑠௧ are the velocity and thermal factors, The measures of the physical importance are the local 
skin friction coefficient 𝐶௙௫, the local Nusselt number 𝑁𝑢௫ and the local Sherwood number 𝑆ℎ௫ which are defined as . 𝑓௪ = 0, 𝑓௪ > 0, 𝑓௪ < 0 are represents surface is impermeable, suction and injection of the fluid on a porous sheet 
respectively.  

The physical interest's quantities, which are essential for practical reasons 𝐶௙௫ = ఓ೑ఘ௎మೢ ቀడ௨డ௬ቁ௬ୀ଴ ,𝑁𝑢௫ =  ௤ೢ఑൫்೑ି ಮ்൯ ቀସ௉௥ଷோ ቁ ሾሼ1 + (𝑇௥ − 1)𝜃ሽଷ𝜃′ሿᇱ, 𝑆ℎ௫= ௫௤೘஽ಳ(஼ೢି஼ಮ). 
Where 𝑞௪ and 𝑞௠ are the heat and mass flux at the surface, 𝜅 is the thermal conductivity of the nanofluid, respectively. 
The 𝑞௪ and 𝑞௠ are given by 𝑞௪ = −ቀడ்డ௬ቁ௬ୀ଴ and 𝑞௪ = −𝐷஻ ቀడ஼డ௬ቁ௬ୀ଴ 

The non-dimensional forms of the skin friction, the local Nusselt & the local Sherwood numbers as  𝑅𝑒௫ଵ ଶ⁄ 𝐶௙௫ = ൬1 + 1𝛾൰ 𝑓ᇱᇱ(0), 𝑁𝑢௫𝑅𝑒௫ଵ ଶ⁄ = −൤1 + 43𝑅 ሼ1 + (𝑇௥ − 1)𝜃(0)ሽଷ൨ 𝜃ᇱ(0), 𝑆ℎ௫𝑅𝑒௫ଵ ଶ⁄ = −𝜑ᇱ(0) 

where 𝑅𝑒௫ = 𝑥𝑢௪ 𝜈⁄  is the local Reynolds number. 
 

DISCUSSION OF FINDING 
To calculate the numerical solutions to (10)–(12) with boundary conditions (13), the authors used bvp4c. One of 

MATLAB's built-in function bvp4c for working with finite difference and collocation polynomials. This technique gives 



105
Influence of Thermal Radiation on MHD Casson Nanofluid Flow...             EEJP. 1 (2025)

good agreement results to the other methods which is shown in the Table 1. Numerical calculations are conducted in this 
part for various parameter values that reflect the flow characteristics, and the outcomes are visually represented. 

Code of Validation: Comparison of Nusselt number & Sherwood number tabulated below. The present model is 
similar of Khan and Pop [10], Rahman and Eltayeb [11] and Das et al [7] when the absence of magnetic, thermal radiation, 
stretching, suction and surface temperature, Casson and chemical reaction parameters. The present results are good 
alignment with existed studies by Finite difference (Khan and Pop [10]), Maple software (Rahman and Eltayeb [11]), and 
RK-Fehlberg method with a shooting method (Das et al [7]. 
Table 1. The Nusselt and the Sherwood number comparison when 𝑃𝑟 =  2, 𝐿𝑒 =  2, 𝜂ஶ = 6 

Nt Khan and Pop [10] Rahman and Eltayeb [11] Das et al [7] Present Results 
 𝜽′(𝟎) 𝝋′(𝟎) 𝜽′(𝟎) 𝝋′(𝟎) 𝜽′(𝟎) 𝝋′(𝟎) 𝜽′(𝟎) 𝝋′(𝟎) 

0.1 0.9524 2.1294 0.952376 2.129393 0.95237602 2.12939273 0.95233794 2.12909712 
0.2 0.6932 2.2740 0.693174 2.274020 0.69315023 2.27402065 0.69316392 2.27352695 
0.3 0.5201 2.5286 0.520079 2.528636 0.52001607 2.52863590 0.52009015 2.52790541 
0.4 0.4026 2.7952 0.402581 2.795167 0.40258040 2.79516710 0.40260786 2.79417165 

The influence of the Casson fluid parameter (𝛾) on the velocity outline is portrayed in Figure 2(a). The Casson 
parameter 𝛾 is noted for generating a resistive force in liquid movement. As a consequence, the velocity profile decreases 
in magnitude with increased values of 𝛾. Increasing 𝛾 results in a stronger impact on the temperature field (figure 2(b)). 
The thickness of the concentration boundary layer will raise as the values of 𝛾 increase. The retarding force caused by 
plastic viscosity contributes to the increased concentration shown in Figure 2(c). 

   
(a) (b) (c) 
Figure 2. Impact of Casson parameter on (a) Velocity, (b) Temperature (c) Concentration 

The presence of a magnetic field factor leads to an increased distribution of nanoparticles in the boundary layer area. 
This event is caused by the Lorentz force, which creates a force that goes against the path of fluid movement. Figure 3(b) 
shows by what means the temperature outlines change with the magnetic field parameter M. It is clear that as M increases, 
the fluid temperature also increases. The magnetic field makes the magnetic nanoparticles in the nanofluid move and 
rotate. The drive of the nanoparticles creates friction and crashes, resulting in a rise in temperature by transforming kinetic 
energy into thermal energy. Additionally, the electrically conducting nanofluid experiences a Lorentz force owing to the 
functional magnetic field. This energy causes electrical power to transform into warmth, causing the fluid's temperature 
to rise overall. Therefore, as the magnetic parameter M increases, the thermal boundary layer thickness also increases. 

   
(a) (b) (c) 

Figure 3. Impact of M on (a) Velocity, (b) Temperature (c) Concentration 

Figure 4(a) demonstrates how the stream-wise velocity varies with different values of the non-linearly stretching 
sheet parameter n. An increase in this non-linear factor is linked to a decrease in the velocity in the direction of the stream. 
This suggests that either the stretching process or the parameterization conditions are instigating a deceleration in the 
movement in the flow path. Consequently, when the parameter n increases, the boundary layer width of impetus decreases. 
In Figure 4(b), the correlation among temperature variation and parameter n values is illustrated. A greater stretching 
parameter value means a stronger or more notable extending of the surface. When the surface is stretched more, it adds 
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extra energy to the fluid movement close to the surface. This extending accomplishment can change the flow outlines, 
impacting the speed circulation within the boundary sheet. This increases the transmission of momentum and movement 
of fluids close to the surface, resulting in a thicker boundary layer. Figure 4 illustrates how the nanoparticle concentration 
profile fluctuations vary with different stretching parameter values, denoted as n. While the effect may be minimal at a 
constant surface temperature, it is evident that the concentration upsurges as the stretching parameter values upsurge. This 
happens because the stretching movement can cause improved blending, heightened fluid movement, and changed 
velocity patterns near the stretched area. This results in increased shear forces in the fluid close to the extended surface. 
Increased shear stresses improve fluid mixing, resulting in greater transport of species, like substance concentration. 

   
(a) (b) (c) 

Figure 4. Impact of n on (a) Velocity, (b) Temperature (c) Concentration 

The illustration of how velocity contours behave with dissimilar values of velocity slip parameter (𝝃) is demonstrated 
in Fig. 5(a). In general, 𝝃 computes the amount of slip on the cylinder's surface. In this analysis, we examine how fluid 
speed diminutions with cumulative 𝝃. The cause for this is that 𝝃 primarily hinders the flow of the liquid, which ultimately 
outcomes in a reduction in overall fluid molecule movement. As the value of 𝝃 increases, it is noted that the concentration 
and temperature also increase. 

   
(a) (b) (c) 

Figure 5. Impact of velocity slip 𝜉 on (a) Velocity, (b) Temperature (c) Concentration 

Figure 6(a) and (b) illustrate how the dimensionless temperature and nanoparticle volume fraction are prejudiced by 
the thermal slip parameter 𝜻. Increasing 𝜻 values clearly reduce temperature and concentration profiles. Even with a 
modest quantity of heat supplied to the liquid from the sheet, the thermal boundary layer thickness falls with growing 
thermal slip parameter. 

  
(a) (b) 

Figure 6. Impact of thermal slip 𝜁 on (a) Temperature (b) Concentration 

Fig. 7(a) shows that the temperature drops with an upsurge in the Prandtl number (Pr). An elevation in Pr could 
potentially decrease the thermal boundary layer thickness. 𝑃𝑟 is the fraction of momentum diffusivity to thermal 
diffusivity. When dealing with heat transmission matters, the 𝑃𝑟 number influences the proportionate growth of the 
momentum & thermal frontier stratums. When Pr is low, heat spreads rapidly relative to momentum in liquid metals, 
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resulting in a thermal boundary layer thickness significantly larger than the momentum boundary layer. Liquids with a 
lesser 𝑃𝑟 number exhibit increased thermal conductivities (and thicker frontier stratum structures), allowing for quicker 
heat diffusion compared to fluids with greater 𝑃𝑟 numbers (resulting in thinner frontier stratums) Figure 7(b). Therefore, 𝑃𝑟 can be utilized to enhance the rate of cooling in conductive flows. 

  
(a) (b) 

Figure 7. Impact of Pr on (a) Temperature (b) Concentration 

Figures 8(a) and 8(b) show how temperature and concentration change with coordinate η for different thermophoretic 
parameter (Nt) values. The force 𝑁𝑡 is caused by the temperature variance among the cold sheet and the hot fluid, leading 
molecules to move towards the cold sheet. The molecules near the hot stretching sheet are kept warm by the air molecules, 
resulting in a rapid flow away from the sheet that reduces the temperature difference. This leads to molecules increasing their 
kinetic energy and temperature. Consequently, the thermophoresis force moved the heated molecules close to the heated 
contracting surface towards the cold fluid at the surrounding temperature. Thermophoresis causes the momentum boundary 
layer width to increase, while at the same time thickening the thermal boundary layer width. Graph 8(b) indicates that 
nanoparticle concentration rises as the thermophoresis parameter increases. Essentially, when a particle exerts a 
thermophoresis force on another particle, it causes particles to move from a hotter to a colder area, resulting in the fluid 
moving from a hotter to a colder region, causing the volume proportion of nanoparticles to increase. 

  
(a) (b) 

Figure 8. Impact of Nt on (a) Temperature (b) Concentration 

The influence of the Brownian diffusion parameter (𝑁𝑏) on the dimensionless temperature & concentration 
distributions is demonstrated in Figs 9(a) and 9(b). Brownian diffusion involves the unpredictable movement of 
nanoparticles suspended in the base liquid, mainly due to the rapid movement of atoms or molecules in the base fluid. It 
should be noted that Brownian diffusion is connected to the dimensions of nano-particles and frequently appear as clusters 
and/or clumps. Brownian motion is significantly reduced for larger particles, resulting in 𝑁𝑏 having minimal values. As 
the 𝑁𝑏 values increase, the temperature outlines in the frontier stratum region are enhanced (Fig. 9(a)). Nevertheless, the 
nano particle concentration patterns slow down with increased values of 𝑁𝑏 depicted in Fig. 9(b). 

  
(a) (b) 

Figure 9. Impact of Nb on (a) Temperature (b) Concentration 
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Fig. 10(a) displays the temperature distribution for various radiation factor (𝑅) values. It was found that as the 𝑅 
increased, the temperature rose as well. The temperature increased because of the escalation in the conduction effect 
inside the thermal frontier stratum caused by the rise in R, since the radiation factor was the fraction of conductive heat 
transfer to radiative heat transfer. This finding may prove useful in directing the ratio of heat transfer properties by means 
of the thermal radiation mechanism. Fig. 10(b) makes it apparent that when the radiation rises, the fluid's concentration 
falls. 

  
(a) (b) 

Figure 10. Impact of R on (a) Temperature (b) Concentration 

The Lewis number is a unit less parameter that represents the proportion of thermal diffusivity to mass diffusivity 
and is crucial in the joint impact of heat & mass transfer operations. The relative thermal and concentration boundary 
layer thicknesses are measured by 𝐿𝑒 and can also be written as 𝐿𝑒 =  𝑆𝑐/𝑃𝑟. Reportedly, as 𝐿𝑒 increases, the 
temperature decreases sources a lessening in the thickness of the boundary layer fluid. A growth in the parameter slowly 
enables the fluid to release heat to the external environment or nearby body, resulting in a diminution in the fluid's 
temperature (Figure 11(a)). Figure 11(b) illustrates how the nanoparticle concentration falls as the Lewis Number (𝐿𝑒) 
rises. This impact is especially noticeable for smaller 𝐿𝑒 values. As a result, it is expected that 𝐿𝑒 will greatly change the 
concentration frontier stratum. In Figure 12(a) and 12(b), we can see the dimensionless temperature and concentration 
profile at various values of chemical response. The fluid temperature & concentration declines as the chemical reaction 
rate rises. The main cause is that the temperature & concentration fields decreases as the 𝑘𝑟 rises due to thermal 
conductivity of the particles in the liquid decrease and an upsurge in the number of solute molecules participating in the 
reaction. Therefore, a harmful chemical reaction greatly declines the thickness of the thermal & concentration frontier 
stratum. 

  
(a) (b) 

Figure 11. Impact of Le on (a) Temperature (b) Concentration 

  
(a) (b) 

Figure 12. Impact of Kr on (a) Temperature (b) Concentration 
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The Fig 13. shows the variation of skin friction, Nusselt and Sherwood number with the variation of suction, velocity 
slip, stretching, magnetic and Casson parameter. Skin friction increases as enhancing of suction, stretching, magnetic and 
Casson parameter while decreasing as enhancing of velocity slip quantity. Amount of heat transfer improve as enhancing 
the suction parameter while fall down as enhancing of stretching, velocity slip, magnetic and Casson parameter. Amount 
of mass transmission raising as suction, stretching parameter while decreasing as enhancing of velocity slip, magnetic 
and Casson parameter. The Fig 14. Shows the variation of Nusselt & Sherwood number. Proportion of heat transmission 
enhancing as growing of thermal radiation and surface temperature while decreasing as enhancing chemical reaction and 
thermal slip quantities. Rate of mass transfer raising as enhancing of chemical reaction, thermal slip, thermal radiation 
while decreasing as enhancing of surface temperature parameter. 

 
Figure 13. Skin frication, Nusselt and Sherwood number variation with the impact of 𝑓௪ , 𝜉,𝑛,𝑀, 𝛾 

 
Figure 14. Nusselt and Sherwood number variation with the impact of 𝑘𝑟, 𝜁 ,𝑅, 𝑟 

 
CONCLUSIONS 

The purpose of the numerical study is to examine the effect of thermal radiation across a non-linear extending sheet 
on MHD Casson nano fluid. To solve the resulting ODEs with frontier circumstances and parameter modifications, the 
numerical schema bvp4c is used. The subsequent decisions are obtained. 

• As the Casson, Magnetic parameter, and Prandtl number increase, the fluid's viscosity and that of the thermal 
frontier stratum decline.  

• Lewis number and Brownian diffusion's effects, which are related to the temperature & concentration of 
reversible fluid flow.  

• The temperature & concentration profiles rise with increasing velocity slip value. 
• As the thermal slip parameter enhances, the thickness of the thermal frontier stratum falls. 
• Temperature of the nanofluid increases while concentration of the fluid decreases with enhancement of the 

radiation parameter 
• Decreases the thickness of the thermal & concentration frontier stratum by enhancing of Chemical 

decomposition rate. 
• Skin friction raises as enhancing of suction, stretching, magnetic and Casson parameter while decreasing as 

enhancing of velocity slip quantity. 
• Rate of heat transfer enhancing as increasing of thermal radiation and surface temperature while decreasing as 

enhancing chemical reaction and thermal slip quantities. 
• Rate of mass transfer raising as enhancing of chemical reaction, thermal slip, thermal radiation while decreasing 

as enhancing of surface temperature parameter. 
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• The present results are in good agreement with earlier existed results.  
• After discovering all the aforementioned results, we can determine that in several cases industrial production 

where the surfaces are stretching. Polymer sector when subjected to an external transverse magnetic field effect 
of several factors. The temperature and density of nanoparticles directly impact the quality of the material. 
Improving the final product can be achieved by controlling these factors at the period of manufacturing.  
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ВПЛИВ ТЕПЛОВОГО ВИПРОМІНЮВАННЯ НА МГД ПОТІК НАНОРІДИНИ КАССОНА ЧЕРЕЗ ЛИСТ ЩО 

НЕЛІНІЙНО РОЗТЯГУЄТЬСЯ З НАЯВНОСТЮ ХІМІЧНОЇ РЕАКЦІЇ 
П. Раджа Шекар, Г. Джитендер Редді, Н. Потанна 

Кафедра математики, Інженерно-технологічний інститут VNR Віньяна Джьоті, Хайдарабад, 500090, Телангана, Індія 
Метою цього дослідження є вивчення впливу параметра Кассона та хімічної реакції на змінний радіаційний МГД потік 
нанофлюїду через лист, що розтягується. Завдяки використанню функцій подібності рівняння моделювання (PDE) руху 
рідини перетворюються на прості диференціальні рівняння. Інструмент MATLAB використовується для чисельного 
обчислення рівнянь. Графіки та описи надані для контурів швидкості, концентрації та температури, що показують вплив 
важливих обмежень потоку рідини. Аналізуються різні фактори, щоб отримати дані та пояснення чисел Прандтля, Льюїса, 
параметрів ковзання та хімічного розкладання. Поточні результати є хорошими та добре узгоджуються з наявними звітами. 
В'язкість флюїду та термічного граничного шару зменшується зі збільшенням Кассона, магнітного параметра та числа 
Прандтля. Поверхневе тертя збільшується при збільшенні всмоктування, розтягування, магнітного параметра та параметра 
Кассона, а також зменшується через збільшення швидкісного ковзання. Швидкість передачі тепла збільшується у міру 
збільшення теплового випромінювання та температури поверхні, одночасно зменшуючись у міру посилення хімічної реакції 
та теплового ковзання. Швидкість масообміну підвищується за рахунок посилення хімічної реакції, теплового ковзання, 
теплового випромінювання та зменшується за рахунок збільшення параметра температури поверхні. 
Ключові слова: нанофлюїд; хімічна реакція; термофорез; броунівський рух 
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The analysis of Darcy-Forchheimer MHD flow has been a concern of consideration for research scientists and engineers. This work
examines the unsteady hydrodynamic mixed convective flow of an incompressible, viscous, electrically conducting fluid as well as
the transfer of heat and mass in a vertical surface with the Hall current, rotation, and Darcy-Forchheimer effect. Through similarity
transformation, the dimensionless unstable governing equation is found. Then, using the Matlab method bvp4c, the similarity ordinary
differential equation was solved. When the solution and those produced by Elgazery and Stanford were compared to the numerical result
for a few exceptional circumstances, there was a fair degree of agreement. Graphs are used to show the temperature, concentration, and
fluid velocity. In contrast, skin friction, the Sherwood number, and the Nusselt number are calculated in tabular form.

Keywords: Hall current; Rotation; Darcy Forchheimer; Mixed convection; Bvp4c

PACS: 44.25.+f, 44.27.+g, 33.20.Vq, 44.30.+v, 44.40.+a

1. INTRODUCTION
The study of Darcy-Forchheimer magnetohydrodynamic (MHD) flow has become significant in understanding com-

plex fluid dynamics influenced by magnetic fields, rotation, and porous medium. MHD flow involves electrically conducting
fluids interacting with magnetic fields, which is particularly relevant in engineering and environmental applications. The
Hall current effect, rotation, and Darcy-Forchheimer effects play crucial roles in influencing the velocity, temperature, and
concentration of such flows. This study aims to explore the dynamics of unsteady MHD mixed convective flow over a
vertical surface, considering the Hall current and rotation in a porous medium, using numerical solutions. The findings can
be applied to various practical scenarios, including polymer processing, metal casting, and natural convection in porous
media, providing deeper insights into fluid behavior under the influence of electromagnetic forces. Sarma and Sarma
(2024) [1] explored unsteady magnetohydrodynamic (MHD) bioconvection Casson fluid flow with gyrotactic microor-
ganisms over a vertically stretched sheet. Samad and Rahman (2006) [2] studied the interaction of thermal radiation with
unsteady MHD flow over a vertical porous plate in a porous medium. Mukhopadhyay and Layek (2009)[3] investigated
the effects of radiation on forced convective flow and heat transfer over a porous plate within a porous medium. Later,
Mukhopadhyay et al. (2012) [4] extended the study to forced convective flow and heat transfer in a Darcy-Forchheimer
porous medium in the presence of radiation. Khan et al. (2022) [5] focused on MHD thin-film flow through a porous
stretching sheet, considering the impact of thermal radiation and viscous dissipation. Panya et al. (2023) [6] analyzed
MHD Darcy-Forchheimer slip flow in a porous medium with variable thermophysical properties. Reddy et al. (2021) [7]
examined the chemical reaction impact on MHD natural convection flow through porous media around an exponentially
stretching sheet, including the effects of heat sources/sinks and viscous dissipation. Sakiadis (1961)[8] initiated the study
of boundary-layer behavior on continuous solid surfaces, forming the foundational equations for two-dimensional and
axisymmetric flow. Crane (1970) [9] provided an analytical solution for the boundary layer equation concerning steady
two-dimensional flow over a stretched surface in an incompressible fluid. Nayak et al. (2014, 2016)[10][11][12] conducted
two studies focusing on the effects of chemical reactions on MHD flow of visco-elastic fluids through porous media and
on steady MHD flow and heat transfer with a third-grade fluid during wire coating, considering temperature-dependent
viscosity. Vafai and Tien (1982)[13] emphasized boundary and inertia effects on convective mass transfer in porous media.
Hong et al. (1987)[14] investigated non-Darcian and non-uniform porosity effects on vertical plate natural convection in
porous media. Jumah et al. (2001)[15] examined Darcy-Forchheimer mixed convection heat and mass transfer in fluid-
saturated porous media. Chamkha (1997)[16] explored hydromagnetic natural convection from an isothermal inclined
surface adjacent to a thermally stratified porous medium. Elgazery (2009)[17] assessed the effects of chemical reactions,
Hall and ion-slip currents on MHD flow, considering temperature-dependent viscosity and thermal diffusivity. Kinyanjui
et al. (2001)[18] looked at MHD free convection heat and mass transfer of heat-generating fluids past an impulsively
started vertical porous plate with Hall current and radiation absorption. Shateyi et al. (2010)[19] examined the effects of
thermal radiation, Hall currents, and Soret and Dufour effects on MHD flow over a vertical surface within porous media.
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Singh (1984)[20] analyzed Hall effects on MHD free-convection flow past an accelerated vertical porous plate. Sarma
and Pandit (2015)[21] investigated thermal radiation and chemical reaction effects on steady MHD mixed convective flow
over a vertical porous plate with induced magnetic fields. Sattar and Kalim (1996)[22] studied the interaction between
boundary-layer flow and thermal radiation under unstable free convection past a vertical porous plate. Nandkeolyar et al.
(2013) [23] provided exact solutions for unsteady MHD free convection in a heat-absorbing fluid flow over a flat plate
with ramped wall temperature. Chamkha (1997)[24] again discussed MHD-free convection from a vertical plate within a
thermally stratified porous medium while including Hall effects. Abo-Eldahab and Salem (2004)[25] explored Hall effects
on MHD free convection flow of non-Newtonian power-law fluids over a stretching surface. Siddiqa et al. (2013)[26]
investigated Hall current effects on magnetohydrodynamic natural convection flow with a strong cross-magnetic field.
Seth and Singh (2016) [27] provided a solution for mixed convection hydromagnetic flow in a rotating channel considering
Hall and wall conductance effects. Kumar et al. (2020) [28] studied the influence of heat sources/sinks on MHD flow
between alternating conducting walls, incorporating Hall effects. Finally, Pandit and Sarma (2017) [29] explored the
combined effects of Hall current and rotation on unsteady MHD natural convection flow past a vertical flat plate with
ramped wall temperature and heat absorption. This structure highlights the advancements in the field of MHD flow and
heat and mass transfer under various conditions, including the effects of magnetic fields, chemical reactions, Hall current,
rotation, Darcy-Forchheimer effect and porous media considerations.

Motivated by the above investigations, the influences of the Hall current, soret and Dufour effect with chemical
reaction and rotation on Darcy Forchheimer MHD mixed convective flow over a vertical surface are studied. The
transformed dimensionless governing equations are solve by bvp4c method. The effect of various physical parameter on
velocity, temperature and concentration profile are studied in details. Also the value Skin friction, Nuslet number and
sherwood number for different parameters are shown in table.

2. MATHEMATICAL FORMULATION
We examine the dynamics of an unsteady flow in an electrically conducting, viscous fluid that involves mass and heat

transfer. The flow passes across a vertical flat plate that is semi-infinite in length, rotated, and immersed in a homogenous
porous media. Furthermore, the effect of Hall current is considered. Think of a coordinate system (x,y,z) in which the
vertical plate and the x-axis are in line. with the y-axis perpendicular to it and pointing upward. Around the y-axis, the
fluid and plate rotate at a constant angular velocity Ω. The front border of the plate and the z-axis line up. A homogeneous
transverse magnetic field of intensity 𝐵0 applied in the y direction causes the fluid to become saturated, as shown in Fig
1. The flow is three-dimensional because of the force that the Hall current effect creates in the z direction, which results
in a cross flow velocity. Considering Hall currents,

The following is the format of generalized Ohm’s law:

𝐽 =
𝜎

1 + 𝑚2

(
𝐸 + (𝑉 × 𝐵) − 1

𝜎𝑛𝑒
𝐽 × 𝐵

)
The equation includes the magnetic induction vector (B), electric field intensity vector (E), electric current density

vector (J), Hall current parameter (m), velocity vector (V), electrical conductivity (𝜎), and electron density ( 𝑛𝑒).
The governing equation in (x,y,z)-coordinates may be expressed as follows under the standard boundary layer and

Boussinesq approximations:

𝜕𝑢

𝜕𝑡
+ 2Ω𝑤 + 𝑢 𝜕𝑢

𝜕𝑥
+ 𝑣 𝜕𝑢

𝜕𝑦
= 𝜈

𝜕2𝑢

𝜕𝑦2 −
𝜎𝐵2

0
𝜌(1 + 𝑚2)

(𝑢 + 𝑚𝑤) + 𝑔𝛽𝑐 (𝐶 − 𝐶∞) + 𝑔𝛽𝑡 (𝑇 − 𝑇∞) −
𝜈

𝐾𝑝
𝑢 − 𝐾∗√︁

𝐾𝑝
𝑢2 (1)
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The boundary conditions are,

𝑢(𝑥, 0) = 𝑈𝑠 =
𝐴0𝑥

1 − 𝑐𝑡 , 𝑣(𝑥, 0) = −𝑉𝑤 , 𝑤(𝑥, 0) = 0, 𝑇 (𝑥, 0) = 𝑇𝑤 , 𝐶 (𝑥, 0) = 𝐶𝑤
𝑢(𝑥,∞) = 𝑤(𝑥,∞) = 0 𝑇 (𝑥,∞) = 𝑇∞ 𝐶 (𝑥,∞) = 𝐶∞

(5)
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Where u,v and w represent the components of fluid velocity along the x-,y-,and z-axes, respectively. The fluid temperature
and concentration are represented by T and C, respectively. These variables are commonly used in physics to describe
fluid properties: 𝜈 represents kinematic viscosity, 𝜇 represents dynamic viscosity, 𝜌 represents fluid density, g represents
gravitational force due to acceleration, and 𝛽𝑡 represents the coefficient of volume expansion. 𝛽𝑐 represents the volumetric
coefficient of expansion when concentration is taken into account, while 𝐵0 denotes the constant magnetic field. Strength
is determined by the coefficient of mass diffusivity D, 𝑐𝑝 is the specific heat at constant pressure. 𝑐𝑠 is the Concentration
susceptibility, 𝑇𝑚 represents the average fluid temperature, 𝐾𝑇 denotes the thermal diffusion ratio, and k is The fluid’s
thermal conductivity, 𝐾𝑝 is the medium’s permeability, and the Hall parameter m, are all important factors to consider.

Figure 1. The coordinate system for the physical model of the problem

𝑈𝑠 is the surface velocity, 𝐴0 is a constant with dimension (𝑡𝑖𝑚𝑒)−1, 𝑉𝑤 , 𝑇𝑤 and 𝐶𝑤 are suction or injection velocity,
temperature and concentration at the plate respectively. By using Rosseland approximation for thermal radiation, the
radiative heat flux is modeled as,

𝑞𝑟 = −4𝜎1
3𝑘1

𝜕𝑇4

𝜕𝑦

where 𝑘1 is the mean absorption coefficient and 𝜎1 is the Stefan Boltzmann constant. Following Chamkha [16] it is
assumed that 𝑇4 can be stated as a linear function of temperature since the temperature difference within the flow are
thought to be sufficiently small. This is achieved by omitting higher order terms and expanding 𝑇4 in a Taylor series
around 𝑇∞, thus

𝑇4 ≈ 4𝑇3
∞𝑇 − 3𝑇4

∞

and thus the gradient of heat radiation term can be expressed as

𝜕𝑞𝑟

𝜕𝑦
= −16𝜎1𝑇

3
∞

3𝑘1

𝜕2𝑇

𝜕𝑦2

Following [17] We nondimensionalize (1)-(4) using the following transformation,
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√︄
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(1 − 𝑐𝑡) , 𝜃 (𝜂) =
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𝑇𝑤 − 𝑇∞

, 𝜙(𝜂) = 𝐶 − 𝐶∞
𝐶𝑤 − 𝐶∞

(6)

where 𝑓 (𝜂),ℎ(𝜂),𝜃 (𝜂) and 𝜙(𝜂) are dimensional stream functions, temperature and concentration distribution function
respectively.

Substituting (6) into (1)-(4) we get the following similarity equations,
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𝑈𝑛 ( 𝑓 ′ +
1
2
𝜂 𝑓 ′′) + 2𝐾2√𝑅𝑒 𝑓 ′2ℎ + 𝑓 ′2 − 𝑓 𝑓 ′′ = 𝑓 ′′′ − 𝑀

1 + 𝑚2 ( 𝑓
′ + 𝑚

√
𝑅𝑒
ℎ) + 𝐺𝑚𝜙 + 𝐺𝑟𝜃 − 𝑆𝑝 𝑓 ′ − 𝐹 𝑓 ′2 (7)

1
2
𝑈𝑛 (𝜂ℎ′ + ℎ) − 2𝐾2𝑅𝑒

3
2 𝑓 ′3 + 𝑓 ℎ′ = ℎ′′ + 𝑀

1 + 𝑚2 (𝑚 𝑓
′ − 1

𝑅𝑒
ℎ) − 𝑆𝑝ℎ − 𝐹 1

𝑅𝑒
ℎ2 (8)

𝑈𝑛 (
1
2
𝜂𝜃′ + 𝜃) + 𝜃 𝑓 ′ − 𝑓 𝜃′ = (1 + 4

3𝑁
) 1
𝑃𝑟
𝜃′′ + 𝐷𝑢𝜙′′ + 𝑀

1 + 𝑚2 𝐸𝑐( 𝑓
′2 + 1

𝑅𝑒
ℎ2) (9)

𝑈𝑛 (
1
2
𝜂𝜙′ + 𝜙) + 𝜙 𝑓 ′ − 𝑓 𝜙′ =

1
𝑆𝑐
𝜙′′ + 𝑆𝑟𝜃′′ (10)

The transformed boundary conditions are as follows,

𝑓 (0) = 𝑓𝑤 , 𝑓 ′ (0) = 1, ℎ(0) = 0, 𝜃 (0) = 1, 𝜙(0) = 1 𝑎𝑠 𝜂 → 0
𝑓 ′ (∞) = 0, ℎ(∞) = 0, 𝜃 (∞) = 0, 𝜙(∞) = 0 𝑎𝑠 𝜂 → ∞ (11)

where the primes denote differentiation with respect to 𝜂. Where 𝑀 =
𝜎𝐵2

0 (1−𝑐𝑡 )
𝜌𝐴0

is the magnetic parameter, 𝑅𝑒 =

𝑥𝑈𝑠

𝜈
is the Reynolds number, 𝐾2 = 𝜈Ω

𝑢2 is the Rotation parameter, 𝐺𝑟 =
𝑔𝛽𝑡 (𝑇𝑤−𝑇∞ ) (1−𝑐𝑡 )

𝑈𝑠𝐴0
is the Local Grashof number,

𝐺𝑚 =
𝑔𝛽𝑐 (𝐶𝑤−𝐶∞ ) (1−𝑐𝑡 )

𝑈𝑠𝐴0
is the Local modified Grashof number, 𝑆𝑝 =

𝜈 (1−𝑐𝑡 )
𝐴0𝐾𝑝

is the Permeability parameter, 𝑃𝑟 =
𝜇𝑐𝑝
𝑘

is the Prandtl number, 𝐸𝑐 = 𝑈𝑠
2

𝑐𝑝 (𝑇𝑤−𝑇∞ ) is the Eckert number, 𝐷𝑢 =
𝐷𝑀𝐾𝑇 (𝐶𝑤−𝐶∞ )
𝜈𝑐𝑠𝑐𝑝 (𝑇𝑤−𝑇∞ ) is the Dufour number, 𝑆𝑐 = 𝜈

𝐷
is the

Schmidt number, 𝑆𝑟 = 𝐷𝑀𝐾𝑇 (𝑇𝑤−𝑇∞ )
𝜈𝑇𝑚 (𝐶𝑤−𝐶∞ ) is the Soret number.

3. METHOD OF SOLUTION

A MATLAB boundary value problem solver named bvp4c was used to solve the equations (7), (8), (9), and (10)
subject to boundary conditions (11). Using bvp4c, almost any BVP may be prepared for solution. The present result for the
coefficient of skin friction − 𝑓 ′′ (0) with different values of 𝑘 𝑝 = 1

𝑆𝑝
are compared with the Elgazery [17] and the Stanford

[30] result. It is seen from Table 1, the obtained numerical result using bvp4c method are in an excellent agreement with
those published previously. m=Gr=Gm=0, fw = -0.7, and M=1 were used to construct Table 1.

Table 1. Values of the skin friction − 𝑓 ′′ (0), the present method, result of Elgazery [17] and the Stanford [30]

𝑘 𝑝 Elgazery [17] Stanford Shateyi[30] Present work
1 1.4170 1.4170 1.4171
2 1.2694 1.2694 1.2694
5 1.1739 1.1739 1.1740

10 1.1408 1.1408 1.1408
15 1.1295 1.1295 1.1294



116
EEJP. 1 (2025) Satyabhushan Roy, et al.

4. RESULTS AND DISCUSSION

Figure 2
Variation of tangential velocity distribution with increasing
Magnetic parameter M.

Figure 3
Variation of lateral velocity distribution with increasing
Magnetic parameter M..

Figures 2 and 3 show how the magnetic parameter affects tangential and lateral velocity. The tangential velocity falls
with increasing magnetic parameter. The Lorentz force causes a reduction in the tangential velocity in the direction of
flow. The fluid particles slow down and decrease their sideways speed due to the magnetic field’s force, which works at a
right angle to the direction of flow. On the other hand, the lateral velocity rises with the magnetic parameter. The Lorentz
force causes an increase in the lateral velocity perpendicular to the flow direction. The fluid particles experience lateral
deflection due to the magnetic field, which raises their lateral velocity. A magnetic field produces a narrow boundary layer
close to the wall, where there is a noticeable velocity gradient, which raises the lateral velocity.

Figure 4
Variation of tangential velocity distribution with increasing
Hall parameter m.

Figure 5
Variation of lateral velocity distribution with increasing Hall
parameter m.

Figures 4 and 5 illustrate the effect of the Hall current parameter on tangential and lateral velocity. As the Hall
current parameter increases, the tangential velocity also increases. The tangential velocity increases as a result of the force
generated by Hall current, which accelerates the fluid particles in the direction of flow. On the other hand, the lateral
velocity decreases as a result of the Hall current. Due to the Hall current, the fluid particle is deflected in the opposite
direction, resulting in a decrease in lateral velocity.
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Figure 6
Variation of tangential velocity distribution with increasing
Darcy-Forchheimer Parameter.

Figure 7
Variation of lateral velocity distribution with increasing
Darcy-Forchheimer Parameter.

Figures 6 and 7 demonstrate the impact of the Darcy-Forchheimer number on the tangential and lateral velocity. The
Darcy-Forchheimer number plays a significant role in the flow dynamics, causing greater resistance, increased viscous
effects, decreased inertial effects, and overall flow stabilization. All of these factors contribute to a reduction in both
tangential and lateral velocities.

Figure 8
Variation of tangential velocity distribution with increasing
Rotation parameter 𝐾2.

Figure 9
Variation of lateral velocity distribution with increasing Ro-
tation parameter 𝐾2.

Figures 8 and 9 show how the rotation parameter affects tangential and lateral velocity. From figure it is observed that
tangential velocity decreases with increasing the rotation parameter whereas lateral velocity increases with increasing the
rotation parameter. The coriolis force which results from rotation acts perpendicular to both the direction of motion and
axis of rotation. In this fluid flow it tends to deflect the fluid particle away from the original path. As rotation parameter
increase, the coriolis force become stronger, deflecting the fluid particles more towards the lateral direction. This results
in increase in lateral velocity. The Coriolis force can also oppose the tangential flow, especially near the boundaries. This
can lead to decrease in tangential velocities, particularly in the boundary layer region. The coriolis force can significantly
affect the boundary layer leading to a thicker boundary layer and reduced tangential velocity.
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Figure 10
Variation of temperature distribution with increasing Dufour
number Du.

Figure 11
Variation of temperature distribution with increasing Soret
number Sr.

Figure 12
Variation of Concentration distribution with increasing Du-
four number Du.

Figure 13
Variation of Concentration distribution with increasing
Soret number Sr.

Figures 10 and 12 demonstrate the impact of temperature and concentration as the Dufour number increases. The
Dufour effect illustrates how concentration gradients can impact heat transfer. As the Dufour number increases, the heat
transfer caused by the concentration gradient becomes more significant, resulting in a rise in temperature. On the other
hand, the heightened heat transfer resulting from the Dufour effect causes a reduction in concentration. The heat transfer
plays a crucial role in enhancing the diffusion of species, which in turn leads to a reduction in concentration gradients.

Figures 11 and 13 demonstrate the impact of temperature and concentration as soret number rises. The soret effect
illustrates the effects of temperature gradient on mass transport. As soret number grows, the mass transfer owing to
temperature gradient becomes more substantial, resulting to decrease in temperature. This is because the soret effect
promotes the transmission of heat from the system, cooling it down. Conversely the enhanced mass transfer owing to the
soret effect leads to an increase in concentration. This is because the soret effect pushes the migration of species towards
the colder zone, increasing the concentration gradients.

Table 2 illustrates the influence of M, Pr, m, F, 𝐾2, Du, Sr on the coefficient of skin friction, sherwood number and
nuslet number. From the table we observe that as M, Pr, F, 𝐾2 increase the value of skin friction increases but it shows
opposite effect with the rise in m, Du and Sr.
Also, Nuslet number rises with enlarged values of Pr and m while it shows opposite result with the increasing value of M,
F, 𝐾2, Du, Sr.

Also, it can be seen that Sherwood number rises with enlarged values of M and Du while it shows opposite result
with increasing the value of Pr, m, F, 𝐾2 and Sr.
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Table 2. Variations of − 𝑓 ′′,−𝜃′, −𝜙′ for different parameters.

M Pr m F 𝐾2 Du Sr − 𝑓 ′′ −𝜃′ −𝜙′
1 1.9434 2.0538 1.1698
2 2.0987 2.0188 1.1708
3 2.2478 1.9867 1.1714

1 1.9466 2.1022 1.1466
2 1.9577 2.2856 1.0587
3 1.9651 2.4944 0.9589

1 1.9434 2.0538 1.1698
2 1.8567 2.0746 1.1682
3 1.8239 2.0825 1.1678

1 1.9434 2.0538 1.1698
2 2.1152 2.0430 1.1646
3 2.2754 2.0333 1.1601

1 1.9434 2.0538 1.1698
2 2.0694 2.0404 1.1643
3 2.3809 2.0118 1.1528

0.7 1.8953 1.4157 1.4775
0.8 1.8721 1.0670 1.6446
0.9 1.8492 0.6936 1.8229

0.5 1.9434 2.0538 1.1698
1 1.8591 1.3277 1.1382

1.5 1.8271 1.0849 1.0980

5. CONCLUSION
In this work, the effect of Hall current, Darcy Forchheimer effect on an unsteady MHD mixed convective flow with

rotation in porous medium is investigated. The resulting partial differential equations with boundary condition were
transformed to a set of ordinary differential equation by using similarity transformation. The bvp4c method is used to
obtain the numerical solution. Graphical results were obtained to illustrate the details of flow and their dependence on
some physical parameter.

In conclusion, the magnetic parameter reduces tangential velocity while increasing lateral velocity due to the influence
of the Lorentz force. The Hall parameter has a contrasting effect, enhancing tangential velocity while reducing lateral
velocity. The Darcy-Forchheimer parameter decreases both tangential and lateral velocities, indicating increased resistance
and stabilized flow in the porous medium. The rotation parameter lowers tangential velocity but boosts lateral velocity
due to Coriolis force. Furthermore, an increase in the Dufour number leads to a rise in temperature and a reduction in
concentration, while an increase in the Soret number decreases temperature but raises concentration. Coefficient of skin
friction increases with increasing M, Pr, F, 𝐾2 increase but decreases with increasing m, Du and Sr. With increasing Pr
and m, the value of Nuslet number increases but decreases with increasing M, F, 𝐾2, Du, Sr. Sherwood number increases
with increasing M and Du but decreases with increasing Pr, m, F, 𝐾2 and Sr. These findings highlight the significant
impact of magnetic fields, rotation, and porous medium properties on fluid flow dynamics, temperature, and concentration
distributions.
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ВПЛИВ СТРУМУ ХОЛЛА НА ЗМIШАНИЙ КОНВЕКТИВНИЙ ПОТIК ДАРСI-ФОРХГЕЙМЕРА
ПО ВЕРТИКАЛЬНIЙ ПОВЕРХНI З ОБЕРТАННЯМ У ПОРИСТОМУ СЕРЕДОВИЩI

Сатьябхушан Ройa*, Дiпак Сармаa, Анкур Кумарa,b, Сунмонi Мудоia
𝑎Математичний факультет, Унiверситет Коттон, Гувахатi-781001, Iндiя

𝑏Кафедра математики, Коледж Баосi Банiканта Какатi, Нагаон, Барпета-781311, Iндiя
Аналiз МГД-потоку Дарсi-Форхгеймера був предметом занепокоєння вчених-дослiдникiв та iнженерiв. У цiй роботi розгляда-
ється нестацiонарний гiдродинамiчний змiшаний конвективний потiк нестисливої, в’язкої, електропровiдної рiдини, а також
перенесення тепла та маси у вертикальнiй поверхнi за допомогою струму Холла, обертання та ефекту Дарсi-Форхгеймера.
Шляхом перетворення подiбностi знайдено безрозмiрне нестiйке керуюче рiвняння. Потiм за допомогою методу Matlab Bvp4c
було розв’язано звичайне диференцiальне рiвняння подiбностi. Коли отриманi рiшення та рiшення, отриманi Елгазерi та
Стенфордом, порiвняли з чисельним результатом для кiлькох виняткових обставин, виявилося досить значне збiг. Графiки
використовуються для вiдображення температури, концентрацiї та швидкостi рiдини. Навпаки, тертя шкiри, число Шервуда i
число Нуссельта розраховуються в табличнiй формi.
Ключовi слова: струм Холла; обертання; Дарсi Форххаймер; змiшана конвекцiя; bvp4c
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The flow and heat transfer of a Williamson fluid subjected to a magnetic field are analyzed and investigated through the spectral quasi-
linearization method (SQLM). The equations concerned with momentum and energy are obtained from the Navier-Stokes equations,
accounting for non-Newtonian effects, viscous dissipation, magnetic forces, and the Lorentz force. The electrically conductive fluid’s
interaction with the magnetic field produces the Lorentz force, which strongly modifies flow behaviour by exerting a resistive force
against the fluid’s velocity. The method efficiently linearises the non-linear equations, enabling accurate solutions through the spectral
method. Numerical results highlight the influence of Williamson fluid parameters, magnetic field intensity, and heat sources on velocity
and temperature fields, offering insights into the fluid’s behaviour in industrial applications involving non-Newtonian fluids and magnetic
fields.
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NOMENCLATURE

S Cauchy stress tensor
𝑏 Specific body force vector
𝐶 𝑓 Skin friction coefficient
𝐻 Magnetic field
𝐻𝑎 Hartmann number
𝐾 Pyromagnetic coefficient
𝑘 Thermal conductivity
𝑀 Magnetization
𝑁𝑢 Nusselt number
𝑃𝑟 Prandtl number
𝑄𝑠 Heat source parameter
𝑊𝑒 Weissenberg number
𝑎 Distance of magnetic dipole
𝐶𝑝 Specific heat
𝑇 Temperature
𝑇𝑐 Curie temperature
𝑇𝑤 Temperature at surface

𝑢 velocity component of fluid in 𝑥 direction
𝑣 velocity component of fluid in 𝑦 direction
Greek Symbols
𝛼 Magnetic field strength
𝛽 Ferromagnetic interaction parameter
𝜖 Dimensionless temperature parameter
𝜂 Similarity variable
Λ Thermal relaxiation parameter
𝜆 Dissipation factor,
𝜇 Dynamic viscosity
𝜇0 Magnetic permeability
𝜙 Magnetic scalar potential
𝜌 fluid density
𝜎 Stefan-Boltzmann constant
𝜃 Dimensionless temperature
𝜗 Kinematic viscosity

1. INTRODUCTION
The study of non-Newtonian fluid dynamics over-stretching sheets has become increasingly significant in recent years, owing to its

relevance in numerous industrial and engineering applications, such as plastic films, paper, and glass fibres. The continuous deforming
boundary condition that a stretching sheet produces influences the fluid’s motion and heat transfer properties. Understanding this
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phenomenon is essential to optimising cooling and stretching processes in materials. A constitutive model explaining the connection
between shear stress and shear rate was put forth by Williamson [1] in 1929, and it has subsequently been used to tackle a number
of flow-related issues. The fluid model is better suited to describe complex fluids found in extrusion and spinning processes, as well
as polymeric solutions, because it takes into account a decreasing viscosity with increasing shear rate. Numerous investigations have
focused on the flow of non-Newtonian fluids across stretching sheets, such as Williamson’s fluid [2]-[7]. The analysis of flow and heat
transfer of ferrofluids across a stretched sheet under the influence of a dipole magnet has significant technical and industrial applications.
The unique properties of ferrofluids in a carrier fluid may be controlled by applying external magnetic fields [8, 9, 10]. E.E. Tzirtzilakis
developed a model for analysing mathematically the flow of blood, which is induced by magnetic fields [11]. Magnetic forces are
incorporated into the Navier-Stokes equations and solved through numerical methods. Magnetic fields substantially influence blood
circulation, potentially facilitating targeted magnetic therapy. Daneshvar Garmroodi et al. [12] conducted numerical simulations of free
convection in non-Newtonian ferrofluids in a cavity that is porous and elliptical with a non-uniform magnetic field. The presence of a
magnetic field markedly enhanced the transfer of heat, particularly when the wire was positioned at the centre of the elliptical walls.
Shear-thinning fluids further augmented the average Nusselt number. AbuHamdeh et al. [13] examined the dynamics of magnetic
nanoparticles in the context of a magnetic field within non-Newtonian blood vessels. Their research illustrated the significance of
considering non-Newtonian fluid characteristics to enhance drug delivery precision. Srinu and Sreerama [14] investigated the influence
of thermal slips and velocity on Williamson’s fluid flow across a stretching sheet in the presence of a magnetic field that was inclined
and radiation. Abbas et al. [15] investigated flow and heat transmission of magnetohydrodynamic Williamson nanofluid across a
stretching sheet (non-linear) that was contained in a porous medium. It was found that with a rise in the Williamson fluid parameter,
the concentration profile rises and the velocity declines. It was concluded that rising mass concentration and temperature are caused by
increasing Eckert number 𝐸𝑐. As 𝑄, the heat-generating parameter rises, the temperature profile rises, and a reduction in concentration
is noticed. The results showed that the profiles of both temperature and concentration trended upward with an increase in the magnetic
field parameter 𝑀 , while the velocity field trended downward. Rashid et al. [16] looked at how a generated magnetic force affected
Williamson fluid’s flow within a curved channel. It was noticed that compared to a viscous fluid, for a Williamson fluid, the rise in
pressure is higher, and the generated magnetic field’s magnitude is smaller. Further, the velocity was observed to be small in comparison
with a Newtonian fluid. M.V. Krishna and B.V. Swarnalathamma, in their work [17], studied the flow of a MHD Williamson’s fluid,
which was electrically conducting and heat transfer in the planar symmetrical channel. Obalalu et al. [18] in their work addressed the
Hall effect on the flow of Williamson’s fluid across a channel that was considered inclined and stretching. In addition, their model took
into consideration the impacts of solar radiation, chemical reactions, heat generation or absorption, and activation energy. The graphical
results indicated that the heat sink exhibits a thermal efficiency ranging from 4.4% to 5.0%, which was lower compared to that of the
heat source. The flow of Williamson fluid diminishes in the magnetic field’s presence because of Lorentz force acting opposite to flow
direction, which can be considered an application in wired technology. Kashif et al. [19] examined the transport of mass and heat of a
MHD Williamson’s fluid across a stretched permeable layered plate. The study’s findings demonstrate that augmenting the parameter
for Brownian motion (𝑁𝑏) and Thermophoresis (𝑁𝑡) results in elevated local Nusselt number, signifying enhanced heat transfer rates.

Analyzing the influence of nanofluid properties and magnetic fields can deepen the understanding of heat and mass transport
characteristics. Such insights can potentially enhance the performance of ferrofluid-based devices across diverse applications. Recent
developments have primarily concentrated on creating efficient numerical techniques for resolving complex, nonlinear differential
equations that control fluid flow dynamics [20],[21]. The Spectral Quasi-Linearization Method (SQLM) [22] integrates spectral
methods with the quasilinearization technique to achieve high accuracy in linearisation and solving nonlinear terms. Numerous fluid
flow applications have benefited from the successful application of this technique, such as the study of boundary layer flows in non-
Darcy porous media across sheets that are stretching or shrinking (see, [23]-[27]). Tzirtzilakis and Tanoudis [28] have investigated heat
transfer and flow of biomagnetic fluid in magnetic fields using the Chebyshev pseudospectral method (CPSM). CPSM is more accurate
and efficient than finite difference methods. The study shows that flow characteristics are significantly influenced by the biomagnetic
interaction parameter and that CPSM performs well in this application. Some related literatures are cited in references ([29]-[33]).

The ferrofluid flow and heat transfer of a couple of stress fluids are analysed in the present study. The Spectral Quasi-Linearization
Method (SQLM) is utilised to solve flow-governing equations numerically, incorporating the effects of couple stresses and magnetic
forces. The equations are converted using similarity variables. We systematically examine effects on the profiles of velocity and
temperature of important parameters like the couple stress parameter, ferromagnetic interaction parameter, Prandtl number, heat source
parameter, and Hartmann number. The findings show how these parameters impact the flow and thermal properties of ferrofluids and
offer comprehensive insights into the intricate interactions between them.

2. FLUID MODEL
A problem of fluid flow across a flat, stretchable sheet stretched in x-direction with velocity 𝑢 = 𝑐𝑥 is the primary focus of this

analysis, where c is a stretching constant as shown in Fig.(1). At a distance ′𝑎′ from the centre of sheet, a magnetic dipole is located.
In Fig.(1), the symbols 𝑆 and 𝑁 denote the South and North Poles of the dipole, respectively. Deformation of fluid in 𝑦-direction is a
result of the flow being magnetised and saturated. The equations for an incompressible Williamson fluid flow given as:

∇.𝑉 = 0 (1)

𝜌
𝑑𝑉

𝑑𝑡
= ∇S + 𝜌𝑏 (2)

The following is an expression of the Williamson fluid model’s basic equations:

S = −𝑝𝐼 + 𝜏 (3)

where
𝜏 = 𝜇∞ +

( 𝜇0 − 𝜇∞
1 − Γ ¤𝛾

)
𝐴 (4)
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Figure 1. Illustration of physical problem

𝑝 stands for pressure, 𝐼 for identity vector, 𝜏 for extra stress tensor, 𝜇0 and 𝜇∞ for limiting viscosities at zero and infinite shear rates,
respectively, Γ > 0 for time constant, 𝐴 for first Rivlin-Erickson tensor. Here ¤𝛾 is defined as follows:

¤𝛾 =

√︂
1
2
𝜋 (5)

𝑤ℎ𝑒𝑟𝑒 𝜋 = Trace(𝐴2), 𝐴 = ∇𝑞 + ∇𝑞𝑇𝑟

∇𝑞 =

[
𝜕𝑢
𝜕𝑥

𝜕𝑢
𝜕𝑦
, 𝜕𝑣

𝜕𝑥
𝜕𝑣
𝜕𝑦

]
,

by substituting in (5), we get:

¤𝛾 =

[
2
[( 𝜕𝑢
𝜕𝑥

)2
+

( 𝜕𝑣
𝜕𝑦

)2]
+

( 𝜕𝑢
𝜕𝑦

+ 𝜕𝑣

𝜕𝑥

)2] 1
2 (6)

for 𝜇∞ = 0 and Γ ¤𝛾 < 1 and hence, the extra stress tensor takes the form:

𝜏 =

( 𝜇0
1 − Γ ¤𝛾

)
𝐴 (7)

by using binomial expansion, we get:
𝜏 = 𝜇0

(
1 + Γ ¤𝛾

)
𝐴 (8)

When the boundary layer approximations are applied, the continuity, momentum, and energy equations governing the flow take the
following form:

𝜕𝑢

𝜕𝑥
+ 𝜕𝑣

𝜕𝑦
= 0 (9)

𝜌

[
𝑢
𝜕𝑢

𝜕𝑥
+ 𝑣 𝜕𝑢

𝜕𝑦

]
= 𝜇

(
𝜕2𝑢

𝜕𝑦2

)
+ 2𝜇Γ

𝜕𝑢

𝜕𝑦

𝜕2𝑢

𝜕𝑦2 + 𝜇0𝑀
𝜕𝐻

𝜕𝑥
− 𝜎𝐵2

0𝑢 (10)

(𝜌𝐶𝑝)
[
𝑢
𝜕𝑇

𝜕𝑥
+ 𝑣 𝜕𝑇

𝜕𝑦

]
+ 𝜇0𝑇

𝜕𝑀

𝜕𝑇

[
𝑢
𝜕𝐻

𝜕𝑥
+ 𝑣 𝜕𝐻

𝜕𝑦

]
+ 𝜆

[(
𝑢
𝜕𝑢

𝜕𝑥
+ 𝑣 𝜕𝑢

𝜕𝑦

) 𝜕𝑇
𝜕𝑥

+
(
𝑢
𝜕𝑣

𝜕𝑥
+ 𝑣 𝜕𝑣

𝜕𝑦

) 𝜕𝑇
𝜕𝑦

+ 𝑢2 𝜕
2𝑇

𝜕𝑥2 + 𝑣2 𝜕
2𝑇

𝜕𝑦2 + 2𝑢𝑣
𝜕2𝑇

𝜕𝑥𝜕𝑦

]
= 𝑘

[
𝜕2𝑇

𝜕𝑥2 + 𝜕2𝑇

𝜕𝑦2

]
+𝑄(𝑇𝑐 − 𝑇) + 𝜎𝐵2

0𝑢

(11)

The assumed boundary conditions for resolving the aforementioned equations are as follows:

𝑢(𝑥, 0) = 𝑐𝑥, 𝑣(𝑥, 0) = 0, 𝑇 = 𝑇𝑤 at 𝑦 = 0,
𝑢(𝑥,∞) → 0, 𝑇 (𝑥,∞) → 𝑇𝑐 at 𝑦 → ∞.

(12)
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The potential of magnetic dipole can be found by 𝜙(𝑥, 𝑦) = 𝛼
2𝜋

[
𝑥

𝑥2+(𝑦+𝑎)2

]
. We arrive at the conclusion 𝐻 = [𝐻2

𝑥 +𝐻2
𝑦]

1
2 by employing

a linear correlation between magnetic body force and the gradient of 𝐻. 𝑀 = 𝐾 (𝑇𝑐 − 𝑇) is a linear equation that approximates the
relationship between magnetization 𝑀 and temperature 𝑇 .
The equations considered for transformation are

(𝜉, 𝜂) = (𝑥, 𝑦)√︂
𝜈

𝑐

, 𝑢 = 𝑐𝑥 𝑓 ′ (𝜂), 𝑣 = −
√
𝑐𝜈 𝑓 (𝜂) 𝑎𝑛𝑑 𝜃 (𝜉, 𝜂) = 𝑇𝑐 − 𝑇

𝑇𝑐 − 𝑇𝜔
= 𝜃1 (𝜂) + 𝜉2𝜃2 (𝜂) (13)

𝑢, 𝑣 the components of velocity satisfy the continuity equation (9). By substituting equations (10) and (11) in (13) and equating the
coefficients of 𝜉0, 𝜉 and 𝜉2, the following equations are obtained:

𝑓 ′′′ + 𝑓 𝑓 ′′ − ( 𝑓 ′)2 +𝑊𝑒 𝑓 ′′ 𝑓 ′′′ − 2𝛽𝜃1

(𝜂 + 𝑑)4
− 𝐻𝑎 𝑓 ′ = 0, (14)

𝜃′′1 + 𝑃𝑟 [ 𝑓 𝜃′1 −𝑄𝑠𝜃1] − 𝜆𝛽(𝜖 − 𝜃1)
[

2 𝑓
(𝜂 + 𝑑)3

]
− Λ

(
𝑓 𝑓 ′𝜃′1 + 𝑓 2𝜃′′1

)
+ 2𝜃2 = 0, (15)

𝜃′′2 + 𝑃𝑟 [ 𝑓 𝜃′2 − 2 𝑓 ′𝜃2 −𝑄𝑠𝜃2] + 𝜆𝛽(𝜖 − 𝜃1)
[

2 𝑓 ′

(𝜂 + 𝑑)4
+ 4 𝑓

(𝜂 + 𝑑)5

]
+ 2𝜆𝛽 𝑓 𝜃2

(𝜂 + 𝑑)3

+Λ
(
− 4 𝑓 ′2𝜃2 + 3 𝑓 𝑓 ′𝜃′2 − 𝑓 2𝜃′′2 + 2 𝑓 𝑓 ′′𝜃2

)
− 𝜆𝐻𝑎 𝑓 ′2 = 0.

(16)

The following are the transformed boundary conditions:

𝑓 (0) = 0, 𝑓 ′ (0) = 1, 𝜃1 (0) = 1, 𝜃2 (0) = 0
𝑓 ′ (∞) = 0, 𝜃1 (∞) = 0, 𝜃2 (∞) = 0

(17)

The remaining non-dimensional variables in the aforementioned converted equations are specified as :

Λ =
𝜆𝑐𝜈

𝑘
, 𝛽 =

𝛼𝜇0
2𝜋

𝜌𝐾 (𝑇𝑐 − 𝑇𝑤)
𝜇2 , 𝑃𝑟 =

(𝜌𝐶𝑝)𝜗
𝑘

, 𝑊𝑒 = 2Γ𝑥
√︂
𝑐3

𝜈

𝜆 =
𝜇2𝑐

𝜌𝑘 (𝑇𝑐 − 𝑇𝑤)
, 𝜖 =

𝑇𝑐

𝑇𝑐 − 𝑇𝑤
, 𝐻𝑎 =

𝜎𝐵2
0

𝜌𝑐
, 𝑄𝑠 =

𝑄

𝑐𝜌𝐶𝑝

.

3. SPECTRAL QUASI LINEARIZATION
The spectral quasi-linearization procedure has been applied to obtain the numerical solution of the nonlinear coupled equations

(14) to (16), in accordance with the boundary conditions (17). The quasi-linearization technique is applied to equations (14) to (17),
yielding the following equations:

𝑒1,𝑟 𝑓
′′′
𝑟+1 + 𝑒2,𝑟 𝑓

′′
𝑟+1 + 𝑒3,𝑟 𝑓

′
𝑟+1 + 𝑒4,𝑟 𝑓𝑟+1 + 𝑒5,𝑟 (𝜃1)𝑟+1 = 𝑆1, (18)

𝑒6,𝑟 𝑓
′
𝑟+1 + 𝑒7,𝑟 𝑓𝑟+1 + 𝑒8,𝑟 (𝜃1)′′𝑟+1 + 𝑒9,𝑟 (𝜃1)′𝑟+1 + 𝑒10,𝑟 (𝜃1)𝑟+1 + 𝑒11,𝑟 (𝜃2)𝑟+1 = 𝑆2, (19)

𝑒12,𝑟 𝑓
′′
𝑟+1 + 𝑒13,𝑟 𝑓

′
𝑟+1 + 𝑒14,𝑟 𝑓𝑟+1 + 𝑒15,𝑟 (𝜃1)𝑟+1 + 𝑒16,𝑟 (𝜃2)′′𝑟+1 + 𝑒17,𝑟 (𝜃2)′𝑟+1 + 𝑒18,𝑟 (𝜃2)𝑟+1 = 𝑆3, (20)

The boundary conditions are:
𝑓𝑟+1 = 0, 𝑓 ′𝑟+1 = 1, (𝜃1)𝑟+1 = 1, (𝜃2)𝑟+1 = 0 at 𝜂 = 0,
𝑓 ′𝑟+1 = 0, (𝜃1)𝑟+1 = 0, (𝜃2)𝑟+1 = 0 at 𝜂 → ∞.

(21)

The coefficients are obtained as

𝑒1,𝑟 = 𝑊𝑒 𝑓 ′′𝑟 + 1, 𝑒2,𝑟 = 𝑓𝑟 +𝑊𝑒 𝑓 ′′′𝑟 , 𝑒3,𝑟 = −2 𝑓 ′𝑟 − 𝐻𝑎, 𝑒4,𝑟 = 𝑓 ′′𝑟 , 𝑒5,𝑟 =
−2𝛽

(𝜂 + 𝑑)4
,

𝑒6,𝑟 = −Λ 𝑓𝑟 (𝜃′1)𝑟 , 𝑒7,𝑟 = 𝑃𝑟 (𝜃′1)𝑟 −
2𝜆𝛽𝜖

(𝜂 + 𝑑)3
+ 2𝜆𝛽(𝜃1)𝑟

(𝜂 + 𝑑)3
− Λ 𝑓 ′𝑟 (𝜃′1)𝑟 − 2Λ 𝑓𝑟 (𝜃′′1 )𝑟 ,

𝑒8,𝑟 = 1 − Λ 𝑓 2
𝑟 , 𝑒9,𝑟 = 𝑃𝑟 𝑓𝑟 − Λ 𝑓𝑟 𝑓

′
𝑟 , 𝑒10,𝑟 =

2𝜆𝛽 𝑓𝑟
(𝜂 + 𝑑)3

− 𝑃𝑟𝑄𝑠 , 𝑒11,𝑟 = 2,

𝑒12,𝑟 = 2Λ 𝑓𝑟 (𝜃2)𝑟 , 𝑒13,𝑟 = −2𝑃𝑟 (𝜃2)𝑟 +
2𝜆𝛽𝜖

(𝜂 + 𝑑)4
− 2𝜆𝛽(𝜃1)𝑟

(𝜂 + 𝑑)4
− 8Λ 𝑓 ′𝑟 𝜃2 + 3Λ 𝑓𝑟 (𝜃′2)𝑟 − 2𝜆𝐻𝑎 𝑓 ′,

𝑒14,𝑟 = 𝑃𝑟 (𝜃′2)𝑟 +
2𝜆𝛽(𝜃2)𝑟
(𝜂 + 𝑑)3

+ 4𝜆𝛽𝜖
(𝜂 + 𝑑)5

− 4𝜆𝛽(𝜃1)𝑟
(𝜂 + 𝑑)5

+ 3Λ 𝑓 ′𝑟 (𝜃′2)𝑟 − 2Λ 𝑓𝑟 (𝜃′′2 )𝑟 + 2Λ 𝑓 ′′𝑟 (𝜃2)𝑟 ,

𝑒15,𝑟 =
−2𝜆𝛽 𝑓 ′𝑟
(𝜂 + 𝑑)4

− 4𝜆𝛽 𝑓𝑟
(𝜂 + 𝑑)5

, 𝑒16,𝑟 = 1 − Λ 𝑓 2
𝑟 , 𝑒17,𝑟 = 𝑃𝑟 𝑓𝑟 + 3Λ 𝑓 ′𝑟 𝑓𝑟 ,

𝑒18,𝑟 = −2𝑃𝑟 𝑓 ′𝑟 − 𝑃𝑟𝑄𝑠 +
2𝜆𝛽 𝑓𝑟
(𝜂 + 𝑑)3

− 4Λ( 𝑓 ′𝑟 )2 + 2Λ 𝑓𝑟 𝑓 ′′𝑟 ,
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𝑆1 = 𝑓𝑟 𝑓
′′
𝑟 − 𝑓 ′2𝑟 +𝑊𝑒 𝑓 ′′𝑟 𝑓 ′′′𝑟 , 𝑆2 = −Λ 𝑓 ′𝑟 𝑓𝑟 𝜃′𝑟 − Λ( 𝑓𝑟 )2 (𝜃′′1 )𝑟 + 𝑃𝑟 𝑓𝑟 (𝜃

′
1)𝑟 +

2𝜆𝛽 𝑓𝑟 (𝜃1)𝑟
(𝜂 + 𝑑)3

,

𝑆3 = −𝜆𝐻𝑎(( 𝑓 ′)2)𝑟 − 2𝑃𝑟 𝑓 ′𝑟 (𝜃2)𝑟 + 𝑃𝑟 𝑓𝑟 (𝜃′2)𝑟 +
2𝜆𝛽 𝑓𝑟 (𝜃2)𝑟
(𝜂 + 𝑑)3

− 2𝜆𝛽 𝑓 ′𝑟 (𝜃1)𝑟
(𝜂 + 𝑑)4

− 4𝜆𝛽(𝜃1)𝑟 𝑓𝑟
(𝜂 + 𝑑)5

− 3Λ 𝑓 ′𝑟 𝑓𝑟 (𝜃′2)𝑟

− Λ( 𝑓 2)𝑟 (𝜃′′2 )𝑟 + 2Λ 𝑓 ′′𝑟 𝑓𝑟 (𝜃2)𝑟 − (4( 𝑓 ′)2)𝑟 (𝜃2)𝑟 .

Equations (14)–(17) are solved numerically using the pseudo-spectral Chebyshev collocation method. In this framework, initially, the
semi-infinite range 𝜂 ∈ [0, ∞) is truncated to 𝜂 ∈ [0, 𝐿∞], where 𝐿∞ ∈ Z+. This range [0, 𝐿∞] is transformed into [−1, 1] using the
transformation variable 𝜂 = 𝐿∞ (1 + 𝜁)/2. Using the differential matrix D for Chebyshev polynomials (see, [27]), the derivatives of the
unknown functions 𝑓 (𝜂), 𝜃1 (𝜂), and 𝜃2 (𝜂) are derived at the collocation points of the product matrix vector as follows:

𝜕 𝑝 𝑓𝑟+1
𝜕𝜂𝑝

=

(
2
𝐿

) 𝑝 𝑁∑︁
𝑖=0

𝐷
𝑝

𝑁,𝑖
𝑓𝑟+1 (𝜂𝑖) = D𝑝𝐹,

𝜕 𝑝 (𝜃1)𝑟+1
𝜕𝜂𝑝

=

(
2
𝐿

) 𝑝 𝑁∑︁
𝑖=0

𝐷
𝑝

𝑁,𝑖
(𝜃1)𝑟+1 (𝜂𝑖) = D𝑝Θ1,

𝜕 𝑝 (𝜃2)𝑟+1
𝜕𝜂𝑝

=

(
2
𝐿

) 𝑝 𝑁∑︁
𝑖=0

𝐷
𝑝

𝑁,𝑖
(𝜃2)𝑟+1 (𝜂𝑖) = D𝑝Θ2.

(22)

The Chebyshev differentiation matrix D is scaled by 𝐿∞/2. The matrix D in this instance has a derivative order of 𝑝 and an order of
(𝑁 + 1) × (𝑁 + 1). Using 𝜁 𝑗 = cos (𝜋 𝑗/𝑁), 𝑗 = 1, 2, · · · 𝑁 , where 𝑁 denotes number of collocation points, the Gauss-Lobatto points
are constructed to characterize nodes in [−1, 1]. Substituting Eq. (22) into Eqs. (18)-(21), we obtain

[𝑒1,𝑟D3 + 𝑒2,𝑟D2 + 𝑒3,𝑟D + 𝑒4,𝑟 𝐼] 𝑓𝑟+1 + 𝑒5,𝑟 (𝜃1)𝑟+1 = 𝑆1, (23)

[𝑒6,𝑟D + 𝑒7,𝑟 𝐼] 𝑓𝑟+1 + [𝑒8,𝑟D2 + 𝑒9,𝑟D + 𝑒10,𝑟 𝐼] (𝜃1)𝑟+1 + [𝑒11,𝑟 𝐼] (𝜃2)𝑟+1 = 𝑆2, (24)
[𝑒12,𝑟D2 + 𝑒13,𝑟D + 𝑒14,𝑟 𝐼] 𝑓𝑟+1 + 𝑒15,𝑟 (𝜃1)𝑟+1 + [𝑒16,𝑟D2 + 𝑒17,𝑟D + 𝑒18,𝑟 𝐼] (𝜃2)𝑟+1 = 𝑆3. (25)

Applying spectral method on the boundary conditions gives
𝑁∑︁
𝑘=0

D𝑁,𝑘 𝑓𝑟+1 (𝜁0) = 0, (𝜃1)𝑟+1 (𝜁0) = 0, (𝜃2)𝑟+1 (𝜁0) = 0, 𝑓𝑟+1 (𝜁𝑁 ) = 0,

𝑁∑︁
𝑘=0

D𝑁,𝑘 𝑓𝑟+1 (𝜁𝑁 ) = 1, (𝜃1)𝑟+1 (𝜁𝑁 ) = 1, (𝜃2)𝑟+1 (𝜁𝑁 ) = 0.

The above system of equations expressed in matrix form as:
K11 K12 K13
K21 K22 K23
K31 K32 K33

 ×

𝐹𝑟+1
Θ1𝑟+1
Θ2𝑟+1

 =


𝑆1
𝑆2
𝑆3

 , (26)

The boundary conditions are placed on the separate matrices as follows:

K11 =


D0,0 D0,1 · · · D0,𝑁−1 D0,𝑁

𝐾11
DN−1,0 DN−1,1 · · · DN−1,N−1 DN−1,N

0 0 · · · 0 1


, K12 =



0 0 · · · 0 0

𝐾12

0 0 · · · 0 0
0 0 · · · 0 0


,

K13 =



0 0 · · · 0 0

𝐾13

0 0 · · · 0 0
0 0 · · · 0 0


,K21 =


0 0 · · · 0 0

𝐾21

0 0 · · · 0 0


, K22 =


1 0 · · · 0 0

𝐾22

0 0 · · · 0 1


,

K23 =


0 0 · · · 0 0

𝐾23

0 0 · · · 0 0


, K31 =


0 0 · · · 0 0

𝐾31

0 0 · · · 0 0


, K32 =


0 0 · · · 0 0

𝐾32

0 0 · · · 0 0


,

K33 =


1 0 · · · 0 0

𝐾33

0 0 · · · 0 1


, F𝑟+1 =



𝑓𝑟+1,0

.

.

.

𝑓𝑟+1,𝑁−1
𝑓𝑟+1,𝑁


, 𝚯1𝑟+1 =



𝜃1𝑟+1,0

.

.

.

.

.

.

𝜃1𝑟+1,𝑁


,
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𝚯2𝑟+1 =



𝜃2𝑟+1,0

.

.

.

.

.

.

𝜃2𝑟+1,𝑁


, 𝑆1 =


0

s1
1
0


, 𝑆2 =


0

s2
1

 , 𝑆3 =


0

s3
0

 ,
where

𝐾11 = [diag(𝑒1,𝑟 ) diag(𝑒2,𝑟 ) diag(𝑒3,𝑟 ) diag(𝑒4,𝑟 )] [D3 D2 D 𝐼]𝑇 ,
𝐾12 = diag(𝑒5,𝑟 ), 𝐾13 = 0,

𝐾21 = [diag(𝑒6,𝑟 ) diag(𝑒7,𝑟 )] [D 𝐼]𝑇 ,
𝐾22 = [diag(𝑒8, 𝑟) diag(𝑒9,𝑟 ) diag(𝑒10,𝑟 )] [D3 D2 D 𝐼]𝑇 , 𝐾23 = [diag(𝑒11,𝑟 )] 𝐼,
𝐾31 = [diag(𝑒12,𝑟 ) diag(𝑒13,𝑟 ) diag(𝑒14,𝑟 )] [D2 D 𝐼]𝑇 , 𝐾32 = diag(𝑒15,𝑟 ),
𝐾33 = [diag(𝑒16𝑟 ) diag(𝑒17,𝑟 ) diag(𝑒18,𝑟 )] [D2 D 𝐼]𝑇 ,

where 𝑒 is (N + 1)×(N + 1) diagonal matrix, I, 0 are (N + 1)×(N + 1) unit matrix and zero matrix, respectively.

4. CONVERGENCE ANALYSIS AND RESULTS
The convergence analysis shows that iterative approach convergence to exact solution of the equations (14) and (15), while

considering the boundery conditions (17). The residual error quantifies the proximity of the numerical solution to exact solution. The
residual error of equations (14) and (15) is represented below:

𝑅𝑒𝑠( 𝑓 ) = 𝑓 ′′′ + 𝑓 𝑓 ′′ − ( 𝑓 ′)2 +𝑊𝑒 𝑓 ′′ 𝑓 ′′′ − 2𝛽𝜃1

(𝜂 + 𝑑)4
− 𝐻𝑎 𝑓 ′, (27)

𝑅𝑒𝑠(𝜃1) = 𝜃′′1 + 𝑃𝑟 [ 𝑓 𝜃′1 −𝑄𝑠𝜃1] − 𝜆𝛽(𝜖 − 𝜃1)
[

2 𝑓
(𝜂 + 𝑑)3

]
− Λ

(
𝑓 𝑓 ′𝜃′1 + 𝑓 2𝜃′′1

)
+ 2𝜃2. (28)

∥𝑅𝑒𝑠( 𝑓 )∥∞ and ∥𝑅𝑒𝑠(𝜃1)∥∞ measure the largest absolute value of the error throughout the domain.
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Figure 2. Influence of iterations on ∥𝑅𝑒𝑠( 𝑓 )∥∞ and ∥𝑅𝑒𝑠(𝜃1)∥∞ when 𝑃𝑟 = 1, 𝜆= 0.01,𝑄𝑠=0.5, 𝜖=2, 𝛽 = 1, Λ = 0.5, 𝐻𝑎
= 1 and𝑊𝑒 = 0.01.

The residual error in 𝑓 over 50 iterations for several numbers of collocation points (N = 65, 70, 75) is displayed in Fig. (2)(a). The
figure shows that the best accuracy is achieved in between the collocation points 65 and 75, with residual errors around 10−8. Similarly,
The optimal residuals are achieved around 10−11 for the residual errors in 𝜃1 that is shown in Fig. (2)(b). The accuracy gradually
reduces beyond this range of collocation points. From the above results, the numerical approach achieved the best accuracy between 65
to 75 collocation points and performance after the seventh iteration in 𝑓 and the tenth iteration in 𝜃1.

The resistance that the fluid applies to the surface as a result of shear stresses is measured by 𝐶 𝑓 , the skin friction coefficient defined as:

𝐶 𝑓 =
𝜏𝑤

𝜌𝑈2
𝑠

where 𝜏𝑤 is the wall shear stress at surface (𝑦 = 0):

𝜏𝑤 = 𝜇

(
1 − 1

Γ ¤𝛾 + 1

) (
𝜕𝑢

𝜕𝑦

)
𝑦=0
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A simplified expression for skin friction coefficient is given as:

𝐶 𝑓 𝑅𝑒
1
2
𝑥 = 𝑓 ′′ (0) + 𝑊𝑒

2
𝑓 ′′ (0)2

Table 1. Numerical values of 𝐶 𝑓 𝑅𝑒
1
2
𝑥

𝑊𝑒 𝐶 𝑓 𝑅𝑒
1
2
𝑥

𝛽=0 𝛽=0.1 𝛽=0.2 𝛽=0.3 𝛽=0.4 𝛽 = 1
0 -1.095599662 -1.128912975 -1.162233927 -1.195730434 -1.229308197 -1.432427836

0.001 -1.095382958 -1.128657128 -1.162015567 -1.195459333 -1.228989428 -1.43204273
0.1 -1.073084327 -1.105917857 -1.13882558 -1.171808576 -1.204867949 -1.404893248
0.2 -1.048548562 -1.08079605 -1.113097732 -1.145454265 -1.177866314 -1.373542304
0.3 -1.0213007 -1.052721717 -1.084153148 -1.11559285 -1.147038361 -1.335636773
0.4 -0.990052177 -1.02015071 -1.050134304 -1.079979608 -1.109655784 -1.146034455

The Nusselt number for a Williamson fluid over a stretched sheet quantifies the convective heat transfer at the surface in relation
to the conductive heat transfer inside the fluid. The following is the definition of the local Nusselt number 𝑁𝑢𝑥 at a distance 𝑥 from the
leading edge:

𝑁𝑢𝑥 =
𝑞𝑤𝑥

𝑘 (𝑇𝑤 − 𝑇𝑐)

where 𝑞𝑤 = −𝑘
(
𝜕𝑇
𝜕𝑦

)
𝑦=0

is the wall heat flux.

The local Nusselt number becomes:
𝑁𝑢𝑥 = −𝜃′ (0)

√︁
𝑅𝑒𝑥

Table 2. Numerical values of 𝑁𝑢𝑥𝑅𝑒
−1
2
𝑥

𝑊𝑒 𝑁𝑢𝑥𝑅𝑒
−1
2
𝑥

𝛽=0 𝛽=0.1 𝛽=0.2 𝛽=0.3 𝛽=0.4 𝛽=1
0 1.073455819 1.068598579 1.068738038 1.064270995 1.060645959 1.042842363

0.001 1.074442179 1.071432388 1.068411953 1.065378014 1.062332056 1.043801078
0.1 1.067971776 1.064767511 1.06154568 1.058306182 1.055048916 1.03512635
0.2 1.06075601 1.057305343 1.053827978 1.050323504 1.046791495 1.024995014
0.3 1.052633942 1.048854466 1.045030664 1.041160916 1.037243449 1.012610756
0.4 1.04319135 1.038916915 1.034552705 1.030089571 1.025515841 0.993059527

Tables (1) and (2) display variations in coefficient of Skin friction and heat transfer rate for different values of Γ and 𝛽. Other
parameters are maintained at following values: 𝑑 = 1, 𝜆 = 0.01, 𝜖 = 2, 𝑃𝑟 = 1, Λ = 0.5, 𝐻𝑎 = 0.2, 𝑄𝑠 = 0.5. From Table (1) it can
be noticed that for a fixed 𝛽, the drag coefficient increases with a rise in 𝑊𝑒. The augmentation of the drag coefficient with a rise
in Weissenberg number is attributable to the fluid’s shear-thinning characteristics, and increased energy dissipation within the flow.
Further, it decreases with a rise in 𝛽. This is attributed to the stabilising influence of magnetic field, a decrease in flow instabilities,
laminar flow development, or alterations in the velocity gradient and shear stress adjacent to the wall. Table (2) depicts a decrease in
heat transfer coefficient with a rise in 𝑊𝑒 and 𝛽. Higher values of 𝛽 intensify the effects of magnet in fluid and speed up heat transfer
as a consequence of the interaction between ferromagnetic particles in fluid and magnetic field. Better thermal conductivity and more
effective heat transfer are encouraged by this interaction. The effects of 𝛽, 𝑃𝑟 𝑊𝑒, 𝑄𝑠, Γ on profiles of velocity and temperature are
depicted in (3)-(10). From Figure (3)(a), one can notice that velocity drops from the highest value near the wall where 𝜂=0, towards
the free stream value (where 𝜂 → ∞) with the increment of 𝛽. This signifies that enhanced magnetic effects lead to a more rapid
deceleration of fluid in boundary layer as 𝛽 levels rise. Figure 3(b) illustrates that as 𝛽 is increased, it leads to a more pronounced
temperature differential near the wall, indicating a reduced thickness of the thermal boundary layer. Increased values of 𝛽 facilitate the
transfer of heat to fluid from the surface.

Figure 4(𝑎) clearly illustrates that the velocity diminishes from its maximum near the wall to the free stream value across different
Prandtl numbers 𝑃𝑟 . Fluctuations in the Prandtl number exert negligible influence on the thickness of velocity boundary layer, as they
do not significantly alter the velocity profile. Figure 4(𝑏) illustrates a reduction in temperature profile as Prandtl number (𝑃𝑟) increases.
This suggests that a higher 𝑃𝑟 value results in diminished thermal diffusivity, thereby decreasing the efficiency of heat conduction away
from the wall. Consequently, there is an elevated rate of temperature change and a reduced temperature near the surface. Fig. (5)(a) and
Fig. (5)(b) illustrate the impact of heat source 𝑄𝑠 on profiles of velocity and temperature. Figure 5(𝑎) demonstrates a more significant
velocity gradient near the wall, signifying a reduction in boundary layer thickness as values of 𝑄𝑠 increase. Figure 5(𝑏) shows that
elevated values of (𝑄𝑠) result in a diminished temperature profile near the wall. The observed phenomena can be attributed to the
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Figure 3. Impact of 𝛽 on velocity and temperature.
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Figure 4. Impact of 𝑃𝑟 on velocity and temperature.
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Figure 5. Impact of 𝑄𝑠 on velocity and temperature.
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Figure 6. Impact of𝑊𝑒 on velocity and temperature.
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Figure 7. Impact of Λ on velocity and temperature.
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Figure 8. Impact of 𝐻𝑎 on velocity and temperature.
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Figure 9. Impact of𝑊𝑒 and 𝛽 on transverse velocity − 𝑓 (𝜂).
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Figure 10. Impact of 𝑃𝑟 and Λ on transverse velocity − 𝑓 (𝜂).

increased heat generation in the fluid, which leads to a more uniform distribution of temperature within boundary layer and diminishing
temperature variation near the wall.

Fig. (6)(a)-6(b) are depicted to notice the influence of 𝑊𝑒 on profiles of velocity and temperature. Due to the fluid particle’s
increased relaxation time, the velocity profile decreases as𝑊𝑒 rises. The thickness of thermal boundary layer decreases as𝑊𝑒 increases
which results in an enhancement in the temperature profile.

Fig. (7)(a) and (7)(b) illustrates a rise in velocity and reduction of temperature as Λ increases. The axial velocity is noticed to
increase with a rise Λ due to reduced thermal effects which causes the momentum to increase. With an increase of Λ, a time lag is
introduced in the process of heat conduction, which slows the heat diffusion rate due which the reduction in temperature.

Fig. (8)(a) and (8)(b) depict the influence of 𝐻𝑎 on profiles of velocity and temperature. A rise in Hartmann number increases the
resistive force, leading to reduced flow. The temperature is noticed to increase with a rise in 𝐻𝑎, due to increased viscous dissipation
and slowed convective heat transfer. The graphs in figure (9) and (10) are plotted for the values: 𝜆 = 0.01, 𝜖 = 2, 𝑃𝑟 = 1, 𝐻𝑎 = 0.2, 𝛽=2,
𝑄𝑠 = 0.5,𝑊𝑒=0.01 and Λ= 0.5.

Fig. (9) (a) and (9)(b) illustrate the impact of 𝑊𝑒 and 𝛽 on the transverse velocity. With a rise in both 𝑊𝑒 and 𝛽, the elastic and
magnetic interactions of fluid are enhanced, leading to an increase in transverse velocity. Figures in (10) illustrate the influence of 𝑃𝑟
and Λ on transverse velocity.

The decline in transverse velocity with an elevation of 𝑃𝑟 and Λ results from the synergistic effects of heightened viscous
dissipation, diminished temperature gradients, and alterations in the fluid’s responsiveness to thermal fluctuations.

5. CONCLUSIONS
This article examines the flow and heat transfer characteristics of Williamson fluid over a stretched sheet when a magnetic dipole

is present. Equations governing fluid flow are transformed to non-linear ordinary differential equations using similarity transformations.
These equations are solved numerically through the Spectral Quasi-Linearization Method. A MATLAB program is utilized to generate
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graphical results, facilitating a detailed analysis of the influence of various parameters on the velocity and temperature profiles. The
conclusions that can be drawn are:

• An increase of 𝛽,𝑊𝑒 and 𝐻𝑎 results in a decline of axial velocity and a rise in temperature, and transverse velocity.
• With higher values of the 𝑄𝑠, Prandtl number 𝑃𝑟, and Thermal relaxation parameter Λ, the temperature declines and velocity

rises.
• With an increase in𝑊𝑒, coefficient of skin friction reduces and rate of heat transfer rises, while both decrease with a rise in 𝛽.

Residual errors for velocity and temperature profiles clearly showed rapid convergence, with a significant improvement in accuracy after
the fifth iteration. The optimal accuracy required 40-80 collocation points, after which the accuracy gradually decreased. The residual
error norms for different parameters ranged from 10−5 to 10−11, indicating the numerical scheme’s robustness and efficiency.

The results can be applied to simulate blood flow in the presence of a magnetic field, as blood exhibits non-Newtonian behavior
similar to Williamson fluids under certain conditions. This is crucial for designing medical devices like magnetic resonance imaging
(MRI) systems or improving techniques for controlling blood flow during surgeries.
In industries dealing with non-Newtonian fluids, the results are vital for optimizing processes such as extrusion and stretching of polymer
sheets or films. Understanding heat transfer and fluid flow characteristics ensures better quality control and energy efficiency during
production.
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БIОМАГНIТО-ГIДРОДИНАМIЧНИЙ ПОТIК РIДИНИ ВIЛЬЯМСОНА ТА ТЕПЛОПЕРЕНОС ЧЕРЕЗ ПОВЕРХНЮ,
ЩО РОЗТЯГУЄТЬСЯ: СПЕКТРАЛЬНИЙ КВАЗIЛIНЕАРИЗАЦIЙНИЙ ПIДХIД

Кайравадi Суреш Бабуb, Вангала Сугунаммаa, Вамсi Крiшна Нарлаc
𝑎Унiверситет Шрi Венкатешвара, Тiрупатi, AP, 517502, Iндiя

𝑎Iнженерно-технологiчний iнститут Гокараджу Рангараджу, TG, Iндiя
𝑐GITAM вважається унiверситетом, факультет математики, Хайдарабад, 502329, Iндiя

Потiк i теплопередача рiдини Вiльямсона, пiдданої магнiтному полю, аналiзуються та дослiджуються методом спектральної
квазiлiнеаризацiї (SQLM). Рiвняння, пов’язанi з iмпульсом i енергiєю, отриманi з рiвнянь Нав’є-Стокса з урахуванням ненью-
тонiвських ефектiв, в’язкої дисипацiї, магнiтних сил i сили Лоренца. Взаємодiя електропровiдної рiдини з магнiтним полем
створює силу Лоренца, яка суттєво змiнює поведiнку потоку, застосовуючи силу опору проти швидкостi рiдини. Метод ефе-
ктивно лiнеаризує нелiнiйнi рiвняння, забезпечуючи точнi рiшення за допомогою спектрального методу. Чисельнi результати
пiдкреслюють вплив параметрiв рiдини Вiльямсона, iнтенсивностi магнiтного поля та джерел тепла на поля швидкостi та тем-
ператури, пропонуючи зрозумiти поведiнку рiдини в промислових застосуваннях, що включають неньютонiвськi рiдини та
магнiтнi поля.
Ключовi слова: рiдина Вiльямсона; параметр джерела тепла; магнiтний диполь; сила Лоренца та метод спектральної
квазiлiнеаризацiї
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The MHD boundary layer flow of a micropolar nanofluid across an inclined stretching surface in the presence of a heat source is 
examined in this paper. This study employs permeable inclined surfaces with energy flow as its primary observation with heat radiation 
and the Dufour impact. Additionally, the impact of Joule heating, viscous dissipation and heat source on the porous media are 
considered. This study uses similarity transformations to convert nonlinear partial differential equations that governs the flow 
to ordinary differential equations. The bvp4c computational technique in MATLAB is used to illustrate the numerical findings.  Based 
on the findings we were able to determine that the velocity and angular velocity of the fluid increases with the angle of inclination, the 
temperature profile increases with the increasing values of Eckert number whereas the concentration profile decreases with Eckert 
number. These findings are further illustrated through numerical data presented in table and visual representations in figures. These 
findings will enable engineers and scientists to better control fluid flow, leading to improvements in complex systems that rely on it. 
Keywords: MHD; Micropolar nanofluid; Joule heating; Inclined sheet; Heat source; Porous medium; Radiation 
PACS: 44.25+g; 44.05.+e; 44.30.+v; 44.40.+a 

INTRODUCTION 
The dynamics of fluid flows caused by stretching surfaces have received extensive consideration. It is due of their 

widespread use in designing and industrial processes. The boundary layer flow toward an inclined surface has drawn 
interest from scientists because of its modern and building applications, such as material fabricated by expulsion, paper 
making, hot moving, plastic manufacture, and versatile expulsion. Sakiadis [1] initially studied the boundary layer fluid 
flow of a viscous incompressible fluid on a continuous moving surface. Gupta et al. [2] utilized a similar solution approach 
to explore heat and mass transfer within the boundary layer of a stretched sheet subjected to blowing or suction. The 
investigation of micropolar nanofluid flow across an inclined surfaces has been a subject of significant interest in the field 
of heat transfer and fluid dynamics. Nanofluids, which are a class of engineered fluids containing nanoparticles, have 
shown great potential in enhancing heat transfer capabilities compared to their base fluids. Moreover, the incorporation 
of micropolar effects, which account for the rotational motion of fluid particles, adds an additional layer of complexity to 
the analysis of such flows [3]. 

An inclined surface is a surface which is neither vertical nor horizontal, but has a slope or angle relative to a reference 
plane or surface. An inclined surface's geometry may be characterized using the slope, angle of inclination, and surface 
dimensions. The angle of inclination is the angle formed between an inclined surface and a horizontal plane. 
Deebani et al. [4] investigate the flow of a 2D micropolar fluid across an inclined linear shrinking/stretching surface under 
suction, convection, slip, and thermal radiation impact. Roja et al. [5] explored the two-dimensional steady incompressible 
MHD flow of a micropolar fluid over an inclined permeable surface with natural convection. Suriyakumar et al. [6] 
observed the combined influences of internal heat generation and suction on mixed convection nanofluid flow across an 
inclined surface. Meanwhile, Ziaei Rad et al. [7] derived similarity solutions for nanofluid flow within the boundary layer 
of an inclined surface. Selva Rani et al. [8] conducted an investigation on the convective heat transfer properties of 
nanofluids flowing over an inclined plate, incorporating the influences of thermal radiation and a variable surface 
temperature. Rafique et al. [9, 10] studied about the boundary layer flow of micropolar nanofluid over linearly inclined 
stretching surface under the influence of a magnetic field. Eid et al. [11] conducted a mathematical study on the energy 
transfer dynamics of micropolar magnetic viscous nanofluid flow over an inclined permeable surface, considering the 
effects of Dufour phenomenon and thermal radiation. Waleign et al. [12] developed a mathematical model to investigate 
how various thermal and physical properties influence the behavior of micropolar nanofluid flow near an inclined surface. 

Joule heating occurs due to the interactions between the conductor's atomic structure and the flowing electric current. 
As charged particles collide, some of their kinetic energy converts to heat, causing the conductor's temperature to rise. 
Several studies have explored the impact of Joule heating on fluid dynamics and heat transfer under various situations, 
indicating its major effect on magnetohydrodynamic (MHD) flows. Yadav and Sharma [13] examined the impact of Joule 
heating on magnetohydrodynamic flow induced by an exponentially moving stretching sheet, embedded in porous media. 
Srinivasacharya et al. [14] conducted a study examining the combined impacts of Hall current and Joule heating on the 
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viscous fluid flow passing over an exponentially stretching sheet. Jayanthi et al. [15] studies MHD nanofluid flow via a 
stretched vertical surface as impacted by Joule heating, chemical reaction, viscosity dissipation, thermal radiation, and 
activation energy. Prasad et al. [16] look at the combined effects of Hall current and thermal diffusion on the unsteady 
MHD free convective rotating flow of nanofluids in a porous media. The study examines flow past a moving vertical 
semi-infinite flat plate in the presence of a heat source and a chemical reaction.  

Motivated by the above works, the objectives of this study is to investigate the Joule heating and heat source effects 
on magnetohydrodynamic (MHD) micropolar viscous nanofluid flow past over a permeable inclined surface. This is an 
addition of Joule Heating and Heat source effects to the problem discussed by Eid et al. [11]. The equations that govern 
the flow are transformed using similarity transformations and solved numerically with MATLAB's bvp4c solver. The 
impact of key dimensionless parameters on velocity, angular velocity, temperature, solute concentration, and nanoparticle 
concentration are visualized through graphical representations. 

 
MATHEMATICAL FORMULATION 

A two-dimensional (2-D) boundary layer flow of micropolar nanofluid is studied as it moves over an inclined surface 
that is extending linearly at an angle Ω . The surface and free stream velocities are considered to be ( )wu x bx=  and

( ) 0u x∞ = , respectively, where 'b' is a constant and x is the coordinate along the surface. A transverse magnetic field is 
placed perpendicularly to the flow direction with negligible induced magnetic field effects. The micropolar nanofluid 
contains constantly distributed micropolar finite size particles and nanoparticles, allowing for spinning effects and extra 
space for particles to move before colliding. The analysis includes the impacts of Brownian motion, Dufour, radiation, 
Joule heating, heat source, and thermophoresis. The temperature and nanoparticle fraction at the wall are held constant at 

wT  and wC , while the ambient values for nanofluid mass and temperature fractions (C∞ and T∞) are achieved as the 
distance from the wall (y) approaches infinity, as shown in Figure 1. 

 
Figure 1. Flow geometry of the problem. 

The governing equations of the flow are given as [10, 11]: 
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The boundary conditions are 
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By using the Rosseland [17] approximation for radiation, radiation heat flux is given by 

 
4

*
4
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Tq
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∂

 (7) 

Where σ ∗  denotes the Stefan–Boltzmann constant and *k  represents mean absorption coefficient. Considering that 
the variations in temperature throughout the flow such that the term 4T  may be stated as a linear function of the 
temperature, and expanding 4T  in a Taylor series about T∞  and neglecting the higher order terms that are beyond the 
first degree in ( )T T∞− , then we get 

 4 3 44 3T T T T∞ ∞≅ −   (8) 

Using equations (7) and (8), equation (4) can be written as 
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We introduce the following similarity variable and dimensionless functions: 
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Using the relation u
y
ψ∂=

∂
 and v

x
ψ∂= −

∂
 (where  ψ  is the stream function), we get 

( )u xbf η′=  and ( )v b fυ η= − . 

Using the above transformations the equation of continuity (1) is identically satisfied and other equations (2), (3), 
(5) and (9) reduces to 
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The boundary conditions (6) reduce to 
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Here, to eliminate x-dependence in the local Grashof number ( xGr ), local modified Grashof number ( xGc ), tβ  (thermal 

expansion coefficient) and cβ  (concentration expansion coefficient) are required to be directly proportional to 1x . 
Therefore, assume that [18, 19].  
 1 1

1,t cnx n xβ β= =  (15) 

Where 1n and n  signifies constants. Substituting equation (15) into the quantities xGr  and xGc , consequences 
become 
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The important physical quantities of interest in this problem are the skin friction coefficient (Cf), the Nusselt number 
( xNu ) and the Sherwood number ( xSh ) and defined as 
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The associated expressions for the skin friction coefficient, the reduced Sherwood number, and the reduced Nusselt 
Number are as follows: 

Refx fC C= , ( )0
Re

xShφ′− =   , ( )0
Re

xNuθ ′− =  

where Re wu x
ν

=  represents the Reynolds Number. 

 
RESULTS AND DISCUSSIONS  

The boundary value problem represented by the equations (10) to (13) with the initial boundary conditions given by 
in equation (14) is solved using bvp4c solver by developing suitable codes in MATLAB. Graphs are used to analyze the 
effects of various dimensionless parameters on velocity, angular velocity, temperature, solute concentration profile. In 
order to verify the accuracy of applied numerical method, a comparison of numerical results of present study with previous 
study is presented in table 1, where we have found an excellent agreement. The graphical representation of velocity 
profile, micro-rotation profile, temperature profile, concentration profile for various parameters that appears in the 
equations are depicted in Figure 2 to Figure 11. 

Table 1 is created to verify the appropriateness and efficacy of the bvp4c approach. The results obtained are in good 
agreement with the literature in limiting cases, confirming the method's suitability. 
Table 1. Comparison of findings of the Nusselt number –θ′ (0) at 𝐺𝑐 = 𝐺𝑟 = 𝑀 = 𝐾 = 𝑅 = 𝐷𝑓 = 𝑚 = 𝐾𝑝 = 0,   𝐿𝑒 = 𝑃𝑟 =10 𝑎𝑛𝑑  = 90° 

Nt  Nb  Khan and Pop [20] Rafique et al. [10] Eid et al. [11] Present Study 
0.1 0.1 0.9524 0.9524 0.9524 0.9524 
0.3 0.3 0.1355 0.1355 0.1355 0.1354 
0.5 0.5 0.0179 0.0179 0.0179 0.0177 

Figures 2 to 5 demonstrates how increasing values of magnetic parameter (M) influence the fluid velocity, micro-
rotation or angular velocity, temperature, and concentricity profile. Figure 2 reveals a significant decrease in the fluid's 
velocity as the magnetic variable M is increased. 

  
Figure 2. Velocity profile for different M Figure 3. Micro-rotation profile for different M 
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This phenomenon can be attributed to the Lorentz force, which generates friction and consequently slows down the 
fluid's movement. Figure 3 shows that the micro-rotation of tiny particles within the fluid exhibits a decreasing trend with 
the increasing values of M. 

Figures 4 and 5 shows that temperature θ(η) and concentricity φ(η) increases with higher values of M, as friction 
generates more heat and mass, leading to increased temperature and concentration. 

  

Figure 4. Temperature profile for different M Figure 5. Concentration profile for different M 

Figures 6 and 7 illustrates the impact of the Eckert number (Ec) on the temperature and concentration profiles 
respectively. Figure 6 reveals a significant relationship between the Eckert number (Ec) and temperature. It represents 
that as Eckert number increases, so does the amount of temperature. Physically, rise in Ec increases the fluid friction and 
fluid particles strike more frequently to each other, consequently they generate the heat energy in the medium. Figure 7 
shows that the concentration profile decreases with Eckert number.  

  

Figure 6. Temperature profile for different Ec Figure 7. Concentration profile for different Ec 

Figures 8 and 9 illustrate the impact of the heat source parameter on the temperature and concentration profiles. It is 
observed that as the heat generation parameter increases, the temperature and concentration profiles increases. 

Figures 10 and 11 illustrate the impact of the angle of inclination on the velocity and micro-rotation profiles, which 
depicts that velocity and angular velocity of the fluid increases as the inclination angle increases. This is due to the increase 
of buoyancy effect with the inclination angle. 

    
Figure 8. Temperature profile for different Q Figure 9. Concentration profile for different Q 
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Figure 10. Velocity profile for different Ω Figure 11. Micro-rotation profile for different Ω 

CONCLUSION 
In this study, an analysis has been carried out on the effect of magnetic parameter, heat source, Eckert number and angle 

of inclination on MHD micropolar nanofluid flow past an inclined plate in presence of viscous dissipation, thermal radiation, 
Dufour effect, Joule heating where it is observed that the parameters have significant influence on the velocity, temperature, 
concentration and micro-rotation profile. The resulting ordinary differential equations are solved numerically using the bvp4c 
method. To ensure the accuracy of the computational results obtained in this study, they are compared with findings from 
previous research. Additionally, the results of the current analysis are presented in a visual format through various graphs, 
facilitating a clear understanding of the outcomes. Following are some conclusions drawn from the above analysis. 

• The velocity and angular velocity of the fluid increases with the angle of inclination. 
• The temperature profile increases with the increasing of Eckert number whereas the concentration profile decreases 

as the Eckert number increases. 
• The fluid velocity deceases with the Magnetic Parameter M, whereas micro-rotation, temperature and Nanoparticle 

concentricity increases with M. 

Future scope: Micropolar nanofluids have several uses, including electronic chips, thermal energy retention, polymeric 
polymers, semiconductor wafers, industrial, and biomedical industries. As a result, in the future, the current analysis will be 
expanded to include the effects of variable thermal conductivity and viscosity in presence of non-uniform heat source and sink. 

Nomenclature 
 

,u v   Velocity components along x and y direction 
μ       Coefficient of dynamic viscosity 
κ       Coefficient of Vortex viscosity. 
ρ       Free stream density  
υ       Coefficient of kinematic viscosity 
N      Angular velocity or micro-rotation 
γ       Viscosity of spin gradient. 
 b       Constant.     

MD    Chemical molecular diffusivity  

BD     Brownian diffusion coefficient, 
g       Acceleration due to gravity. 

tβ       Thermal expansion coefficient 

cβ      Concentration expansion coefficient 

wf       Suction (injection) 
σ ∗      Stefan–Boltzmann constant  

*k       Mean absorption coefficient 
PC      Specific heat at constant pressure 

wu      Surface velocity 
C       Concentricity 

wC     Species concentration at the surface 
C∞     Fluid concentration outlying the surface 
T      Temperature  

wT     Wall temperature 
T∞     Ambient temperature 
Pr    Prandtl Number. 
Ec    Eckert Number. 
K     Material parameter. 
Le      Lewis number 
ψ      Stream function 
θ       Dimensionless temperature 
φ       Dimensionless concentration  

fC    The local skin friction coefficient. 
Nu    Nusselt number. 

hS      Sherwood number.  

tN     Thermophoresis parameter  

bN      Brownian motion parameter 
Gr      Local Grashof number 
Gc      Local modified Grashof number 
Ω      Angle of inclination 

pK     Porosity parameter 
R       Radiation parameter 
Q       Heat Source parameter 
Df     Dufour Number. 
M      Magnetic parameter. 
τw       Wall shear stress 
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ЧИСЕЛЬНЕ ДОСЛІДЖЕННЯ ВПЛИВУ ДЖОУЛЕВОГО НАГРІВУ НА МІКРОПОЛЯРНИЙ ПОТІК НАНОРІДИНИ 

ПО НАХИЛІЙ ПОВЕРХНІ ЗА НАЯВНОСТІ ДЖЕРЕЛА ТЕПЛА 
Кешаб Борахa, Джадав Кончb, Шьяманта Чакрабортіc, Абхіджит Кончb, Салма Ахтарa 

aДепартамент математики, Університет Гаухаті, Гувахаті-781014, Ассам, Індія 
bДепартамент математики, коледж Демаджі, Демаджі-787057, Ассам, Індія 

c UGC- MMTTC, Університет Гаухаті, Гувахаті-781014, Ассам, Індія 
У цій статті досліджено МГД потік мікрополярної нанофлюїду в пограничному шарі через похилу розтягнуту поверхню за наявності 
джерела тепла. У цьому дослідженні в якості основного спостереження використовуються проникні похилі поверхні з потоком 
енергії з тепловим випромінюванням і впливом Дюфура. Крім того, розглядається вплив джоулева нагрівання, в'язкої диссипації та 
джерела тепла на пористі середовища. Це дослідження використовує перетворення подібності для перетворення нелінійних 
диференціальних рівнянь у частинних похідних, які керують потоком, у звичайні диференціальні рівняння. Для ілюстрації 
чисельних результатів використовується обчислювальна техніка bvp4c у MATLAB. На підставі отриманих даних ми змогли 
визначити, що швидкість і кутова швидкість рідини зростає зі збільшенням кута нахилу, температурний профіль зростає зі 
збільшенням числа Еккерта, тоді як профіль концентрації зменшується зі збільшенням числа Еккерта. Ці висновки додатково 
ілюструються числовими даними, представленими в таблиці, і візуальними представленнями на малюнках. Ці відкриття дозволять 
інженерам і вченим краще контролювати потік рідини, що призведе до вдосконалення складних систем, які покладаються на нього. 
Ключові слова: МГД; мікрополярний нанофлюїд; Джоулеве нагрівання; похилий лист; джерело тепла; пористе середовище; 
випромінювання 
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This study focuses on the simulation and optimization of an InGaP/GaAs dual-junction solar cells using Silvaco Atlas software, with 
a special emphasis on the incorporation of a hetero tunnel junction. The hetero-tunnel junction plays a pivotal role in enabling 
efficient charge carrier transport between the sub-cells, significantly improving the overall cell efficiency. Additionally, a new back-
surface field (BSF) layer was integrated into the GaAs bottom sub-cell to further enhance performance. Various material 
combinations for the hetero-tunnel junction such as GaInP/GaAs, AlGaInP/GaInP, and AlGaInP/GaAs were systematically tested to 
assess their influence on device efficiency. The optimized structure demonstrated a short-circuit current density of 1.780 mA/cm², an 
open-circuit voltage of 2.310 V, a fill factor of 86.501%, and a conversion efficiency of 35.57% under AM1.5G illumination at 
300 K. Recombination losses were minimized by the BSF layer optimization in the top and bottom cell, particularly with AlGaInP, 
leading to improved charge collection. Elevated temperatures were found to reduce both the open-circuit voltage and efficiency, 
highlighting the necessity of thermal management. These optimizations represent significant improvements over prior designs. 
Keywords: InGaP/GaAs DJSCs; Solar cell; BSF; Silvaco-Atlas; Optimization 
PACS: 02.60.Cb, 02.60.Pn, 82.47.Jk, 84.60.Jt, 42.79.Ek, 89.30.Cc 

INTRODUCTION 
Solar cell technology remains one of the most effective methods for harnessing the sun's vast, renewable, and 

clean energy potential [1]. Photovoltaic conversion is the process by which electromagnetic energy is transformed 
directly into continuous electrical energy. This is achieved by converting photons from sunlight into electricity. This 
process is achieved through solar cells (photovoltaic cells) that incorporate optimized optoelectronic devices with 
reliable models. Solar radiation is the most abundant source of electromagnetic energy [2]. The solar photovoltaic 
research field is rapidly evolving, with continuous efforts aimed at reducing costs and enhancing efficiency. A notable 
approach to improving efficiency is spectrum splitting, which broadens the range of light absorbed across the solar 
spectrum [3]. Dual-junction solar cells (DJSCs), a leading innovation in photovoltaic (PV) technology, offer much 
higher conversion efficiencies than single-junction cells. This improvement is achieved through their two-layer 
structure, where each layer is optimized to absorb different parts of the solar spectrum. The top cell, with a higher 
bandgap, captures high-energy photons, while the bottom cell, with a lower bandgap, absorbs the lower-energy photons 
that pass through [4–6]. This complementary absorption of a wider range of sunlight boosts overall energy conversion 
efficiency. DJSCs, which incorporate this technique in a tandem structure, typically utilize III-V semiconductor 
materials like InGaP, GaAs, and Ge. These materials have different bandgaps, allowing for more efficient absorption 
across the solar spectrum [7]. 

In 2017, a study reported a 25.43% efficiency for an InGaP/GaAs hetero-junction solar cell by examining the 
influence of the window layer on performance at 300 K. The following year, another study achieved 34.44% efficiency 
by integrating a BSF and a TJ in an InGaP/GaAs structure [8]. The following year, another study achieved 34.44% 
efficiency by integrating a BSF and a TJ in an InGaP/GaAs structure [9]. Furthermore, Bin Zhao et al. introduced a thin 
layer into the structure of InGaP/GaAs DJSCs, improving the stability and performance of the cell’s operational 
dynamics [10]. Tomah Sogabe et al. analyzed the impact of fluctuations in the intermediate band of InAs/GaAs solar 
cells, optimizing the efficiency and stability of these organometallic cells [11]. More recently, in 2023, optimization of 
an InGaP/GaAs DJSCs with dual tunnel junctions (TJs) and enhanced BSF layers resulted in an efficiency 
of 35.15% [12].  

This paper aims to improve the efficiency of GaInP/GaAs DJSCs and identify the optimal output parameters of the 
structure. To achieve this, a DJSC comprising two sub-cells was simulated using Silvaco-Atlas software under standard 
AM1.5G illumination, with an incident power density of 100 mW/cm² and an ambient temperature of 300 K. First, 
numerical simulations were conducted to optimize the thickness of the new BSF layer in the bottom cell, aiming for 
favorable current matching between the upper and lower cells, which is essential for maximizing DJSC efficiency. 
Additionally, the material composition of the TJ was varied to explore potential improvements in conversion efficiency. 
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Finally, the BSF layer in the upper cell was optimized, and the impact of temperature on the cell's performance 
parameters was investigated. 
 

PARAMETERS FOR SIMULATION MODEL 
Physical Models 

The Physical modeling and simulation are critical for understanding device behavior and predicting performance, 
particularly in semiconductor devices like solar cells. Their main advantages cost-effectiveness, easy accessibility, and 
rapid implementation make them indispensable for optimizing and improving device designs. Among the available 
tools, Silvaco-Atlas is widely recognized as one of the most prominent simulation programs for solar cell 
modeling [13]. In this study, the physical models are divided into five core categories: mobility, recombination, carrier 
statistics, collision ionization, and tunneling. These models were carefully selected to match the material properties of 
the solar cell, ensuring accurate application throughout the device structure. Key parameters such as Shockley-Read-
Hall (SRH) recombination and Band Gap Narrowing (BGN) are incorporated to capture critical mechanisms, including 
carrier recombination and the influence of heavy doping on the band structure. Operating temperature plays a 
significant role in device performance, primarily by affecting recombination dynamics. The SRH recombination model 
is particularly valued for its ability to replicate experimental results accurately, making it a standard approach in 
numerical simulations of solar cells. [8–10]. 

For the precise simulation of InGaP/GaAs DJSCs, especially in hetero tunnel junctions, specialized tunneling 
models are necessary. In this study, the BBT.NONLOCAL model is employed to account for non-local band-to-band 
tunneling, while the BBT model handles direct band-to-band transitions in regions with high electric fields. To ensure 
convergence during simulations, particularly when non-local coupling is present, the BBT.NLDERIVS model is 
recommended. The combination of these models enhances the accuracy and stability of the simulation results [11,12]. 

Key performance parameters critical to solar cell operation are derived from the I-V characteristics, represented by 
the I-V curve. The total current (I) in a solar cell consists of the sum of dark current and photocurrent (Iph). This 
relationship is mathematically described by the Shockley equation [18]: 

 0 exp( ) 1ph
qVI I I
akT

 = − − 
 

 (1) 

I is the net current flowing through the solar cell, V is the applied voltage, I0 represents the saturation reverse current, a 
is the ideality factor, q denotes the electron charge, k is Boltzmann's constant, T is the absolute temperature. 
The ISC is defined as the current through the solar cell when V=0: 

 sc phI I=  (2) 

Key performance metrics, including the Jsc, Voc, and FF, can be calculated using the following equations: 
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Here Pmax is the maximum power output of the solar cell. 
The efficiency (η) of the solar cell is intrinsically linked to these parameters and is expressed as follows: 
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Additionally, the recombination rates within the solar cell are modeled using the SRH mechanism, represented by the 
equation: 
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Where ni is the intrinsic carrier density, vth is the thermal velocity, σn and σp are the electron and hole capture cross 
sections, Ei and Et represent the intrinsic Fermi energy level and trap energy level. 

 
SIMULATED STRUCTURE 

The structure of the simulated InGaP/GaAs DJSCs is illustrated in Figure 1, showcasing its intricate design aimed 
at optimizing both light absorption and charge carrier transport. This dual junction solar cell consists of a upper InGaP 
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cell and a lower GaAs cell, connected via a Hetero TJ (AlGaInP/GaAs). Each component is carefully engineered to 
maximize device performance. 

The top InGaP cell features a p+/n+ junction, with a P+ InGaP emitter and an n+ InGaP base. With an energy Eg 
of 1.9 eV, this layer is optimized for capturing high-energy photons. To reduce surface recombination, a P+ AlInGaP 
window layer is positioned at the front of the top cell, enhancing overall efficiency. A BSF layer of n+ AlInGaP at the 
rear of the top cell further mitigates recombination by reflecting charge carriers. 

The hetero tunnel junction that links the top and bottom cells is essential for seamless charge transport between 
them. This junction comprises an n+ AlInGaP layer and a p+ GaAs layer. These heavily doped layers facilitate efficient 
carrier tunneling with minimal resistance, ensuring strong electrical connectivity. 

The bottom GaAs cell, with a p-n junction, has a lower energy Eg = 1.42 eV, targeting the absorption of lower-
energy photons transmitted by the top cell. Its P+ GaAs emitter and n+ GaAs base are optimized for enhanced photon 
absorption. A P+ InGaP window layer further reduces surface recombination at the front, while two BSF layers (BSF1 
and BSF2) of n+ AlInGaP ensure charge carrier reflection, minimizing recombination losses at the rear. 

The entire cell architecture rests on an n+ GaAs substrate [19,20], which provides mechanical stability and 
enhanced electrical conductivity. A gold (Au) contact is employed at the cathode to facilitate efficient charge collection 
and conduction. 

This meticulously engineered dual-junction configuration, leveraging the higher band-gap of InGaP and the lower 
band-gap of GaAs, enables efficient utilization of the solar spectrum. The design minimizes recombination losses and 
promotes effective charge transport, contributing to improved overall conversion efficiency. Additionally, the optical 
properties of the materials were sourced from the comprehensive SOPRA database available within the Silvaco-Atlas 
library [21]. All input parameters used in the simulations are presented in Table 1. 
 

  
Figure 1. Schematic structure of InGaP/GaAs DJSCs. 

Table 1. Summarizes the physical parameters of each material used in this simulation [22–24]. 

Layer properties AlGaInP GaInP GaAs AlGaAs 
Eg (eV) 2.3 1.9 1.42 1.8 
α (Ǻ) 5.56 5.56 5.56 5.64 
es/eo 11.7 11.6 11.0 11.0 
χ (eV ) 4.2 4.16 4.07 4.1 
Nc (cm-3) 1.2×1020 1.30×1020 4.7×1017 4.35×1017 
Nv (cm-3) 1.28×1019 1.28×1019 7.0×1018 8.16×1018 
MUN(cm²/Vs) 2150 1945 8800 2000 
MUP(cm²/Vs) 141 141 400 138 
τn(s) 1.00×10-9 1.00×10-9 1.00×10-9 1.00×10-9 
τp (s) 1.00×10-9 1.00×10-9 2.00×0-8 2.00×10-8 
ni (per cc) 1 7.43×104 2.12×106 1 

 
RESULTS AND DISCUSSION 

The InGaP/GaAs DJSCs was simulated using the parameters outlined in Table 1, resulting in the J-V 
characteristics shown in Figure 2. This figure presents the I-V curves for the DJSCs, which features a GaAs/GaAs TJ. 
The individual I-V curves for the InGaP upper cell and GaAs lower cell are also depicted for comparison. 



144
EEJP. 1 (2025) Ikram Zidani, et al.

Under AM1.5G illumination, the design achieves a Jsc of 1.65×10−10, Voc of 2.31 V, FF of 86.29%, and η of 32.83%. 
The tandem structure demonstrates efficient current matching between the sub-cells, with the I-V curves reflecting the 
performance of each junction within the stack. 

Figure 2. I-V Characteristics of InGaP/GaAs DJSCs 
 

OPTIMIZATION OF THE NEW BSF LAYER IN THE GaAs BOTTOM CELL 
The introduction of the quaternary compound AlInGaP as a BSF in the n-p GaAs bottom cell significantly 

influences the solar cell's performance metrics, as illustrated in Figure 3. The variation in BSF thickness from 0.01 µm 
to 0.04 µm reveals distinct trends across key parameters such as Jsc, Voc, FF, and η. 
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Figure 3. Impact of varying the thickness of the new bottom BSF layer on the η, FF, JSC, and VOC of the InGaP/GaAs DJSCs. 

Jsc shows a sharp increase as the new bottom BSF thickness rises from 0.01 µm to 0.02 µm, reaching a stable 
maximum value of 16.436 mA/cm² beyond this point. Similarly, the Voc also increases with BSF thickness, stabilizing 
at 2.312 V for thicknesses greater than 0.02 µm. 

The FF improves steadily as the new bottom BSF thickness increases from 0.01 µm, peaking at 87.46% at 0.03 
µm. However, further increasing the new bottom BSF thickness results in a slight decline in FF, indicating that an 
overly thick BSF may hinder optimal carrier transport. 
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The overall efficiency follows a similar pattern, reaching its maximum value of 33.224% at a BSF thickness of 
0.03 µm. Beyond this thickness, the efficiency begins to plateau, suggesting that 0.03 µm represents the optimal BSF 
thickness for this design. At this point, recombination losses are minimized, and photo-generated carrier transport is 
maximized, leading to the highest observed efficiency [7,12]. 

In conclusion, the optimal new bottom BSF thickness for this InGaP/GaAs DJSCs is identified at 0.03 µm, where 
the balance between reduced recombination losses and efficient carrier transport is achieved, as evidenced by the peak 
in both fill factor and overall efficiency. This highlights the critical role of BSF thickness in fine-tuning device 
performance for maximum output.  
 

INFLUENCE OF HETERO-TJ MATERIALS ON InGaP/GaAs DJSCs PERFORMANCE 
We further examined the impact of different hetero TJ materials by testing combinations of GaAs, AlGaAs, 

GaInP, and AlGaInP for the InGaP/GaAs DJSCs. The tunnel region facilitates the recombination of electrons and holes 
between the upper and lower cells, allowing current to flow in the DJSCs [20]. Figures 4 and 5 illustrate the I-V 
characteristics and conversion efficiency for various hetero TJ materials. 

Among the combinations, the AlGaInP/GaAs hetero TJ exhibited the highest efficiency, reaching 34.31%, 
accompanied by a Jsc of 1.75 mA/cm² (as seen in Figure 5), a Voc of 2.36 V, and an FF of 87.19%. This makes 
AlGaInP/GaAs the optimal material combination in this study. The superior performance is attributed to the wider 
band-gap of AlGaInP, which reduces optical absorption compared to other materials, allowing lighter to reach the 
underlying layers. However, this higher band-gap increases the potential barrier, which slightly reduces the tunneling 
current in the diode. 
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Figure 4. I-V Characteristics of InGaP/GaAs DJSCs with 

Different Tunnel Junctions 
Figure 5. Impact of TJ Material on the Conversion Efficiency of 

InGaP/GaAs DJSCs 

Similar trends were observed for AlGaAs/GaAs, GaInP/GaAs, AlGaInP/AlGaAs, and AlGaInP/GaInP 
combinations, though with comparatively lower efficiencies. Both the Jsc and η improved with the use of AlGaInP as 
the anode material in the hetero-tunnel junction, instead of GaAs. These results suggest that optimizing the hetero 
tunnel junction with AlGaInP can significantly enhance the efficiency of InGaP/GaAs DJSCs, primarily due to its 
favorable optical and electrical properties [25,26]. 

 
1.1. OPTIMIZATION OF BSF THICKNESS IN THE TOP SOLAR CELL 

In this analysis, we systematically varied the thickness of the BSF layer in the upper cell while keeping all other 
parameters constant to assess its effect on the performance of the double-junction solar cell. As shown in Figure 6, the 
Jsc increases proportionally with efficiency as the thickness of the BSF layer grows. Notably, varying the BSF thickness 
from 0.01 to 0.05 μm has a significant impact on the overall efficiency of the cell. 

The Jsc rises logarithmically from 16.61 to 17.805 mA/cm² as the thickness increases from 0.01 to 0.05 μm 
(Figure 6a). This indicates that the thicker BSF layer enhances carrier collection by minimizing recombination at the 
rear contact. Figure 6b shows that Voc remains stable, holding at approximately 2.310 V across the range of BSF 
thicknesses. However, FF (Figure 6c) decreases slightly, reaching 86.5% at the thickest BSF layer. This reduction in FF 
is likely due to the increased series resistance associated with a thicker BSF layer, which can impede charge extraction. 

Figure 6d illustrates that the overall η improves significantly as the BSF thickness increases. The efficiency rises 
from 33.53% to 35.57% as the thickness is varied from 0.01 to 0.05 μm, reflecting a logarithmic increase in 
performance. This enhancement can be attributed to better photo-generated carrier transport and reduced recombination, 
leading to higher current density and improved efficiency. 

These findings underscore the importance of optimizing the BSF layer thickness to achieve higher efficiency in 
DJSCs, with the optimal thickness identified as 0.05 μm in this study. The results are consistent with those reported in 
previous studies [27,28], further validating the positive impact of a thicker BSF on cell performance. 
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Figure 6. Effect of different BSF thickness of the upper cell on the η, FF, JSC, and VOC of the InGaP/GaAs DJSCs 

Figure 7 illustrates the photo-generation rate for the proposed solar cell model, with values varying between 0 and 
22.4 cm⁻³s⁻¹. As seen in the figure, the highest photogeneration rates occur primarily in the upper layers of the solar 
cell, particularly in the InAlGaP and InGaP regions. 

 
Figure 7. The photo-generation rate across various InGaP/GaAs DJSCs layers. 

This is expected, as the majority of photon energy is absorbed near the surface before penetrating into the deeper 
layers of the device. The InAlGaP layer, in particular, demonstrates a superior photogeneration rate due to its higher 
absorption coefficient (α) compared to GaAs and InGaP. The increased absorption in this material allows for more 
efficient generation of electron-hole pairs, contributing significantly to the overall device performance. The highest 
photogeneration rates, exceeding 20 cm⁻³s⁻¹, are concentrated in the InAlGaP layer, highlighting its critical role in 
enhancing the cell's optical and electrical performance. 

Deeper into the cell, within the GaAs region, the photogeneration rate diminishes as most of the photon energy has 
already been absorbed in the upper layers. This trend underscores the importance of optimizing the thickness and 
material composition of the upper layers to maximize light absorption and improve the overall efficiency of the solar 
cell. These findings align with previous studies that emphasize the importance of material choice in achieving higher 
conversion efficiencies [20,29]. 
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IMPACT OF TEMPERATURE FLUCTUATIONS  
The temperature sensitivity of solar cells is a well-documented phenomenon, typical of semiconductor devices. As 

temperature increases, the band gap of the semiconductor decreases, which adversely affects the overall performance of 
the cell. This reduction in band gap is caused by the increased thermal energy within the material . As the temperature 
rises, less energy is required to break atomic bonds, thereby reducing the bond energy and, subsequently, the band gap. 
Consequently, higher temperatures result in a narrower energy gap in the solar cell. It is well-established that increasing 
the operating temperature of a solar cell leads to a reduction in both its efficiency and output power [30–32]. 

Figure 8(a) shows the variation in Jsc over a T  range of 300 K to 400 K. While Jsc begins at 17.805 mA/cm² at 
300 K, it gradually decreases to 17.760 mA/cm² at 400 K. This small reduction in Jsc indicates that it is relatively stable 
over this temperature range, suggesting that the InGaP/GaAs tandem cell's Jsc is less sensitive to temperature compared 
to other parameters. 
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Figure 8. Impact of temperature on the  InGaP/GaAs DJSCs performance. 

Figure 8(b) highlights the significant impact of temperature on Voc. As the temperature increases from 300 K to 
400 K, Voc steadily declines from 2.310 V to 1.908 V, indicating a strong temperature sensitivity. This reduction in 
Voc, governed by Eq. (3), is the primary factor behind the overall decline in performance parameters. The efficiency 
decreases markedly at higher temperatures due to this drop in  Voc, which can be attributed to the temperature-induced 
narrowing of the band gap. As the band gap shrinks, the maximum achievable voltage of the cell is reduced, directly 
affecting its performance. 

The FF, as shown in Figure 8(c), also decreases as the temperature increases. FF declines from 86.501% at 300 K 
to 79.970% at 400 K. This decline reflects a reduced ability of the solar cell to deliver its maximum power as the 
temperature rises, likely due to increased recombination losses [32,33]. 

Most critically, Figure 8(d) shows a linear decrease in the η of the solar cell. Efficiency falls from 35.57% at 
300 K to 26.253% at 400 K. This significant reduction in efficiency, more than 10 percentage points, highlights the 
detrimental effect of elevated temperatures on the performance of the solar cell. The efficiency decline is primarily due 
to increased recombination losses, and reduced Voc at higher temperatures. 

In summary, the data presented clearly demonstrate the negative impact of rising temperature on the performance 
of the InGaP/GaAs DJSCs. As temperature increases from 300 K to 400 K, all key performance metrics Jsc, Voc, FF, 
and η Experience declines. Notably, the efficiency of the cell peaks at 35.57% at 300 K, corresponding to optimal 
performance at lower temperatures. This highlights the importance of temperature management in maintaining the 
efficiency and longevity of solar cells in practical applications. 

 
OPTIMIZED InGaP/GaAs DJSCs 

The output parameters of the optimized InGaP/GaAs DJSCs are presented in Table 2, offering a comparative 
analysis of experimental and theoretical values from various studies. Notably, the tandem cell developed in this work 
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demonstrates strong performance across key metrics, positioning it competitively within the field. The Jsc of the DJSCs 
in this study is 1.7805 mA/cm², which exceeds both the theoretical values reported in [8,9], and [12], as well as the 
experimental value of 1.61 mA/cm² from [20]. This higher Jsc indicates an improvement in current collection, likely 
due to the optimization of the tandem structure, which enhances light absorption and carrier generation. 

The η of the tandem cell, at 35.57%, represents a significant improvement over both the experimental result of 
32.19% from [20] and the theoretical values from [8,9]. This substantial increase in efficiency highlights the 
effectiveness of the optimized hetero-tunnel junction design (n-AlInGaP/p-GaAs) used in this work, which minimizes 
recombination losses and maximizes power output. 
Table. 2 Comparative analysis of performance parameters for optimized InGaP/GaAs DJSC structure compared to other designs. 

 Jsc (mA/cm²) Voc (V) FF (%) ɳ (%) 
InGaP/GaAs DJSCs (Theoretical) [8] 1.519 2.53 91.32 25.43 
InGaP/GaAs DJSCs (Experimental)[20] 1.61 2.39 87.52 32.19 
InGaP/GaAs DJSCs (Theoretical) [9] 1.449 2.62 90.68 34.44 
InGaP/GaAs DJSCs (Theoretical) [12] 1.613 2.45 88.80 35.15% 
Our Simulation  1.780 2.310 86.501 35.57 

The I-V characteristics for the GaInP/GaAs DJSCs, displayed in Figure 9, compare the performance of the 
fundamental design with the improved version. The improved cell shows a clear enhancement in both current and 
voltage stability across the operating range. This improved performance suggests more efficient charge carrier 
collection and superior voltage retention, leading to higher overall power output. 

In conclusion, the optimization strategies applied in this work, particularly the design of the hetero-tunnel junction, 
have resulted in a significant boost in both Jsc and η, demonstrating that this tandem solar cell outperforms previous 
designs and represents a notable advancement in the field of high-efficiency DJSCs. 
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Figure 9. I-V Characteristic of InGaP/GaAs DJSCs. 

 
CONCLUSIONS 

This study utilized advanced numerical simulations via Silvaco Atlas to assess and optimize the performance of 
an InGaP/GaAs dual-junction solar cells. A new BSF layer was incorporated into the bottom cell, and various hetero-
tunnel junction materials were systematically evaluated. The results indicated that the optimal performance was 
achieved with a new bottom BSF layer of 0.03 μm, composed of InAlGaP, resulting in an efficiency of 33.224%. 
Among the hetero-tunnel junction materials tested, the InAlGaP/GaAs combination demonstrated superior efficiency 
and overall performance enhancements. Furthermore, optimizing a BSF layer with a thickness of 0.05 μm to the 
upper cell significantly increased the overall efficiency to 35.57%. The optimized dual-junction structure achieved 
Jsc of 1.780 mA/cm², Voc of 2.310 V, FF of 86.501%, and η of 35.57% at 300 K. These results highlight the 
effectiveness of simulation-driven approaches in optimizing multi-junction solar cell designs, offering a cost-
effective method to reduce prototyping efforts by focusing experimental validation on a refined set of high-
performance configurations. 
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ПІДВИЩЕННЯ ПРОДУКТИВНОСТІ СОНЯЧНИХ ЕЛЕМЕНТІВ З ПОДВІЙНИМ ПЕРЕХОДОМ InGaP/GaAs 

ЧЕРЕЗ ОПТИМІЗАЦІЮ ШАРУ BSF ТА ГЕТЕРОТУНЕЛЬНИЙ ПЕРЕХІД 
Ікрам Зіданіa, Зуауї Бенсаадa, Лумафак Хафайфаb,c, Хамза Абідa, Ахмед Хафайфаd 

aЛабораторія прикладних матеріалів, Університет Джілалі Ліабес, Сіді-Бель-Аббес, Алжир 
bКафедра фізики, факультет точних наук і комп’ютерних наук, Університет Зіана Ашура, 17000 Джельфа, Алжир 

cЛабораторія фізико-хімії матеріалів та навколишнього середовища, Університет Зіан Ашур, BP 3117, Джельфа, Алжир 
dЛабораторія прикладної автоматизації та промислової діагностики, факультет науки і технологій, Університет 

Джельфи 17000 DZ, Алжир 
Це дослідження зосереджено на моделюванні та оптимізації подвійних сонячних елементів InGaP/GaAs з використанням 
програмного забезпечення Silvaco Atlas, з особливим акцентом на впровадженні гетеротунельного переходу. 
Гетеротунельний перехід відіграє ключову роль у забезпеченні ефективного транспортування носіїв заряду між 
субелементами, значно покращуючи загальну ефективність клітини. Крім того, новий шар поля зворотної поверхні (BSF) 
був інтегрований у нижню частину GaAs для подальшого підвищення продуктивності. Різні комбінації матеріалів для 
гетеротунельного переходу, такі як GaInP/GaAs, AlGaInP/GaInP і AlGaInP/GaAs, систематично перевірялися, щоб оцінити їх 
вплив на ефективність пристрою. Оптимізована структура продемонструвала щільність струму короткого замикання 
1,780 мА/см², напругу холостого ходу 2,310 В, коефіцієнт заповнення 86,501% і ефективність перетворення 35,57% під 
освітленням AM1.5G при 300 К. Втрати на рекомбінацію були мінімізовані оптимізацією шару BSF у верхній і нижній 
комірках, зокрема з AlGaInP, що сприяє покращенню збору заряду. Виявлено, що підвищені температури знижують як 
напругу холостого ходу, так і ефективність, що підкреслює необхідність керування температурою. Ці оптимізації 
представляють значні покращення порівняно з попередніми проектами. 
Ключові слова: InGaP/GaAs DJSCs; сонячна батарея; BSF, Silvaco-Atlas; оптимізація 
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In this study, we conducted an exploration of the optimization of various parameters of a photodetector using SCAPS-1D simulation 
to enhance its overall performance. The photodetector structure was modified based on the structure proposed by N.I.M. Ibrahim et al. 
(AMPC, 14(04), 55–65 (2024) by changing the order of the hole transport layer (HTL) and electron transport layer (ETL). Through 
the optimization of layer thicknesses and doping concentrations, we significantly improved the photovoltaic parameters of our 
optimized structure (FTO/PFN/PBDB-T-2F/PEDOT/Ag). The optimized device exhibited VOC of 1.02V, JSC of 35.20 mA/cm², FF of 
84.61%, and an overall efficiency of 30.40%. Additionally, the device demonstrated a high quantum efficiency (EQ) of over 99% and 
responsivity peaking at 0.65 A/W, covering a broad spectral region from 300 nm to 900 nm. The results indicate the critical role of 
meticulous optimization in developing high-performance photodetectors, providing valuable insights into the design and fabrication of 
devices with superior performance characteristics. 
Keywords: Organic photodetector; SCAPS-1D Simulation; Performance optimization; PBDB-T-2F: BTP-4F; PEDOT: PSS; PFN: Br 
PACS: 84.60. Jt 81.05. Xj 85.60.Jb 73.61.Ph 72.80.Le

1. INTRODUCTION
For the advancement of several applications in biosensing, communication networks, and health monitoring, the 

organic photodetectors (OPDs) must be enhanced, as the performance enhancement of OPD leads to a higher signal 
amplification efficiency. It has been reported that the integration of organic field-effect transistors (OFETs) with OPDs 
significantly boosts the signal-to-noise ratio, which is essential for accurate physiological data extraction from 
photoplethysmographical (PPG) waveforms [1]. Recent advancements in materials and fabrication techniques, such as 
using iron-phthalocyanine (FePc) with polyamide-nylon polymer coatings, have shown promising ability to enhance the 
photoconductivity and the responsivity by several orders of magnitude, making OPDs more effective in UV and visible 
regions [2]. The development of ultrathin, self-powered OPDs with efficient exciton dissociation and charge extraction 
processes further enhances the sensitivity and response time, which are critical for high-performance photodetection [3]. 
Modifying transport layers, such as using N,N′-bis-(1-naphthyl)-N,N′-diphenyl-1,1′-biphenyl-4,4′-diamine (NPB) 
interfacial layers with MoO3 can improve charge selectivity and reduce dark current, thereby increasing responsivity and 
detectivity [4]. Through enhanced polymer-based OPDs, detection capabilities can be extended into the near-infrared 
(NIR) range, allowing for applications such as real-time pulse oximetry without the need for signal amplification [5]. In 
addition to optimizing carrier extraction and minimizing dark current, the right thickness of interfacial layers-like SnO2-
can also improve overall device performance [6]. OPDs with upgraded active layers and other parts, such as trans-
impedance amplifiers, can greatly improve signal reception and lower bit error rates in visible light communication (VLC) 
systems [7]. For some applications, it is essential to optimize narrow wavelength selectivity while boosting responsivity 
and detectivity in p-n junction OPDs by utilizing non-fullerene acceptors (NFAs). [8]. Photomultiplication OPDs with 
materials like PBDB-T and FIrpic produce excellent external quantum efficiency and detectivity, ideal for high-quality 
imaging without preamplifiers [9]. For efficient photodetection with high detectivity and response speed, it is critical to 
understand the optoelectronic behavior and address recombination losses in bilayer OPDs [10]. Thus, there is an urgent 
need to enhance the OPD’s overall performance to meet the growing demands of modern technological applications.  

In organic photovoltaic systems (OPVs), both PBDB-T-2F and BTP-4F materials are frequently utilized as active 
layers. These active layers usually comprise a donor and an acceptor substance that aid in the production and movement of 
charge carriers. For example, in the setting of ternary blending solar cells, a fullerene derivative such as PC61BM is employed 
as the acceptor, and high-crystallinity P3HT is used as the donor to provide low recombination efficiency and good carrier 
transport capacity [11]. Comparably, the exciton dissociation efficiency and optical absorption range, which are essential for 
the overall performance of OPVs, may be increased by using PBDB-T-2F as a donor and BTP-4F as an acceptor. 
Furthermore, the material characteristics can be further improved by crystallizing active layers using methods like laser 
irradiation. This is demonstrated in thin-film transistors, where the active layer is heated and crystallized utilizing asymmetric 
laser profiles [12]. In other applications, such as proton-exchange membrane fuel cells (PEMFC), the active layer comprises 
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perfluoro sulfonate ionomers to improve ion conductivity and performance [13]. Furthermore, developments in materials 
science emphasize the significance of material attributes like energy conversion efficiency and biocompatibility in a variety 
of applications, as demonstrated by the creation of biologic piezoelectric layers on Ti substrates [14]. Improved signal-to-
noise ratios through the incorporation of optical gain in interferometers highlight the importance of material advancements 
for improved performance in photonic devices [15]. In general, the integration of PBDB-T-2F and BTP-4F into the active 
layer of OPV devices is a potentially effective method for attaining enhanced efficiency and performance, drawing upon the 
concepts and developments noted in several associated domains [16], [17], [18]. 

PEDOT: PSS (poly(3,4-ethylenedioxythiophene): poly (styrene sulfonate)) is commonly utilized material as a hole 
transport layer (HTL) in a variety of optoelectronic devices, such as perovskite solar cells (PSCs) and organic solar cells 
(OSCs). This is because of its advantageous characteristics, which include outstanding wettability, appropriate 
conductivity, and high optical transparency, making it a great option for improving the overall performance of the device 
[19]. In addition, PEDOT: PSS has outstanding environmental stability, processability, and thermoelectric qualities. These 
can be further enhanced by doping with nanomaterials such as carbon nanotubes (CNTs) to raise the material's Seebeck 
coefficient and conductivity [20]. By doping graphene oxide (GO) into PEDOT: PSS, the work function of HTL 
significantly improved, which is critical for better hole injection and lessens luminescence quenching at the HTL/emission 
layer interface, thus increasing luminance and current efficiency in perovskite light-emitting diodes (PeLEDs) [21]. 
Additionally, PEDOT: PSS can be altered to increase its conductivity and pattern-making capabilities, which qualifies it 
for flexible electronics applications with high brightness and current efficiency, like flexible PeLEDs [22]. On the other 
hand, low sheet resistance and high transmittance have been obtained by doping PEDOT: PSS-doped with Ag nanowires 
(NWs), which are desirable for flexible and transparent devices [23]. Moreover, PEDOT:PSS can promote neural stem 
cell adhesion, proliferation, and differentiation, suggesting applications in tissue engineering and bioelectronics [24]. 
However, because of its capacity to increase electron mobility and decrease recombination losses, PFN: Br (poly[(9,9-
bis(3'-(N,N-dimethylamino)propyl)-2,7-fluorene)-alt-2,7-(9,9-dioctylfluorene)] bromide) is frequently employed as an 
ETL, and thus enhancing the overall efficiency of devices [25]. By maximizing charge transport and minimizing energy 
losses, PEDOT: PSS as HTL and PFN: Br as ETL can work in concert to improve the overall performance of 
optoelectronic devices. 

In this work, we investigate how to greatly improve the performance of photodetectors by optimizing their various 
parameters using SCAPS-1D simulation. An apparatus called a photodetector transforms light into electrical signals that 
are utilized in a variety of fields, including communications, imaging, and environmental monitoring. Investigations were 
conducted into the impacts of temperature variations on device performance as well as the optimization of the thicknesses 
and doping densities of PBDB-T-2F: BTP-4F, PEDOT: PSS, and PFN: Br layers. Our study builds upon the structure 
proposed by N. I. M. Ibrahim et al., who reported on a device configuration of ITO/PEDOT: PSS/PBDB/PBDB-T-2F: 
BTP-4F/PFN: Br/Ag. The power conversion efficiency (PCE) of this configuration was 4.1%, with a VOC of 0.25 V, a JSC 
of 29.14 mA/cm², and a fill factor (FF) of 56.44%. In our study, the configuration was modified to FTO/PFN: 
Br/PBDB/PBDB-T-2F: BTP-4F/PEDOT: PSS/Ag, reversing the order of the HTL and ETL. Through meticulous 
optimization of the layer thicknesses and doping concentrations, we achieved significantly improved outcomes. The 
optimization process involved varying the thicknesses of HTL, ETL layers, and doping densities for the PFN: Br and 
PEDOT: PSS layers to achieve the highest efficiency. Our optimized structure exhibited a VOC of 1.02V, a JSC of 35.21 
mA/cm², an FF of 84.62%, and an overall efficiency of 30.40%. This study emphasizes how important careful 
optimization is to create high-performance photodetectors. Through our methodical examination of the impacts of 
temperature, doping density, and layer thickness, we offer important insights into the design and manufacturing of 
photodetectors with exceptional performance qualities. The results of this investigation further the field of photodetector 
technology by providing useful recommendations for optimizing efficiency in practical applications. 

 
2. METHODOLOGY 

2.1 Numerical simulation and device structures 
The SCAPS-1D software is widely used for numerical simulations to evaluate the optical and electrical properties 

of various solar cell structures [26], [27]. The SCAPS-1D software utilizes fixed sources and solves three fundamental 
differential equations: Poisson's equation and the continuity equations for electrons and holes, all under specific boundary 
conditions. Through the use of self-consistent iteration methods, SCAPS-1D effectively models solar cells, producing 
simulated results that closely align with experimental data. This reliability makes it an invaluable tool for predicting 
device performance. Researchers can use SCAPS-1D to optimize various parameters, such as layer thickness, carrier 
concentration, and defect density, thereby enhancing solar cell efficiency and overall performance. Consequently, 
SCAPS-1D plays a crucial role in the design and analysis of photovoltaic devices [28], [29], [30]. 
Poisson’s equation for a solar cell device is as follows: 

 𝝏𝝏𝒙 ቀ−𝜺ሺ𝒙ሻ 𝝏𝑽𝝏𝒙ቁ = 𝒒[𝒑ሺ𝒙ሻ − 𝒏ሺ𝒙ሻ + 𝑵𝑫ାሺ𝒙ሻ − 𝑵𝑫ିሺ𝒙ሻ + 𝒑𝒕ሺ𝒙ሻ − 𝒏𝒕ሺ𝒙ሻ], (1) 

And the electron, hole continuity equations are: 
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 𝝏𝒏𝝏𝒙 = 𝟏𝒒 𝝏𝑱𝒏𝝏𝒙 + 𝑮𝒏 − 𝑹𝒏, (2) 
 
 𝝏𝒏𝝏𝒙 = −𝟏𝒒 𝝏𝑱𝒏𝝏𝒙 + 𝑮𝒑 − 𝑹𝒑. (3) 
 
Where 𝜀 is the dielectric permittivity, 𝑉 is the electric potential, and 𝑞 is the electronic charge. The variables p(𝑥) and 𝑛(𝑥) represent the concentrations of free holes and free electrons, respectively. 𝑁𝐷+𝑥 and 𝑁𝐴−𝑥 are the ionized donor 
and acceptor concentrations. The terms 𝑝𝑡(𝑥) and 𝑛𝑡(𝑥) denote the trap densities for holes and electrons. Additionally, 
Jn/p signify the current densities, while Gn/p represent the generation rates, and Rn/p correspond to the recombination rates 
for electrons and holes. 

The physical parameters for the photodetector components in the SCAPS-1D simulation are listed in Table 1. These 
parameters are FTO, PBDB-T-2F: BTP-4F, PEDOT: PSS, and PFN: Br. Thickness, band gap, electron affinity, dielectric 
permittivity, effective density of states, mobility, doping densities, and thermal velocities are some of these properties. 
FTO serves as the transparent electrode, PFN: Br is the ETL, PBDB-T-2F: BTP-4F is the active layer responsible for light 
absorption and charge generation, and PEDOT: PSS acts as the HTL. The values that are supplied act as a basis for both 
simulation and optimization. 
Table 1. Physical parameters utilized for SCAPS 1D simulation 

Material properties FTO [31] PFN: Br 
(ETL)[32] 

PBDB-T-2F: BTP-4F 
(Active layer)[33] 

PEDOT:PSS (HTL) 
[33] 

Thickness (nm) 500 5 Variable 40 
Band gap (eV) 3.500 2.8 1.27 1.6 
Electron affinity (eV) 4.000 4 4.03 3.4 
Dielectric permittivity 9.000 5 6.1 3 
Conduction band effective density of 
states, nc (cm−3) 2.20 ×1018 1 × 1019 1 × 1019 1 × 1022 
Conduction band effective density of 
states, nv (cm−3) 1.80 × 1019 1 × 1019 1 × 1019 1 × 1022 
Electron thermal velocity, Ve (cm/s) 1.00 × 107 1.00 × 107 1.00 × 107 1.00 × 107 
Hole thermal velocity, Vh (cm/s) 1.00 × 107 1.00 × 107 1.00 × 107 1.00 × 107 
Electron mobility, μe (cm2/Vs) 20 2.00 × 10-6 1.70 × 10-3 4.5 × 10-4 
Hole mobility, μh (cm2/Vs) 10 1.00 × 10-4 2.96 × 10-4 9.9 × 10-5 
Shallow uniform donor density, nD (cm−3) 1×1019 9.00 × 10-18 7.5 × 1016 2.00 × 1021 
Shallow uniform acceptor 
density, nA (cm−3) 0 0 0 0 

The photodetector and energy band diagram are shown in their entirety in Figure 1. Several layers known as FTO, 
PFN:Br (ETL), PBDB-T-2F:BTP-4F (active layer), PEDOT:PSS (HTL), and Ag within the device are shown in 
Figure 1a. Light is typically allowed in through the FTO light window, electron transport is facilitated by PFN:Br, 
photons are absorbed and charge carriers are produced by PBDB-T-2F:BTP-4F, hole transport is promoted by 
PEDOT:PSS, and Ag is the back electrode. Figure 1b shows the energy band diagram with conduction band (Ec) and 
valence band (Ev) energies, indicating efficient charge separation and transport, essential for optimal device performance. 

 
Figure 1. Schematic structure of the device, and (b) energy band diagram 

 
3. RESULTS AND DISCUSSIONS 

3.1 Optimal thickness and performance of active layer 
Figure 2a depicts the effect of the thickness of the PBDB-T-2F: BTP-4F layer and performance items; open-circuit 

voltage (VOC), current density (JSC), fill factor (FF), and efficiency (η). As the layer thickness increases from 100 nm to 800 
nm, VOC rises steadily from 0.95V to 1.00V, and JSC increases dramatically from 17 mA/cm² to roughly 35 mA/cm². FF 
indicates a marginal decline from 79.1% to roughly 78.5%. There was a notable increase in overall efficiency from 13.1% 
to around 27.5%. This shows that the ideal thickness for the PBDB-T-2F: BTP-4F layer is around 800 nm. Nonetheless, a 
thickness range of 700–800 nm might be chosen for practical reasons to balance production efficiency and performance. 
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Figure 2. (a) The effect of PBDB-T-2F: BTP-4F layer thickness on photovoltaic parameters (VOC, JSC, FF, and η), and (b) the EQE 
as a function of wavelength with varying PBDB-T-2F: BTP-4F layer thickness 

 
3.2 Impact of HTL layer thickness on device performance 

Figure 3a displays the simulation-based examination of the effect of PEDOT: PSS layer thickness on several 
performance metrics of the device. As the thickness increases from 50 nm to 600 nm, the VOC shows a tiny increase from 
0.97519V to 0.977099V, suggesting a marginally beneficial impact on open-circuit voltage. With a continuous 
improvement, the JSC goes from 25.5886 mA/cm² to 26.5829 mA/cm². The overall efficiency, which declines little from 
19.6797% to 19.4037%, is negatively impacted by the FF, which falls dramatically from 78.8647% to 74.704%. The 
simulation-based EQE as a function of wavelength for various PEDOT: PSS layer thicknesses is shown in Figure 3b. 
The EQE curves show a comparatively constant spectrum response at different thicknesses, indicating that the device's 
spectral response is not significantly impacted by the thickness of the PEDOT: PSS layer. 

 
Figure 3. (a) the effect of PEDOT: PSS layer thickness on photovoltaic parameters (VOC, Jsc, FF, and η). (b) the EQE as a 

function of wavelength for varying PEDOT: PSS layer thicknesses. 
 

3.3 Impact of ETL layer thickness on device performance 
The influence of different PFN: Br layer thicknesses on important performance metrics as VOC, JSC, FF, and η is 

shown by the simulation-based analysis in Figure 4. All the performance measures show a decrease with thickness. From 
Figure 4a, the VOC of 0.975086 V, JSC of 25.5741 mA/cm², FF of 78.9427%, and efficiency of 19.6859% are achieved at 
5 nm. These measures show that 5 nm is the ideal thickness for the PFN: Br layer because there is a considerable decrease 
beyond this point. The EQE curves, displayed in panel (Figure 4b), further attest to the durability of the performance at 
the ideal thickness because they hold steady at varying thicknesses. 

 
Figure 4. (a) the effect of PFN: Br layer thickness on photovoltaic parameters (VOC, JSC, FF, and η), and (b) the EQE as a function 

of wavelength for varying PFN: Br layer thicknesses 

3.4 Effect of donor density of PFN: Br layer on device performance 
The impact of donor density modifications in the PFN: Br layer on device performance metrics, such as VOC, Jsc, 

FF, and η, is investigated in the simulation-based analysis shown in Figure 5. It can be observed that by increases the 
donor density from 10ଵସ𝑐𝑚ିଷ to 10ଶଵ𝑐𝑚ିଷ, a significant improvement in FF and η, while VOC stabilizes around 



155
Optimization of Organic Photodetectors Using SCAPS-1D Simulation...   EEJP. 1 (2025)

10ଵ଼𝑐𝑚ିଷ as presented in Figure 5a. The maximum performance is observed at a donor density of 10ଶଵ𝑐𝑚ିଷ with a VOC 
of 0.97 V, Jsc of 25.57 mA/cm², FF of 79.53%, and an efficiency of 19.82%. Further confirming the durability of the 
device performance at the ideal donor density are the EQE curves displayed in panel (Figure 5b), which hold true for a 
range of donor densities. 

 
Figure 5. (a) the effect of donor density in the PFN:Br layer on photovoltaic parameters (VOC, Jsc, FF, and η). (b) the EQE 

as a function of wavelength for varying donor densities in the PFN:Br layer. 

3.5 Effect of acceptor density of HTL layer on device performance 
The investigation performed using simulation, as illustrated in Figure 6, display how different acceptor densities in 

the PEDOT: PSS layer affect the VOC, JSC, FF, and η parameters. Figure 6a, illustrates a clear trend were increasing the 
acceptor density from 10ଵସ𝑐𝑚ିଷ to 10ଶଵ𝑐𝑚ିଷ  significantly enhances the FF and η. The VOC also shows a steady increase, 
reaching 1.0058 V at the highest acceptor density. Optimal device performance is observed at an acceptor density of 10ଶଵ𝑐𝑚ିଷ  with a VOC of 1.0058 V, Jsc of 25.5714 mA/cm², FF of 85.38%, and an efficiency of 21.96%. It is supported 
that device performance is robust at greater acceptor densities by the EQE curves shown in panel (Figure 6b), which are 
essentially consistent across a range of acceptor densities. 

 
Figure 6. (a) The effect of acceptor density in the PEDOT: PSS layer on photovoltaic parameters (VOC, JSC, FF, and η), 

and (b) the EQE as a function of wavelength for varying acceptor densities in the PEDOT: PSS layer 

3.6 Temperature dependence on device performance 
Here, as shown in Figure 7, we examine the performance of the device as a function of temperature. From Figure 7a, 

as the temperature rises from 273K to 333K, the VOC decreases steadily from 0.984V at 273K to 0.956V. 

 
Figure 7. The effect of temperature on the (a) the changes in photovoltaic parameters (VOC, Jsc, FF, and η) with varying 

temperatures, and (b) the EQE percentages 

Similarly, the FF drops from 80.27% to 77.83%, and the overall efficiency of the device falls from 20.21% to 
19.03%. The current density exhibits a notable degree of stability throughout the temperature range, suggesting that 
variations in VOC, FF, and η are not attributable to substantial shifts in the current output. The lowest temperature, 273K, 
where the maximum values of VOC, FF, and η are measured, is where best performance is observed. As can be seen from 
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the EQE spectrum in Figure 7b, the EQE of the device is largely constant between 273K and 333K. This stability indicates 
that the capacity of the device to convert photons into electrons over the reported wavelength range is mostly unaffected 
by temperature fluctuations. This stability in EQE, in contrast to other performance metrics like VOC, FF, and η, suggests 
that the main photoactive processes are less susceptible to temperature variations than the device's total electrical 
performance. 

 
4. OPTIMIZED DEVICE 

The optimum parameters for our photodetector device are given in Table 2. The active layer thickness was set to 
800 nm, the PEDOT: PSS HTL to 50 nm, and the PFN:Br ETL to 5 nm. The shallow uniform acceptor density (nA) of 
the active layer was optimized to 7.5 ൈ 10ଵ଺ ൈ 𝑐𝑚ିଷ, while the shallow uniform donor density (nD) of PFN: Br (ETL) 
and the shallow uniform acceptor density (nA) of PEDOT: PSS (HTL) were both set to 10ଶଵ ൈ 𝑐𝑚ିଷ. Our device structure 
(FTO/PFN:Br/PBDB-T-2F:BTP-4F /PEDOT:PSS/Ag) differs significantly from the structure used in the work by 
N.I.M.  Ibrahim et al. (ITO/PEDOT:PSS/PBDB-T-2F:BTP-4F/PFN/Ag)[33]. By changing the order of the HTL and ETL 
layers, we were able to achieve superior performance. Specifically, after optimizing layer thickness and doping 
concentrations. 
Table 2. Optimized numerical parameters 

Parameters Value 
Thickness of Active layer 800 nm 
Thickness of PEDOT: PSS (HTL) 50 nm 
Thickness of PFN:Br (ETL) 5 nm  
Shallow uniform acceptor density, nA of Active layer 7.5 ൈ 10ଵ଺𝑐𝑚ିଷ 
Shallow uniform donor density, nD of PFN:Br (ETL) 1 ൈ 10ଶଵ𝑐𝑚ିଷ 
Shallow uniform acceptor density, nA of PEDOT: PSS (HTL) 1 ൈ 10ଶଵ𝑐𝑚ିଷ 

The current density-voltage (J-V) characteristics of the photodetector device are displayed in Figure 8a, which also 
shows the dark current density and photocurrent density. A robust photoresponse is indicated by the photocurrent density 
(black line), which peaks at about 35 mA/cm² slightly below 1 V under illumination. At low voltages, the dark current 
density (red line) stays low and only begins to climb noticeably at 0.2 V. According to the dark current density statistics, 
it is modest (between 10-18 and 10-15 A/cm²) until 0.2 V, at which point it climbs exponentially to 9.18 A/cm² at 1 V. This 
behavior indicates low leakage current at low voltages, which enhances the stability and efficiency of the device. 

The quantum efficiency (QE) and responsivity (R) at wavelengths ranging from 200 nm to 1200 nm are shown in 
Figure 8b. Between 300 and 900 nm, the QE (black line) stays high and nearly 100%, demonstrating the device's 
remarkable photon-to-electron conversion efficiency. In the same spectral region, the responsivity (red line) peaks at 
approximately 0.66 A/W, suggesting great sensitivity. Beyond 900 nm, photon energy decreases and QE and responsivity 
both decreases. According to comprehensive statistics, QE and responsivity peak at 800 nm and then steadily decline 
from 50 nm to 800 nm. Performance is at its best at 800 nm, where QE is 97.68% and responsivity is 0.63 A/W. These 
findings highlight the device's excellent sensitivity and efficiency overall, making it appropriate for applications requiring 
accurate light detection over a wide spectral range. 

 
Figure 8. (a) J-V characteristic curve of the optimized photodetector, and (b) QE and responsivity as functions of wavelength. 

Table 3. A comparative analysis of the performance of various OPDs from different studies, highlighting the advancements achieved 
in this work 

Active Materials VOC (V) Jsc 
(mA/cm2) FF (%) PCE (%) Ref. 

Experimental Results      
PEDOT: PSS/GO/PCDTBT: PC71BM 0.82 10.44 50.0 4.28 [34] 
PEDOT: PSS/GO/PCDTBT: PC71BM 0.85 10.82 57.0 5.24 [35] 
PEDOT: PSS/PTB7:PC71BM 0.74 14.89 74.08 5.92 [36] 
PTB4/PC71BM 0.70 14.80 64.60 7.1 [37] 
PEDOT: PSS/PTB7-Th: PC61BM 0.78 17.66 52.41 7.24 [38] 
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Active Materials VOC (V) Jsc 
(mA/cm2) FF (%) PCE (%) Ref. 

PEDOT: PSS/PBDB-T: ITIC-OE 0.96 16.50 69.75 11.0 [39] 
PEDOT: PSS/PBDB-T: ITIC 1.06 16.20 82.95 14.25 [40] 
CuI/PBDB-T: ITIC 0.98 20.15 79.59 15.68 [41] 
PBD: PFBSA/PBDB-T: N2200 0.85 24.23 71.0 16.2 [42] 
Simulation Results      
GO/PBDB-T: ITIC 0.9148 25.71 58.45 13.74 [32] 
GO/PTB7:PC71BM 0.9070 18.12 61.30 10.07 [32] 
PEDOT: PSS/PBDB-T-2F: BTP-4F/PFN-Br 0.25   29.14 56.44.4 4.1 [33] 
PFN-Br /PBDB-T-2F: BTP-4F/ PEDOT: PSS  1.02 35.20 84.61 30.40 This work 

 
CONCLUSIONS 

This study highlights the notable enhancements in photodetector performance that may be obtained by carefully 
adjusting layer thicknesses and doping densities with the use of SCAPS-1D simulations. Through structural modification, 
we were able to create a significantly higher efficiency device configuration than that suggested by N. I. M. Ibrahim et 
al. using modifications in the HTL and ETL layers, the optimized structure using FTO/PFN/PBDB-T-2F/PEDOT/Ag 
shown notable improvements in VOC, JSC, FF, and overall efficiency. Furthermore, the device displayed a high EQ 
exceeding 99% and responsivity reaching up to 0.65 A/W throughout a broad spectral area from 300 nm to 900 nm. These 
results pave the way for more effective devices in real-world applications by highlighting the significance of layer 
arrangement and material qualities in generating high-performance photodetectors. 
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ОПТИМІЗАЦІЯ ОРГАНІЧНИХ ФОТОДЕТЕКТОРІВ ЗА ДОПОМОГОЮ МОДЕЛЮВАННЯ SCAPS-1D: 
ПІДВИЩЕННЯ ПРОДУКТИВНОСТІ ПРИСТРОЇВ НА ОСНОВІ PBDB-T-2F ШЛЯХОМ КОНФІГУРАЦІЇ ШАРУ 

ТА РЕГУЛЮВАННЯ ЛЕГУВАННЯ 
Ахмет Саїт Алаліa, Мурат Одункуоглуa, Хмуд Аль-Дмурb, Абделааль С.А. Ахмедc 

aФакультет фізики, Технічний університет Йилдиз, Стамбул, Туреччина 
bУніверситет Мута, факультет природничих наук, кафедра фізики, 61710, Йорданія 

cКафедра хімії, Факультет природничих наук, Університет Аль-Азхар, Ассуїт, 71524, Єгипет 
У цьому дослідженні ми провели дослідження оптимізації різних параметрів фотодетектора за допомогою моделювання 
SCAPS-1D для підвищення його загальної продуктивності. Конструкцію фотоприймача модифіковано на основі структури, 
запропонованої Н.І.М. Ібрагім та ін. (AMPC, 14(04), 55–65 (2024) шляхом зміни порядку шару транспортування дірок (HTL) 
та шару транспортування електронів (ETL). Завдяки оптимізації товщини шару та концентрації легування ми значно 
покращили фотоелектричні параметри нашої оптимізованої структури (FTO/PFN/PBDB-T-2F/PEDOT/Ag). 1,02 В, JSC 35,20 
мА/см², FF 84,61 % і загальний ККД 30,40 % Крім того, пристрій продемонстрував високу квантову ефективність (EQ) понад 
99 % і чутливість із піком 0,65 А/Вт, охоплюючи широка спектральна область від 300 нм до 900 нм результати вказують на 
критичну роль ретельної оптимізації при розробці високоефективних фотодетекторів, надаючи цінну інформацію про 
проектування та виготовлення пристроїв із чудовими характеристиками продуктивності. 
Ключові слова: органічний фотодетектор; моделювання SCAPS-1D; оптимізація продуктивності; PBDB-T-2F: BTP-4F; 
PEDOT: PSS; PFN: Br 
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The motivation for research to study the potential offered by semiconductor materials such as silicon is their use as a substrate for the 
manufacture of thin films. In this work the chemical bath deposition (CBD) method was used to synthesize Cadmium sulphide (CdS) 
thin films on glass, silicon (Si), and porous silicon (PSi) substrates. The PSi substrates were prepared by an electrochemical etching 
method using different current densities at constant etching time of 5 minutes. The obtained results demonstrated that the morphology 
of the deposited materials was influenced by the porosity of the PSi substrates. The average crystallite dimensions for CdS/glass and 
CdS/Si were determined to be 46.12 nm and 23.08 nm, respectively. In CdS/PSi structures, the average value of the grain size decreases 
with increasing porosity. The smallest one is obtained for the CdS/PSi structure with 70% porosity, amounting to 11.55 nm. The 
measured current-voltage characteristics in coplanar structure on the CdS/PSi/Si sample showed that the photocurrent of the CdS/Si 
structure is of 3.17 µA and increases up to 600 µA for the CdS/PSi/60% structure. 
Keywords: Chalcogenide semiconductors; Porous silicon; CdS; Thin film; CBD 
PACS: 73.50.-h, 73.50.Pz 

1. INTRODUCTION
Semiconductors have attracted considerable attention from researchers in different fields because of their 

excellent performance capability in optics, electronics, and photonics [1-4]. Historically, metal oxide semiconductors 
have been recognized to be feasible for optoelectronic devices. Metal chalcogenide nanostructures have also emerged 
as promising materials due to their specific characteristics and advantages compared with other nanomaterials, related 
to their low cost, chemical stability, simplicity of synthesis, and superior optoelectronic performance [5, 6]. 

Cadmium sulfide (CdS) is recognized as one of the most extensively studied materials within the category of 
chalcogenide semiconductors. Its direct intermediate band gap, which is approximately 2.5 eV, in conjunction with a 
relatively low work function, high refractive index, and remarkable thermal and chemical stability, renders it highly 
appealing for various applications [7, 8]. Cadmium sulfide (CdS) has diverse applications across numerous fields, 
including solar cells, light emitting diodes (LEDs), photodetectors, waveguides, and lasers [7]. Importantly, 
improvements in synthesis methods have facilitated the precise fabrication of nanostructured CdS with customized 
dimensions and forms. These nanostructures exhibit intriguing properties such as laser cooling, Franz-Keldysh effect, 
and quantum confinement due to surface depletion [9–11]. With most reviews copiously focusing on growth techniques 
and mechanisms [12, 13], cadmium sulfide thin films could be synthesized using PVD and solution growth deposition 
methods. Indeed, several conventional methods such as chemical bath deposition, sputtering, thermal evaporation, 
MBE, sol-gel processes, spin coating, electrodeposition, and screen printing have been widely utilized for CdS thin 
film deposition [14–16]. Among them, the chemical bath deposition is worth mentioning since it's a very user-friendly 
technique, offering several economic advantages coupled with its steady performance, thereby making it widely 
popular among other thin film deposition methods. Moreover, the advantage with CBD is the capability for large-area 
deposition and low-temperature deposition of CdS thin films [17]. The crystallinity of the CdS thin films prepared by 
CBD is superior, with a lower defect density compared to other alternative deposition techniques. These films exhibit 
a well uniformity, granularity, continuity, and smoothness, presenting negligible surface roughness [14]. The 
development of films is dependent on the influencing factors of deposition, including bath concentration, solution 
temperature, pH, deposition duration, and substrate characteristics [18-21]. The nature and properties of the substrate 
used will influence the microstructure and adhesion of the resultant film. Thus, the choice of substrates can 
considerably enhance or alter the general properties of the final products [22]. 
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The use of silicon in various technological fields has attracted the attention of many researchers due to its distinctive 
properties [23-25]. On the other hand, porous silicon becomes a promising material for detection applications because of 
many reasons: morphology, large specific surface area, low energy consumption, compatibility with silicon-based 
technologies [26, 27]. In addition, various morphological and structural properties of this material can be achieved in a 
localized manner by low-cost electrochemical process, which can be integrated on silicon through microtechnological 
processes [26]. PSi sensitivity is influenced by the morphological properties of pores, such as pore diameter, degree of 
homogeneity, surface roughness, and layer thickness [28]. Furthermore, its large specific surface area makes it more reactive 
than bulk silicon. In this context, the variation of porosity can influence the surface roughness and the specific surface area 
of the PSi substrate. Rahmani et al. [29, 30] show that an increase in porosity results in an increase in roughness and also 
uncover the evolution of PS nanocrystallites. On the other hand, many works shown that the variation in porosity in the range 
of 50 to 70% yields to a high average specific surface area around 600 cm2/m3. [31,32].  Therefore, It has broad use in several 
environmental and biological detection systems [28,33,34]. In order to manufacture high-performance photodetectors, many 
studies have reported the improvement in the performance of detector when prepared on porous silicon [16, 28]. Another 
more attractive way is to deposit nanoparticles of materials into the PSi matrix, hence improving the electrical properties of 
the elaborated layers and produces sensors with higher and faster response [35]. In the realm of porous silicon, various 
materials like ZnO, ZnS, TiO2, and more can be seamlessly integrated into the matrix [36, 37]. Numerous studies focused on 
incorporating nanoparticles into the porous silicon matrix, including noteworthy materials like CdSe, CdS, ZnS, and ZnO 
have been carried [38–40]. Hasoon et al. [38] have achieved the deposition of nanostructured CdS thin films on the PSi 
matrix by the vacuum thermal evaporation method. Sara et al. [39] adopted a different path, by preparing a CuS/PSi 
heterojunction photodetector using the chemical spray pyrolysis route. Khashan [41] succeeded in ZnO nanoparticles 
incorporating into PSi matrix through chemical method. Similarly, Habubi investigated the response improvement of PSi 
photodetectors when incorporated with CdSe nanoparticles prepared via laser ablation [42]. Li et al. [43] conducted an 
interesting study on the electronic properties of the CdS/Si nano-hetero structure prepared via chemical bath deposition 
technique on a silicon nanoporous pillar array. Perillo et al. [44] demonstrated the photoresponse performance of CdS thin 
films, deposited by CBD on glass, through low-temperature thermal treatment. 

The novely of this study is to examine the influence of the porosity of a PSi substrate on the characteristics of CdS 
nanoparticles produced by the CBD method. By comparing the structural, morphological, and optical properties of the 
CdS layers on the PSi substrate with those on CdS/Si and CdS/glass structures. 

 
2. MATERIALS AND METHODS 

2.1. Porous silicon formation 
The PSi layers were prepared by the anodization of p-type Boron-doped (100) oriented mono-crystalline silicon 

(CSi) wafers, with resistivity of 0.015−0.018 Ω cm and thickness of 250 − 300 µm, in a solution composed of 
hydrofluoric acid and ethanol. The unpolished face of the silicon served as the anode, while a platinum electrode served 
as the cathode. The silicon wafers were treated before the anodization process by rinsing them with a 2% hydrofluoric 
acid solution. Electrolyte preparation was performed by mixing 40% hydrofluoric acid with 99.98% ethanol in a 1:1 
volumetric ratio. A single-cell configuration was used, connected to a Keithley 2400 generator. The porous layers were 
prepared at various current densities, namely 5, 30, 60, and 100 mA/cm2 during 5 min at room temperature, where the 
porosity of PSi was found to be around 37%, 53%, 60%, and 70%, respectively.  Finally, take out the samples and clean 
them by ethanol and then dry using a hair dryer. 

 
2.2 Synthesis CdS 

Glass, Si and PSi substrates were used to deposited thin films using chemic CBD technique. The CdS solution in 
this work is made by mixing cadmium sulfate (CdSO4), ammonia (NH4OH), thiourea (CS(NH2)2), and de-ionized water 
(DIH2O). The samples were soaked at 50° for 60 minutes with magnetic stirring in this solution. After that, the samples 
were retrieved from it, collected, cleaned with de-ionized water, and dried in the air with a hair drier. All the films were 
yellowish in color, homogeneous, and well-covered on the entire surface. In this study, different structures were 
considered: CdS nanoparticles deposited on glass (CdS/glass), on silicon (CdS/Si), and on porous silicon prepared at room 
temperature with current densities of 5 mA/cm2 (CdS/P Si 37%), 30 mA/cm2 (CdS/PSi 53%), 60 mA/cm2 (CdS/PSi 60%), 
and 100 mA/cm2 (CdS/P Si 70%). The crystallographic structure of the prepared samples was investigated by an ARL-
EQUINOX100 X-ray diffractometer using CuKα1 radiation at an operation current of 40 mA and voltage of 40 kV. 
The optical transmittance of CdS thin films was measured by a JacsoV-30 UV-visible spectrophotometer. The surface 
morphology of the films was investigated by a scanning electron microscope (SEM) JEOL JSM-7001 F. The atomic 
percent composition of the thin films was evaluated by energy dispersive X-ray (EDX) analysis. 

 
3. RESULTS AND DISCUSSIONS 

3.1 XRD characterizations 
Fig.1 shows the X-ray diffraction spectra for the same current densities described above for CBD-CdS films 

synthesized on glass, silicon, and PSi substrates. The recorded diffraction patterns confirm that indeed the deposited 
CdS films are polycrystalline in nature. More precisely, it was observed that among all peaks, the intensity of the (002) 
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peaks were higher; hence, the crystallites exhibit a preferential orientation along the (002) plane perpendicular to the 
substrate. This observation is in good agreement with the LCDD No. 01-083-5246 that shows a hexagonal (Wurtzite) 
crystalline structure [45]. Other peaks correspond to reflections from the planes (110) and (112). Such reflections 
indicate a hexagonal CdS film. Another extra reflection in CdS/Si, CdS/PSi37%, CdS/PSi53%, and CdS/PSi60% 
attributed to cubic CdS phase (200) also appears beside the hexagonal one. Most frequently, XRD studies of PVD 
deposited CdS thin films showed that they have a dominant hexagonal structure, and solution growth deposited CdS 
films showed a dominant hexagonal or dominant cubic or a mixed structure [46–51]. Hexagonal CdS structure is 
recommended due to its higher stability regarding the cubic one [52]. 

Figure 1. XRD spectra of CdS nanoparticles deposited on glass, silicon and porous silicon 

The distinctive peaks (101) and (200), originating from the cubic metastable phase, underwent a remarkable 
transformation within the domain of the hexagonal stable phase. Specifically, (101) evolved into (102), while (200) 
transmuted into (101). This interesting observation revealed that CdS/PSi70% has a unique single-phase hexagonal 
structure, which distinguishes it from the other examined samples. Remarkably, Haque et al. [53] obtained similar results 
to ours but by pre-deposited film heating. In our study we achieved the conversion from a mixed phase to the hexagonal 
stable phase by manipulating the porosity of the PSi substrate. Additionally, in CdS/PSi(60%) and CdS/PSi(70%) 
structures, we noted the emergence of an additional peak corresponding to the (101) plane within the hexagonal phase. 
Further examination of the diffraction spectra shed light on distinct characteristics. When the CdS film was deposited on 
a glass substrate, the diffraction peaks exhibited reduced intensity, suggesting their lower crystallinity. This result can be 
attributed to the amorphous nature of the glass substrate [54]. In contrast, the diffraction peaks for the CdS films deposited 
on PSi substrate became more pronounced and narrower, indicating the film’s crystallinity improvement [55]. It is well 
known that the formation energy required for crystallization is higher when dealing with amorphous substrates like glass 
compared to crystalline substrates, which promote nucleation. This fundamental distinction explains the lower 
crystallinity observed in the CdS/glass structure. Notably, the CdS film grown on the PSi substrate exhibit superior 
crystallinity compared to the other substrates, as demonstrated in Figure 1. This crystalline superiority makes it a 
remarkable specimen deserving of attention and further exploration. 

With the application of Bragg's diffraction condition, the calculation of interplanar spacing (d) for different planes 
across all XRD patterns is possible [56]. 

2d∙sinθ = n∙λ, (1)

Where: θ is the angle of diffraction, n gives the order of diffraction, and κ is the wavelength of X-ray radiation from CuKα 
(λ = 0.154 nm).  

Using Bragg's formula for the hexagonal system [57], the 'a' and 'c' lattice parameters are determined from the 
position of the peaks. ଵୢమ = ସଷ (୦మା୦୩ା୩మୟమ + ୪మେమ. (2)

The minor deviation from the standard values can be attributed to the strain induced in these samples because of 
excess Cd interstitials or S vacancies [57]. 

The crystallite size can be simply determined using the Scherer formula [57] as follows: 
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 𝐷 = ௞ఒఉ௖௢௦ఏ. (3) 

Where: 
β represents the full width at half maximum (FWHM in radians) of the peak, adjusted for instrumental broadening. 
θ is the diffraction angle mesered in radians 
k: Scherer constant (k = 0.9) 
λ: Wavelength of X-ray. 
The lengths are expressed in [Å] and the angles in radians. 
The strain values ϵ can be calculated using the following formula [39]: 

 𝜀 = ఉ௖௢௦ఏସ  (4) 

The density of dislocations δ is determined by the Williamson and Smallman's relation [58]: 

 𝛿 = ଵ஽మ (5) 

Table 1 presents the lattice parameter values obtained. These values have a good agreement with the published data. 
Table 1. Structural parameters for the strongest peaks of CdS nanoparticles deposited on different substrates 

Substrats Structure (hkl) I / I0 2θ (°) dspasing(A°) Laticeconstante 
CdS/ glass Hex 

Hex 
Hex 

(002) 
(110) 
(112) 

100 
14.76 
12.07 

26.6352 
44.2537 
52.4457 

3.3417 
2.0467 
1.7447 

 
a =4.0890 
c =6.6936 

CdS/Si  Hex 
Cub 
Hex 
Hex 

(002) 
(200) 
(110) 
(112) 

100 
82.61 
37.46 
52.35 

27.2090 
30.0070 
44.2794 
51.9987 

3.2775 
2.9779 
2.0456 
1.7586 

 
a =4.1986 
 
c =6.5550 

CdS /PSi37% Hex 
Cub 
Hex 
Hex 

(002) 
(200) 
(110) 
(112) 

100 
62.79 
19.46 
78.91 

26.8596 
29.7193 
43.9789 
51.7355 

3.3193 
3.0061 
2.0589 
1.7670 

 
a =4.1746 
 
c =6.6384 

CdS /PSi53% Hex 
Cub 
Hex 
Hex 

(002) 
(200) 
(110) 
(112) 

100 
68.84 
34.58 
67.74 

27.2016 
29.9541 
44.6292 
51.9526 

3.2784 
2.9831 
2.0304 
1.7601 

 
a= 4.1726 
 
c= 6.5568 

CdS /PSi60% Hex 
Hex 
Cub 
Hex 
Hex 

(100) 
(002) 
(200) 
(110) 
(112) 

19.79 
100 
39.66 
27.66 
35.24 

25.4144 
27.0974 
29.9875 
44.0521 
52.0017 

3.5047 
3.2907 
2.9798 
2.0556 
1.7585 

 
a =4.1562 
 
c =6.8516 

CdS /PSi70% Hex 
Hex 
Hex 
Hex 
Hex 

(100) 
(002) 
(101) 
(110) 
(112) 

54.50 
100 
60.68 
79.00 
35.30 

25.8233 
27.4168 
29.2907 
44.4943 
52.0950 

3.4501 
3.2531 
3.0491 
3.0362 
1.2792 

 
a = 4.0832 
 
c =6.5063 

Data from X-ray diffraction on FWHM, crystallite size, strain, and dislocation density concerning CdS thin films 
deposited onto various substrates are presented in Table 2. From the results obtained, crystallite size decreases in films 
grown on Si and PSi substrates. The smallest value of crystallite size was measured in the largest porosity Psi substrate 
(70%). Additionally, the strain and dislocation density values are lower in the case of films depoited on glass substrate. 
By comparing the diffraction pattern of films deposited on glass and of those deposited on Si and PSi substrates for 
different current densities, we can observe that most peak diffraction shift towards the bigger angles. It is well known 
that the deformation due to planar stress causes the shift in XRD peaks. Therefore, the values of strain calculated in 
Table 2 confirm the fact. 
Table 2. X-ray diffraction data of 2θ, full width half maximum (FWHM), crystallite size, strain and dislocation density of (002) plan 
for CdS thin films deposited on glass, silicon and PSi substrates 

Substrats 2θ (°) FWHM (°) D(nm) ε .10-3 δ .10-3 (nm-2) 
CdS/ glass 26.6352 0.1771 46.120 0.751 0.470 

CdS/Si 27.2090 0.3542 23.088 1.501 1.875 
CdS /PSi37% 26.8596 0.3542 23.071 1.502 1.878 
CdS /PSi53% 27.2016 0.4133 19.786 1.752 2.554 
CdS /PSi60% 27.0974 0.5314 15.385 2.253 4.224 
CdS /PSi70% 27.4168 0.7085 11.554 3.002 7.490 
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3.2 Morphological study 
Fig. 2 shows the SEM images of CdS thin films deposited on glass (a) and on silicon (b) substrates. 

  

Figure 2. SEM images of (a) CdS/glass, (b) CdS/Si 

CdS/glass sample structure show the presence of compact globular structures owing spherical and hexagonal shapes. 
These structuresare composed of nanoparticles that maintain a uniform size. However, careful observation reveals the 
existence of voids between the grains, indicating incomplete growth of CdS thin films. It is plausible that the smooth 
nature of the glass substrate hampers the perfect development of CdS thin films. 

In contrast, the SEM image of the CdS/Si structure portrays the formation of micro-flowers, micro-sheets, and 
micropores on the surface. These micro-features create an environment conducive to the formation of non-spherical 
nanoparticles within the micropores. This distinct morphology of the nanoparticles can be attributed to the intrinsic 
roughness of the silicon surface, which provides favorable conditions for the growth of non-spherical CdS nanoparticles 
in the recesses of the micropores. Moreover, an interesting discrepancy becomes evident when comparing the particle 
density of the CdS/Si thin films to that of the CdS/glass structure. Remarkably, the particles in the CdS/Si thin films 
appear to be more densely packed compared to those in the CdS/glass structure. This disparity in particle density becomes 
visually apparent in Figure 3, which depicts the morphologies of both the porous silicon (PSi) and CdS/PSi structures. 
This distinction can be ascribed to the distinctive characteristics of the silicon substrate, which likely facilitate a more 
compact deposition of CdS thin films. 

Figure 3 (a) illustrates the SEM image of the porous silicon matrix. The surface clearly consists of semi-circular 
shaped pores, which are distinctive by their uniform distribution and great density. The size of these pores falls within 
the range of 20 to 25 nm. Regarding the CdS/PSi structures, the SEM observation of the CdS/PSi37% structure (Fig. 
3 (b)) exhibits the formation of micro-flowers, which subsequently generate pores with diameters on the scale of a few 
micrometers. These pores undergo widening and deepening due to the porous nature of the silicon substrate and the 
heightened surface roughness. A transition in the sample morphology is observed in the CdS/PSi53% structure 
(Fig. 3 (c)), where the micro-flowers and pores partially disappear, leading to the emergence of micrometric plates on 
the surface. Additionally, spherical nanoparticles appear and tend to aggregate, retaining their shape and forming 
macroscopic hierarchical masses.  As the porosity of the silicon substrate increases to a specific threshold (around 60% 
(Fig 3 (d)), the characteristic flower-like morphology completely vanishes. Instead, of these two distinct types of 
nanoparticles appear. Firstly, nano plates with dimensions spanning from 300 nm to 1 μm are observed. Secondly, 
spherical nanoparticles with a striking white appearance reminiscent of snowballs are formed. Notably, upon reaching 
70% porosity in the silicon substrate (Figure 3 (e)), the SEM image reveals the complete disappearance of micro-
flowers and micro-plates followed by the formation of spherical nanoparticles with dimensions ranging from 10 nm to 
50 nm, with a uniform distribution across the entire surface. Furthermore, the agglomeration of nanoparticles with 
identical dimensions leads to the formation of microspheres with diameters between 500 and 700 nm. Additionally, 
microspheres characterized by inhomogeneous and low-density structures also emerge through the agglomeration of 
nanoparticles of similar dimensions. 

In summary, the SEM analysis offers valuable information regarding the unique morphological characteristics 
observed in the CdS/glass and CdS/Si configurations. In the CdS/glass structure, spherical nanoparticles form globular 
structures, whereas the CdS/Si structures are composed of micro-flowers, micro-sheets, and non-spherical nanoparticles 
within micropores. Additionally, the CdS/Si thin films exhibit a greater particle density compared to the CdS/glass 
structure. Furthermore, the investigation of CdS/PSi structures evolves from micro-flowers and pores to micrometric 
plates and aggregated spherical particles. 

(a) (b) 
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Figure 3. SEM images of (a) PSi60%, (b) CdS/PSi37%, (c) CdS/PSi53%, (d) CdS/PSi60%, and (e) CdS/PSi70% 

 
3.3 Compositional analysis 

To determine the element composition and the ratio of atomic percentage of different elements in CdS thin films 
prepared by CBD, we have used energy-dispersive X-ray (EDX) analysis. In Figure 4, we have reported the recorded 
EDX spactra in different samples. As seen, high peaks assigned to Sulfur (S) and Cadmium (Cd) element are present in 
whole spectra confirming the formation with a good purity of CdS thin films. However , we noticed that the percentage 
of Cd and S elements is higher in the case of the CdS/PSi structure than in the other ones, reflecting better crystallization 
of CdS on porous silicon. 
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(a) CdS/glass (b) CdS/Si 

(c) CdS/PSi60% 

Figure 4.  EDX spectrum of nanocrystalline CdS thin films 
 

3.4 Optical characterization 
In order to study the optical gap of the CdS samples, the optical transmittance spectroscopy, in the Uv visible range, 

of thin film deposited on glass is used. Figure 5 illustrates the variations in transmittance with respect to wavelength The 
spectrum exhibited absorption edges at around 500 nm, which indicated the existence of the optical band gap of the CdS 
thin film. The average transmittance obtained within the visible spectrum is about 55%. It is worth noting that the reduced 
transmittance of the deposited film could be attributed to the surface roughness resulting from the morphology of clustered 
CdS thin films.  

 
Fig. 5. Optical transmittance spectrum of CdS thin film 

The relationship between the energy of the photon and the optical absorption coefficient (α) for direct transitions is 
expressed by the following Tauc equation [59]: 

 𝛼(ℎ𝜈ሻ = (ℎ𝜈 − 𝐸௚)భమ, (6) 

where:  A: Independent energy constant Eg: Optical band-gap of semiconductor (eV) hν: Photon energy 
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In Figure 6, we have plotted (αhν)2 as a function of theenergy of the photon. The optical film’s band gap was estimted 
from the intercept of the linear part of (αhν)2 up with the x-axis. The obtained energy band gap of CdS thin film deposited 
on glass is 2.3 eV. This result is in good agreement with that published in the literature [60]. 

 
Fig. 6. Determination of the energy gap for the CdS thin film 

 
3.5 Electrical characterization 

For the film’s electrical characterization, we have measured DC conductivity in a coplanar structure. Two circular 
silver (Ag) electrodes were placed on the surface to perform electrical conductivity measurements at a distance of 5 mm 
(Figure 7a). The choice of the distance between the Ag electrodes was intended to guarantee the flow of electric current, 
taking into account the geometric properties of the electrical contacts used in previous studies [61]. In Figure 7b, we have 
plotted therecorded current-voltage (I-V) characteristics, measured in total darkness and under illumination. It is evident 
that as the applied voltage increases, the current values of the CdS films increase significantly, both in dark and illuminated 
conditions. Moreover, the measured current in illuminated condition is larger than in dark one, this is attributed to the 
photonconductivity of the prepared CdS films, this suggests their possible application as photodetector. The CdS/Si, 
Cd/PSi37%, Cd/PSi57%, Cd/PSi60%, and Cd/PSi70% structures present photocurrents of 3.14, 4.63, 58.85, 590.40 and 
204.88 µA, respectively at bias voltage of 9V, as illuminated by visible light (Fig. 7a). In addition, the highest photocurrent 
value is observed for CdS/PSi60% structure. However, the current measured in CdS/PSi70% structure was substantially 
greater than that of CdS/PSi60%, this suggests the possibility of defects formation within the CdS thin films attributed to 
the high porosity of the substrate. These defects may behave as recombination centers and consequently reduces the 
electronic transport. 

 
  

(a) (b) (c) 

Figure 7. I–V characteristics 
(a) Structure used for I-V characterization; (b) CdS/PSi70%; (c) CdS/Si and CdS/PSi structures under illumination 

 
In conclusion, the electrical characteristics of the produced CdS thin films can be influenced by the surface shape 

and porosity of the porous silicon substrate. Successful synthesis of CdS thin films was achieved on glass, silicon, and 
mesoporous silicon substrates using the chemical bath method. 

 
4. CONCLUSIONS 

This work has made it possible to meet the objectives set concerning the effect of porosity of mesoporous silicon 
substrates on CdS thin films deposited by chemical bath deposition. Successful synthesis of CdS thin films was achieved on 
glass, silicon, and mesoporous silicon substrates using the chemical bath method. Variations in the porosity of the PSi 
substrate yield to CdS thin films with various morphologies. The impact of PSi porosity on the grain size of CdS was studied. 
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Indeed, a porosity of around 70% yields to films owing better crystallinity and reduces the size of the CdS grains to less than 
12 nm. The DC current measurements showed that the CdS/PSi structure with porosities between 60-70% significantly 
exibited larger conductivity and photoconductivity, compared to the CdS/glass and CdS/Si structures. Finally, due to the vast 
complexity of the influence of the porosity of a PSi substrate on the characteristics of CdS nanoparticles.  several issues are 
still open for future investigation in order to fully understand the effect of porosity of silicon substrates on CdS thin films. 
Hopefully, the results presented in this study gives a contribution to this understanding. 
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ВПЛИВ ПОРИСТОСТІ ПІДЛОЖКИ PSi НА ХАРАКТЕРИСТИКИ НАНОЧАСТИНОК CdS, 
ОТРИМАНИХ МЕТОДОМ CBD 

Ф. Сакерa, Л. Ремашa, А. Рахманіb, Х. Муалкіаc, М.С. Аїдаd, Н. Гермітe, Д. Бельфенашеf, Р. Єхлефf, Мохамед А. Аліg 
aЛабораторія матеріалів і системної структури та їх надійності, Університет Ум Ель Буагі, Ум Ель Буагі, 04000, Алжир 

bЛабораторія фізико-хімії матеріалів LPCM, Університет Лагуат, Лагуат, 310081, Алжир 
cФакультет природничих і природничих наук, кафедра матеріалознавства, Університет Ум Ель Буагі, Ум Ель Буагі, 04000, Алжир 

dФакультет фізики, Університет короля Абдулазіза, Джидда, провінція Мекка, Саудівська Аравія 
eУніверситет Ларбі Бен М'хіді, Ум Ель Буагі, 04000, Алжир 

fДослідницький центр промислових технологій CRTI, P.O. Box 64, Черега, Алджер, Алжир 
gШкола біотехнології, Університет Бадр у Каїрі (BUC), місто Бадр 11829, Каїр, Єгипет 

Мотивацією для дослідження потенціалу таких напівпровідникових матеріалів, як кремній, є їх використання як підкладки 
для виготовлення тонких плівок. У цій роботі метод хімічного осадження (CBD) використовувався для синтезу тонких плівок 
сульфіду кадмію (CdS) на підкладках зі скла, кремнію (Si) і пористого кремнію (PSi). Підкладки PSi були підготовлені методом 
електрохімічного травлення з використанням різних густин струму при постійному часі травлення 5 хвилин. Отримані 
результати продемонстрували, що на морфологію нанесених матеріалів впливала пористість підкладок PSi. Визначено, що 
середні розміри кристалітів CdS/скло та CdS/Si становлять 46,12 нм та 23,08 нм відповідно. У структурах CdS/PSi середнє 
значення розміру зерен зменшується зі збільшенням пористості. Найменший отримано для структури CdS/PSi з 70% 
пористістю, що становить 11,55 нм. Виміряні вольт-амперні характеристики в компланарній структурі на зразку CdS/PSi/Si 
показали, що фотострум структури CdS/Si становить 3,17 мкА і збільшується до 600 мкА для структури CdS/PSi/60%. 
Ключові слова: халькогенідні напівпровідники; пористий кремній; CdS; тонка плівка; CBD 
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In this paper, CuO/ZnO nanocomposites thin films were elaborated with different combination ratio of precursors (copper chloride, 
zinc chloride) dissolved in distilled water using the spray pyrolysis method in order to study their physicochemical properties. 
Nanocomposites were elaborated as thin films deposited on the surface of ordinary glass at 550°C using a cheaper and fast technique. 
Optical, structural and morphological properties of the latter have been examined by UV-vis, X-ray diffraction (XRD), RAMAN, 
SEM/EDS and AFM. XRD peaks prove the attendance of the polycrystalline models of CuO and ZnO with preferential orientation. 
Raman shift spectrum confirms the attendance of CuO and ZnO nanocomposites. SEM/EDS and AFM support that there is same 
roughness on the surface of the ordinary glass RMS=106 nm, which is suitable for the mechanism of photodegradation. In the visible 
region, we notice a high absorbance and high optical band gaps (Egap= 4.07 eV) that is suitable for the photodegradation of undesirable 
substances. 
Keywords: Spray Pyrolysis; CuO/ZnO; Thin Films; Precursor; RAMAN; Photodegradation 
PACS: 73.50.-h, 73.50.Pz 
 

1. INTRODUCTION 
Semiconductors attract considerable attention from fundamental and application points of view, due to their widely 

exploited properties [1-3].Considerable efforts have been focused on semiconducting metal oxides (TiO2, MgO, ZnO, 
CuO, SiO2, etc), have been the subject of numerous research works and they have attracted great interest in the academic 
and industrial circles because they present a remarkable improvement in the properties of materials compared to 
conventional micro and macrocomposites [4-8]. The development of these materials is linked to their interesting physical 
properties and their advantages over other materials (available, stable, non-toxic, low cost, etc.) [9,10]. These materials 
(oxides) are good candidates for applications in different technological sectors, particularly in photovoltaics and 
optoelectronics [11-13]. Currently, the association of two oxides cites great attention from researchers because of their 
various practical applications such as photocatalyst, sensor, fabrication of microelectronic circuits, piezoelectric devices, 
fuel cell and solar cells [14-17]. 

In this case, we have many contents with higher amounts of oxides based on zinc (ZnO) and copper (CuO) that act 
on semi-conductors with more advantages for different applications. The composite nanostructures of these semi-
conductors have a large interface and allow for multiple functional functions and a voice to new applications. The ZnO 
is a semi-conductor type with a large cross-band direct current (3.37 eV) and a strong exciton energy environment of 
60 MeV at the ambient temperature and electrical properties. It is necessary to pay attention to large applications with 
potential in luminescence, photocatalysts, electricity, gas caps, solar cells, hydrocarbon storage and information [18]. 
Copper oxide is a beneficial semiconductor material due to its cheaper price, most availability from raw materials and the 
most important is their non-toxicity. They are used in transistors, spintronic devices, super capacitors, gas sensing electro 
chromic devices and photocatalysis The, with a gap of 1.2eV at low temperature [19]. In the Uv-vis domain, its gap energy 
is 1.2 to 1.7 eV [19,20] which requires a low energy (hʋ) for the electron to move from the valence band to the conduction 
band, but unfortunately it turns out that this gap energy is a little weak to degrade an organic and inorganic pollutants [21]. 
For that we opt to improve the optical and energetic properties by adding to this semiconductor another n-type 
semiconductor (ZnO) [21, 22].  

This amalgamation can produce interstitial defects which lead the easily passage of the electrons from the valence 
band to the conduction band by releasing a higher energy to use the oxidation reduction reactions at the semiconductor / 
pollutant interface (liquid or gas) [21]. The composite nanostructures of these semi-conductors have a large interface and 
allow for multiple functional functions and a voice to new applications. 

Several methods have been used to synthesize ZnO-CuO composites. Among these methods, we can cite Co-
precipitation [23], hydrothermal [24]; sol-gel [25] and the Spray Pyrolysis method [26]. The latter offers many 
manufacturing advantages comparable to the deposition methods, namely the use of available and less expensive 
equipment, the ability to operate at atmospheric pressure and at low temperature, easy control of manufacturing 
parameters, compatibility with large deposition surfaces. In this work we study the fast and cheap synthesis of CuO/ZnO 
thin films made with the spray pyrolysis technique. 
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2. EXPREMENTAL PROCEDURE 
In this work, we have used a simple device for deposition, it is a small spray perfume bottle filled with a desired 

precursor solution (copper chloride (S1) zinc chloride (S2)), prepared with distilled water at different concentration of 
precursors as follows: CTotal= 0.05M and VTotal=10ml (Fig. 1). The zinc chloride ZnCl2,2H2O and copper chloride CuCl2, 
2H2O are Sigma-Aldrich products with more than 98% of purity. 

In the open air with Troom = 25°C and t = 1 hour, the solutions were prepared. The precursor solutions have been 
sprayed onto ordinary glasses heated at 550°C. Before that; the ordinary glasses are cleaned like the previous 
protocol [21]. 

 
Figure 1. Principle of Spray Pyrolysis 

 
3. RESULTS AND DISCUSSION 

3.1 The UV-Visible characterization 
ZnO and CuO thin films are n-type and p-type semi-conductors, and the direct result of Zn and Cu gaps in the 

assembly of the structure leads to the formation of holes in the valence bond. Equations (1) and (2) calculate the gap 
energy [21]. 

The optical absorbance spectra of thin films elaborated with different percentage of CuO/ZnO were shown in 
Figures 2 and 3. The obtained thin films reveal low and strong absorption in the visible region with a= 381.57nm more 
or less for all thin films. These are the basic characteristics of a solar selective absorber.  

In order to determinate the CuO/ZnO band gap energy, the experimental data were extracted and reformed to 
absorption coefficient (α) as follows [21]: 

 𝛼 = ଵ௧  𝑙𝑛[ (ଵିோమ)ଶ் + √ (ଵିோ)రସ ்మ + 𝑅ଶ]  (1) 

Where  
α: Absorption coefficient; 
t: Thickness; 
R: reflectance; 
T: transmittance; 
The thickness t is nanometrically scaled  Eg and α can be calculated by Tauc eq. (2): 

 αhʋ = A(hʋ - Eg)n  (2) 

Where h is the photon energy, A is an independent constant of the energy and n is 2 or 0.5 for the indirect and direct 
allowed transition respectively, for this reason, the gap energy can be computed by extrapolating the linear part of the 
plot (αhν)2 with respect to hν (Fig. 3) [21]. we can see that the crystallite sizes of the CuO and ZnO are the responsible 
factors who can give same band gap variation. In this work, the connection between the band gap and crystallite size was 
investigated previously [27]. As a result, by adding another precursor the crystallite size is increased. Thus, a high 
crystallite size is, a band gap is. [27]. CuO is 3.7 eV gap energy in water less than what we found in this work, Eg = 4.07 
eV for equimolar concentration of precursor solution (50 % ZnCl2; 50%CuCl2). For this reason, we believe that the equi-
concentration of the precursor gives the good results for the photdegradation of pollutants. 

 
Figure 2. Different optical absorbance of CuO/ZnO nanocomposite thin films 
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Figure 3. Different Band Gap of CuO/ZnO nanocomposites thin films 

 
3.2. XRD Characterization & Crystallites Sizes Calculation 

Fig.4 show the X-ray diffraction spectra for CuO/ZnO nano comoposite film made with the Spray Pyrolysis 
Technique. while the precursors were added in equi molar concentration, CuO/ZnO nano composites thin films formed 
show a various intensity of peaks at 2theta: 16.39, 37.51, 41.32, 43.50, 56.39 and 68° corresponding to the diffraction 
planes of CuO and ZnO with monoclinic crystalline arrangement. This observation is in good agreement with the JCPDS 
card 89-5899 for monoclinic crystalline structure 

 
Figure 4. X-ray diffraction of CuO/ZnO thin films at T=550°C 
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Using Scherrer equation [27, 28]: Crystallite size can be deduced from XRD spectrum from several peaks mentioned 
below:  
 𝐷 = ௞஛ௐ ௖௢௦ఏ (3) 

 
Where: 
D: Crystallites size 
K: shape factor named “Scherrer constant” ( K=0.9 ) 
W: Full width at half maximum (FWHM) expressed in radians and θ represents the peak position (radians) 
λ: Wavelength of X-ray sources (CuKα = 1.5406 Ǻ).  

We notice that CuO/ZnO grain sizes produced at homogeneous mixture of the precursors solution (copper chloride (S1) 
zinc chloride (S2)) are in nanometric scale with a small increase of 15 to 30 nm unlike CuO/ZnO elaborated independently 
[29-31]. We can gather the crystallites sizes values calculated by (3) in Table 1. 
Table 1. Crystallites sizes values 

Peaks (2θ˚) Plane (hkl) Crystallite size (nm) 
37.36 101 27.56 
40.58 111 41.76 
42.73 200 12.01 
56.20 110 12.33 
67.18 112 26.12 
74.90 004 08.97 

 
3.2 Raman Characterization 

Raman characterization of CuO-ZnO nanocomposite thin films is an effective method to study the structural and 
electronic properties of these materials. Raman spectroscopy allows analyzing the vibration modes of chemical bonds in the 
material, which can provide information on the phase, purity, and interactions between the different phases of the 
nanocomposite. Figure 5 shows the Raman shift of CuO/ZnO thin films at T=550°C, it shows the presence of the majority 
of characteristic bands of CuO and ZnO nanocomposite thin films. 

In this case, one can expect to observe characteristic peaks related to each phase, as well as interaction or coupling 
peaks between the two oxides. The main Raman modes for CuO are generally located around 290 cm⁻¹; 340 and 620 cm⁻¹, 
while for ZnO the main modes are found around 380 cm⁻¹ and 570 cm⁻¹. This is consistent with the results reported in the 
literatures [21,22]. 

 
Figure 5. Raman shifts of CuO/ZnO thin films at T=550°C 

 
3.3. Atomic force microscopy (AFM) characterization 

In order to better measure the roughness of these samples, we based on the measurement of the factor of roughness 
RMS to the surface of the software WSxM software [32]. AFM analysis was carried out to observe the surface morphology 
of CuO/ZnO films. Fig. 6 shows the topographies of the CuO/ZnO thin films at T=550°C, the results of the analysis 
indicate the presence of islands with different shape, size and number. This is well described according to the “Volmer-
Weber” mode i.e. the binding energy between metal ad-atom and substrate atoms is smaller than the binding energy 
between metal ad-atoms themselves, which leads over potential deposition (OPD) of a 3D metal forming on substrate. 
For the pulse CuO/ZnO thin films pro-duced with equimolar of precursor shows there is same roughness on the surface 
of the ordinary glass RMS=106 nm, which is suitable for the mechanism of photdegradation in the visible region 
(Figure 6). By way of comparison, Bünyamin Şahin et al [33] have obtained a roughness lower than found rms values of 
60, and 23 nm for ZnO/CuO nanocomposite thin films synthesized by the SILAR (Successive Ionic Layer Adsorption 
and Reaction) method. 
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Figure 6. AFM image of CuO/ZnO thin films at T=550°C 

 
3.4 SEM/EDS Characterization 

From the Figure 7, we can see that there is a large heterogeneity of deposition on the surface with a nanometrical scale 
of particle; CuO is spherical form [20] and ZnO is rod with hexagonal form [34] which are suitable for the displacement of 
the electron from the valance band of CuO to the conductivity band of ZnO that favourite the photodegradation. 

   
Figure 7. SEM images of CuO/ZnO thin films at T=550°C 

In other hand, EDS characterization illustrate that all chemical elements of thin films on the surface of the substrate 
shows the presence of CuO/ZnO nonocomposite arrangement (Fig.8) [21, 22]. 

 
Figure 8. EDS result of CuO/ZnO thin films at T=550°C 

 
4. CONCLUSIONS 

This study has made it possible to meet the objectives set concerning the fast and cheap synthesis of CuO/ZnO thin 
films made with the Spray Pyrolysis Technique. Successful synthesis of thin films samples with the spray pyrolysis 
technical by different percentage of precursor solution of CuCl2, 2H2O and ZnCl2,2H2O, dissolved in distilled water, from 
the most important results obtained, it is possible to conclude that: 

- The UV-Visible characterization shows that all thin films exhibit ultraviolet optical transmission. 
- XRD, SEM/EDS and RAMAN characterization of CuO/ZnO nanocomposites confirm the presence of the various 

phase of CuO and ZnO and the crystallite size are at the nanometrical scale.  
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Finally, according to these results and compared with the literature CuO and ZnO are suitable for photodegradation 
of organic and inorganic pollutants. Several issues are still open for future investigation in order to fully understand the 
synthesis of CuO/ZnO thin films for photodegradation of pollutants. Hopefully, the results presented in this study gives 
a contribution to this understanding. 
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ШВИДКИЙ ТА ДЕШЕВИЙ СИНТЕЗ ТОНКІХ ПЛІВОК CuO/ZnO, ВИГОТОВЛЕНИХ 
ЗА МЕТОДИКОЮ СПРЕЄВОГО ПІРОЛІЗУ 

Ю. Беллал, А. Буханк, Д. Бельфенаше, Р. Єхлеф 
Науково-дослідний центр промислових технологій CRTI, Черага, Алджер, Алжир 

У цій статті було розроблено тонкі плівки нанокомпозитів CuO/ZnO з різним співвідношенням комбінацій прекурсорів 
(хлорид міді, хлорид цинку), розчинених у дистильованій воді методом розпилювального піролізу з метою вивчення їх фізико-
хімічних властивостей. Нанокомпозити були розроблені у вигляді тонких плівок, нанесених на поверхню звичайного скла 
при 550°C за допомогою дешевшої та швидкої техніки. Оптичні, структурні та морфологічні властивості останнього були 
досліджені методами УФ-виділення, дифракції рентгенівських променів (XRD), раманівського розсіювання, SEM/EDS та 
AFM. XRD-піки доводять присутність полікристалічних моделей CuO та ZnO з переважною орієнтацією. Спектр 
комбінаційного зсуву підтверджує присутність нанокомпозитів CuO та ZnO. SEM/EDS та AFM підтверджують, що на 
поверхні звичайного скла є однакова шорсткість RMS=106 нм, яка підходить для механізму фотодеградації. У видимій області 
ми помічаємо високе поглинання та великі оптичні заборонені зони (Egap= 4,07 еВ), що підходить для фотодеградації 
небажаних речовин. 
Ключові слова: спрей-піроліз; CuO/ZnO; тонкі плівки; прекурсор; RAMAN; фотодеградація 
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This study investigates the impact of the resistivity of Aluminum-doped Zinc Oxide (AZO) films on the electrical characteristics of 
AZO/p-Si heterojunctions. AZO films were deposited using a thermal evaporation technique on p-Si substrates, with varying deposition 
temperatures to control film morphology and resistivity. Comprehensive current-voltage (I-V) and capacitance-voltage (C-V) 
measurements were conducted to evaluate the diode performance and interface state dynamics. The results show that samples with 
higher resistivity, particularly those deposited at room temperature (S1 and S2), exhibit MOS-like behavior, indicating higher 
concentrations of interface states and defects. In contrast, samples deposited at elevated temperatures (S3, S4, and S5) demonstrate 
improved diode characteristics, with lower resistivity, enhanced carrier mobility, and better crystalline quality. Mott-Schottky and 
capacitance-frequency (C-f) analyses further reveal the significant role of interface states in determining the heterojunction's electrical 
response, especially at lower frequencies where charge trapping dominates. Additionally, photoluminescence (PL) spectra confirm the 
presence of oxygen vacancies in the AZO films, with strong visible emission observed in S1 and S2, linked to deep-level defect states. 
This work highlights the critical influence of deposition conditions on the resistivity and performance of AZO films in heterojunction-
based optoelectronic devices, offering valuable insights into optimizing material properties for improved device efficiency. 
Keywords: AZO films; Resistivity; p-Si heterojunction; I-V characteristics; C-V characteristics; Mott-Schottky analysis; Interface 
states; Photoluminescence (PL) spectra; Oxygen vacancies; Thermal evaporation; Charge trapping 
PACS: 78.20.-e, 73.61.Ga, 85.60.-q, 68.55.-a 

INTRODUCTION 
Aluminum-doped Zinc Oxide (AZO) films have garnered significant attention in recent years due to their versatile 

electrical and optical properties, making them suitable for various optoelectronic applications such as transparent 
conducting electrodes, photodetectors, and solar cells [1,2]. The combination of low resistivity, high optical transparency, 
and chemical stability has made AZO a compelling alternative to conventional transparent conductive oxides (TCOs) 
such as Indium Tin Oxide (ITO), especially considering the abundance and lower cost of zinc compared to indium. 

The performance of AZO films in heterojunction-based devices, however, is highly sensitive to their resistivity, 
which is influenced by deposition conditions, doping concentration, and the film's crystalline quality. In particular, the 
resistivity of AZO films directly affects the interface properties between the AZO layer and the silicon (p-Si) substrate in 
heterojunction structures [3]. High-resistivity AZO films tend to introduce more interface states and defects, such as 
oxygen vacancies, which can trap charge carriers and hinder device performance by promoting non-radiative 
recombination. Conversely, lower-resistivity films typically result in improved electrical characteristics, including 
enhanced carrier mobility and reduced recombination losses, making them more suitable for high-efficiency devices. 

Previous studies have explored the structural, electrical, and optical properties of AZO films in various device 
architectures, but limited work has focused on the direct correlation between film resistivity and the electrical behavior of 
AZO/p-Si heterojunctions. Understanding how resistivity influences the current-voltage (I-V) and capacitance-voltage (C-V) 
characteristics, as well as the role of interface states, is crucial for optimizing the performance of these heterojunctions. 

This study aims to systematically investigate the effects of AZO film resistivity on the I-V and C-V characteristics 
of AZO/p-Si heterojunctions. By varying the deposition conditions of the AZO films, we were able to tailor their 
resistivity and evaluate the corresponding changes in electrical behavior. In addition, photoluminescence (PL) spectra 
were measured to analyze the presence of defect states, particularly oxygen vacancies, which are known to influence the 
material's optoelectronic properties. The results of this study provide valuable insights into optimizing the deposition 
process to enhance the performance of AZO-based heterojunctions for advanced optoelectronic applications [2,3]. 

EXPERIMENTAL DETAILS 
Substrate Preparation and Cleaning. The experimental process began with the meticulous preparation of p-type 

silicon (p-Si) substrates. These substrates were subjected to a rigorous cleaning process involving sequential immersions 
in deionized water, a mixture of hydrogen peroxide (H₂O₂), and ammonium hydroxide (NH₄OH), followed by a thorough 
rinse. A second cleaning phase with a solution of hydrogen peroxide and hydrochloric acid (HCl) was applied to ensure 
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the removal of all contaminants [5,7]. This step was critical for achieving a pristine surface, essential for high-quality film 
deposition and effective heterojunction formation. 

Film Deposition. Aluminum-doped Zinc Oxide (AZO) films were deposited using a thermal evaporation technique. 
A blend of high-purity zinc oxide (ZnO) powder and aluminum (Al), with a doping concentration of 2%, was prepared 
and placed in a tungsten boat within the evaporation chamber. The chamber was evacuated to a base pressure of 10⁻⁵ 
mmHg to ensure a contaminant-free environment. The mixture was then heated to 1753 K, allowing the ZnO and Al to 
evaporate and deposit on the prepared substrates under a controlled atmosphere of 16 mTorr oxygen. The deposition 
process was carefully monitored with a quartz crystal microbalance to maintain the film thickness between 100 nm and 
150 nm. 

Contact Formation and Structural Analysis. Following deposition, aluminum was evaporated onto the reverse 
side of the p-Si substrates to serve as the bottom contact. On the top side, gold contacts were defined in two areas, 0.01 
cm² and 0.5 cm², to establish the top contacts for the heterojunction. The structural and morphological properties of the 
AZO films were then characterized using scanning electron microscopy (SEM) and atomic force microscopy (AFM), 
providing detailed insights into surface topography and film uniformity. 

Electrical Characterization. The resistivity, carrier mobility, and concentration of the AZO films were measured 
using a Hall effect measurement system, which provided detailed insights into the electronic properties of the films. The 
four-point probe method was utilized to assess the resistivity and doping concentration of the p-Si substrates. 

Electrical and Optical Measurements. Comprehensive electrical characterization was performed under dark 
conditions to avoid light-induced effects. Current-voltage (I-V), capacitance-voltage (C-V), and capacitance-frequency 
(C-f) measurements were carried out using a semiconductor parameter analyzer. These tests were crucial for evaluating 
the heterojunction's electrical behavior under various electrical biases, ranging from −5 V to 5 V. 

Finally, the optical properties of the AZO films were analyzed using photoluminescence spectroscopy. An Avantes 
spectrometer, equipped with a 266 nm laser as the excitation source, was used to examine the energy band structure and 
defect states within the films. This structured approach, employing state-of-the-art techniques, ensured the high fidelity 
of the data collected, which is essential for understanding the effects of AZO film resistivity on the electrical 
characteristics of AZO/p-Si heterojunctions. 

 
RESULTS AND DISCUSSION 

The electrical and optical properties of the AZO/p-Si heterojunction samples were investigated through I-V, C-V, 
and photoluminescence (PL) measurements. These analyses allowed for the evaluation of the effects of AZO film 
resistivity on diode performance and the role of interface states in determining the overall device characteristics. The 
results, presented below, highlight the significant influence of deposition conditions and material resistivity on the 
heterojunction behavior [6].  

 

Figure 1. Surface morphology of AZO thin films at different deposition temperatures 

Figure 1. Shows the surface morphology of Aluminum-doped Zinc Oxide (AZO) thin films deposited at two distinct 
substrate temperatures: room temperature and 573 K. 

- (A) AZO deposited at room temperature: the surface morphology of the AZO film deposited at room temperature 
displays a rough surface with relatively smaller grains. The lack of thermal energy limits the mobility of adatoms on the 
substrate, leading to a highly textured, disordered structure. Grain boundaries are more pronounced, and the overall 
roughness is higher, reflecting the insufficient crystallinity development at lower temperatures. 

- (B) AZO deposited at 573 K: In contrast, the AZO film deposited at 573 K demonstrates a smoother surface with 
larger, well-defined grains. The increased substrate temperature allows for greater adatom mobility, promoting improved 
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crystalline growth. This results in larger grain sizes and a more uniform surface morphology, indicative of enhanced 
crystallization. The smoother surface correlates with a decrease in surface roughness and improved film quality. 

Scale bar: each image contains a 1 µm scale bar, providing reference for the relative size of the surface features. The 
significant difference in grain size and surface smoothness between the two deposition conditions highlights the role of 
substrate temperature in controlling the physical properties of AZO thin films. At higher temperatures, the films exhibit 
enhanced structural characteristics, which can influence their electrical and optical performance in semiconductor 
applications. 

 
Figure 2. Current-Voltage (I-V) characteristics of AZO/p-Si heterojunction samples S1–S5 

The I-V characteristics presented in Figure 2 show case the impact of deposition conditions and resistivity variations 
in AZO/p-Si heterojunctions for samples S1, S2, S3, S4, and S5. These samples exhibit distinct differences in electrical 
performance due to the resistivity and morphology of the AZO films, as well as the deposition temperatures used during 
fabrication. S1 and S2 have significantly higher resistivity compared to S3, S4, and S5. The resistivity ranges from 
10-3 Ω cm for S5 to 10-3 Ω cm for S1. Higher resistivity in S1 and S2 results from room-temperature deposition, which 
limits atomic mobility and hinders film crystallinity. In contrast, S3 to S5 were deposited at elevated temperatures, 
reducing resistivity and improving electrical conductivity due to better atomic arrangement and crystallization. Also, S1 
and S2 were deposited at room temperature, leading to higher resistivity and smaller grain size. The lower deposition 
temperature restricts atomic movement, causing smaller, less ordered grains and higher surface roughness. S3, S4, and 
S5 were deposited at progressively higher temperatures, reaching up to 573 K. This increase in substrate temperature 
improves the crystalline quality of the AZO films, leading to larger grain sizes and smoother surfaces. Consequently, their 
resistivity is lower, and they exhibit better electrical characteristics. Samples S1 and S2 exhibit smaller grain sizes and 
rougher surfaces, contributing to their higher resistivity and poorer electrical performance. Samples S3, S4, and S5 show 
larger grains and smoother surfaces due to the higher deposition temperatures. These morphological improvements 
correlate with lower resistivity and better carrier mobility, resulting in improved diode characteristics [8-10]. 

The I-V curves (Figure 2.) for S1 and S2 indicate MOS-like behavior, particularly in the reverse-bias region, where 
the films act as insulating layers. This is due to the higher resistivity of the AZO films in these samples, which inhibits 
current flow even under forward bias. S3, S4, and S5 exhibit typical p-n junction behavior, with lower resistivity and 
higher carrier mobility. These samples show a steep increase in current once the forward bias exceeds the built-in 
potential, indicative of efficient diode behavior. The built-in potential (Vbi) varies across the samples, with S3, S4, and 
S5 showing values closer to typical n-ZnO/p-Si heterojunctions, while S1 and S2 exhibit larger Vbi values due to their 
MOS-like characteristics. The I-V curves (Figure 2.) reveal several distinct characteristics across the five samples: 

- S1 and S2 exhibit a delayed onset of current in the forward bias region, indicating higher resistivity and MOS-like 
behavior. Their reverse current remains near zero, with S1 showing slightly higher leakage current, possibly due to defects 
or interface states. 

- S3, S4, and S5 show more typical p-n junction diode behavior, with lower threshold voltages and steeper slopes in 
the forward bias region. This reflects lower resistivity and better carrier mobility. 

- S5 has the lowest current values in the positive voltage region, indicating it has the highest resistivity among the 
lower-temperature deposited samples. 

The variations in deposition conditions, particularly substrate temperature and laser fluence, directly affect the 
resistivity, morphology, and I-V characteristics of AZO/p-Si heterojunctions. S1 and S2, deposited at room temperature, 

S1 
S2 
S3 
S4 
S5 
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display MOS-like behavior with higher resistivity and poor diode performance, while S3, S4, and S5, deposited at higher 
temperatures, exhibit better diode characteristics due to lower resistivity, improved film morphology, and higher carrier 
mobility. These findings highlight the crucial role of deposition conditions in optimizing the performance of AZO-based 
heterojunctions for semiconductor applications. 

The Mott-Schottky analysis, a cornerstone in semiconductor diagnostics, allows for the detailed investigation of 
junction properties through the assessment of the space charge capacitance across semiconductor interfaces. Figure 3 
exemplifies this approach by depicting the inverse square of the capacitance (1/C2) as a function of applied voltage (V), 
thereby facilitating a quantitative analysis of the semiconductor's doping density and flat-band potential [11]. The 
capacitance (C) in the depletion region of a semiconductor can be expressed by the equation: 𝐶 = 𝜖𝐴𝑊  

where 𝜖-represents the permittivity of the semiconductor, A - the cross-sectional area of the junction, and W - the width 
of the depletion layer. The Mott-Schottky plot (Figure 3) utilizes this relationship, presenting (1/C2) plotted against the 
applied voltage for samples S1, S2, and S3, each corresponding to different experimental conditions or semiconductor 
materials.  

 

Figure 3. Mott-Schottky analysis of semiconductor junctions: Capacitance-Voltage characteristics for samples S1, S2, and S3 

From the slopes and intercepts of these plots, critical semiconductor parameters are derived. For instance, the slope 
(m) of these plots, calculated from the linear fit to the data, is inversely proportional to the doping concentration (ND) and 
is given by: 𝑚 = 2𝑞𝜖𝑁஽ 

Here, q denotes the elementary charge (approximately 1.602×10-19 Coulombs). Suppose the slope from the plot for 
Sample S1 is 5×1016F-2V-1, applying the semiconductor permittivity for silicon (𝜖ௌ௜ ≈ 11.7 × 𝜖଴), one can calculate the 
doping concentration ND as follows [12]: 𝑁஽ = 2𝑞 × 𝜖ௌ௜ × 𝑚 ≈ 21.602 × 10ିଵଽ × 11.7 × 8.854 × 10ିଵଶ × 5 × 10ଵ଺ ≈ 7.38 × 10ଵହ𝑐𝑚ିଷ 

Additionally, the flat-band potential (VFB) is determined from where the plot intercepts the voltage axis, indicating the 
voltage at which the semiconductor's internal electric fields are neutralized, leading to no band bending. Accurate 
determination of is VFB crucial for understanding the intrinsic electronic properties of the material. This detailed 
characterization using the Mott-Schottky plot not only enhances our understanding of semiconductor physics but also 
supports the development of semiconductor devices by providing a method to precisely control material properties based 
on their doping characteristics [13-15]. 

In AZO/p-Si heterojunctions, the Mott-Schottky analysis helps to assess the quality of the interface and the doping 
uniformity of the AZO layer. Samples with higher resistivity (such as S1) show more pronounced deviations due to higher 
defect densities and interface states, while those with lower resistivity (such as S3) demonstrate improved junction 
properties with lower interface state densities. Figure 3. Mott-Schottky plots (1/C2 vs. V) for AZO/p-Si heterojunction 
samples S1, S2, and S3. The slopes of the linear regions are inversely proportional to the doping concentrations, revealing 
that Sample S1 has the lowest doping density while Sample S3 has the highest. The x-intercepts correspond to the flat-
band potentials (VFB), indicating variations in built-in potentials due to differences in resistivity and interface state 
densities. Deviations from linearity in the high-resistivity samples (S1 and S2) suggest a higher concentration of interface 
states and trap levels, which degrade the junction performance. 



181
Impact of Resistivity on Electrical Characteristics of Al-Doped ZnO/p Si Heterostructures   EEJP. 1 (2025)

Figure 4 illustrates the capacitance-frequency (C-f) characteristics of the AZO/p-Si heterojunction samples (S1 to 
S5) measured at zero bias, across the frequency range from 1 kHz to 1 MHz. The C-f plot provides insight into the 
influence of interface states and the overall electrical behavior of the heterojunctions. At lower frequencies (1 kHz), the 
capacitance density is highest for samples S1 and S2. This can be attributed to the significant contribution of interface 
states, which are able to follow the low-frequency AC signal. The high capacitance at low frequencies suggests that 
interface states are readily available and contribute to charge accumulation. As the frequency increases, the ability of 
these interface states to respond diminishes due to their finite trap times, resulting in a general decrease in capacitance for 
all samples. 

 
Figure 4. Capacitance-frequency characteristics of AZO/p-Si heterojunctions at Zero Bias 

The capacitance decrease is more pronounced in samples S3, S4, and S5, indicating fewer or less responsive interface 
states. These samples show more typical behavior of a p-n junction, where the depletion capacitance dominates at higher 
frequencies, and the contribution from interface states becomes negligible. Conversely, samples S1 and S2 exhibit a 
"shoulder" between 10 kHz and 100 kHz, which points to the presence of faster interface states that can still respond to 
higher-frequency signals. The distinct behavior of S1 and S2 across the frequency range can be explained by a higher 
density of interface states with shorter trap times, which are still active at high frequencies. At 1 MHz, these samples 
retain higher capacitance values compared to S3, S4, and S5. This suggests that even at high frequencies, some interface 
states in S1 and S2 are still capable of following the AC signal, indicating a high concentration of these states at the 
AZO/p-Si interface. In contrast, the capacitance of samples S3, S4, and S5 continues to decrease as frequency increases, 
indicating that these samples are dominated by depletion capacitance at high frequencies, with a minimal contribution 
from interface states. This is consistent with a lower interface state density, likely due to differences in deposition 
conditions or structural variations between the samples. The C-f behavior observed in Figure 4 is crucial for evaluating 
the quality of the AZO/p-Si heterojunctions, particularly in terms of interface state density and their impact on device 
performance. Interface states can introduce charge trapping and detrapping effects, which influence the overall 
capacitance, especially at lower frequencies. Therefore, understanding and controlling these states is critical for 
optimizing the electrical properties of heterojunction-based devices such as photodetectors and solar cells. Samples S1 
and S2, which were deposited at room temperature, display higher resistivity and a more pronounced MOS-like response, 
suggesting higher interface state densities. In contrast, the lower capacitance at higher frequencies for samples S3, S4, 
and S5 indicates more typical p-n junction behavior with fewer active interface states. These variations in capacitance-
frequency characteristics can be correlated with structural differences, such as grain size and resistivity, between the 
samples. Figure 4 highlights the importance of interface state dynamics in the capacitance response of AZO/p-Si 
heterojunctions. The observed frequency-dependent behavior provides valuable information for optimizing the deposition 
process and interface quality in order to enhance the performance of semiconductor devices. By tailoring the interface 
state density and improving material quality, the electrical properties of heterojunction-based optoelectronic devices can 
be significantly improved, leading to better device efficiency and reliability. 

Figure 5 presents the photoluminescence (PL) spectra of samples S1 through S5, measured in the wavelength range 
of 300 nm to 700 nm. The intensity of the PL emission provides critical insights into the defect states, optical transitions, 
and material quality of the samples. The PL spectra for samples S1 and S2 exhibit prominent peaks around 520–550 nm, 
corresponding to visible luminescence. This emission is typically associated with oxygen-related defects in ZnO or AZO 
materials, specifically ionized oxygen vacancies (Vo+). These mid-gap states, located within the bandgap, contribute to 
green luminescence through non-radiative recombination pathways. The higher intensity of these peaks in S1 and S2 
suggests a higher concentration of such defects, which act as deep-level traps for charge carriers. 

Samples S3, S4, and S5 display much lower PL intensities across the entire wavelength range, with only minor 
oscillations around a baseline intensity. This indicates a significantly lower defect density in these samples, which results 
in reduced non-radiative recombination. The weak PL intensity is a sign of improved material quality, particularly in 
terms of fewer oxygen vacancies or other defects that contribute to visible light emission [16]. The broad green emission 
centered around 520–550 nm for S1 and S2 aligns with the photon energy of ~2.4 eV, which corresponds to the 
recombination of electrons and holes trapped at oxygen vacancies. The intensity of this green emission typically reflects 
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the number of recombination centers in the material. For S3, S4, and S5, the lack of significant visible emission suggests 
fewer recombination centers and a higher degree of crystallinity. 

 
Figure 5. Photoluminescence (PL) spectra of S1 to S5 samples: defect states and optical transitions 

The sharp and high-intensity PL peaks in S1 and S2 are indicative of a higher concentration of defect states, which 
could impair the electrical properties of these samples. In contrast, the lower and more stable PL response in S3, S4, and 
S5 suggests better crystalline quality, leading to enhanced carrier mobility and fewer trapping events. This makes S3, S4, 
and S5 more suitable for applications requiring high-quality semiconductor films with fewer defects, such as 
photodetectors or optoelectronic devices. The visible green emission observed in S1 and S2 is often linked to deep-level 
defects within the material. Oxygen vacancies, in particular, play a significant role in this emission. These vacancies 
create defect levels within the bandgap, allowing for non-radiative recombination of charge carriers, which contributes to 
the green luminescence. The higher defect density in S1 and S2 correlates with lower carrier mobility and higher 
resistivity, as carriers become trapped at these defect sites. Samples S3, S4, and S5, with their low PL intensity, 
demonstrate better structural integrity and reduced defect-related recombination. This lower defect density results in 
improved optoelectronic properties, making these samples more ideal for high-efficiency devices. The PL spectra in this 
graph highlight the role of defect states, particularly oxygen vacancies, in determining the optical and electronic properties 
of the samples [17,18]. The strong visible emissions in S1 and S2 suggest a high concentration of defects, while the weak 
emissions in S3, S4, and S5 point to better material quality. This information is critical for optimizing the performance of 
ZnO or AZO-based heterojunctions, with S3, S4, and S5 showing greater potential for high-performance optoelectronic 
applications. 

 
CONCLUSIONS 

This study comprehensively analyzed the effects of AZO film resistivity on the electrical and optical properties of 
AZO/p-Si heterojunctions. Through detailed I-V, C-V, and photoluminescence (PL) measurements, it was demonstrated 
that the resistivity of the AZO films plays a critical role in determining the diode performance, particularly in terms of 
carrier transport, interface state density, and defect-related recombination. Samples with higher resistivity, such as S1 and 
S2, exhibited higher concentrations of interface states and oxygen vacancies, leading to increased leakage currents, higher 
turn-on voltages, and strong mid-gap emission in the PL spectra. In contrast, samples with lower resistivity, such as S3, 
S4, and S5, showed improved electrical characteristics with lower turn-on voltages, reduced reverse leakage, and 
diminished PL intensity, indicating fewer defects and better crystallinity. 

The study underscores the importance of optimizing the deposition conditions, particularly the substrate temperature, 
to control the resistivity and defect density of AZO films. These findings offer valuable insights for the development of 
high-performance AZO/p-Si heterojunction-based optoelectronic devices, where the careful tuning of film resistivity is 
essential for enhancing device efficiency and stability [19]. 

 
ORCID 

Fakhriddin T. Yusupov, https://orcid.org/0000-0001-8937-7944 
Mekhriddin F. Akhmadjonov, https://orcid.org/0000-0002-1623-0404 
Dadakhon Sh. Khidirov, https://orcid.org/0000-0003-1391-4250 
Dilmuhammad Kh. Tolaboyev, https://orcid.org/0000-0001-6248-845X 
Ikhtiyor M. Tursunov, https://orcid.org/0009-0009-0864-2204 

 
REFERENCES 

[1] R.A. Antwi, I. Nkrumah, F.K. Ampong, M. Paal, R.Y. Tamakloe, R.K. Nkum, and F. Boakye, “Synthesis of Pure and Manganese 
Doped Zinc Oxide Nanoparticles by a Solution Growth Technique: Structural and Optical Investigation,” East European Journal 
of Physics, (4), 129-136 (2023). https://doi.org/10.26565/2312-4334-2023-4-13 



183
Impact of Resistivity on Electrical Characteristics of Al-Doped ZnO/p Si Heterostructures   EEJP. 1 (2025)

[2] Z.X. Mirzajonov, K.A. Sulaymonov, T.I. Rakhmonov, F.T. Yusupov, D.SH. Khidirov, and J.S. Rakhimjonov, “Advancements 
in Zinc Oxide (ZnO) thin films for photonic and optoelectronic applications: a focus on doping and annealing processes,” E3S 
Web of Conferences, 549, 03013 (2024). https://doi.org/10.1051/e3sconf/202454903013 

[3] R. Pietruszka, R. Schifano, T.A. Krajewski, B.S. Witkowski, K. Kopalko, L. Wachnicki, and E. Zielony, “Improved efficiency 
of n-ZnO/p-Si based photovoltaic cells by band offset engineering,” Solar Energy Materials and Solar Cells, 147, 164-170 (2016). 
https://doi.org/10.1016/j.solmat.2015.12.018.  

[4] N. Sultanov, Z. Mirzajonov, and F. Yusupov, “Technology of production and photoelectric characteristics of AlB 10 
heterojunctions based on silicon,” E3S Web of Conferences, 458, 01013 (2023). https://doi.org/10.1051/e3sconf/202345801013 

[5] N.A. Sultanov, Z.X. Mirzajonov, F.T. Yusupov, and T.I. Rakhmonov, “Nanocrystalline ZnO Films on Various Substrates: A 
Study on Their Structural, Optical, and Electrical Characteristics,” East European Journal of Physics, (2), 309-314 (2024). 
https://doi.org/10.26565/2312-4334-2024-2-35 

[6] K.H. Kong, R. Kek, T.Y. Tou, and S.S. Yap, “Effects of the resistivity of AZO film on the IV and CV characteristics of AZO/p-
Si heterojunction,” Microelectronic Engineering, 213, 24-30 (2019). https://doi.org/10.1016/j.mee.2019.04.011 

[7] S. Erat, A. Braun, S. Çetinkaya, S. Yıldırımcan, A.E. Kasapoglu, E. Gür, E. Harputlu, K. Ocakoglu, “Solution-Processable Growth 
and Characterization of Dandelion-like ZnO:B Microflower Structures,” Crystals, 12(1), 11 (2021). 
https://doi.org/10.3390/cryst12010011 

[8] M. Sharmin, and A.H. Bhuiyan, “Modifications in structure, surface morphology, optical and electrical properties of ZnO thin 
films with low boron doping,” Journal of Materials Science: Materials in Electronics, 30(5), 4867-4879 (2019). 
https://doi.org/10.1007/S10854-019-00781-8 

[9] A. Roy, and M. Benhaliliba, “Investigation of ZnO/p-Si heterojunction solar cell: Showcasing experimental and simulation 
study,” Optik, 274, 170557 (2023). https://doi.org/10.1016/j.ijleo.2023.170557. 

[10] Mohammad-Reza Zamani-Meymian, Nima Naderi, Maryam Zareshahi, Improved n-ZnO nanorods/p-Si heterojunction solar cells 
with graphene incorporation, Ceramics International, 48(23), 34948-34956 (2022). 
https://doi.org/10.1016/j.ceramint.2022.08.084 

[11] F.T. Yusupov, T.I. Rakhmonov, M.F. Akhmadjonov, M.M. Madrahimov, and S.S. Abdullayev, “Enhancing ZnO/Si 
Heterojunction Solar Cells: A Combined Experimental And Simulation Approach,” East European Journal of Physics, (3), 425-
434 (2024). https://doi.org/10.26565/2312-4334-2024-3-51 

[12] D. Das, and L. Karmakar, “Optimization of Si doping in ZnO thin films and fabrication of n-ZnO:Si/p-Si heterojunction solar 
cells,” Journal of Alloys and Compounds, 824, 153902 (2020). https://doi.org/10.1016/j.jallcom.2020.153902 

[13] S. Karakaya, “Effect of fluorine and boron co-doping on ZnO thin films: Structural, luminescence properties, and Hall effect 
measurements,” Journal of Materials Science: Materials in Electronics, 29, 1628-1638 (2018). https://doi.org/10.1007/s10854-
017-8352-x 

[14] N.M. Nemma, and Z.S. Sadeq, “Eco-Friendly Green Synthesis and Photocatalyst Activity of Ag-ZnO Nanocomposite,” East 
European Journal of Physics, (3), 271-278 (2023). https://doi.org/10.26565/2312-4334-2023-3-24 

[15] M.A. Shafi, S. Bibi, M.M. Khan, H. Sikandar, F. Javed, H. Ullah, L. Khan, and B. Mari, “A Numerical Simulation for Efficiency 
Enhancement of CZTS Based Thin Film Solar Cell Using SCAPS-1D,” East European Journal of Physics, (2), 52-63 (2022). 
https://doi.org/10.26565/2312-4334-2022-2-06 

[16] I. Kanmaz, “Simulation of CdS/p-Si/p+-Si and ZnO/CdS/p-Si/p+-Si heterojunction solar cells,” Results in Optics, 10, 100353 
(2023). https://doi.org/10.1016/j.rio.2023.100353 

[17] S. Maqsood, Z. Ali, K. Ali, M. Ishaq, M. Sajid, A. Farhan, A. Rahdar, and S. Pandey, “Assessment of different optimized anti-
reflection coatings for ZnO/Si heterojunction solar cells,” Ceramics International, 49(23), 37118-37126 (2023). 
https://doi.org/10.1016/j.ceramint.2023.08.313 

[18] S. Maity, and P.P. Sahu, “Efficient Si-ZnO-ZnMgO heterojunction solar cell with alignment of grown hexagonal nanopillar,” 
Thin Solid Films, 674, 107-111 (2019). https://doi.org/10.1016/j.tsf.2019.02.007 

[19] Q. Yu, H. Zhao, and Y. Zhao, “The study of optical-electrical properties of ZnO(AZO)/Si heterojunction,” Current Applied 
Physics, 57, 111-118 (2024). https://doi.org/10.1016/j.cap.2023.11.008 

 
ВПЛИВ ОПОРУ НА ЕЛЕКТРИЧНІ ХАРАКТЕРИСТИКИ ГЕТЕРОСТРУКТУР Al-ЛЕГОВАНОГО ZnO/p-Si 

Фахріддін Т. Юсупов, Мехріддін Ф. Ахмаджонов, Дадахон Ш. Хідіров, Ділмухаммад Х. Толабоєв, Іхтіор М. Турсунов 
Ферганський політехнічний інститут, Фергана, Узбекистан 

Це дослідження вивчає вплив питомого опору плівок оксиду цинку з домішками алюмінію (AZO) на електричні 
характеристики AZO/p-Si гетеропереходів. Плівки AZO були осаджені методом термічного випаровування на підкладках з p-
Si, причому температура осадження змінювалася для регулювання морфології плівок та їхнього питомого опору. Для оцінки 
роботи діода та динаміки станів на межі розділу були проведені комплексні вимірювання струмо-напругових (I-V) та ємнісно-
напругових (C-V) характеристик. Результати показали, що зразки з вищим питомим опором, особливо ті, що були осаджені 
при кімнатній температурі (S1 та S2), демонструють поведінку, подібну до МОН-структур, що вказує на підвищену 
концентрацію станів на межі розділу та дефектів. Натомість зразки, осаджені при підвищених температурах (S3, S4 та S5), 
демонструють покращені характеристики діода з меншим питомим опором, підвищеною рухливістю носіїв заряду та кращою 
кристалічною якістю. Аналізи Мотта-Шотткі та ємнісно-частотні (C-f) вимірювання також виявили значну роль станів на 
межі розділу у визначенні електричного відгуку гетеропереходу, особливо на низьких частотах, де переважає захоплення 
заряду. Крім того, спектри фотолюмінесценції (PL) підтверджують наявність кисневих вакансій у плівках AZO, з сильним 
видимим випромінюванням, що спостерігається у зразках S1 та S2, яке пов'язане з глибокими дефектними станами. Ця робота 
підкреслює критичний вплив умов осадження на питомий опір та продуктивність плівок AZO у гетероструктурних 
оптоелектронних пристроях, надаючи цінну інформацію для оптимізації властивостей матеріалу з метою підвищення 
ефективності пристроїв. 
Ключові слова: АЗО плівки; питомий опір; p-Si гетероперехід; ВАХ; C-V характеристики; аналіз Мотта-Шотткі; 
проміжні стани; спектри фотолюмінесценції (ФЛ); кисневі вакансії; термічне випаровування; уловлювання заряду 
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This paper presents the results of a study of silicon diffusion-doped with germanium impurity atoms. For the diffusion of germanium 
impurity atoms, the original single-crystal silicon of the KEF-100 brand was used, in which the phosphorus concentration was equal 
to Np≈5ꞏ1013cm-3. The selection of such a concentration of phosphorus impurity atoms was justified by the fact that this concentration 
of phosphorus atoms has practically no effect on the electrophysical properties of the obtained samples of silicon doped with germanium 
impurity atoms (Si<Ge>) due to the high solubility of germanium impurity atoms in silicon. As shown by the conducted experimental 
studies in silicon samples doped by the developed new technology, there are a number of important practical features as well as, the 
time of the diffusion process of impurity atoms of germanium in silicon according to the developed new technology is reduced by 
2-2.5 times, the power consumption during diffusion is reduced by 2 times, the formation of various impurities, silicides, both on the
surface and at the surface region of silicon and surface erosion are almost completely eliminated. The study of the electrophysical and
magnetic properties of silicon doped with impurity atoms of germanium showed that on the surface and in the near-surface, in addition
to the formation of saturated layers of impurity atoms of germanium, binary compounds GexSi1-x are also formed. Based on the X-ray
energy dispersive microanalysis, it was determined that the concentration of silicon atoms on the surface is ~44.32%, germanium
atoms ~38.11%, oxygen atoms ~15.58% and carbon atoms ~1.98%. These data showed that the number of germanium atoms on the
surface is almost half the number of the main silicon atoms. The presence of impurity germanium atoms leads to a strong change in the
fundamental parameters of the original silicon. The results of the study showed that in the samples of silicon doped with impurity
germanium atoms, ferromagnetic properties are observed at relatively high temperatures (T = 300 K). For the first time in the samples
of silicon doped with impurity germanium atoms, galvanomagnetic parameters such as Ms-saturation magnetization, Mr-residual
magnetization and Hc-coercive force were determined. It was shown that in samples of silicon doped with impurity atoms of
germanium, the fundamental parameters (the value of the width of the forbidden zone, mobility and band structure) of the original
silicon change in a wide range, which leads to an expansion of the spectral range of photosensitivity, as well as magnetic properties,
i.e. ferromagnetism is observed at relatively high temperatures (T=300 K).
Keywords: Silicon; Compounds; Diffusion; Germanium; Concentration; Impurity; Physical Mechanism
PACS: 52.70.La, 68.35.bg, 68.37.Rt, 68.37.Ps, 85.30.-z, 85.70.−w.

INTRODUCTION 
The measurement and control of magnetic fields have always been and remain an urgent challenge, attracting 

significant interest from scientists and specialists. From literary analysis it has been established that the measurement and 
conversion of the magnetic field value to an electrical signal requires the creation of modern magnetic resistors based on 
semiconductor materials and structures. To date, semiconductor materials and multilayer structures based on binary 
compounds have been primarily used for this purpose, often necessitating modern and costly equipment [1-4]. 

In compensated silicon doped with impurity atoms that create deep electronic levels within the forbidden band, a 
range of intriguing physical phenomena have been observed. These include high photosensitivity, temperature and 
infrared quenching of photoconductivity, tensile and magnetic properties, current auto-oscillations, and more [5-8]. 
Studies on the magnetic properties of silicon doped with isovalent and rare-earth impurity atoms have revealed high 
magnetosensitivity, both negative and positive magnetoresistance, and transitions to a ferromagnetic state at relatively 
low temperatures in certain samples [9-10]. This paper presents the results of the study of physical properties of silicon 
samples doped with impurity germanium atoms. 

METHODS 
To obtain silicon samples doped with germanium impurity atoms, a two-stage diffusion technique was developed, 

which enabled a significant increase in the diffusion coefficient of germanium atoms into silicon. 
It is well-known that diffusion in semiconductors occurs primarily through the interaction of diffusing impurity 

atoms with the host atoms and point defects within the crystal lattice of the initial material. The gas-phase diffusion of 
impurity atoms in semiconductors typically follows Fick's law. However, this approach often fails to fully capture the 
physical mechanisms of diffusion in semiconductors [11,12]. 
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For the diffusion of impurity atoms of germanium, the initial single-crystal silicon of the KEF-100 brand was used, 
in which the phosphorus concentration was equal to Np ≈ 5ꞏ1013cm-3. Such a concentration of impurity atoms of 
phosphorus has practically no effect on the physical properties of the obtained samples of silicon doped with impurity 
atoms of germanium (Si<Ge>) due to the high solubility of impurity atoms of germanium in silicon. Powdered germanium 
with a purity of ~99.999% was used for the diffusion of impurity atoms of germanium. The essence of the developed low-
temperature diffusion is as follows. The studied samples of the initial silicon and a diffusant of a certain mass (this is 
determined by the volume of the ampoule) are in evacuated quartz ampoules (the pressure in the ampoule is 
P = 10-6 mm Hg) and placed in a diffusion furnace at a temperature of T = 300 K. The temperature of the furnace from 
the quartz ampoule is gradually raised at a rate of 5ºС/min. Then the temperature rises to T = (823 ÷ 973) K and is 
maintained at this temperature for t = (10 ÷ 20) min, then the furnace temperature rises fairly quickly 
(T = 423÷ 473 K/min) to a certain temperature (T = 960 ÷ 1050 K) and the samples are maintained at this temperature 
for t = 3 ÷ 5 hours, after which the ampoules are removed from the furnace and cooled at a rate of 200 ºС/sec. The 
developed new diffusion technology was carried out dozens of times of diffusion of impurity atoms of germanium from 
the gas phase. After each diffusion, 5 to 7 samples of silicon were obtained, the surface of which was examined by an 
electron microscope of the MIM-8 brand. Diffusion was also carried out by the usual high-temperature diffusion method. 
As the analysis of the obtained results of the study showed, in contrast to the samples obtained by the usual method, in 
the samples obtained by the developed low-temperature technology no surface erosion was detected, impurities and 
silicides were not formed, both on the surface and in the surface area. To determine the penetration depth of impurity 
atoms in the diffusion process, a study of the specific resistance of silicon samples doped with impurity atoms of 
germanium was carried out by the 4-probe method on the Van der Pauw installation of the Hall Measurements system 
7000 brand with the removal of the thickness of the obtained samples, and the concentration of mobility and charge 
carriers were determined. 

 
EXPERIMENTAL PART 

Ferrimagnetic properties were first discovered in silicon doped with germanium impurity atoms at relatively low 
temperatures (T ≈ 30 K). Studies on the properties of silicon diffusively doped with germanium were conducted 
at a temperature of T = 300 K, where ferrimagnetic behavior was observed in these samples under specific 
conditions – a phenomenon not previously documented. 

The magnetic properties of the obtained Si<Ge> samples were examined using a magnetic force microscope, the 
FM-Nanoview 1000. "Magnetic" images of the topography of germanium-doped silicon were obtained at the submicron 
level, providing detailed visualization of the sample structure (Fig. 1). 

  
Figure 1. 3D-representation of magnetic domain topography and magnetic topography images in Si<Ge> samples, at T=300 K 

 

 

Figure 2. Dependence of negative magneto-resistance on the magnitude of magnetic field in samples p-Si<Ge>, at E =100 V/сm, 
a) T = 80K, b) T = 300K 
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These results confirm that silicon samples doped with germanium impurity atoms exhibit ferrimagnetic properties 
not only at low temperatures (TGe ≈ 30 K) but also at relatively high temperatures (T = 300 K). The study of the magnetic 
properties of Si<Ge> samples demonstrate a significant negative magnetosensitivity in silicon doped with germanium 
impurity atoms (Fig. 2). 

A Scanning Electron Microscope (SEM) provides high-quality imaging and analysis of material surfaces. This 
technique enhances image quality and resolution by using a stream of high-energy electrons to scan the surface, producing 
highly detailed images [13,14]. Figures 3a and 3b show the surface topology of a silicon sample doped with germanium 
impurity atoms, obtained using a JSM-IT 200 SEM. The elemental composition of the silicon surface is presented in 
Figure 3c. 

 

 
Figure 3. a) and b) surface topology of silicon diffusion-doped with germanium impurity atoms, c) results of micro-X-ray 

energy-dispersive analysis (scale 20 μm). 

Table 1 shows the elemental composition of silicon samples doped with germanium impurity atoms, determined 
from micro X-ray energy dispersive analysis obtained using a scanning electron microscope. 
Table 1. Elemental composition of silicon samples doped with impurity germanium atoms 

Element AN Series unn. C {wt} norm. C {wt.%} Error {wt}. 
Si 14 K 44.45 44.32 1.8 
O 8 K 15.63 15.58 1.9 
Ge 32 K 38.23 38.11 2.1 
C 6 K 1.99 1.98 0.4 

Total:  100.29 100.00  
 

THEORETICAL CALCULATIONS AND RESEARCH RESULTS 
Analysis of the study results revealed that after the diffusion of germanium impurity atoms onto the silicon surface, 

a thin layer forms where germanium-silicon compounds (GeSi) are present. The elemental composition of the silicon 
surface is shown in Table 1. X-ray energy-dispersive microanalysis indicated that the surface concentrations are 
approximately 44.32% silicon atoms, 38.11% germanium atoms, 15.58% oxygen atoms, and 1.98% carbon atoms. This 
data demonstrates that the quantity of germanium atoms on the surface and near-surface layer of silicon is nearly half that 
of the primary silicon atoms. 

Microscopic analysis revealed that a compound layer with an approximate composition of Ge0.38Si0.62 and a thickness 
of 0.5–2 microns formed on the surface and near-surface region of the silicon. Beyond this layer, the concentration of 
germanium atoms decreases sharply; at a depth of 5–6 microns, the compound composition reaches Ge0.05Si0.95. These 
findings confirm the formation of binary GeSi1-x compounds and heterostructures of the GexSi1-x-Si type on the silicon 
surface and near-surface region through the diffusion of germanium impurity atoms. 

Fig. 4a shows the surface topography of a silicon sample doped with germanium impurity atoms, obtained using a 
JSM-IT 200 scanning electron microscope (SEM) in secondary electron mode. The X-ray spectrum at point 3 (Fig. 4) 
indicates a composition of 86% silicon and 14% germanium atoms, corresponding to the binary compound ratio 
Ge0.14Si0.86. 

а c 

b 



187
Physical and Magnetic Properties of Silicon Doped with Impurity Germanium Atoms   EEJP. 1 (2025)

 

 
Figure 4. a) Surface topography of silicon sample doped with impurity germanium atoms. b) X-ray energy dispersive microanalysis 

of silicon samples doped with impurity germanium atoms. 

Table 2. Elemental composition of silicon samples doped with impurity germanium atoms 

Element Line Weight % Atom % 
Si K 70.34±0.24 85.97±0.3 
Ge K 29.66±0.44 14.03±0.21 

Total:  100.00 100.00 

Literature data [15] indicate that it is impossible to achieve a uniform distribution of germanium impurity atoms in 
silicon at concentrations around 80%. In our study, the results can be explained by the fact that, during the additional heat 
treatment of silicon samples doped with germanium impurity atoms, binary compounds such as GexSi1-x with high 
concentrations were formed in addition to individual impurity atoms. 

To confirm the formation of binary compounds GexSi1-x, silicon samples doped with germanium impurity atoms 
were examined using an atomic force microscope (FM-Nanoview 1000) (Fig. 5). 

 

  

 
Figure 5. AFM images of the surface of silicon doped with impurity germanium atoms 

The results showed the formation of islands on the surface and near-surface regions of the silicon samples, which are 
key to the formation of GexSi1-x compounds. Further analysis of the silicon samples doped with germanium was conducted 

а 

b 
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using an IR microscope. The results revealed that the size of the formed silicon-germanium binary compounds reaches up to 
1–2 μm, and these compounds were found in large quantities on both the surface and near-surface layer of the silicon. 

As shown in Fig. 5, the formation of islands consisting of binary GexSi1-x compounds on the silicon surface leads to 
an increase in the average roughness size [16]. This indicates that the binary GexSi1-x compounds are forming on the 
silicon surface due to the impurity germanium atoms, whose electric potential is higher than that of the original silicon. 

The experimental results revealed that silicon samples doped with impurity germanium atoms exhibit a 
ferromagnetic state at a temperature of T = 300 K (Fig. 6). 

Studies of the dependence of the magnetic moment of silicon samples doped with impurity atoms of germanium on 
the specific resistance of the material showed that in high-resistance samples (where the specific resistance is close to the 
intrinsic conductivity ρ ≥ 105 Ωꞏcm) and in samples less than with ρ <4×104 Ωꞏcm, a decrease in the magnetic moment is 
observed. According to the results of studying the negative magnetoresistance in samples obtained in similar modes, a 
similar picture of a noticeable decrease in the NMR is observed in silicon samples doped with impurity atoms of 
germanium at the same specific resistances. On this basis, it can be considered that the NMR phenomena that are observed 
can be directly related to the presence of magnetic ordering in these samples. 

а b 

-300 -200 -100 0 100 200 300

-1.5x10-5

-1.0x10-5

-5.0x10-6

0.0

5.0x10-6

1.0x10-5

1.5x10-5

Si <P, Ge>

Hc=81 Oe
Mr

HC

M
ag

ne
tic

 m
om

en
t (

em
u/

gm
)

Magnetic field (Oe)

T=300 K

Residual magnetization

Coercive force

6
RM 6.1 10 emu / gm−= ⋅

 
c 

Figure 6. Magnetization dependence on magnetic field of silicon samples doped with impurity germanium atoms at T= 300 К, 
а) in samples of silicon Si <B, Ge>, ρ = 4×104 Ωꞏcm, р-type (blue color) and original silicon (red color), b), v) finding the parameters 

Ms-saturation of magnetization, Mr-residual magnetization and Hc-coercive force. 
 

DISCUSSIONS 
Based on experimental studies, it has been shown that by controlling the parameters of the low-temperature diffusion 

process, binary compounds of the GexSi1-x type can be obtained with a thickness of up to 5–6 μm, and with germanium 
atom concentrations on the surface reaching up to 27%. 

The formation of GexSi1-x binary compounds in silicon doped with germanium impurity atoms leads to a change in 
one of silicon's fundamental parameters: the bond dissociation energy. The bond dissociation energy between germanium 
and silicon atoms is higher than that of the germanium-germanium bond but lower than that of the silicon-silicon bond. 

It has been established that, in addition to various combinations of GexSi1-x forming in the silicon crystal lattice, 
neutral molecular compounds, such as Si2-GexBrSi1-x, may also form. These compounds consist of tetrahedral clusters of 
three silicon atoms surrounded by germanium atoms. The formation of such compounds contributes to the creation of 
heterostructures of the type GeSi1-x -Si on the surface and near-surface regions of silicon. 

The results of the study also revealed that silicon samples doped with germanium impurity atoms exhibit 
ferromagnetic properties at a temperature of T = 300 K.  



189
Physical and Magnetic Properties of Silicon Doped with Impurity Germanium Atoms   EEJP. 1 (2025)

CONCLUSIONS 
Analysis of the study results revealed that in silicon samples doped with germanium impurity atoms, there is a wide 

range of changes in the fundamental parameters of silicon, such as the width of the bandgap, mobility, and electronic 
structure. These changes lead to an expansion of the spectral range of photosensitivity and the emergence of magnetic 
properties, including ferromagnetism at relatively high temperatures (T = 300 K). This makes the doped silicon suitable 
for the development of sensitive photodetectors, solar cells, and magnetic sensors. 
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ФІЗИЧНІ ТА МАГНІТНІ ВЛАСТИВОСТІ КРЕМНІЮ, ЛЕГОВАНОГО ДОМІШКОВИМИ АТОМАМИ ГЕРМАНІЮ 

Нурулла Ф. Зікриллаєвa, Феруза Е. Ураковаa, Алішер Р. Тошевb, Гіосіддін А. Кушієвa, Темур Б. Ісмаїловa, 
Йолдошалі А. Абдуганієвa, Немат Норкуловc 

aТашкентський державний технічний університет, 100095, вул. Університетська, 2, м. Ташкент, Узбекистан 
bАлмаликська філія Ташкентського державного технічного університету, м. Ташкент; Узбекистан 

cНаціональний університет Узбекистану імені Мірзо Улугбека, 100098, Університетська вул.4. Ташкент, Узбекистан 
У даній роботі представлені результати дослідження дифузійно легованого домішками атомів германію кремнію. Для дифузії 
домішкових атомів германію використовувався вихідний монокристалічний кремній марки КЕФ-100, в якому концентрація 
фосфору дорівнювала Np≈5ꞏ1013см-3. Вибір такої концентрації домішкових атомів фосфору був обґрунтований концентрацією 
атомів фосфору, яка практично не впливає на фізичні властивості отриманих зразків кремнію, легованого домішковими 
атомами германію (Si<Ge>) через високу розчинність домішки. атомів германію в кремнії. Дослідженням електрофізичних і 
магнітних властивостей кремнію, легованого домішковими атомами германію, встановлено, що на поверхні і в 
приповерхневій зоні крім утворення насичених шарів домішкові атоми германію утворюють також бінарні сполуки GexSi1-x. 
На основі рентгенівського енергодисперсійного мікроаналізу встановлено, що концентрація атомів кремнію на поверхні 
становить ~44,32 %, атомів германію ~38,11 %, атомів кисню ~15,58 % і атомів вуглецю ~1,98 %. Ці дані показали, що 
кількість атомів германію на поверхні становить майже половину кількості основних атомів кремнію. Наявність домішкових 
атомів германію призводить до сильної зміни фундаментальних параметрів вихідного кремнію. За результатами дослідження 
встановлено, що в зразках кремнію, легованого домішковими атомами германію, феромагнітні властивості спостерігаються 
відносно високих температур (Т=300 К). Вперше гальваномагнітні параметри, такі як Ms-намагніченість насичення, Mr-
залишкова намагніченість і Hc-коерцитивність, були визначені в зразках кремнію, легованих домішковими атомами германію. 
Ключові слова: силікон; компаунд; дифузія; германій; концентрація; домішка; фізичний механізм 
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The results of a study of the deformation characteristics of polycrystalline films from the (Bi0.25Sb0.75)2Te3 solid solution at one-sided 
cyclic alternating mechanical stresses is presented. The films were obtained on a polyamide substrate by the method of thermal vacuum 
condensation of molecular beams and had a columnar porous structure with the dimensions of individual crystalline grains of 2.0-2.5 µm. The 
effect of static and cyclic deformations on the electrical resistance and volt-ampere characteristics of strain gauge films was studied in order to 
manufacture strain gauges for fatigue damage accumulation on their basis. It was shown that at room temperature such films have an 
abnormally high static strain sensitivity G ≈ 103 arb. units and a significant hysteresis of their resistance change was detected at small numbers 
of alternating deformation cycles. As a result of N = 5∙105 deformation cycles, the linear section of the volt-ampere characteristic expands 
from (0-5) V at N = 0 to (0-12) V. And the temperature coefficient of resistance in the range of 293 K-Tmin changes from 

3 15.6 10 Kα − −= − ⋅  to 4 12.5 10 Kα − −= − ⋅ . Thecharacteristic value of Tmin, at which α = 0, increases with the growth of N. The studied
strain gauge films can be successfully used as a sensor of fatigue stress accumulation in the temperature range of T = 273-413 K and the
value of N = 0 – 5∙105.
Keywords: Narrow-gap semiconductor (BixSb1-x)2Te3; Porous polycrystalline films; Strain sensitivity; Cyclic alternating strain;
Hysteresis of changes in electrical resistance with strain; Strain gauge of fatigue damage accumulation
PACS: 62.20.fg, 73.50.Dn, 77.84.-s, 85.50.-n, 91.60.Ba

INTRODUCTION 
The strain gauge method for studying the properties of semiconductor materials is one of the most common and 

informative methods for studying thin-film structures, which are widely used to manufacture electrical sensors [1-4], 
pressure and displacement sensors [5-7]. From the point of view of the technical application of thin semiconductor films 
as a strain-sensitive element, the current-voltage characteristic (CVC) plays a special role, in particular, it allows us to 
judge their energy capabilities and suitability for strain gauge measurement. An important parameter is the maximum 
permissible power consumption of the strain gauge under specified operating conditions. This is due to the fact that 
semiconductor films are very sensitive to various types of radiation and temperature changes, and when passing high 
currents through film samples, their excess Joule heating may occur, which is reflected accordingly in their operating 
parameters. Thus, it can lead to a nonlinear CVC and, thus, to an increase in the error in the instrument readings. In 
addition, to ensure safe operation of structures such as aircraft and prevent their destruction during operation, it is 
necessary to know the number of deformation cycles that a given structure has experienced. In this regard, film strain 
gauges of fatigue damage accumulation (FDA) based on narrow-band semiconductors [5-10] are successfully used, 
changing their characteristics with an increase in the number of deformation cycles acting on them. 

As is known [7-11], the main electrophysical characteristics of strain gauges are the initial values of electrical 
resistance 𝑅଴, strain sensitivity 𝐺଴ and their changes under the influence of external factors, such as cyclic mechanical 
deformation , temperature Т, frequency of the supply alternating voltage 𝑓 etc. Recently, due attention has been paid to 
the study of the features of low- and high-cycle fatigue of strain gauges made of low-dimensional structures at different 
deformation amplitudes [12-16]. It should be noted that the authors and their colleagues have recently obtained interesting 
results in the study of the strain gauge properties of thin polycrystalline films of narrow-band semiconductors [17-21]. 
Although it has been shown [9-11] that the nature of the anomalously high strain sensitivity 𝐺  104 𝑎𝑟𝑏.𝑢𝑛𝑖𝑡𝑠. of porous 
films ሺ𝐵𝑖௫𝑆𝑏ଵି௫ሻଶ𝑇𝑒ଷ is associated with the formation of microcracks at high deformation amplitudes 𝜀10ିଷ , however, 
the mechanisms of cyclic deformations at arbitrary amplitudes and amounts of stresses still remain unclear. 

This work is devoted to the study of the influence of the number of cycles 𝑁 and the amplitude 𝜀 of alternating 
deformation on the characteristics of films from a solid solution ሺ𝐵𝑖௫𝑆𝑏ଵି௫ሻଶ𝑇𝑒ଷ according to the change in the value of 
its electrical resistance and the strain gauge coefficient (SGC), determined by the expression 𝐺 = ௱ோோబ⋅ఌ , (1)

where 𝜀 = 𝛥ℓ/ℓ଴ and 𝛥ℓ = ℓሺ𝜀ሻ − ℓ଴ are the values of relative and absolute strain, 𝛥𝑅 = 𝑅ሺ𝜀ሻ − 𝑅଴, and 𝑅଴  are the 
electrical resistance of the sample at 𝜀 = 0. 
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The current-voltage characteristic and temperature dependence of the resistance of ሺ𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହሻଶ𝑇𝑒ଷ strain gauge 
films under the action of static and cyclic alternating deformations (CAD) are considered with the aim of manufacturing 
FDA based on them. It is shown that as a result of the action of 55 10N = ⋅  strain cycles, the linear section of the current-
voltage characteristic expands from (0-5) V at 0N =  to (0-12) V. The studied films can be successfully used as FDA in 
the temperature range of 273 413Т K= −  and the value of 55 10 .N ≤ ⋅  

 
TECHNOLOGY AND MEASUREMENT METHODS  

Polycrystalline films of ሺ𝐵𝑖х𝑆𝑏ଵିхሻଶ𝑇𝑒ଷ with an area of 5 × 20 𝑚𝑚ଶ were obtained by thermal evaporation in a 
vacuum with a residual vapor pressure of ሺ1 − 3ሻ ⋅ 10ିଶ 𝑃а from a mixture of powders 𝐵𝑖ଶ𝑇𝑒ଷ and 𝑆𝑏ଶ𝑇𝑒ଷ in a ratio of х и ሺ1 − хሻ 𝑚𝑜𝑙 %. The temperature of the substrate made of polyamide PM-1 varied in the range of Тௌ = 323 − 423 𝐾, 

and the growth rate of the films was − 𝑊 = 150 − 450 𝐴଴ 𝑐ൗ . The most strain-sensitive ሺ𝐺 ≈ 10ଷ 𝑎𝑟𝑏.𝑢𝑛𝑖𝑡𝑠. ሻ films with 

optimal performance characteristics were obtained at thicknesses of 𝑑 ≈ 3 − 5 𝜇𝑚, Тௌ = 363 𝐾, 𝑊 = 200𝐴଴ 𝑐ൗ  and at a 
value of х = 0.25. The method for measuring the deformation characteristics of the films was chosen in the same way as 
in [1, 7-9]. The samples were not subjected to preliminary heat treatment. The freshly prepared films had an unstable 
SGC, caused by the presence of strong nonequilibrium internal mechanical stresses (IMS) [11]. With an increase in the 
N number of CAD, the value of G decreases monotonically, which indicates the possibility of using the manufactured 
films as FDA. Electron microscopic and X-ray structural studies [3, 7] showed that the grown ሺ𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହሻଶ𝑇𝑒ଷ layers 
had a polycrystalline columnar and porous structure. The sizes of individual crystalline grains were 2 − 2.5 𝜇𝑚. 

To measure the deformation characteristics (DC), the studied films from ሺ𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହሻଶ𝑇𝑒ଷ were glued to a beam 
of equal resistance made of titanium alloy. The deformation of the films was carried out by bending the beam. In this 
case, the value of the relative deformation ε was calculated by the magnitude of the bending of the cantilever-fixed beam 
according to the known expression [1] 

 𝜀 = 3𝑎𝑏𝑥/ℓଷ, (2) 

where a is the distance from the neutral axis of the cantilever beam to the film, b is the distance from the point of 
application of the force to the middle of the film sample, Δx is the bending of the free end of the plate at the point of 
application of the force,   is the length of the plate between the support point and the point of application of the force. 
The deformation value varied in the range from ε = +2.10-3 to ε = -2.10-3 arb. units. 

Strain measurements were made at different temperature ranges of the environment. In order to reduce the 
measurement error, it is necessary to manufacture strain gauges with minimum temperature coefficients of resistance and 
strain sensitivity. 

 𝛼 = 𝑑𝑅/𝑅଴𝑑𝑇, 𝛼ᇱ = 𝑑𝐺/𝐺଴𝑑𝑇, (3) 

where 𝑅଴ and 𝐺଴ are the resistance and SGC at a temperature of 𝑇଴ = 273଴ 𝐾 in a given mechanical state of the films. 
The study of these parameters of semiconductor strain gauges will to a certain extent help to explain the nature of the 
physical processes occurring in such a heterogeneous structure as a porous polycrystalline film subjected to mechanical 
deformation [7, 8]. 

The temperature dependence of the tensometric parameters of the films ሺ𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହሻଶ𝑇𝑒ଷ produced was 
investigated in the range 293-455 K. It turned out that at high substrate temperatures 𝑇௦ ≈ 413 𝐾 and high condensation 

rates 𝑊400𝐴଴ 𝑐ൗ  denser films with a small SGC are obtained. The resistance of such films has a metallic dependence 
with temperature (𝛼 = 0.85 ∙ 10ିସ𝐾ିଵ) and it remained practically unchanged after exposure CAD. 

 
RESULTS OF THE EXPERIMENT AND THEIR DISCUSSIONS  

1. The region of small values of N.  
Here we first present the results of the study of the absolute 𝛥𝑅 = 𝑅(𝜀) − 𝑅଴ and relative 𝛥𝑅(𝜀)/𝑅଴ changes in the 

resistance of freshly prepared samples with a small number of cycles of mechanical loading with a change not only in 
value but also in sign. For example, at the first stage, we will consider the region of tensile deformation from 𝜀 = 0 to 𝜀 = 𝜀଴, at the second stage we will obtain in the direction of deformation removal, i.e. when changing 𝜀 from 𝜀଴ to 0, at 
the third and fourth stages we radiate the region of compression deformations, first from 𝜀 = 0 to 𝜀 = −𝜀଴, and then from 𝜀 = −𝜀଴ to 𝜀 = 0 and complete one cycle of alternating deformations. The strain-sensitive films made from (𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହ)ଶ𝑇𝑒ଷ withstood quite large numbers CAD before noticeable mechanical destruction. It is obviously of 
interest to study DC films in extremely small and large quantities N CAD. 

Fig. 1 shows DC at small values of N, and here the change in R film was first studied only at 4-х cycles of tensile 
deformation (0 ≤ 𝜀 ≤ 0.9 ⋅ 10ିଶ𝑎𝑟𝑏.𝑢𝑛𝑖𝑡𝑠. ), and then at 4-х cycles of compressive deformation (−0.9 ⋅ 10ିଶ ≤ 𝜀 ≤ 0). 
It is seen that when we first smoothly increase the load to 𝜀଴ and then also smoothly remove it to 0, we observe a residual 
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change in the relative resistance of 𝛥𝑅௥௘௦଴ (𝑁)/𝑅଴. This value is different for stretching and compression, which reflects 
the presence of IMS in the film. It is seen that in this case IMS is negative (compressed 𝜀଴ < 0), in addition, it decreases 
monotonically with the growth of N. 

Thus, in films (𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହ)ଶ𝑇𝑒ଷ, a significant hysteresis of resistance change 𝑅ே(𝜀) is observed with one CAD (𝑁 = 1) with an unclosed end. The following hysteresis loops directly continue the previous one and shift to the region 
of large values R, and the absolute value of the vertical displacement 𝛥𝑅 for the next loop decreases monotonically 
(Fig. 2). 
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Figure 1. Deformation characteristics of freshly prepared film (𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହ)ଶ𝑇𝑒ଷ under 4-х cycles of tensile deformation 
(curves 1-4 with arrows indicating the direction of loading) and 

compression (curves 1′-4′) at room temperature 

Figure 2. Hysteresis of the change in resistance of the film 
from (𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହ)ଶ𝑇𝑒ଷ under the influence of CAD. The 

open hysteresis with dashed lines corresponds to the second 
CAD (N=1) 

Fig. 3 shows the dependence of the change in resistance and SGC on the number CAD in the region 1 ≤ 𝑁 ≤ 4. It 
is evident that the value of G decreases sharply, and R increases, with an increase in the number CAD at low N, and then 
passes to a smooth monotonic decline. Apparently, the initial sections of the dependence 𝑅ఌ(𝑁) and 𝐾ఌ(𝑁) are due to 
strongly nonequilibrium IMS films (𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହ)ଶ𝑇𝑒ଷ without preliminary heat treatment. 

2. The region of large values of the number of deformation cycles. Stabilization of the strain gauge parameters 
of films. 

Figure 4 shows the static deformation characteristics of the films before and after exposure to cyclic alternating 
loads in large quantities (𝑁 ≫ 1). It can be seen that before exposure to deformation cycles, the film resistance increases 
almost linearly under the action of tensile deformation, while the dependence of the resistance on compressive 
deformation is nonlinear, and the value of the strain-sensitivity coefficient under compressive deformation is noticeably 
less than under tensile deformation (curve 1). 
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Figure 3. Change in resistance R and SGC with the growth of 
the number CAD in the area of 1 ≤ 𝑁 ≤ 4 

Figure 4. Deformation characteristic of the relative change in 
resistance of films from (𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହ)ଶ𝑇𝑒ଷ before (curve 1) 

and after (2) cyclic deformation. For curve 𝑁 = 5 ∙ 10ହ 
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After exposure to deformation cycles (𝑁 ≅ 5 ∙ 10ହ), the nonlinearity of the static DC film decreases, its strain 
sensitivity increases during compression deformation, and decreases during tension (curve 2), i.e. the asymmetry 
practically disappears. 

Fig. 5 and Fig. 6 show the dependence of the relative change in resistance ∆𝑅/𝑅଴ and the strain-sensitivity 
coefficient G on the number of deformation cycles at different deformation amplitudes 𝜀. It is evident that with an increase 
in the number of alternating deformation cycles and its amplitude, the relative change in resistance increases, while their 
strain-sensitivity G decreases, and at values (𝑁 = 5 ∙ 10ହ) in the dependences 𝑅(𝑁),𝐺(𝑁), a tendency toward saturation 
is observed. 
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Figure. 5. Relative change in the resistance of strain films (𝐵𝑖х𝑆𝑏ଵିх)ଶ𝑇𝑒ଷ from the number of cycles of alternating 

deformations N, at different deformation amplitudes ε .10-3: 
I - ± 0.25, II - ± 0.5, III - ± 0.75 and IV - ± 1.0 

Figure 6. Dependence of G films on the number of 
deformation cycles at relative deformation amplitudes of 

ε .10-3: I - ± 0.25, II - ± 0.5, III - ± 0.75 and IV - ± 1.0. 

In our opinion, the experimental facts obtained here can be explained on the basis of a model of the film as a system 
of microcontacting conducting grains, the dielectric gap between which changes with deformation. Indeed, after the action 
of the required number of cycles of alternating deformation, the width of the gap between the crystalline grains increases 
as a result of abrasion of the contacting surfaces of the grains, leading to an increase in the film resistance and the removal 
to one degree or another of the preliminary IMS. The latter, in turn, determines the tendency toward a linear and 
symmetrical form DC of the film under the action of deformation cycles. 

Therefore, it can be assumed that in the manufactured films (𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହ)ଶ𝑇𝑒ଷ, high values of resistance and strain-
sensitivity coefficient are correlated with the value of IMS, the dielectric gap and the size of the crystallites. The action 
of CAD leads to an increase in the change in the value of resistance and strain-sensitivity coefficient under compression, 
and to a decrease in the value of G under tension, as well as a change in the shape of the static deformation characteristic. 

3. Effect of cyclic deformations on the temperature dependence of film resistance. 
The temperature dependence of the electroresistance of the polycrystalline film (𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହ)ଶ𝑇𝑒ଷ and the influence 

of the current CAD can be qualitatively described on the basis of the linear model of microcontacting [7,8,11,21], 
according to which the resistance of the film is represented as the sum of the connected resistance of the intercrystalline 
interface .por iR  and the individual crystalline levels .cr iR  

 ( ). .film cr por cr i por i
i

R R R R R= + = + . (4) 

Here crR  is the film resistance due to the volume of crystalline grains and depends on the temperature as 

 ( )0
01cr cr crR R Т Тα = + −  , (5) 

characteristic of metal resistors made of massive monocrystalline material, 0
crR - the resistance of a dense film at 

0 273Т К= . We believe that the film resistance, caused by the presence of pores (interface potential barriers), will change 
with temperature as 
 ( )0

por por porR R ехр Е kТ≈ ⋅ , (6) 

where 0
porR  is some characteristic resistance of the porous film, weakly dependent on temperature, porE  is the height of 

the micropotential barrier, 𝑘 is the Boltzmann constant. 
Then, for the temperature coefficient of electrical resistance of the porous film, from (3-6) we obtain the 

phenomenological expression 
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From this it is clear that if at the value T T ′=  the condition ( )0
2

por
cr cr f

Е
R R Т

kT
α ′< ⋅

′
 is satisfied, then the porous film 

initially has a negative value of the temperature coefficient of resistance and at some minT T T ′= >  it turns to zero, and 
then changes sign (i.e. acquires a metallic character of electrical conductivity). From (7) we find that minT  can be roughly 
estimated by the formula 

 
( )0

min 0
por por

cr cr

E R Т
Т

k Rα
= ⋅ . (8) 

In practice, it can be assumed that porЕ , crα , 0
crR  weakly depend on CAD, and the interface resistance ( )0porR Т  

increases with increasing N, then in accordance with formula (8), the value of minТ  grows like ( )min 0 ,porT R Т N∼  and 

at large 55 10N ∼ ⋅  experiences a tendency to saturation, which is observed in the experiment [11]. 
4. Effect of cyclic deformations on the current-voltage characteristics of films. 
The effect of static deformation on CVC films was studied by us [13] in the range of relative deformation values up 

to 0.9 ∙ 10ିଷ𝑎𝑟𝑏.𝑢𝑛𝑖𝑡𝑠., the corresponding curves are shown in Fig. 7. They show that CVC of the samples is linear in 
the region of low stresses. With increasing stress, the linearity of the current-voltage dependence is disrupted, which 
occurs, for example, in the undeformed state at U=5 V (curve 4). This stress, at which nonlinearity CVC occurs, depends 
significantly on the sign and level of deformation. 
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Figure 7. Volt-ampere characteristic of film (𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହ)ଶ𝑇𝑒ଷ 
on polyimide substrate ПМ-I, under the action of static 
deformation: ε=0 (curve 1), ± 0.3.10-3 (2,2′), ± 0.6 (3,3′), ±0.9 
(4,4′). Curves 2-4 were taken under compression, and 2′-4′- 
under tension 

Figure 8. Volt-ampere characteristic of film (𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହ)ଶ𝑇𝑒ଷ 
after exposure to 𝑁 = 5 ∙ 10ହ cycles of alternating loading. 
Curves 1-4 and 2′-4′ correspond to curves 1-4 and 2′-4′. 

Studies of the current-voltage characteristics (CVC) of films (𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହ)ଶ𝑇𝑒ଷ subjected to CAD are shown in 
Fig. 8. It is evident from the figure that the CVC of the film change significantly after exposure to cyclic deformations (= 5 ∙ 10ହ). All curves taken at different values of relative deformation  clearly reflect increases in film resistance. The 
action of 𝑁 = 5 ∙ 10ହ cycles of alternating deformations leads to an increase in the voltage drop across the film with a 
constant source of almost 10 V, i.e., two-fold. 

Since the distances between them increase under the action of cyclic deformations as a result of abrasion of the 
contacting surfaces of the crystalline grains, this leads to the expansion of the linear section CVC of the film. It is known 
that strain gauge measurements must be made in the linear region CVC. In this case, it is necessary to take into account 
the possibility of an error associated with the fact that a fairly large current can flow in the devices, which heats up the 
strain gauge and also causes the appearance of a nonlinear section CVC. In this case, not the nominal resistance is 
measured, but the static resistance corresponding to a certain point CVC. To reduce the current through the strain gauge, 

ε
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an additional resistance can be included, previously measured with sufficient accuracy. The measuring current through 
the strain gauge in this case should be an order of magnitude lower than the current causing a change in the electrical 
conductivity mechanism in the film or heating of the strain gauge body. The magnitude of this current can be roughly 
determined by CVC. Usually this is the current value where CVC begins to deviate from the linear dependence. 

 
CONCLUSIONS 

The changes in the resistance value of SGC porous films with increasing number of deformation cycles can be 
explained by the growth of the dielectric gap between crystallites and micro-wear of their contacts. The model describing 
the electrical conductivity through micro-contacting surfaces of crystallites, based on the theory of percolation, explains 
the high values of SGC films and the nonlinearity of their static deformation characteristics. The polycrystalline films of 
narrow-gap ternary compound (𝐵𝑖଴.ଶହ𝑆𝑏଴.଻ହ) studied here, obtained by thermal evaporation in a vacuum at the above-
mentioned optimal process parameters, can be successfully used as FDA for testing and monitoring the parameters of 
aircraft structures in the temperature range of 273 413Т К= −  and the value of CAD 55 10 .N ≤ ⋅  
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ТЕНЗОРЕЗИСТИВНІ ВЛАСТИВОСТІ ПЛІВОК (Bi0.25Sb0.75)2Te3 ПРИ ОДНОСТОРОННІХ ЦИКЛІЧНИХ 

ЗНАКОЗМІННИХ ДЕФОРМАЦІЯХ 
Рустамжон У. Сіддіков, Хусанбой М. Сулаймонов, Нозіржон Х. Юлдашев 

Ферганський політехнічний інститут, Фергана, Узбекистан 
Наводяться результати дослідження деформаційних характеристик полікристалічних плівок з твердого розчину 
(Bi0,25Sb0,75)2Te3 при односторонніх циклічних знакозмінних механічних напруг. Плівки виходили на поліамідній підкладці 
методом термовакуумної конденсації молекулярних пучків і мали стовпчасту пористу структуру з розмірами окремих 
кристалічних зерен 2,0-2,5 мкм. Вивчався вплив статичних та циклічних деформацій на електричний опір та вольт амперні 
характеристики тензорезистивних плівок з метою виготовлення на їх основі тензодатчиків накопичення втомних ушкоджень. 
Показано, що при кімнатній температурі такі плівки мають аномально високу статичну тензочутливість G ≈ 103 відн. од. і 
виявляється суттєвий гістерезис зміни їхнього опору при малих кількостях циклів знакозмінних деформацій. В результаті дії 
N = 5∙105 циклів деформацій лінійна ділянка вольтамперної характеристики розширюється від (0-5) при N = 0 до (0-12) В. 
Температурний коефіцієнт опору в інтервалі 293 K-Tminзмінюється від 𝛼 = −5,6 ∙ 10ିଷ𝐾ିଵ до 𝛼 = −2,5 ∙ 10ିସ𝐾ିଵ. Характерне 
значення 𝑇௠௜௡, при якому 𝛼 = 0, збільшується зі зростанням 𝑁. Досліджені тензорезистивні плівки з успіхом можуть бути 
використані як датчик накопичення втомних напруг в інтервалі температур 𝑇 = 273 − 413 𝐾 і значенні 𝑁 = 0 − 5 ∙ 10ହ. 
Ключові слова: вузькозонний напівпровідник (BixSb1-x)2Te3; пористі полікристалічні плівки; тензочутливість; циклічна 
знакозмінна деформація; гістерезис зміни електричного опору з деформацій; тензодатчик накопичення втомних ушкоджень 
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ZnS and CuGaS2 are materials with a wide range of applications in modern optoelectronics. These materials are used for IR windows 
as well as lenses in the thermal band, where multispectral maximum transmission and lowest absorption are required. Precisely 
because of these characteristics, extensive and accurate optical research is necessary. This work has developed an ellipsometric 
approach for ZnS/GaAs and CuGaS2/GaP film/substrate systems to address direct ellipsometry tasks. The proposed approach enables 
us to determine the effects of lattice mismatch on the optical indicatrix of the stressed film being considered through ellipsometric 
parameters. 
Keywords: Lattice mismatch; Thin film; Ellipsometry 
PACS: 42.25. p 

 
INTRODUCTION 

In modern optoelectronics, ZnS and CuGaS2 materials are widely used for IR windows, as well as lenses in the 
thermal band, where multispectral maximum transmission and lowest absorption are required. It is these properties that 
require extensive and precise optical studies of the materials. 

In recent two decades ellipsometric approach has gained a worldwide recognition as the most correct approach for 
description of light wave [1-5]. The ellipsometry method accurately studies the optical parameters of multilayer systems 
both theoretically and experimentally. At the same time, it can provide extensive information about the optical 
parameters of two different liquids [6-8]. Applications of are nowadays very numerous and are spread out from in-sity 
control in planar technologies to precise determination of optical function of solids. Ellipsometry is well known as one 
of the powerful methods to control thin film and surface parameters [9-12]. A huge variety of problems which are or 
could be solved by ellipsometric study is very persuasive and has provoked our present trial to explore a possibility of 
ellipsometric investigation of the photo-elastic effect which should take place in thin film/substrate systems because of 
lattice mismatch. 

In this work ellipsometric approach have been developed for ZnS/GaAs and CuGaS2/GaP film/substrate systems 
to solve direct ellipsometry task. The proposed approach allows to finding through ellipsometric parameters the lattice 
mismatch effect on optical indicatrix of the considered stressed film. 
 

1. PHOTOELASTIC EFFECT IN STRESSED FILM 
The photoelastic effect due to stress (t) or deformation (r) which corresponds to this stress is written in matrix 

form as 

Δηij = πijkltkl = pijklrkl, in tensor form, Δηm = πmntn = pmnrn 

where πmn = πijkl, n = 1,2,3; πmn = 2πijkl, n = 4,5,6; and pmn = pijkl, n = 1,2,3; pmn = 2pijkl, n = 4,5,6. Here Δ is the change of 
the polarization constant ηm due to stress or deformation, πmn and pmn are the piezooptic and photoelastic coefficients, 
correspondingly; tn and rn are the stress and deformation, correspondingly. 

To write down the equation of the photoelastic effect in the stressed film it is necessary to know symmetries of the film 
and substrate, as well as their orientation. For the sake of certainty, let us consider ZnS (43 )m /GaAs( (43 )m ) and 
CuGaS2( 42m )/GaAs( 43m ) [13] systems with interface surface perpendicular to [001] direction (z-direction) in both cases. 
 

1.1. ZnS/GaAs system 
Before stress, in a coordinate system where z is directed perpendicular to the interface and x and y axes lie in the 

plane of interface, the equation for polarization constants in the film can be written as 

 η (x2+y2+z2) = 1 (1) 

After the stress, t, due to the lattice mismatch is applied along x and y directions, we have 
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 Δ
 
Δ 
 Δ 

 (2) 

and 
 [η+(π11+π12)t]x2+[η+(π12+π11)t]y2+[η+(2π12)t]z2 = 1 (3) 

Taking into account the relationship for 0r  [8] and that η equals 1/N2 (N is the refractive index) and supposing that 
everywhere ∆η<<η, we have for optical indicatrix that  

 
( )

2 2

2
11 122 21

2

x y
p p r

N N

+

+ 
− 

 

+
( )

2

22 2
121

z

N N p r−
=1 (4) 

i.e., initially optically isotropic film turned into optically uniaxial film with optical axis C along the normal to the 
interface. The ordinary and extraordinary refractive indexes of the last film are  

 0N = ( )11 1221
2

p p r
N N

+ 
− 

 
 (5) 

and 
 ( )2

121eN N N p r= −  (5*), 
respectively. 
 

1.2. CuGaS2/GaP system 
CuGaSe film is a uniaxial film, and the equation for polarization constants before stress can be written as  

ηo(x2+y2)+ηez2=1. 
Stress induced by the lattice mismatch along x and y and the ∆ηi are related as 
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 (6) 

and 
 [ηo+(π11+π12)t]x2+[ηo+(π11+π12)t]y2+[ηe+(2π31)t]z2=1 (7) 

For optical indicatrix we then have 

 
( )

2 2

2
11 122 2

0 01
2

x y
p p r

N N

+

+ 
− 

 

+
( )

2

22 2
311e e

z

N N p r−
=1 (8) 

i.e the film is again uniaxial with the same orientation of the principal axes. However, refractive indexes of ordinary and 
extraordinary beams are changed to 

 ( )11 122
0 0 01

2
new p p r

N N N
+ 

= − 
 

 and new
eN = ( )2

311e eN N p r−  (9) 

 
2. ELLIPSOMETRIC APPROACH FOR ZnS/GaAs AND CuGaS2/GaP SYSTEMS 

In anizotropic systems we have the most general relationship between p- and s- components of the complex 
amplitude of the reflected (r) and incident (i) waves [14]   

 r
pE = ppR i

pE +
i

sp sR E  (10) 

 r
sE = i i

sp p ss sR E R E+  (10*) 



199
Optical Investigation of ZnS/GaAs and CuGaS2/GaP Systems   EEJP. 1 (2025)

or 

 
r
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=
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i
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i
ss s

R E R
R E R
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 
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 

,  (11) 

where Rpp/Rss, Rps/Rss and Rsp/Rss are the relative coefficients of reflection, which we have to be determine by 
solving Wave Equation [9] 

 ΔE-graddivE+(2π/λ)2D=0. (12) 

It follows from section 1 (see 1.1 and 1.2) that we shall consider an isotropic substrate and a uniaxial film on, with 
the same z axis for the film and film/substrate system. It follows from Eq. (12) that in this case the x- and y- 
components of the electrical vector obey the following equations: 
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2
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2 0x
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 ∂  + − =  ∂    
. (13) 

Where, kx=const= (2π/λ)sinφ, and εo=(no-iko)2 and εe=(ne-ike)2 are the complex diagonal components of the  dielectric 
function tensor. Now let us consider s-component of the incident wave. In this case Ey=Es;Ex=Ez=0; Hy=0. Using the 
Abbeles method, from solutions of the Eq. (8) the following matrix of tangential components of electric and magnetic 
field can be constructed: 

 ( )
0 0 0 0

0 0 0 0

11 12 0

21 22 0

1 1
2 20,

1
2 2
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s s
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s s i i i i
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, (14) 

where 2
0 0

2 sindπδ ε φ
λ

= −    and   2
0 0 sing ε φ= − . 

Now tangential components in the interfaces between the film and ambient and between the film and substrate can 
be connected through matrix  
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x x

E E d
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   

= =   
   

  (15) 

Hereafter let us distinguish between thick and thin substrate. In the thick or absorptive substrate, we have no 
waves reflected from the interface between substrate and ambient and this case, as it will be seen afterwards, 
corresponds to the situation in ZnS/GaAs system. In the thin substrate, we have waves reflected from its bottom 
boundary and this will modify the total reflected field. (This case will correspond to the experimental situation in 
CuGaS2/GaP system). 
 

2.1. Thick substrate 

 ( ) ( )
( ) ( )

21 22 11 12 2

21 22 11 12

zs s sub s s ik d
ss

s s sub s s

m gm g m gm
R e

m gm g m gm
−− + + +

=
− − −

, (16) 

where: 
 cosg φ= , and 2sinsub subg ε φ= − . (17) 
 

2.2. Thin substrate 
In this case Rss will be given by the relation (9) 

 ( ) ( ) ( )11 12

21 22

0, , 0,s s
s sub sub sub

s s

m m
M d d M d d M d

m m
 

+ = = 
 

. (18) 

Here M (dsub,d) is the same as matrix (14), matrix (0, dsub) has the form similar to that of matrix (14) in which δ0 and g0 
must be replaced by δsub and gsub, respectively, i.e.  
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where 22 sinsub sub subdπδ ε φ
λ

= −   and   2sinsub subg ε φ= −  

Similary to Rss it is easy to show that Rpp can be written in both cases (thin and thick substrate) so as it is shown in 
the next subsection. 

 
2.3. Thick substrate 
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where, 
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2.4. Thin substrate 

In this case Mp(dsub,d) equals  
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The ratio of gsub/εsub must be replaced by g=cosϕ. The coefficients m can then be obtained from 
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3. DIRECT ELLIPSOMETRY TASK FOR ZnS/GaAs AND CuGaS2/GaP 

Direct ellipsometry task implies a computation of ellipsometric angles ψ and Δ of the system under consideration 
using analytic expressions obtained in Section 2. Our main target is the photoelastic effect in stressed film/substrate 
system. To calculate the magnitude of the effect in ψ-and Δ-units we will do the following. First, we will calculate ψ 
and Δ for unstressed film/substrate systems at different thicknesses of the film d. After that we will calculate ψ and Δ 
for stressed film/substrate system with above values of the thicknesses and different values (pmnr, r is known) of the 
photoelastic effect. In both cases we will constract Δ=f(ψ) dependencies and will estimate the smallest value of the 
photoelastic effect, which we are still be able to detect. 
 

3.1. Unstressed ZnS/GaAs system 
ZnS/GaAs system presents an isotropic film/substrate system for which the principal equation of the ellipsometry 

(tanψeiΔ=Rp/Rs) is very well known and given by 
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Let us select the experimental wavelength in region where sensitivity of a Jobin-Ivon spectroscopic ellipsometer is 
high and the substrate is absorptive enough to avoid formation of the reflected beam from the bottom boundary of the 
substrate. 
 

3.2. Unstressed CuGaS2/GaP system 
There exists a possibility to simplify the problem by selecting the experimental wavelength at λ=6400 Å where 

N0=Ne (isotropic point) and uniaxial optical idicatrix turns into sphere. It is easy to show that in this case,  
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The other coefficients are given by 
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3.3. Selection of experimental angle of incidence 

The change of polarization angles due to the change of the dielectric constant of the film is observable if the 
following conditions is fulfilled: 

( )
min ,min 0film el

film

n
n

ψ ψδψ δ δψ
 ∂= − >  ∂ 

, 

and 

 ( )
min ,min 0film el

film

n
n

δ δ δΔ
 ∂ΔΔ = − Δ >  ∂ 

  (27) 

Where ( , )
minfilm

ψδ Δ  are the minimal value of the change of the dielectric constant of the film, / filmnψ∂ ∂  and / filmn∂Δ ∂  are 
the first derivatives, δψel and δΔel are the threshold sensitivities of the employed ellipsometer. As seen from Fig.1, the 
optimum sensitivity for ψ and Δ is attained at around pseudo-Brewster angle for all considered systems. It is natural 
(Fig.1) that the higher the film thickness the larger response of the ellipsometric angles is.  
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Figure 1. First derivatives of the ellipsometric parameters as function of incidence angle φ at various film thicknesses d 

 
3.4. ZnS/GaAs after stress 

It follows from Sections 2.3 and 2.4 that after stress the principal ellipsometry equation can be rewritten as 
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Here 
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and 

 2 2 2
12(1 )e film film effn n p rε = −    ,    2 2 211 12

0 (1 )
2film film eff

p pn n rε +
= − . (30) 

In similar way the principal ellipsometry equation is obtained for a stressed CuGaS2/GaP system. 
 

4. CONCLUSIONS 
The ellipsometric description of the lattice parameter mismatch effect consists of the results of solving the 

ellipsometric straight problem for ZnS/GaAs and CuGaS2/GaP semiconductor systems. The photoelastic effect resulting 
from the elastic deformation of materials with different lattice parameters in contact with each other (at the atomic 
level) is described in this work. The thicknesses of dislocation-free layers in which the photoelastic effect is observed 
due to the mismatch of the lattice parameters (pure photoelastic effect occurs only in such layers due to the mismatch of 
the lattice parameters) were evaluated. Amplitude coefficients of reflection from (ZnS/GaAs or CuGaS2/InP) internal 
boundary and (vacuum/ZnS or CuGaS2) external boundary were determined. The relationship between the optical 
anisotropy and the optical parameters of the initially isotropic ZnS layer after straining was studied in detail. 
Analogously, the relationship between the new value of the optical anisotropy of the CuGaS2 layer, which was initially 
uniaxial, but retained the uniaxial character of the optical anisotropy even after applying the voltage, and the variable 
parameters of the system was found. The calculated photoelastic effect and its dependence on the thickness of the layers 
are given in the ellipsometric image, which is more convenient for conducting an ellipsometric experiment. 
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ОПТИЧНІ ДОСЛІДЖЕННЯ СИСТЕМ ZnS/GaAs ТА CuGaS2/GaP 
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bАзербайджанський державний університет нафти та промисловості, Баку, AZ-1010, Азербайджан 
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ZnS і CuGaS2 є матеріалами з широким спектром застосування в сучасній оптоелектроніці. Ці матеріали використовуються 
для ІЧ-вікон, а також для лінз у тепловому діапазоні, де потрібне багатоспектральне максимальне пропускання та найменше 
поглинання. Саме через ці характеристики необхідні обширні та точні оптичні дослідження. У цій роботі розроблено 
еліпсометричний підхід для систем плівка/підкладка ZnS/GaAs і CuGaS2/GaP для вирішення завдань прямої еліпсометрії. 
Запропонований підхід дозволяє через еліпсометричні параметри визначити вплив неузгодженості ґрат на оптичну 
індикатрису напруженої плівки. 
Ключові слова: неузгодженість решітки; тонка плівка; еліпсометрія 
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In this article, we analytically study the electrophysical features of the p-Si/n-GaAs radial heterojunction (RHJ) over a temperature 
range of 50 K to 500 K, in increments of 50 K while considering various doping concentrations. The analysis encompasses band gap 
narrowing (BGN), the differences in the band gap between GaAs and Si as a function of temperature, and the built-in potential relative 
to temperature. In particular, we focus on core p-Si with a radius of 0.5 μm and shell n-GaAs with a radius of 1 μm within the structure. 
Our findings indicate that the thickness of the depletion region in the p-Si/n-GaAs (RHJ) increases with rising temperature. The band 
gap difference between GaAs and Si is 0.31 eV at 300 K in our model, which is in good agreement with the experimental results. 
Additionally, the conduction band offset ∆EC=0.04 eV and the valence band offset ∆EV=0.27eV were calculated at 300 K. When the 
doping concentration changes from 2∙1015 to 2∙1018 band gap narrowing (BGN) decreases by 2 meV. Additionally, the built-in potential 
of the p-Si/n-GaAs (RHJ) decreases by 76 mV with increasing temperature. 
Keywords: Radial p-n junction; Light trap; External factors; Volt-farad; Heterostructures; Radial heterojunction (RHJ); Band gap 
narrowing (BGN); Cryogenic temperatures 
PACS: 73.40. Lq, 73.61.Cw, 73.61.Ey, 72.20.Jv 
 

INTRODUCTION 
The rapid progress in semiconductor electronics research has led to substantial advancements in the design, 

optimization, and functionality of modern devices. Key innovations, such as two-dimensional transistors [1], nanowires 
[2], and notably, radial p-n junction structures [3,4], have expanded the potential for nanoscale applications. Among these, 
radial p-n junctions offer distinct advantages over conventional planar configurations, particularly in submicron 
nanowires [5,6]. Over the past two decades, these structures have gained prominence due to their superior optical and 
electronic characteristics, making them highly suitable for applications in photodiodes, optical sensors [7], thermal 
detectors, photovoltaic detectors [8], and solar cells [9]. By optimizing light absorption and carrier collection, radial p-n 
junctions reduce optical losses, thereby enhancing energy conversion efficiency. Their perpendicular orientation for light 
absorption and carrier transport further supports high-frequency applications, including high-speed electronics and 
wireless communication. Radial junctions also play a critical role in high-speed photodetectors [10], avalanche 
photodiodes [11], photovoltaic devices, gamma-ray detectors [12], and infrared sensors [13,14], where their structure 
provides outstanding efficiency, speed, and sensitivity essential for advanced semiconductor applications. Given the broad 
application range of these junctions, a detailed investigation of their electrophysical properties particularly ionization 
processes and performance across diverse temperatures is crucial. Both theoretical modeling and experimental validation 
are necessary to achieve the high reliability and accuracy required for these devices. While radial p-n and p-i-n junctions 
have been widely explored, heterojunction structures are less extensively studied. Despite the development of new 
semiconductor materials, GaAs remain the primary material for optoelectronic devices, while Si continues to be the most 
widely used material due to its advanced technological development and abundance on the Earth's surface. From this 
perspective, the p-Si/n-GaAs (RHJ) has been selected for this study. This work addresses this gap by focusing on the p-
Si/n-GaAs (RHJ) structure, analyzing its electrophysical properties through theoretical and analytical methods. We apply 
mathematical modeling to investigate the behavior of the p-Si/n-GaAs (RHJ) under varying temperatures and external 
voltages, offering insights into its performance characteristics and potential for future applications. 

 
METHODS AND MATERIAL 

We have selected a core of p-Si with a radius of 0.5 μm and a shell of n-GaAs with a radius of 1 μm within the structure 
as the object of this work. Based on the operating temperature of semiconductor devices made from Si and GaAs, the 
temperature range was selected to be between 50 K and 500 K, in steps of 50 K. The interval p np nd r r r− = < <  represents 
the depletion region and this depends on temperature and external voltage and is represented by the expression (1): 
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where, ,Si GaAsε ε are and dielectric constant of the Si and GaAs respectively, 12 1
0 8.85 10  F mε − −= ⋅ ⋅  electrical constant. 

Many articles have conducted theoretical work without considering the dependence of effective mass on temperature and 
electric field. To address these shortcomings, we calculated the dependence of the effective mass of electrons and holes 
on temperature using expression (2). 

 ( )*
( , ) ( , )( ) 1 ( )e h e hm m Tθ β θ= ⋅ + ⋅ −  (2) 

Where, ( )m θ  is mass , ( , )e hβ is the temperature coefficient of the effective mass (which can be determined 
experimentally or from theoretical models). GaAsθ and Siθ  are Debye temperature GaAs and Si respectively. 

 
Figure 1. This figure shows a 2D cross-section of the submicron radial p-n junction structures. The light gray area represents the n-

type GaAs region, the dark gray area represents the p-type Si region, and the very light gray area denotes the depletion region 

Figure 1 shows the cross-sectional view of the selected p-Si/n-GaAs (RHJ) sample, cut along the Z-axis. Where r 
denotes the radial dimension, e+ and e−•  represents the densities of ionized DN + donor and AN − acceptor atoms 
respectively, at the interface of the radial p-n heterojunction within the depletion region. If full ionization case D DN N+ = , 

A AN N− = . In Figure 1, the interval 0 pr r< <  represents the p-type quasi-neutral region (QNR),  the interval p nr r r< <  
represents the depletion region in the radial p-n heterojunction junction, the interval 2nr r R< <  represents the n-type 
quasi-neutral region (QNR).  In heterojunctions, there are differences in the conduction band ΔEC and valence band ΔEV 
at the interface, and these differences change with temperature and concentration. As a result, there is a difference in the 
band gap between Si and GaAs, as described by expression (3). 

 ( , , ) ( ) ( , )g g BGNE T n p E T E n pΔ = Δ − Δ  (3) 

Where, ΔEg(T) is the term that depends on temperature, and ΔEBGN(n,p) represents band gap narrowing, which is 
influenced by concentration, as described by expression (4). 

 3 4( , )BGNE n p A N B N C N D NΔ = ⋅ + ⋅ + ⋅ + ⋅  (4) 

where A, B, C, and D are material-dependent semi-empirical coefficients [15]; the values for Si and GaAs are provided 
in Table 1. The influence of temperature and concentration on electron affinity was also examined, as expressed by 
equation (5). 
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The energy levels ΔEC and ΔEV are influenced by temperature. For instance, as temperature increases, the band gap can 
change, affecting the thermal generation of charge carriers and the performance of devices like diodes and transistors. 

 ( )( ) (0)V V GaAs SiE T E T γ γΔ = Δ + ⋅ −  (6a) 

 ( ) ( ) ( )C V gE T E T E TΔ = Δ + Δ  (6b) 

Here, γ  is a coefficient that describes how the valence band shifts with temperature. ,GaAs Siγ γ  are -0.006 and -0.001 eV/K 
respectively. 
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Table 1. Coefficients A, B, C, D for Si and GaAs materials 

Symbol Si GaAs Unit 

A n-type p-type n-type p-type eVcm 1.02∙10-8 1.11∙10-8 1.65∙10-8 9.77∙10-9 
B 4.15∙10-7 4.79∙10-7 2.38∙10-7 3.87∙10-7 eVcm3/4 
C 1.45∙10-12 3.23∙10-12 1.83∙10-11 3.41∙10-12 eVcm3/2 
D 1.48∙10-12 1.81∙10-12 7.25∙10-11 4.84∙10-13 eVcm3/2 

The electrostatic potential difference in the p-Si/n-GaAs (RHJ) varies with changes in the external source voltage, 
which can be expressed as follows (7): 

 ( ) ( ) ln( )A D
bi g

iGaAs iSi

N NkTT E T
q n n

ϕ ⋅
= Δ − ⋅

⋅
 (7) 

Here, k is the Boltzmann constant, T is the absolute temperature in Kelvin, q is the charge of an electron, NA and ND 
are acceptor and donor concentrations respectively, niSi and niGaAs are intrinsic carrier concentrations of Si and GaAs 
respectively. The results obtained using the formulas and material parameters outlined above are presented in the Results 
and Discussion section, where the findings are analyzed in relation to the initial expectations. 

 
RESULTS AND DISCUSSION 

The effective mass significantly influences the movement of electrons and holes within the crystal. It varies with 
temperature, affecting their behavior. Figure 2 illustrates the changes in the effective mass of electrons and holes in Si 
and GaAs materials. 

 
Figure 2. Effective mass of electrons and holes in Si and GaAs as a function of temperature 

The plot illustrates the temperature dependence of effective masses for electrons and holes in silicon (Si) and gallium 
arsenide (GaAs) over a range from 50 K to 500 K. The effective mass of both carriers in each material increases slightly 
with temperature. In Si, electron effective mass starts at approximately 0.46me and hole mass at 0.29 me, both rising 
gradually. For GaAs, electrons have a lower effective mass, starting around 0.067me, while holes begin at 0.5me and 
exhibit a more pronounced increase with temperature.  

 
Figure 3. Electron affinity of p-Si and n-GaAs as a function of temperature. 



207
Analytic Analysis of the Features of GaAs/Si Radial Heterojunctions:...   EEJP. 1 (2025)

Figure 3 illustrates that the electron affinity of both Si and GaAs decreases with varying doping concentrations over 
a temperature range of 50 K to 500 K. The electron affinity of GaAs is higher than that of Si up to 350 K, but beyond this 
temperature, the electron affinity of GaAs becomes lower than that of Si. Understanding the temperature- and doping-
dependent electron affinity of Si and GaAs is essential for optimizing band alignment, carrier transport, and device 
stability in semiconductor applications. This knowledge enables the precise design of heterojunctions, doping profiles, 
and materials selection, improving the performance and reliability of devices such as transistors, solar cells, and 
optoelectronic components. These trends reflect material-specific characteristics, with GaAs showing a significant mass 
disparity between electrons and holes, benefiting high-mobility and optoelectronic applications. Understanding these 
variations is critical for optimizing electronic and optical device performance across a range of temperatures. 

 
Figure 4. Band gap narrowing in Si and GaAs as a function of temperature. 

Figure 4 illustrates the conduction and valence band energies as functions of temperature for Si ∆EBGNSi(p) and ∆EBGNGaAs(n). The blue curve represents ∆EBGNSi(p), which increases from approximately 1015 to 1020 cm−3 as hole 
concentration p rises. In contrast, the red dashed line represents ∆EBGNGaAs(n), which follow a similar upward trend with 
electron concentration n. This comparison highlights the distinct energy characteristics of Si and GaAs across a broad 
range of carrier concentrations, providing crucial insights into their performance in semiconductor applications. 

 

 
Figure 5. Conduction and valence band energies of Si and GaAs as a function of temperature. 

Figure 5 illustrates the temperature dependence of conduction and valence band energies in Si and GaAs over the 
range of 50 K to 500 K, showing a decrease in both energy levels with increasing temperature. These changes significantly 
impact electronic properties, including band alignment and carrier dynamics. Understanding these variations is crucial 
for designing temperature-sensitive semiconductor devices, such as diodes, transistors, and heterojunctions, to ensure 
optimal performance across wide temperature ranges. The energies of the conduction and valence bands in Silicon and 
Gallium Arsenide exhibit a distinct dependence on temperature. Grasping these relationships is crucial for the effective 
design and optimization of semiconductor devices. Figure 6 demonstrates that the band gap and built-in potential of Si 
and GaAs decrease with increasing temperature, with GaAs showing a steeper decline in the band gap. These changes, 
influenced by material-specific properties, play a crucial role in the temperature-dependent behavior of semiconductor 
devices. These trends underscore the importance of temperature considerations in semiconductor device design. As both 
the band gap and built-in potential decrease, it becomes crucial for engineers to optimize device performance, especially 
in power electronics and optoelectronics, where thermal stability is vital. 
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Figure 6. Differences of Band Gap and Built-in Potential as a function of Temperature 

Figure 6 highlights the interplay between the band gap and built-in potential as a function of temperature, revealing 
their critical role in determining the electrical behavior of semiconductor devices. This understanding is vital for 
optimizing the performance of temperature-sensitive components like p-n junctions, LEDs, and solar cells. Our model 
indicates a band gap difference of 0.31 eV between GaAs and Si at 300 K, consistent with experimental data. The 
conduction band offset ∆EC is calculated at 0.04 eV, while the valence band offset ∆EV is 0.27 eV at the same temperature. 
The plot illustrates how temperature affects two critical semiconductor parameters: Band Gap Differences and Built-in 
Potential. As temperature rises from 50 K to 500 K, both the band gap and built-in potential decrease: Band Gap 
Differences, the band gap narrows from approximately 0.35 eV to 0.26 eV due to increased lattice vibrations and thermal 
excitation, which reduce the energy needed for electron transitions. A narrower band gap can increase intrinsic carrier 
concentrations, enhancing conductivity but also potentially causing unwanted leakage currents in high-temperature 
devices. Built-in Potential, the built-in potential decreases from about 1.66 V to 0.9 V, indicating a weakening of the 
internal electric field. This change suggests that thermal effects significantly influence charge carrier dynamics, 
potentially reducing the efficiency of devices reliant on strong potential barriers, such as diodes and transistors, in high-
temperature applications.  

This analysis highlights the need for further research into the mechanisms behind these temperature effects and their 
implications for specific device architectures. Figure 7 shows how the band gap for silicon (Si) and gallium arsenide 
(GaAs) changes with temperature from 40 K to 500 K. GaAs start with a higher band gap of 1.52 eV at 40 K, decreasing 
to about 1.35 eV at 500 K, indicating greater thermal sensitivity than Si. This temperature dependence in GaAs can affect 
its performance at high temperatures but still makes it ideal for optoelectronic applications due to its direct band gap, 
which benefits devices like LEDs and laser diodes. Overall, understanding these thermal properties helps in designing 
reliable devices optimized for Si’s stability or GaAs’s high-frequency and optical capabilities. 

  
Figure 7. Band gaps of Si and GaAs as a function of temperature 

Figure 8 shows that the intrinsic carrier concentration, for Si and GaAs rises exponentially from 50 K to 500 K due 
to thermal generation of carriers. GaAs, with its narrower band gap, reaches higher ( )in T  values, indicating greater 
thermal sensitivity compared to Si. Here, majority carrier concentration 16 32 10p n A Dp n N N cm−= = ⋅= = , minority 

carrier concentration 2
n i Dp n N= and 2

p i An n N= . Here, 6 31.7 10in cm−= ⋅  is the intrinsic concentration, for GaAs, 
10 31.5 10in cm−= ⋅  for Si at 300 K. This temperature-dependent behavior impacts conductivity, with higher temperatures 
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potentially affecting device stability. Si’s stability is ideal for general electronics, while GaAs’s thermal sensitivity and 
direct band gap make it well-suited for optoelectronic and high-frequency applications, especially in controlled settings. 
These insights are essential for optimizing device design across different thermal conditions. 

 
Figure 8. Intrinsic carrier concentration of Si and GaAs as a function of temperature. 

CONCLUSIONS 
In conclusion, our analytical study of the p-Si/n-GaAs radial heterojunction, specifically with a core radius of 0.5 μm 

and a shell radius of 1 μm, provides significant insights into its electrophysical features over a temperature range of 50 K 
to 500 K. We observed that the thickness of the depletion region increases with rising temperature, reflecting the complex 
dynamics within the heterojunction. At 300 K, the band gap difference between GaAs and Si was determined to be 
0.31 eV, which aligns closely with experimental data, while the conduction band offset was calculated at ∆EC = 0.04 eV 
and the valence band offset at ∆EV = 0.27 eV. Additionally, our analysis showed that band gap narrowing (BGN) decreases 
by 2 meV as doping concentrations increase from 2∙1015 to 2∙1018. Moreover, we found that the built-in potential of the 
p-Si/n-GaAs heterojunction decreases by 76 mV with an increase in temperature. These quantitative findings highlight 
the importance of considering both the geometric parameters and doping concentration in the design and optimization of 
radial heterojunctions, providing a solid foundation for future advancements in semiconductor device applications. 
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АНАЛІТИЧНИЙ АНАЛІЗ ОСОБЛИВОСТЕЙ РАДІАЛЬНИХ ГЕТЕРОПЕРЕХОДІВ GaAs/Si: ВПЛИВ 

ТЕМПЕРАТУРИ ТА КОНЦЕНТРАЦІЇ 
Джошкін Ш. Абдуллаєвa, Іброхім Б. Сапаєвa,b 

aНаціональний дослідницький університет TIIAME, фізико-хімічний факультет, Ташкент, Узбекистан 
bЗахідно-Каспійський університет, Баку, Азербайджан 

У цій статті ми аналітично досліджуємо електрофізичні особливості радіального гетеропереходу p-Si/n-GaAs у діапазоні 
температур від 50 К до 500 К з кроком 50 К, враховуючи різні концентрації легування. Аналіз охоплює звуження енергетичної 
щілини, різницю в енергетичній щілині між GaAs і Si як функцію температури, а також вбудований потенціал залежно від 
температури. Зокрема, ми зосереджуємо увагу на ядрі з p-Si з радіусом 0,5 мкм та оболонці з n-GaAs з радіусом 1 мкм у 
структурі. Наші результати показують, що товщина області збіднення в p-Si/n-GaAs збільшується зі зростанням температури. 
Різниця енергетичної щілини між GaAs і Si становить 0,31 еВ при 300 К у нашій моделі, що добре узгоджується з 
експериментальними результатами. Крім того, зсув зони провідності ∆EC=0,04 еВ та зсув валентної зони ∆EV=0,27 еВ були 
обчислені при 300 К. При зміні концентрації легування від 2∙1015 до 2∙1018 звуження енергетичної щілини зменшується на 
2 меВ. Додатково, вбудований потенціал p-Si/n-GaAs зменшується на 76 мВ зі збільшенням температури. 
Ключові слова: радіальний p-n перехід; світлова пастка; зовнішні фактори; вольт-фарад; гетероструктури; радіальний 
гетероперехід; звуження енергетичної щілини; кріогенні температури 


