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The primary objective of this paper is to examine a Kaniadakis holographic dark energy universe of Bianchi type-// within the framework
of self-creation gravity theory. In this dark energy model, the Hubble horizon is used as the infrared cutoff, following Kaniadakis’
holographic dark energy concept. We calculate various dynamical parameters in this model, including the statefinder (r, s) plane, the
deceleration parameter ¢, the equation of state (w4, ), the square speed of sound, and the w4, — w/,, plane. A graphical analysis of these
parameters is provided across a range of free parameter values. The results reveal that the deceleration parameter demonstrates the
universe’s smooth transition from an early decelerated phase to the current accelerated expansion, while the equation of state parameter
suggests a phantom phase. The wg. — w!,, plane reaches the thawing region, and the statefinder plane aligns with both the phantom
model and Chaplygin gas. The current values of the parameters are consistent with existing observational data, and the strong energy
conditions are found to be violated.
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1. INTRODUCTION

One of the most astonishing findings in modern cosmology is that the universe is not only expanding but accelerating.
Today, multiple independent observational sources support this accelerating behavior of the cosmos [1]-[3]. Explanations
for this observed phenomenon fall broadly into two main approaches. In the framework of the General Theory of Relativity
(GTR), the universe appears dominated by an enigmatic, negative-pressure component known as dark energy (DE), as
evidenced by CMBR and LSS analyses. Alternatively, the acceleration could be explained by altering the law of gravity
itself through modifications of the GTR action, known as modified gravity theories. Among these are the well-known
f(R) gravity [4] and Gauss-Bonnet gravity, which involves the Gauss-Bonnet invariant [5]. Other approaches include
f(R,T) gravity [6], as well as scalar-tensor theories like Brans-Dicke (BD) [7] and Saez-Ballester (SB) [8], along with the
self-creation theory of gravitation. Barber [9] introduced two continuous creation theories: one as a variation of the BD
theory and the other modifying GTR to accommodate continuous matter creation in alignment with observational data.
These theories suggest a universe generated by self-contained gravitational and matter fields. Barber’s second self-creation
theory has inspired extensive study into diverse cosmological models (Ref. [10]-[14]). The theory provides a framework
where the cosmological constant can emerge naturally from the dynamics of the gravitational field and matter. It offers a
novel approach to explain cosmic acceleration and dark energy without relying on a constant energy density. Essentially,
the theory proposes a self-creation of gravity, which modifies both the gravitational field equations and the evolution of
the universe. For a thorough exploration of DE and modified gravity theories, please refer to the sources cited in [15]-[28].

Alternatively, some theoretical approaches attempt to resolve the DE problem by introducing novel types of matter
or modified equations of state [29]-[30]. Another promising avenue is Holographic DE (HDE), rooted in the holographic
principle [31, 32]. When applied to the universe, the vacuum energy associated with this principle can be interpreted as
DE, or specifically HDE, as proposed by Cohen et al. [33]. Over recent decades, various entropy formulations have been
applied to develop and examine cosmological models. This has led to several innovative HDE models, such as the Tsallis
HDE [34, 35], Sharma-Mittal HDE (SMHDE) [36], and Renyi HDE model [37]. Numerous researchers have evaluated
cosmological models based on these new HDE concepts [38]- [42]. Recently, Kaniadakis statistics have been utilized as a
generalized measure of entropy [43]- [45] to investigate various gravitational and cosmological phenomena. Kaniadakis
entropy modifies the standard thermodynamics, allowing for non-linearities that account for a broader range of behaviors
in dark energy. It provides a more generalized equation of state, enabling flexibility in describing the evolution of dark
energy over cosmic time. The generalized K-entropy, or Kaniadakis entropy, which characterizes black hole entropy, can
be expressed with a single free parameter [46].
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where K is an unknown parameter. Thus, by using the concept of entropy and the notion of HDE, a novel model of
DE called Kaniadakis HDE (KHDE) is proposed [46], which exhibits significant characteristics. Jawad and Sultan [47],
Sharma [48], and Drepanou et al. [49] have examined KHDE models inside various gravitational theories. The dynamic
structures of HDE, as investigated by Sadeghi et al. [50], have been analyzed within the context of BD’s theory of gravity,
using the Tsallis and Kaniadakis approaches. Rao et al. [51] explored KHDE model in GTR. The integration of KHDE
within Barber’s second self-creation theory of gravitation enhances both the theoretical framework for gravity and DE. It
provides a dynamic, thermodynamically consistent solution to cosmological problems such as the cosmological constant
and cosmic acceleration. By linking gravity’s evolution with a generalized, non-linear description of DE, this combination
could offer deeper insights into the structure of the universe and the nature of its expansion.

Several studies provide information about how the large-scale structure we see today might have developed from
tiny anisotropies. The conditions of the early universe before it attained the isotropic state can be modeled using Binachi
type(BT)-11 space-time. For theories explaining how the universe changed from a highly anisotropic state to its current
isotropic state, this is essential. Potential anisotropies and abnormalities in the CMB are studied using Bianchi models,
such as type-11. These investigations aid in determining the effect of anisotropic expansion on the CMB and evaluating
the universe’s isotropy. The discussion above makes it evident that a number of authors have looked into KHDE models
of the universe. The BT-// KHDE model has not yet been studied in the literature in relation to the self-creation theory of
gravity. In this work, we consider the self-creation theory of gravity in the setting of the BT-/7 universe, which includes
matter and KHDE.

With this motivation, in this work we construct Bianchi type-// KHDE model with Hubble horizon as IR cutoff in
self-creation theory of gravitation. The following is how the paper has been arranged: The field equations in self creation
theory of gravity pertaining to the KHDE source are formulated along with their solution in section-2. Section-3 provides
cosmological parameters and their physical discussion. Final remarks are presented in section-4.

2. FIELD EQUATIONS AND MODEL
We consider BT-II metric of the form

ds® = —dr* + R(1)%dx® + S(1)*dy? + 25(1)*xdydz + (S(1)*x* + R(1)*)dZ>. ()

The self-creation theory field equations are as follows:
1 -8 =
Rij - 5Rgij = T(Tij +Tij), 3)
v 87(# el
06 = ¢ = —-(T+7). )
In this context, the symbols have their usual meaning. The stress-energy tensors for matter distribution is as follows.
T;; = diag0,0,0,~1]pm, Tij = diag|wae, Wae + ¥, Wae, —11pde- (5)

The field equations for the space-time (2), using the comoving coordinate system and the above equations (3) and (4), may
be represented as:
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Differentiation with respect to time t is represented by a dot above a variable in this notation. We can solve this system
appropriately with the use of assumptions which connects unknowns in the field equations. Because of this, we take into
account the following physically plausible circumstances:

R = Sk (11)

Here, k denotes a constant (Collins et al. [55]). Observations of velocity-redshift from extragalactic sources indicate that
the Hubble expansion of the present universe is isotropic to within 30% [52]-[54]. Additionally, redshift surveys place a
constraint on ¢ < 0.3 within our current Galaxy.

Additionally, it is common in the literature to assume a power-law relationship between ¢ and the average scale
factor a(t), expressed as [56, 57]: ¢ « [a(t)]", where n is the power index. Various researchers have explored different
properties of scalar fields following this relationship. Considering the physical relevance of this relationship, we adopt

following assumption

#(1) = gola(n)]". (12)
Using the relations (11) and (12) in Egs. (6) and (7), we obtain the metric potentials as
R = (b3e™ +by)T2 (13)
and
S = (bse™ +by)in (14)
where b3 = (k;%, by = (k +2)by, by and b, are integrating constants. The scalar field of the model is

n
3

¢ = ¢0 (b3670t + b4)* . (15)
Now metric (2), with the aid of Egs. (13) and (14), can be written as
ds® = —di® + (b3e?" + by)T2dx® + (b3e™ + by) T2 dy® + 2(b3e™ + by) P2 xdydsz
+((b3e"" + by)E2x2 + (b3 + by)T2)d7>. (16)

Equation (16) describes a anisotropic BT-I/ KHDE model within the context of self-creation gravity theory, with the
following physical parameters. The model’s average scale factor a(#) and volume V (¢) are defined as follows:

V(1) = a(t)® = (b3 + by). (17)

The expressions for the mean Hubble H and the expansion scalar 6 parameters are derived as follows:

b3yoe
H=30=——"——. 18
3bze"t +3 by (18)
The average anisotropic parameter A, and shear scalar o are given by
(k — 1)2b2y2 20! 2(k — 1)?
2 370 2 ) (19)

o= ; = .
(k+2)2 (bsem +by)2 " (k+2)

From the aforementioned parameters, it is evident that both the spatial volume of the universe demonstrate its exponential
expansion. Moreover, during the initial epoch, all values become finite. However, as ¢ tends to infinity, they diverge.
Notably, when k = 1, the model achieves shear-free and isotropic characteristics, as indicated by the conditions o> = 0
and Ay, = 0.

According to the HDE theory, for DE is responsible for the accelerated expansion, the total vacuum energy contained
within a region of size £ must be less than or equal to the energy of a black hole of the same size, as governed by the
Kaniadakis black hole entropy equation (Eq. (1)). This leads to the following condition:

Sx
A* = pge o i (20)
for the energy density pg4.. Now, IR cutoff is taken as Hubble horizon (i.e., Lz%; Az%),
3c2H* K
Pde= Cq{ sinh (7;{—2) @1)
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in this formulation, the constant ¢2 remains unknown, K is a real-valued parameter, and the Hubble parameter is given
by H = £. It follows that, as k — 0, we retrieve the well-established Bekenstein entropy-based HDE expression, pge —

24 .. . . . .
3‘TH. In addition, we account for a pressureless fluid with energy density p,,, and a DE component with pressure p 4. and
density pge-

Using H(t) in the above Eq. (21), we get the energy density of KHDE of the model as

3¢2bytygt (e701)* 3 b3e"" + 3 by)*
g = 2Eb3Y0 (e7") sinh 7K (3b3e?" +3by) _ 22)

 (Bbsent +3b) K b3?yo? (en1)?
Using Egs. (13)-(15) and (22) in Eq. (9), we get the energy density of matter as
b3*yo® (e7")’ 2b3%y0? ()" k
(k +2) (bze?! + by)*  (k +2)% (b3e"! + by)?
(b3 + ba) T2 l _3bytye? (e70)* “in (ﬂ‘K (3b3e”" +3 b4)2)

b0 (b3e? + by)"?
8

Pm =

(23)
4 (byent + by)T2 (3b3er! +3by)* K b3yp? (ev)?

Using Egs. (13)-(15), (21) in Eq. (6), we obtain the EoS parameter of KHDE as

247 c2b3tyo* (evot)* (k +2)% (b3e?" + by)?
b’ () +k (k42 babayo’e™ b3y’ () k
(k +2)% (bse?" + by)? (k +2)% (bse?" + by)?

.

1 k. b3e! + 3 by)?

+ — (bse™" + by) ™7 | [sinh K (32 3¢ +32 +) . 24)
4 ((bSe«yOt + b4)4(k+2) ) b3 702 (e'}’ot)

o (b3e?" +by)"> (3b3e7" +3by)* 7((1732702 (e7')” + (k +2) b3byyye™
Wde = —

The skewness parameter is determined as

go (b3e™" +ba)"" (3b3e" +3by)* K (byemt + by) ¥t - Y2 (L= B bse™
247 b3yt (e107)* (k +2) (b3e?" + by)

ot 2 -l
x(sinh("«(”“y +3b4) )) . (25)

b32yo? (e0!)?

3. COSMOLOGICAL PARAMETERS AND PHYSICAL DISCUSSION

In this section, we investigate the expansion of the universe by scrutinizing various cosmological parameters. These
parameters include the energy conditions, the scalar field (¢(¢)), the EoS (wge), the squared sound speed (vz), the decel-
eration (q) parameters, as well as cosmic planes like wg, — w/,, and statefinder planes for the anisotropic KHDE model.

Scalar field: Fig. 1 illustrates the evolution of the scalar field with time. The scalar field maintains a positive value and
demonstrates a consistent decrease over time. This declining trend of the scalar field suggests a concurrent increase in
kinetic energy within the model. Additionally, it has been observed that as the parameter k rises, the scalar field exhibits
a decreasing behavior.

EoS parameter (w): It serves as a crucial tool for categorizing the various phases in the expanding universe. It is
expressed as w = %, representing the relationship between pressure (p) and energy density (o) within a given matter
distribution. Different phases, characterized by deceleration or acceleration, correspond to specific ranges of w:

Deceleration phases encompass intervals such as those involving cold dark matter or dust fluid (w equals zero),
indicating the radiation era when w lies between 0 and 1/3, and the fluid is classified as stiff for w = 1. The accelerating
phase, akin to the cosmic constant/vacuum period (w equals -1), corresponds to the quintessence period when —1 < w <
—1/3, and it’s known as the phantom era when w < —1. This signifies a quintom period characterized by a combination
of both quintessence and phantom components.

The EoS parameter of KHDE with the Hubble horizon cutoff is provided in Eq. (24). Fig. 2 illustrates the evolution
of the EoS parameter wg, concerning cosmic time ¢. Initially, as depicted in Fig. 2, w4, originates from the DE era, tran-
sitioning through the aggressive phantom region (w4, << —1) and into the phantom region (w4, < —1) and quintessence
as well as ACDM model for three values of ¢ respectively. With decreasing values of the parameter ¢, our model is
progressively enters the quintessence region.
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Figure 1. Scalar field Vs. ¢ for yp = 0.178, k = 0.97, n = —0.28, by = —0.34 and ¢ = 1.
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Figure 2. EoS parameter Vs. ¢ for yg = 0.178, k = 0.97, n = -0.28, b, = —-0.34, ¢g = 1, b; = 0.12 and K = 0.007.

Squared sound speed: It is derived as
2=l g + B2 . (26)
Pde Pde

The sign of v2 is crucial in assessing the stability of DE models. A positive signature of vg indicates model stability,
while a negative signature suggests instability. By substituting the energy density and EoS parameter from equations (22)
and (24) into the equation for squared sound speed (v2) provided by equation (26), we conduct a graphical analysis of
v2 for our model. As illustrated in Fig. 3, the trajectories are negative at initial epoch and consistently exhibit positive
behavior at later stages of the evolution of the model. Consequently, this indicates that our model is unstable at initial
epoch whereas it becomes stable at present and late-times.
wge—w!,, plane: We examine the wy, — w/;, plane, where w/, represents the rate of change of the EoS parameter
wge with respect to In(a(#)) [58]. It has also been found that the wge — w/;, plane can be split into two regions: thawing
(wge < 0, w:le > 0) and freezing (wg. < O, w:le < 0). The freezing region corresponds to a phase of faster cosmic
acceleration compared to the thawing region.

Fig. 4 illustrates the relationship between the wg, — w;e plane and different values of c. It shows that the wg, —
w!,, plane predominantly corresponds to the thawing region, irrespective of the specific parameter values. Moreover, the
current values of wge and w/,, align well with present observational data.

Energy conditions: The Raychaudhuri equations initiated the exploration of energy conditions, playing a crucial role
in analyzing the alignment of null and time-like geodesics. The energy conditions are used to illustrate other universal
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Figure 3. v2 Vs. ¢ for yg = 0.178, k = 0.97, n = —0.28, b, = —0.34, ¢ = 1, by = 0.12 and K = 0.007.
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Figure 4. ‘”de_‘”:ie plane for yg = 0.178, k = 0.97, b; = 0.12, n = —0.28, by = —0.34, ¢9 = 1 and K = 0.007.

principles about the dynamics of intense gravitational fields. The often observed energy conditions are as follows:
Dominant energy condition (DEC): pge > 0, pge + pge = 0.
Strong energy conditions (SEC) : pge + pae = 0, pae +3pae = 0,
Null energy conditions (NEC): pge + pae = 0,
Weak energy conditions (WEC): pg. > 0, pge + pae = 0,
Fig. 5 illustrates the energy conditions of our KHDE model. It is evident that the WEC is satisfied, as pge > 0.
However, the SEC pg4e + 3pge > 0 is not met. This observation, reflecting the universe’s acceleration in its later stages, is

consistent with contemporary observational evidence.

Deceleration parameter: The expansion of the universe is often described using deceleration parameter (DP). Posi-
tive values of the DP indicate that the model exhibits a decelerating expansion in the usual sense. When g = 0, the universe
expands at a constant rate. Accelerated expansion takes place when g lies between —1 and 0, while super-exponential
expansion occurs when g is less than —1. The DP can be calculated as follows:

d{ 1 3by
=—1l+—|==|=-1- . 27
i T (H(t)) bsevo! 7)

Fig. 6 depicts the evolution of the DP g as a function of time 7. Notably, our model shows a transition from the early
decelerating phase to the current accelerating era, in agreement with recent observational data. Furthermore, the current
value of the DP (go = —0.86) closely matches contemporary observational results.

Statefinder parameters: Various DE models have emerged in recent years, aiming to elucidate the accelerating ex-
pansion of the universe. Interestingly, these models often yield identical values for the current Hubble and deceleration
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Figure 6. g Vs. t for yg = 0.178, k = 0.97, n = —0.28 and b, = —0.34.

parameters, making them practically indistinguishable from one another. Sahni et al. [59] proposed a merger of the
deceleration and Hubble parameters, expressed as:

a r—1 28)
r=—s, §S=—0———.
aH? “T3(q-1/2)
The statefinder parameters for our model are
2
A U L - (29)
b3* (e7)’

_ by’ R - (30)

B b32 (e)’ol‘)2 2 bzev!

The regions shown below are defined by these statefinders: ACDM for (r,s) = (1,0) and CDM model for
(r,s) = (1,1); r< 1 gives quintessence and s> 0 gives phantom DE phases; > 1 with s< O establishes the Chaply-
gin gas model. Fig. 7 depicts the r — s plane’s trajectory. The r — s plane resembles to the quintessence as well as phantom
regions it its evolution.

Comparative analysis: Here, we compare our work with recent studies on this subject and discuss its alignment
with observational data.
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Figure 7. Statefinder parameters for yo = 0.178, k = 0.97, n = -0.28, b; = 0.12 and b, = —0.34.

Rao and Prasanthi [60] conducted an investigation into BT-/ and BT-7111 DE models within the framework of SB
theory. These models evolve from the phantom region and gradually transition into the quintessence region. Similarly,
Rao et al. [39] examined a universe filled with holographic Ricci DE. Their model sees the EoS parameter evolve from
a matter-dominated state to the phantom region, crossing the phantom divide line and ultimately progressing towards the
quintessence region as time advances. Sadri and Vakili [61] explored the FRW new HDE model within the BD gravity.
Their findings revealed that the EoS parameter could enter the phantom era without requiring any interaction between
DE and dark matter. Aditya and Reddy [62] studied BT-I universe within the SB scalar—tensor theory and it begins in
the matter-dominated era, progresses through the quintessence region, crosses the phantom divide line, and ultimately
stabilizes in the phantom region. Prasanthi and Aditya [63] delved into BT-VIy RHDE models in GTR, where they
observed the universe exhibiting both quintom and phantom behaviors. Naidu et al. [64] analyzed the FRW-type DE
cosmological models within the SB gravity. Aditya [65] examined the BT-I RHDE model in SB theory and determined
that it demonstrated quintom behavior while aligning with observational data. Aditya and Prasanthi [66] looked into the
dynamics of SMHDE in the BD gravity, finding that their model starts in the matter-dominated era, crosses the phantom
divide line, and ultimately stabilizes in the aggressive phantom region. Dasunaidu et al. [67] explored FRW-type DE
models in SB’s theory, observing that the models evolve from the matter-dominated era, pass through the quintessence
DE phase, and finally approach vacuum DE and the phantom era. Rao et al. [51] studied the BT-VIy KHDE model in
GTR, asserting that the model starts in the matter-dominated era, evolves through the quintessence region, and eventually
becomes the ACDM model. Aditya et al. [68] explored BT-VIj space-time within the SMHDE framework in the BD
theory of gravitation, concluding that the model accurately characterizes both the quintessence and vacuum regions of the
universe. Prasanthi et al. [69] investigated the KHDE model within the BD gravity, particularly in the Kantowski-Sachs
space-time. Murali et al. [70] explored the BT-I universe KHDE model within SB theory, claiming that these models
closely resemble the ACDM limit at late times and match recent observational data. In comparison to these studies, our
models align with existing results in the literature. The analysis of the EoS parameter shows that our model begins in
the aggressive phantom region (wgz. < —1) and eventually transitions into the ACDM model (wg. = —1), exhibiting
behavior that closely mirrors the models discussed above. Furthermore, the observational data from the Planck mission,
as presented by Aghanim et al. [71], provide constraints on the EoS parameter of DE, with the following ranges: wg. =
-1.56*9-9% (Planck + TT + lowE); wqe = —1.58*03] (Planck + TT, TE, EE + lowE); wge = —1.57*0:39 (Planck + TT, TE,

EE + lowE + lensing); and wqe = —1.04*01% (Planck + TT, TE, EE + lowE + lensing + BAO) at a 95% confidence level.
As shown in Fig. 2, the EoS parameter of our model lies comfortably within these observational limits, further reinforcing

the consistency of our results with cosmological data.

4

Moreover, the trajectories of the wy. — w/,, plane derived from our model intersect with the observational data
reported by various studies [73, 74]. Specifically, the values of wy, and w/;, obtained from our model fall within the

ranges provided by observations from the Planck mission: wg, = —1.13fg'§‘;, w!,, < 1.32 (Planck + WP + BAO); and
wgae = —1.34 £ 0.18, w:ie =0.85 £ 0.7 (WMAP + eCAMB + BAO + Hy). This alignment further affirms the credibility
of our model’s predictions and its consistency with observational data. Finally, the current values of the deceleration
parameter g from our model align well with those derived from observational data—q = —0.930 + 0.218 (BAO + Masers
+ TDSL + Pantheon + H;) and g = —1.2037 + 0.175 (BAO + Masers + TDSL + Pantheon + Hy + H;) as reported by
Capozziello et al. [72]. This alignment underscores the reliability and accuracy of our model’s predictions, indicating that

our KHDE model is more viable than the DE models proposed by several other authors.
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4. CONCLUSIONS

A cosmological reconstruction of the second self-creation gravity has been studied in this study using the KHDE
model. Both the geometric and matter components are considered to have contributed to the acceleration of the expansion
of the Universe. The BT-1/ Universe with a pressure-less matter contribution as cosmic fluid configuration has been
studied and the associated field equations have been derived. Using energy conditions, deceleration parameters, and the
EoS, the reconstruction of the KHDE model has been examined for its evolutionary behavior. We also investigated the
(r,s) and wge — W/, cosmic planes to learn more about how the model changed over time. Here are the main takeaways
from our research.

i.  According to Fig. 2 (the EoS parameter trajectory), the model begins in the aggressive phantom region and eventually
approaches the ACD M model and the phantom phase of the Universe.

ii. The model smoothly moves from the early decelerated epoch to the present accelerated era of the Universe when the
DP evolves against cosmic time (Fig. 6). According to Fig. 7, the statefinder diagnostic plane of our rebuilt model
aligns with both the phantom and Chaplygin gas models.

ili. The thawing region is depicted by the track in the wg, — w/,, plane (Fig. 4). According to Fig. 3, our model is
unstable at the first period but becomes stable over the present and late times. The energy conditions shown in Fig. 5
are from our KHDE model. While the SEC has not been satisfied, the WEC has been satisfied. Therefore, according
to modern observational evidence (Fig. 5), the cosmos is expanding at an accelerated rate in its latter phases.
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PEKOHCTPYKIIIA I'OJIOTPA®IYHOI MOJIEJII TEMHOI EHEPTTi KAHIATAKICA B TEOPIL
CAMOCTBOPEHHAA FPABITAI_[Ii
0. Agites®, JI. TexecBapapao®, }0.1. [lis’s Ipacanri®, 1. Pam Ba6y®
¢ llenapmamenm gpynoamernmanvrux i 2ymanimaprux nayk, Texnonoeiunuii incmumym GMR, Paoxcam-532127, Inois
b enapmamenm cmamucmuru i mamemamurcu, Konedoc cadienuymea, Joxmop FO.C.P. Yuisepcumem cadisnuymea,
Hapeaminypam-535502, Inois

OCHOBHOIO METOIO LIi€l CTATTi € IOCTi)KeHHS ronorpadivyHoro BcecBity TeMHoi eneprii Kaniagakica Tuny B’ sHki I/ B pamMkax Teopii
rpaBiTailii caMOCTBOpeHHs. Y 1iil Mofesi TeMHOi eHeprii ropu30HT Xa00yia BUKOPUCTOBYETHCS sIK Mexka iH(pPauepBOHOTO BUIIPOMi-
HIOBaHHsI BiJNOBIAHO 10 rojorpacdivHoi KoHuemniii Temuoi eHeprii Kaniagakica. Mu 004MCIOEMO pi3Hi AUHAMIYHI MTapaMeTpH B il
MoJei, BKJIIOYAI0UH IUIOIIMHY BUMipIoBaya CTaHy (r, s), apamMeTp CHOBIUJIbHEHHS ¢, PIBHAHHSA CTaHy (Wq, ), KBAJPAT MIBUAKOCTI 3BYKY
Ta IUIONIMHA W4, — W;,. ['padivynmii anani3 MX NapameTpiB HAIAETHCA B 1iana3oHi GE3KONITOBHUX 3HAYEHb NapameTpis. Pesynbra-
TH TI0Ka3yloTb, IO TapaMeTp YMOBUIBHEHHsI AEMOHCTpPYE IUIaBHUII Iepexin BeecBiTy Bif paHHBOI yroBinbHEHOI a3y 10 IOTOYHOTO
TIPUCKOPEHOTO PO3LIMPEHHS], TO/I AK PIBHAHHA MApaMETPa CTaHy CBiuUTh Npo dantomuy dasy. [omuna wge — w!), nocarae obma-
CTi PO3MOPOXKYBAHHS, a IUIOIIMHA BIMipIOBaya CTaHy BUPIBHIOETHCS K 3 (DAHTOMHOIO MOZEJUIIO, TaK i 3 razom Yarmrina. [Totouni
3HAUYEHHS MapaMeTpiB y3rofKyIOThCs 3 HASBHUMU JAHUMHU CIIOCTEPEsKEHb, a CHJIbHI €eHEPTeTUUHI YMOBHU BUSIBJIAIOTHCS MOPYIICHUMH.
Kuarouosi caoBa: Mooeav B’snxi muny 11; 2onoepagpiuna memna enepeis Kaniaoaxica; meopis camocmeopeHust;, memHa enepeis,
Moougpikosana meopis epasimayii
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Examining Bianchi's type-III cosmological model involves incorporating a zero-mass scalar field in the context of Lyra's geometry. The
source of energy-momentum tensor is supposed to be a bulk viscous fluid. A barotropic equation of state is applied to characterize the
Pressure and density, seeking a specific solution to the field equations. This solution is derived using the distinctive variation principle for
Hubble's parameter proposed by [M.S. Berman, Il Nuovo Cimento B, 74, 182 (1983)]. The ensuing analysis delves into the physical
properties inherent in this model.

Keywords: Accelerating;, Cosmology; Lyra's geometry

PACS: 4.50.Kd, 03.30.+p, 98.80.Bp, 66.20.-d, 98.80Cq

INTRODUCTION

The advancement of general relativity was profoundly influenced by the groundbreaking contributions of Einstein
and Hilbert [2—4], leaving an indelible mark on cosmology, physics, and mathematics. The works of both Hilbert and
Einstein extensively employed Riemannian geometry [5], a framework where space-time is equipped with a metric and
an affine structure. These key components are delineated by g, and a connection represented by [}7;,, respectively.

The geometric and gravitational characteristics of space-time find expression in the curvature tensor R*, and its
contraction, providing the foundation for the construction of the Einstein tensor.

Several modifications to Riemannian geometry have been proposed to unify the universe's gravitation, the
electromagnetic field, and other fundamental interactions. Weyl [6] made one such attempt by trying to unify gravitation
and electromagnetism within a single space-time geometry. However, Weyl's theory faced criticism due to its reliance on
the non-integrability of length transfer. Later, Lyra [7] introduced a further modification to Riemannian geometry by
incorporating a gauge function into a less manifold structure, thereby eliminating the issue of non-integrability in length
transfer. This modification naturally gave rise to a displacement vector. Building on Lyra's work, Sen [8] and Sen and
Dunn [9] developed a new scalar-tensor theory of gravitation and formulated an analogy of the Einstein field equations
based on Lyra's geometry. Halford [10] noted that the constant vector displacement field ¢; Lyra's geometry functions
similarly to the cosmological constant Ain conventional general relativity. Furthermore, Halford [11] demonstrated that
the scalar-tensor theory derived from Lyra's geometry yields predictions consistent with observational limits, matching
the results of Einstein's theory.

Cosmological models of Bianchi [12] exhibit both homogeneity and anisotropy, providing a framework for
investigating the gradual isotropization of the universe over time. Additionally, from a mathematical and theoretical
perspective, anisotropic universes offer greater generality than isotropic Friedmann-Robertson-Walker (FRW) models.

Exploring interacting fields, particularly involving a zero-mass scalar field, is essential to address the unresolved
challenge of unifying gravitational and quantum theories. This study delves into the intricate problem of reconciling these
fundamental aspects of physics.

Furthermore, examining viscous mechanisms in cosmology is pivotal in elucidating the high entropy observed at
present. This investigation contributes valuable insights into understanding the thermodynamic properties and evolution
of the cosmos.

This paper is framed within the context of previous research studies. Reddy et al. [13-14] investigated Bianchi type-
IIT models incorporating bulk viscous coefficients. Katore et al. [15] explored solutions for zero-mass cosmological
models with bulk viscous coefficients within the Lyra geometry. Halford [16] provided an overview of Lyra's geometry,
and Singh [17] further delved into the same topic. Santhikumar [18] focused on accelerating cosmological models, while
Santhikumaret al. [19] explored Lyra's geometry heat flow cosmological models. Krishna [20] also examined plane-
symmetric cosmological models within Lyra's geometry. Numerous authors have extended their research within Lyra's
geometry, laying the foundation for future research. By Motivation from these studies, this paper presents a novel
contribution: a Bianchi type-III cosmological model incorporating a zero-mass scalar field and perfect fluid and bulk
viscous effects in Lyra's geometry.
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The structure of this paper is organized as follows: Section 2 examines the metric and field equations within the
Bianchi type-III cosmological model, incorporating a zero-mass scalar field in Lyra's Geometry. Section 3 is dedicated
to deriving the solutions to the field equations. In Section 4, we focus on explaining the physical properties of the models.
Section 5 provides a detailed discussion, and Section 6 concludes the paper.

METRIC AND FIELD EQUATIONS
The Bianchi type-III metric is

ds? = dt? — A%(t)dx? — B*(t)e **dy? — C%(t)dz?, (1)

where A, B&C are cosmic scale factors.
The field equations in standard gauge for Lyra's geometry, as obtained by Sen [8], are

ij —39ij ;PP — 7 9ij *) = KTy it ;j_%gij k¥
(R 19;R)+(3¢>¢, 3g,¢k¢) KT, +(¢¢ Y wk) )

In the Einstein field equations, k(kappa) is a constant related to the gravitational constant 'G' and the speed of light
'C' Specifically, k = i—ZG, in natural units, where c=1 k reduces to 8z, so k = 8mG. It simplifies the Einstein field

equations to avoid explicitly carrying around the constant, making focusing on the functional relationships between
variables easier. We consider k = 1, ( the natural units G = 1,8nG=1)).
Here ¢p; = (0,0,0, 8(t)) is the displacement vector,

Consider
B 3B2(¢), fori =j = 0 (Time — time
Ty = Gty ~2059e9") 4 : ©
i ==Pip; —=g;i = )
SRS s —%gijgooﬁz(t) ,fori=j # 0 (spatial componentsfori=j=1,2,3)
so, we have
=0 _ 3 = = = 3
Tg =20, T8 =TF = TS = - 6(0) @
_ ( L k) %1/)2 ,fori=1i=0(Time — time)
Vi = (Yt — 59590 ) = , . )
Y YT 2 JUTK —%gijll)z,fori = j # 0 (spatial componentsfori =j = 1,2,3)
so, we have
P9 = 12 B =93 = 03 = Ly ©)
T;; is the energy-momentum tensor for bulk viscous and zero-mass scalar fields as
T;j = (p + Puu; — Dgij (7)
Together with
uy; =1p=p—nu;=p—3nH ®)
Where u; is the four-velocity vector of the distribution,
p is the Pressure,p is the adequate Pressure,
7 is the bulk viscosity coefficient, and i is the zero-mass scalar field.
The non-vanishing energy-momentum tensor components are
Here
TO=pTi=T}=T5 = ©
Introducing a barotropic equation of state into the discussion
p=F-Dp0<y<2 (10)

Employing co-moving coordinates, the field equations (1) — (8)

_AC_BC_ 481y 3pe (g 1), (1n

AC BC AB A% 4
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BLC BC 3502 _ (35412
B+C+Bc+4ﬂ —(p+21p) (12)
A CLAC 350 (5012
A+C+Ac+4ﬂ _(p+zlp (13)
A, B AB 1 3, (= 1iH
A' B AB A2 4ﬁ —(p+21,b) (14)
A B _
~—3=0 (15)
The scalar field i/ complies with the following equation.
¥ =0 (16)
Hence, the semi-colon (,) indicates covariant differentiability
By using the equations(14), which yields that
. TA B €
¢+¢[Z+E+E]=0 (17)
And conservation of L.H.S of Eq.(2) leads that
i1 3 ; 3 j
(R =39iR) +[3 @), =3 (0u0*al) | =0 (18)
a¢1 i1.3 5[99 3¢
soufs+ o] + 30 (3% - oml] - ol 55+ o'mi] - Tolo* [3 - o] =0 (19)
Eq. (19) leads that
3pp 4 3p2(A LB O\
2[)’,3+2[3 (A+B+C)_0 (20)
The Solution to The Field Equations
Integrating eq. (13), we get
B =kA (21)
Take k = 1, without loss of generality, So we have
B=A (22)
By using Equation (16) in Equations (9)-(12) reduced to
AC (A . 1,
22 () H 3 = (o 107). (23)
A C AC 3 2 _ —_ l H 2
Stetac i = (). 4
A A2 13 2 _(=,1i2
25+ (5) —m i =(r+59?) (25)
The relation between average scale factor 'a' and Volume 'V' are
V=J=g=A0)B®)C)e *and a(t) = (V)3 = (A)BE)C()e™*)"s. (26)
The average Hubble parameter is
) .
=~ (Hy+Hy +H,) =~ @7

where H, =, H, = H, =

The scalar expanswn is
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—ui=244¢
Q—u;i—2A+C (28)

The shear scalar is

S HORIORH R ) @)

The mean anisotropic parameter is

2
Ao =130, () = S22+ B2 =L+ Hy o+ 1) (30)
where AH; = H; — H, fori = 1,2,3
Since Eqgs.(23) — (25)equations are highly non-linear equations. Hence, to derive a definitive solution, it is
imperative to consider the following requisite conditions.
(i) Utilizing the variation of Hubble's parameter proposed by Berman [1], we obtain models of the universe
characterized by the constant decelerating parameter

q= %Za = constant. (3D

The solutions of Eq. (31) yields that
1
This equation indicates that the criterion for accelerated expansion is(1 + q) > 0.

(ii) Since, 82 o o2Collin et al. [21]
which gives us

A=C"forn#1 (33)
By Equations (22), (31), (32) and (33)
We obtain metric coefficients, which are
3n
A = B = [kyt + kg]0roGn+D (34)
3
C = [k4t + ks](1+q)(2n+1). (35)

Using Eq. (22) and (33), the Egs. (23)-(25) reduces to

—(2n+n2)(§)2 +C‘2"+%,82(t) = p+%1[)2, (36)
(4 DS+ n? (§)2+§ﬁz(t)=ﬁ+§¢)2 (37
2n§+n(2n— 1) (%)2 —C‘2“+%,82(t) =ﬁ+%1j)2. (3%

By substituting the values 4, B and C in (2), we get

6N 6
ds? = dt? — [kt + ks|TF0@[dx? + e~ 2%dy?] — [k,t + kg |TFOC#D 72, (39)

Some Physical Properties of the Model
Eq. (39) describes the Bianchi type-III cosmological model featuring bulk viscous effects and a zero-mass scalar
field under Lyra's geometry.
The Spatial volume is

3(n+1)

V = (k4t + k5) 1+q e_x (40)
The Hubble's parameter is

ks

T ) (kattks) @0
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Bt Line Graph of H vs Time for Different Values of q
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Figure 1. Hubble's Parameter H Vs. time t
Parameters used ka =1; ks =1

The scalar expansion is

The shear scalar is

Clearly

_ 3ky
A+q)(kat+ks)

2
2 _ 2 — =
g = 3(11 +n 1) ((2n+1)(1+q)(k4t+k5)) ’

Lima—z _ n%+n-1)
t—o0 02 3(2n+1)2

Hence, the model approaches anisotropy for large values of ¢

The mean anisotropic

By Solving Equation.

C1(1+q)

where C, = Fa(140-3)

parameter is
(1-4n)
@7 3(2n+1)2

(17) the zero-mass scalar field is

Y(t) = C3(kyt + ks)(i{T_‘zl) + C,

, Cyand C, are integration constants

By solving equation (20) with the help of Egs. (34) and (35), we have
The displacement vector B(t) is

— Cs
ﬁ(t)_ (3 )

(kat+ks)\ 14

Where C,is integration constant
Using Eqs. (34) and (35) in Eqs.(36)-(38) , we get
The density of the model is

=

-9(n?+2n) )( Ky )2+ L

2
Cs 1 C1

(2n+1)2(1+q)2) \kyt+ks e < (%)) 2( .

(kyt+kp)(1FO(En+D) (kyt+ks)\1+a (kit+k)1+a

aSlw

045 Line Graph of p as a function of time
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Figure 2. Density Vs. time
Parametersusedn=2;q=Lki=l; k=1, ka=1;ks=1;C1=1;C4 =1

)

(42)
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(44)

(45)

(46)

(47)
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The Adequate Pressure of the model is

2
— (9(n2+n+1)—3(2n+1)(1+q))( Ky )2 43 Cq 1 ¢ (49)
p= (2n+1)2(1+q)? kat+ks 4 (L) 2 EEN
(kat+ks)\1+a (kit+kz)1*d
— Line Graph of \bar{p} as a function of time
datal
04 € Maximum \bar {p}

& Minimurnbar{p}

Pressure (\bar{p})

2 4 6 B8 10
Time (£)

Figure 3. Adequate Pressure Vs. time
Parametersusedn=2;q=Lki=l; ke=1;ka=1;ks=1;C1=1;C4 =1
The Pressure of the model is

2
—9(n?+2 ks )2 1 c 1 c
p=(y—1)[( e )( n ) + —a T ( 4(L)) _E<—1L)l (50)
(kqt+ky) 1+ D (n+1) (kgt+ks)\1+a (kqt+ky)1ta

W

(2n+1)2(1+q)2) \kst+ks
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Figure 4. Pressure Vs. time
Parametersusedn=2;q=1;ki=L;ke=1;ka=1;ks=1;C1=1;C4=1,0<y < 2

The Coefficient of Bulk Viscosity of the model is

9(n2+n+1)-3(2n+1)(1+q)
—9(Y—1)(n2+2")_<( (2n+)1)2(1+q)2 ) ( kaq )2

(2n+1)2(1+q)? kat+ks
_ A+ a)(kat+ks)

e 2 : (51)
+ (y-1) n 3(7—2)( Cy ) _1( (y-2)Cq )
6N 3 — =
GatrigTDETD * \eerk) T8 \yerien ™7
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Figure 5. Bulk viscous Coefficient Vs. time t Parameters usedn=2;q=1;ki=L; ke =1 ka=1;ks=1;C1=1;C4=1,0<y <2
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The Density parameter of the model is

2
_ 1 () (kat+ks)\? —9(n%+2n) ks \2 1 3 Cy 1 ¢
Q= 3 ( Ky ) ((2n+1)2(1+q)2) (k4t+k5) + " ( (Pf—q)> 2 < 2 )] (52)

61
(kyt+k,) A+ @n+1) (kat+ks) (k t+ky)1Ha

Graph of 221 vs Time

Time (t)

Figure 6. Density Parameter Vs. time t
Parametersusedn=2;q=Lki=; ke=1ki=1;ks=1;C1=1;C4 =1

From Egs. (40) to (52), we observed that at t=0, the spatial volume and zero mass scalar are zero, increasing with
cosmic time, showing the late-time accelerated expansion of the universe. Also, at t=0, the parameters H, 9, p,p,p,1, Q2
are diverse while they vanish for infinitely large values of t. The mean anisotropic parameter is uniform throughout the
whole evolution of the universe, which shows that the dynamics of the mean anisotropic parameter do not depend on

2
cosmic time t. Also, since [t.im Z_Z It is constant; the model does not approach isotropy through the whole evolution of the
—00

universe. It may also be observed that the model Eq. (39) has no initial singularity.

Discussions for Physical Properties of the Model

Here, we can discuss the three physical models based on the value of y = 0, 2, % respectively

False Vacuum model
When y = Oequals zero, the model embodies the false vacuum model with an Equation of State given by p = —p,
characterizing both the 'false vacuum' and 'degenerate vacuum.' The explicit form and physical properties of this model
are then delineated

2
-9(n?%+2n) ky \? 1 3 Cy 1 (o)
p=—p= | () () 2 (— ) () @
[(2"“) W2 Matrks) gy T D@D \(kyeakg) T30 2 \(yeaky) T
9(n?+n+1)-3(2n+1)(1+q) 2
p = QrOkatrks) ‘9(”2+2")‘(W) ( ks )2+ ! _3 Ca + G (54)
3k (2n+1)2(1+q)? kyt+ks (lekz)mqf(#ﬂ) 2 (k4t+k5)(1’3f_‘?) (k1t+kz)%
The Equation of State parameter is

w=%=—1 (55)

Zel'dovish fluid model (Stiff fluid model)
Aty = 2, p = p, representing a Zel'dovich fluid distribution. Then, the explicit form of the physical properties inherent
in this model is detailed.

2

-9(n?+2n) ke \? 1 Cq 1 o
p=p=|( () 4 — ) (e
@n+1)2(14+q)2) \kat+ks (ky £y TFDGAFD (k4t+k5)(1+q) 2 (eat+kp)TF

o2 _(9(n?+n+1)-3C2n+1)(1+9)
_ (1+q)(k4t+ks) 3(n*+2n) ( (2n+1)2(1+q)? ( Ky )2 i 1 (57)
- 3ky (2n+1)2(1+q)2 kat+ks

(56)

Bl w

6n
(k1t+k2)(1+q)(2"+1)

_p_
w=2=1 (58)
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Radiating model
When y = §= thenp = g. This representation corresponds to a matter distribution with disordered radiation,

signifying the universe where the predominant portion of energy density exists, like radiation. Consequently, the model
is termed a radiation-dominated universe or a radiating model. The explicit form of the physical properties inherent in
this model is then elaborated.

2
1 1|7 -9(n2+2n) ke \? 1 3 C4 1 o
p=-P=-( P 2)( ) + i T = T\ = 9
3 3 [ (2n+1)2(1+9)2) \kat+ks (ky 41y EFDEFD 4 (k4t+k5)(1+‘1) 2 (s t+ky)TF0
n2+n+1)-3(2n+1)(1+q) 2
_ (1+q)(kyt+ks) ‘3(n2+2n)_(9( tz:i)l_);(j+;—)12 Hq) ki \2 1 1 Cs 1 (o 60
= 3k (n+D?(1+q)? (k t+k ) + o 2 (=) t3 = | (60)
+ a 4ttt 3(ky t+k,)TFOEAFD) (at+ks)\ T (s t+k;)TH
P 1
w=>"=7 (61)

Our observations show that the model described by equation (39) exhibits no singularity, specifically at t=0. The
zero-mass scalar field displays divergence at t=0 but diminishes for larger t values. The spatial volume undergoes
expansion with increasing t, as indicated by the positivity of 1+q, portraying accelerated universe expansion. Additionally,
0, 02, and H tend towards infinity at t=0 and converge towards zero for larger t values. The constancy of the average

2
. . . . . . . . . (2 .
anisotropy parameter signifies its uniformity throughout the universe's evolution. However, since e—zRemams unalter,

indicating a sustained anisotropic nature. It is observed that for the closed universe, when wp It is a decreasing function
of time and an increasing function of time for open and flat universes. Universe is Closed, open, and flat universes are
varying in quintessence (wp > —0.5), phantom (—3 < wp < —1), and super phantom (wp < —0.3) regions,
respectively.

Scientific Comparison

Compared to the model proposed by B. Misra et al. (2015) [22], the current framework is more streamlined, with
time dependence primarily expressed through power-law terms. It adopts a more phenomenological perspective on
density evolution over time, featuring reduced complexity in its dependencies. This approach indicates an alternative or
simplified cosmological paradigm, offering a distinct interpretation of p that could imply processes such as dissipation,
decay, or energy loss. K.P. Singh et al. (2018) [23] explored cosmological models within the framework of Lyra's
geometry, utilizing the Bianchi type III metric, with particular emphasis on the interaction between the Van der Waals
fluid and Lyra's manifold, as well as its contribution to the generation of dark energy. In contrast, the current model
focuses on deriving solutions involving a zero-mass scalar field and a bulk viscous fluid characterized by a barotropic
equation of state. These two models adopt different approaches and interpretations, highlighting their distinct objectives
and methodologies.

CONCLUSIONS
In this investigation, we explored the characteristics of a Bianchi type-III cosmological model incorporating a zero-
mass scalar within Lyra's geometry, with the energy-momentum tensor sourced by bulk viscous fluid. We observed that
at t = 0, the spatial volume and zero mass scalar are zero, increasing with cosmic time, showing the late-time accelerated
expansion of the universe. Also, at t = 0, the parameters H, 8, p, p, p, 1, Q are diverse while they vanish for infinitely large
values of t. The mean anisotropic parameter is uniform throughout the whole evolution of the universe, which shows that

2
the dynamics of the mean anisotropic parameter do not depend on cosmic time t. Also, since Lt.im% It is constant; the
-0

model does not approach isotropy through the whole evolution of the universe. It may also be observed that the model
Eq. (39) has no initial singularity.

Notably, our findings reveal that the model is non-singular, exhibits shearing and non-rotating properties, and does
not tend towards isotropy for large values of cosmic time t. The spatial volume displays an increasing trend with time (as
1+q > 0), suggesting the possibility of cosmic re-collapse in the finite future. This dynamic evolution entails phases of
inflation, deceleration, and subsequent acceleration. Consequently, the model emerges as an accelerating cosmological
model featuring a zero-mass scalar under Lyra's geometry. We have discussed the physical models corresponding to the
False Vacuum, Stiff fluid, and radiating. These cosmological models are anisotropic and have no initial singularity.
Hence,zero-mass scalar field and bulk viscosity are expected to play an essential role in the universe's early evolution.
Therefore, the model presented here better understands the evaluation of the universe.
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MPUCKOPEHHSI KOCMOJIOTTYHOI MOJEJII 31 CKAJIIPHUM HMOJEM HYJIbOBOi MACH Y TEOMETPII JIIPA
M. Kpimmna?, K. Co6xan Bady®, P. Cantikymap®
“Iuorcenepnuii konedoc Pazy, Bicakxanamuam, wmam Anoxpa-Ilpadews, Inois
bYnieepcumemcoruii inoicenepnuii konedoe, Hapacapaonema, Anoxpa-Ilpadew, Inois
“Incmumym mexuonoeii ma menedscmenmy Aoimsa, Texxani, okpye Llpikaxynam. Anoxpa-Ilpadew-Indisn

Busuenns xocmonorigHoi mozaeni III tunmy B’sHKI mepenbayae BKIIOUEHHS CKaISAPHOTO TOJISL 3 HYJBOBOIO MacOK B KOHTEKCTI
reomerpii Jlipu. J[xepemom TeH30pa eHepril-iMITyJIbcy BBaXKaeTbCsl 00’€MHa B’s3ka piguHa. bapoTpomHe pIBHSHHS CTaHy
BHUKOPHUCTOBYETHCS U XapaKTEPUCTUKY THCKY Ta I'YCTHHH, ITyKAalOYH KOHKPETHUH PO3B 30K PiBHAHG 1o Lle pimeHHs oTpuMaHO
3 BUKOPUCTAHHAM IIPUHIMITY BiAMIHHOI Bapiawil [uis mapamerpa Xa60ima, 3anpornosHoBanoro [M.S. Berman, 11 Nuovo Cimento B, 74,
182 (1983)]. [TomanbIuuii aHai3 3arauOII0EThCs B Gi3MYHI BIACTHBOCTI, IPUTAMAHHI Iid MO,
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This work investigates a spatially homogeneous and isotropic flat Friedmann-Lemaitre-Robertson-Walker (FLRW) universe within
the context of f(R,T) gravity as introduced by Harko, et al., [Phys. Rev. D, 84, 024020 (2011)]. The present work deals with the
functional form f(R,T) = fi(R) + fo(T) with fi(R) = R+ M R? and fo(T) = 2X2T where A\; and ), are arbitrary constants,
R and T being the Ricci scalar and the trace of the stress-energy tensor T7;; respectively. We present a novel cosmological model in
the framework of f(R,T) gravity, exploring the dynamics of the FLRW universe through an exact solution to the gravitational field
equations. By employing an innovative ansatz for the Hubble parameter, H = « (1 + %) where « is a positive constant, we capture a
evolutionary history of the universe. This approach provides a natural pathway to investigate key cosmological parameters, such as the
scale factor, deceleration parameter, jerk, snap, lerk parameters and energy conditions, revealing intriguing insights into the universe’s
expansion dynamics. We also discuss the statefinder diagnostic. Our results offer a deeper understanding of cosmic evolution within
the f(R,T) gravity framework.

Keywords: f(R,T) gravity; FLRW metric; Hubble parameter; Statefinder diagnostic
PACS: 04.50.kd, 98.80.-k, 04.20.jb

1. INTRODUCTION

Late time cosmic acceleration is one of the most significant and challenging discoveries in cosmology which might
revolutionize the theories of gravitation and cosmology in near future. Over the last few decades, several crucial cosmolog-
ical and astrophysical observations from high redshift supernovae type Ia (SNIa) [1-3], Wilkinson Microwave Anisotropy
Probe (WMAP) [4-8], Large Scale Structure (LSS) [9], Cosmic Microwave Background (CMB) [10, 11] etc. have been
providing strong evidence that the universe is currently undergoing a phase of accelerated expansion. As there is no
theoretical explanation for this observed acceleration in the rate of expansion of the universe, many theories have been
proposed in the literature to understand the cause behind it. The General Theory of Relativity has provided the foundation
for numerous attempts with a prominent hypothesis that the acceleration is driven by Dark energy, an enigmatic form of
energy with a high negative pressure, which itself significantly challenges conventional cosmology as cosmological origin
and the true nature of dark energy have not been determined yet. In addition, according to the observational data, more
than 95% of the total matter-energy budget of the universe is comprised of two dark components - dark energy (DE) and
dark matter (DM) - the contributions from DE and DM being about 68.3% and 26.8% respectively. The characteristics
of these two dark components are not distinctly recognized. However, the nature of dark matter appears to be partially
known [12] as it can be inferred to exist from its gravitational effects on ordinary baryonic matter which contributes only
about 4.9% of the total content of the universe. Dark energy, therefore, becomes one of the biggest mysteries and a
challenging topic of research in modern cosmology.

The cosmological constant A is the most widely discussed candidate for dark energy. However, it encounters two
significant theoretical challenges: Cosmic Coincidence Problem and Fine-Tuning Problem.

To address these issues, several candidates of dark energy such as quintessence, k-essence, tachyon, phantom, Chap-
lygin gas models, Holographic dark energy models etc. are proposed in the literature. Another approach to understand
the true cause behind the presence of dark sector in the universe and the mechanism behind the cosmic acceleration in
the recent past is the modification of Einstein’s theory of gravity. Several modifications of General Theory of Relativity
are available in the literature, popularly known as modified theories of gravity, which are extremely attractive. Some
important modified theories of gravity are: f(R) theory of gravity [13], where R is the Ricci scalar, the action of which
is constructed by replacing R by an arbitrary function f(R) in the Einstein-Hilbert Lagrangian. f(R,T) theory of grav-
ity [14], a generalization of f(R) theory by introducing an arbitrary function f(R,T) of R and T, where T is the trace of
the stress-energy of tensor, Brans Dicke theory of gravity [15] in which gravity couples with a time-varying scalar field
through a coupling parameter. f(T') gravity theory [16], which uses the torsion scalar in place of the Ricci scalar. f(G)
theory of gravity [17] where G is the Gauss-Bonnet invariant. f(Q) gravity [18] where @) is the non-metricity scalar.
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Some other modified theories of gravity are f(R,G) gravity [19], f(Q,T) gravity [20] etc. By exploring these diverse
approaches, researchers aim to gain a deeper understanding of the fundamental nature of the universe and its evolution
with an accelerated rate of expansion.

Harko et al. introduced the f(R,T") theory of gravity and obtained the gravitational field equations for three explicit
forms of the functional f(R,T) viz. f(R,T) = R+ 2f(T), f(R,T) = f1(R) + f2(T) and f(R,T) = f1(R) +
f2(R) f3(T). Houndjo [21] developed the cosmological reconstruction of f(R,T) theory of gravity for the functional
f(R,T) = f1(R) + f2(T) and discussed the transition of matter dominated era with decelerated expansion to the current
era with an accelerated expansion. Since then many authors have explored various aspects of this theory in different
contexts as this theory can be best applied to study several issues of current interest and also takes care of the early time
inflation as well as the late time accelerated expansion. Bhattacharjee and Sahoo [22] studied redshift drift in f(R,T)
theory of gravity where they have used the functional f(R,T) = R + AT. Pradhan er al. [23] studied FLRW model in
f(R,T) gravity using f(R,T) = R+ 2)T.

In the present work, we consider the functional form f(R,T) = fi(R) + f2(T) with f1(R) = R + A\ R? and
f2(T) = AT where A\; and Ao are arbitrary constants. Starobinsky’s work [24] motivates us to consider the functional
form f1(R) = R + A\; R%. The Starobinsky model follow the cosmological observational test and successfully predicts a
spectrum of nearly scale-invariant curvature perturbations. The R? term in the functional form f(R) = R + aR?, a/is a
constant, in Starobinsky’s original work demonstrates that the R? term could naturally drive inflation due to a slow-roll
regime, leading to a nearly de Sitter expansion. This mechanism does not require an explicit scalar field as the additional
degrees of freedom from the R? term behave like a scalar field.

A number of researchers also considered the functional form f(R,T) of the type f(R,T) = R + A1 R? + X\oT in
various contexts. Zubair and Noureen [25] studied evolution of axially symmetric anisotropic sources, Noureen et al. [26]
investigated shear-free condition and dynamical instability, Sahoo et al. [27,28] proposed a model of wormholes and also
f(R,T) gravity model as alternatives to cosmic acceleration by constructing three cosmological models that arise from
the three different choices for f1(R), viz, fi(R) = R+aR2— L, fi(R) = R+kIn(yR) and f;(R) = R+mel-" with
a, w, k, v, m and n all free parameters. Vinuthaa and Kavya [29] studied Bianchi type cosmological models in f(R,T)
theory with quadratic functional form. Bishi et al. [30] studied domain walls and quark matter cosmological models
in f(R,T) = R+ aR? + kT gravity. These studies affirm f(R,T) gravity as a versatile and promising framework,
capable of providing insights into a wide array of phenomena, from exotic matter distributions to cosmic expansion, while
accommodating both isotropic and anisotropic configurations.

In this study, we consider a flat Friedmann-Lemaitre-Robertson-Walker (FLRW) universe filled with a perfect fluid
within the framework of f(R,T) gravity with the functional form f(R,T) = R + A R? + X7, where A1, X are
arbitrary constants. The outline of the present work is as follows: In section 2, we provide a concise overview of the
metric formalism of f(R,T) theory of gravity and present the basic equations. In section 3, we derive the gravitational
field equations in terms of the Hubble parameter H. In section 4, we solve the field equations by choosing an ansatz
for the Hubble parameter. In Section 5, we discuss the physical and kinematical properties of the model by plotting the
cosmological parameters against cosmic time ¢ and redshift parameter z. In Section 6, we analyze and discuss the jerk,
snap and lerk parameters, the statefinder diagnostic and the energy conditions of our model. Finally, in Section 7, we
conclude the paper with a summary of our findings and key insights.

2. f(R,T) GRAVITY THEORY: BASIC EQUATIONS
The action of f(R,T) gravity theory proposed by Harko er al. [14] is given by

_ 1 4
s/[WﬂR,THLm g d's ()

where f(R,T) is an arbitrary function of the Ricci Scalar R and the trace T of the stress-energy tensor and L., is the
matter Lagrangian density.

The stress-energy tensor of matter is defined as
v—g  0gv

and the trace T is given by T' = g% T;;. Considering the metric tensor components g;; to be the sole ones influencing the
amount L,,, of matter and not its derivatives, the stress-energy tensor 7T;; is obtained as

2

OL,,
—2——
ogh

Tij = gijLm 3)
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By varying the action (1) with respect to the metric tensor components g/, the field equations of f(R,T) gravity
are obtained as

fr(R, T)Rij — %f(& T)g;; + (8&;0 — Vi) fr(R,T) = 8Ty — fr(R,T)T; — fr(R,T)0y; )

where, fr(R,T) = 859# fr(R,T) = % and the covariant derivative with regard to the symmetric connection
I" associated to the metric g is represented by the operator v/;.

Here, ©;; is obtained by specifying the variation of 7" with respect to the metric tensor

=Ti; + Oy ®)

For a known matter Lagrangian L,,, ©;; can be calculated as

— k
eL] - —2TL] + gm m gl ('3g”8g”“ (6)
For a perfect fluid, the stress-energy tensor of matter is provided by
T;j = (p + p)uin; — pg;; 7

where p is the energy density, p is the pressure and the four velocity u; satisfies the conditions w;u’ = 1 and u’ \/; u; =
0. The matter Lagrangian can be written as L,,, = —p. Using eq (6), we get the expression for ©;; for the modification of
stress-energy tensor of perfect fluid as

@ij = 2T — bE;; ®)

Assuming

f(R,T) = fi(R) + fo(T) )

where f1(R) and f>(T') are arbitrary functions of R and T respectively, from equation (4), if the matter source is a perfect
fluid, then the field equations of f(R,T') gravity become

— S Fi(R)gy + (8,8~ V93 fL(R) = 8Ty + f5(TVT + | Fa(T)p+ 2 fo(T) | & (10)

where the prime denotes differentiation with respect to the argument.

fi(R)Ry;

For the choice of f1(R) = R+ A R? and fo(T) = 2)\T, where X is a constant, the gravitational field equations of
f(R,T) gravity from eq (10) are obtained as

1 1
Rij — S Rg;; + 2R (Rij - ZRgij> + (8,0 = Viv;) (1 + 2\ R) = 87Ty + X2 [2T35 + (p — p)g;;) (11
3. THE METRIC AND GRAVITATIONAL FIELD EQUATIONS
We consider the flat Friedmann-Lemaitre-Robertson-Walker metric given by

ds* = dt? — a*(dz? + dy? + d=?) (12)

where a is a function of cosmic time ¢ only. Using comoving coordinates, the field equations (11) for the metric (12) are
obtained as

i Ao

9+§%+6)\ Gi(a,a,d,a,d) = —4mp + 2(p 3p) (13)
d—2+6)\G(addd')—8—7T +/\(72) (14)
a2 12 (4, &, &, - 3/) 2\P 3

where
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B OIRG

In terms of the Hubble parameter H, defined by H = %, equations (13) and (14) can be expressed as

.\ 2
Ga(a,a, d, @) = =2 (a)

a

. 3 A
H+ 5H2 + 6\ Gy(a,a,d, 8, @) = —dmp + ?Z(p — 3p) (15)
Lo 8T D
2 — _ =
H* 4+ 6\1Ga(a,a,a4,a) = 3 P+ A2 (p 3) (16)

where
Gi(H,H,H,H) = — (H +6HH +9H*H + 2H2>
Gy(H,H,H) = H?> — 6H*H — 2HH
The Ricci scalar curvature is

R=— (6H + 12H2) (17)

where an overhead dot denotes differentiation with respect to t.

From equations (15) and (16), we get

1 . . . ..
= 127 H? + \o(3H? — H) + 727\ (H? — 6H*H — 2HH) +
p (8T + 4Xo) (47 + A2) [ T 2( ) ™A ) (18)
3\ (2H + 18H2 — 6HH — 36 H?H)
1 . .
= — (8 + BAg) H — 3(4m + M) H? + 247 (2H+12HH+
p (87T+4)\2)(47T+)\2) |: ( ™ 2) ( 4 2) TTAL (19)
ISH2H +9H?) + 18\ o (1 + 5H2 + SHH + 6H21)|
4. EXACT SOLUTION OF THE FIELD EQUATIONS
To find an exact solution of the field equations, we consider the following ansatz for the Hubble parameter H:
1
H=a (1 n t) 0)

where o > 0 is an arbitrary constant.
The Hubble parameter H is an observable parameter. It measures the rate of cosmic expansion. Using the definition
H= %, from equation (20), we obtain the scale factor a as

a(t) = ag(te")* (2D

where ag > 0 is a constants.
Then from equations (18) and (19), the energy density p and the pressure p are obtained as

2 24 4 1
o(t) = 3a . a (241 + 60 n A2 + 3a( 7r+)2\2)( + 36X 10) N
87'(' + 4)\2 (87(' + 4)\2)(4’/T + )\2) t t (22)
108X 1A202 + 36 (3 — 1)(87 + Aa) 181 (2a — 1)(127cx + A2 (3ar + 2))
t3 - t4
() = —3a? N ! —(247 4 6)2) n (8T +3X\g) — (47 +2)\2)(3a + 108\ 1a?) n
871' =+ 4A2 (87'(' + 4/\2)(477 —+ )\2) t t (23)

36A10((167 + 5Ag) — (247 + 6)2)) n 181 (a (447 + 15X9) — (247 + 6)2) — (167 + 6)\2))]
t3 4
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The equation of state (EoS) parameter is defined as the ratio of pressure to energy density: w = %. This parameter
is crucial in understanding the nature of the universe’s energy content.
Therefore, the equation of state parameter w is obtained as

—3at* — (247 + 6X2)at”® + {(87 + 3X2) — (47 + A2) (B + 108\1a%) } 7+
36 A1 {(16m + 5A2) — (247 + 6X2)} t + 18A1 {a (447 + 15X2) — o (247 + 6X2) — (167 + 6X2) }
Bt + (247 4+ 6X2)at® + {2 4 3a(4m + X2) (1 4 36M10) } 2+
{108A1X20% 4 36A1a(3a — 1) (87 + A2) } t + 181 (2 — 1) {12mcr + A2 (3 + 2)}

wit) = (24)

The deceleration parameter ¢, a dimensionless measure of the cosmic expansion, is defined by the relation ¢ =

—494_Thus, ¢ is related to the Hubble parameter H by the relation ¢ = —1 + 4 (). For our model, we obtain
et (25)
= a(l+1t)2

The deceleration parameter exhibits the universe’s expansion. For ¢ < 0, it undergoes accelerated expansion and for
q > 0, it undergoes decelerated expansion. Recent observations reveal that the universe transitioned from the decelerated
expansion phase to an accelerated expansion phase in the recent past and currently passing through a phase of accelerated
expansion. According to current observational data, —1 < ¢ < 0.

5. PHYSICAL AND KINEMATICAL PROPERTIES OF THE MODEL

We aim to investigate the physical and kinematical properties of the model by studying the bahaviour of some
cosmological parameters as the universe evolves. Cosmological parameters describe the kinematic properties of the
universe’s expansion and are essential for understanding its dynamic evolution. To develop a cosmological model that
transitions from a decelerating phase to an accelerating phase, we focus on the range 0 < o < 1, as recommended by the
equation (25). This range aligns with models that match observed cosmic acceleration patterns.

For our analysis, we consider four specific values of a viz o« = 0.3, 0.4, 0.5 and 0.6. These values allow us to explore
how slight variations in « influence the behavior of the universe’s expansion. Additionally, we set the arbitrary constants
as A\y = 0.2and A\, = 0.1.

Using these values, we compute and plot the behaviour of various cosmological parameters. These plots help us
to visualize and analyze how the universe’s expansion evolves over time and assess whether the model aligns with the
expected transition from a decelerated expansion to an accelerated expansion phase. This transition is a critical feature of
modern cosmological theories that explain the role of dark energy in driving the accelerated expansion of the universe.

The scale factor a measures the relative size of the universe at a given time. As the universe expands, the scale factor
increases. In the context of cosmology, the volume V of the universe is directly related to the scale factor, as V' o a3,
meaning that as the scale factor increases, the volume increases significantly.
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Figure 1. Variation of the scale factor a versus cosmic time Figure 2. Variation of the volume V' versus cosmic time ¢
t with ag = 1 and different values of a. with different a.

From Figures 1 and 2, we see that the scale factor and volume grow significantly over time, especially in the late
universe. This rapid increase in volume suggests that the universe’s expansion has accelerated, particularly after a certain
point. This acceleration can be attributed to the influence of dark energy, which became dominant in recent cosmic history,
driving the universe’s expansion at an increasingly rapid pace.

In order to have a better understanding of the properties of the universe corresponding to our model, it will be of
great help if we also study the evolutionary behaviour of some cosmological parameters versus redshift z.
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REDSHIFT AND COSMIC TIME RELATION
The redshift z is related to the scale factor a(t) by:

Qo
=—-1

0

which implies
Qo
t) =
alt) = 1
Substituting this into equation (21), we get
a
ap(te')” = 1 —i?z

To isolate tef, we take the a-th root of both sides and get
te! = (14 2)~ Y«

The equation te! = C, where C' = (1 + z) =/, is solved using the Lambert W function. The Lambert ¥ function
satisfies: W (x)eV(®) =
Thus, we can obtain the time-redshift relation as:

t=W [(HZ)—%} (26)
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Figure 3. Variation of cosmic time ¢ versus redshift z for different values of a.

The Hubble parameter and deceleration parameter in terms of redshift lead to

Hz=a|l+ (27)

q(z) = —1+ — (28)
a (1 +W [(1 + z)—aD
Using eqn (26), the expressions for the energy density (p), the pressure (p) and Equation of State (EoS) parameter w
in terms of redshift (z) are obtained as:

p(2) = &ffiu N a (247 + 6Ai)f A2 + 3a(4m + X2)(1 +236)\1a)
o (87 +4Xo)(4m + \2) W[(1+z) a] W [(Hz)*é]
(29)
108\ 1 A2 4+ 36X 1a(3a — 1)(87 + X2)  18A1(2a — 1)(127ma + A2(3a + 2))
wla+a)-d] Wi+
p(2) = - —3a? N a — (247 4 6X2) N (8™ + 3X2) — (47 + )\2)(3o¢2+ 108)\102)
T4k (8m+4d)(dm + N2) | [(1+z)—ﬂ W[(l—&—z)*é] o

36A10((167 + BA2) — (247 4 6X2)) 181 (a(44m + 15Xs) — (247 4 6X2) — (167 + 6)2))

1 1

W[(1+z)‘a]3 W[(H-z)—ar
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—3aW [(1 + z)—é]4 — (247 + 6X2)aW [(1 + z)—ér +{(87 +3X2) — (47 + Ao) (3a + 108A102) } W [(1 + z)—%]2+
36 10 {(167 + 5A2) — (247 + 6X2) } W [(1 + Z)_é] + 181 {a(447r +15)2) — (247 + 6)2) — (167 + 6)\2)}

w(z) = 114 113 112
3aW [(1—&-,2)_3} + (247 + 6X2)aW [(1—&-,2)_3} +{)\2+3a(47r+>\2)(1+36)\1a)}W[(1+z)_3} +

{108X\1 X202 + 36 A1 0(3a — 1)(87 + Ao) } W [(1 T z)—%] +18\(2a — 1) {127a + A2 (3a + 2)}
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Figure 4. Variation of Hubble parameter H versus cosmic Figure 5. Variation of Hubble parameter H versus redshift
time ¢ with different values of «. z with different a.
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Figure 6. Variation of deceleration parameter ¢ versus cos- Figure 7. Variation of deceleration parameter ¢ versus red-
mic time ¢ with different a. shift z with different c.

From Figures 4 and 5, we observe that in the early universe, the Hubble parameter () is very large, and keeps
decreasing as the universe evolves. This is consistent with the Big Bang theory, according to which the universe started
from an extremely hot and dense state, and then began to expand. As time progresses, the value of H decreases, reflecting
the fact that the rate of expansion slows down due to the gravitational pull of matter in the universe. In cosmological
terms, redshift (2) corresponds to looking at the universe in the past. The Hubble parameter decreases with redshift (2).
The decrease of I with respect to z refers to how the expansion rate of the universe slows down as the universe ages.

Figures 6 and 7 show that at the start of the universe, ¢ > 0, meaning that the expansion was slowing down. As
time progressed, due to the influence of matter and radiation, the deceleration continued for a long period. Initially, the
universe is decelerating, but as the value of ¢ moves toward negative values, the expansion switches to an accelerating
phase. This matches observations of the current expansion rate, where the universe is observed to be accelerating due to
the influence of dark energy.

From the above graphs, we see that the choice of o« = 0.5 reflects a best model where the deceleration parameter
transitions smoothly into the accelerating phase. We choose this value for the plots of other cosmological parameters.

The energy density (p) of the universe consists of contributions from matter-energy content of the universe. Figure
8 shows that at the beginning of the universe (near time ¢t = 0), the energy density is extremely high, exhibiting thereby
that the universe was incredibly dense and compact. This is consistent with the idea of a hot, dense Big Bang origin.
As the universe expands, the energy density decreases. This behaviour is expected in the standard cosmological model,
where both matter and radiation contribute to the energy density but becomes less dense as the universe expands. The
energy density asymptotically approaches zero as time progresses towards infinity, reflecting the fact that, although the
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Figure 10. Variation of pressure p versus cosmic time ¢ Figure 11. Variation of pressure p versus redshift (z) with
with o = 0.5. a = 0.5.

universe continues to expand, the contributions of matter and radiation become negligible over time, and dark energy
(which remains constant or evolves slowly) dominates. From Figure 9, we see that the energy density p decreases against
redshift z. This decrease in p describes how different components of the universe’s energy content (like matter, radiation
and dark energy) evolve as the universe expands.

The pressure (p) in the universe varies with time and plays an essential role in understanding the dynamics of the
universe. In Figure 10, for « = 0.5, the pressure is initially positive, which is typical for a matter dominated universe.
However, as the universe expands, the pressure becomes negative. Negative pressure is associated with dark energy, which
causes the accelerated expansion of the universe. This transition from positive to negative pressure is one of the signatures
of the onset of the dark energy dominated phase. From Figure 11, we see that the pressure p decreases against redshift z.

In Figures 12 and 13, we observe that the value of w lies between —1 and 1. This range is significant because w ~
0 corresponds to matter domination, w = % corresponds to radiation domination and w & —1 corresponds to a universe
dominated by dark energy, as dark energy is modeled to have w = —1 in the simplest cosmological models.

Since w lies within this range, it suggests that the universe is currently undergoing accelerated expansion, dominated

by dark energy, which fits well with current cosmological observations of an accelerated expanding universe.

6. PHYSICAL ACCEPTABILITY OF THE SOLUTIONS
For the validity of the solution, we should check that our model is physically acceptable.

6.1. Jerk, snap and lerk parameters

In cosmological models, understanding the evolution of the universe’s expansion is crucial for predicting its future
behaviour and unraveling the underlying forces shaping its dynamics. While the deceleration parameter provides a foun-
dational insight into how the expansion rate of the universe is changing, higher-order time derivatives of the scale factor
such as the jerk, snap, and lerk offer a more detailed and refined understanding of the universe’s expansion.

These parameters are derived from the Taylor series expansion of the scale factor a(t), which describes the size of
the universe as a function of time (¢). By examining the higher derivatives of the scale factor, more complex aspects of the
universe’s expansion, such as changes in acceleration and the rate at which these changes are occurring can be captured.
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Figure 12. Variation of EoS parameter (w) versus cosmic Figure 13. Variation of EoS parameter (w) versus redshift
time ¢ with o = 0.5. (z) with @ = 0.5.

These higher-order derivatives - jerk, snap, and lerk are essential for predicting the future evolution of the universe and
for understanding its past behavior with greater precision.

Jerk parameter

The jerk parameter is the third time derivative of the scale factor a(t), denoted by j(t). It measures the rate of change
of the acceleration of the universe’s expansion. In other words, it provides insight into whether the rate of acceleration is
itself increasing or decreasing over time. The jerk parameter is particularly important because it helps predict the future
behaviour of the expansion. If the jerk is positive, it indicates that the expansion is accelerating at an increasing rate.
Conversely, a negative jerk suggests that the acceleration is decreasing.

Mathematically, the jerk parameter is expressed as:
2 73
a® d’a
i) = 25 g
For our model, it is obtained as

) 3 2
i) =1- a(l+1t)? * a?(141)3

This equation reflects how the second derivative of the scale factor (acceleration) changes over time.

(32)

Snap parameter
The snap parameter is the fourth time derivative of the scale factor a(t), denoted by s(t). It measures how the jerk
parameter i.e the rate of change of acceleration evolves over time. It is a higher-order derivative that provides even finer
details about the acceleration of the universe’s expansion. The snap is essential for identifying subtle transitions in the
universe’s expansion, such as shifts between accelerating and decelerating phases of expansion.
The snap parameter is mathematically defined as:

S(t) — aj@
gl dtt
For our model, it is obtained as
s(t) =1 6 n 8 n 3a—6 (33)

T Al 2 T a2l aB(lr i)t

This equation reflects the evolving nature of the jerk parameter, which helps us understand the changing nature of
the universe’s acceleration in even greater detail.

Lerk parameter
The lerk parameter is the fifth time derivative of the scale factor a(t), denoted by I(¢). As the fifth derivative, the
lerk parameter measures how the snap parameter, the rate of change of the jerk parameter is changing over time. The lerk
parameter provides the most detailed information about the expansion of the universe, capturing extremely subtle shifts
in the acceleration and deceleration rates.
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Mathematically, the lerk parameter is defined as:

o
Tab dtd

For our model, it is obtained as

10 20 15a — 30 24 — 20«

W=t v T @ p T P adi TP o

This equation provides the highest level of detail regarding the changing behaviour of the universe’s expansion,
offering important insights into the acceleration dynamics that may not be immediately apparent from the jerk or snap
parameter alone.

For our model, the expressions for jerk, snap and lerk parameter in terms of redshift (z) are obtained as:

3 2

e a (1 +W [(1 +z)*é])2 ' a? (1 +W [(1 +z)*é])3 G
s(z) =1 - : 7+ : 3+ dnk 1 (36)
a(1+wla+a7=])) e (t+wla+27=]) e (14w [a+2)75])
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Figure 14. Variation of jerk, snap and lerk parameter versus Figure 15. Variation of jerk, snap and lerk parameter versus
cosmic time ¢ with a = 0.5 redshift z with o = 0.5

From Figures 14 and 15, we observe that the jerk and lerk parameters remain positive throughout the evolution of
the universe. They exhibit diminishing tendencies as seen in the figures. The snap parameter has negative value in the
beginning and occurs positive value at late cosmic time. This denotes an accelerated expansion of the universe.

6.2. Statefinder diagnostic

Statefinder parameter is a crucial geometrical diagnostic tool used to differentiate between different dark energy
models. The two parameters of statefinder {r, s} are dimensionless and geometrical since they are generated from the
cosmic scale factor a(t) alone, however they may be reconstructed in terms of dark energy and dark matter.

In table 1, various forms of statefinder pairs are displayed. Here, » measures the third derivative of the scale factor
normalized by the Hubble parameter, quantifying jerk or snap and s provides a diagnostic to distinguish between dark
energy models by normalizing r using ¢. ACDM model serves as the baseline: standard cosmological constant with cold
dark matter model. Quintessence dark energy model represents a scalar field with varying energy density that drives the
accelerated expansion of the universe. Phantom dark energy model is the model where the dark energy equation of state is
w < —1, leading to super-accelerated expansion. Chaplygin gas model is a unified dark matter-energy model. Interacting
Models are models involving interactions between dark energy and other components of the universe like cold dark matter.
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Table 1. Statefinder diagnostic

Parameter Definition
Deceleration Parameter (q) = —2—3
: _ a _ r—1
Statefinder Pair {r, s} T= G S = (T
ACDM Model {r,s}={1,0}
Quintessence r<l,s>0
Phantom Dark Energy r, s vary based on parameters
Chaplygin Gas r>1,5s<0
Interacting Models r#1,s#0
The statefinder pair {7, s} [32] for our model are obtained as
a® d3a 3 2
=~ —1_ 38
ETE (L4072 21+ 0)P (38)
-1 4—6a(l+t
R N a(l+?) (39)
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Figure 16. Variation of statefinder pair {r, s}

For our model, the statefinder pair {r, s} has a present value of {r, s}= {0.976,0.0054} for o = 0.5. Since, from
Figure 16, we find r < 1 and s > 0, therefore, our model aligns with a quintessence dark energy model. Quintessence
differs from the cosmological constant (A) as it evolves over time, leading to unique dynamics captured by the statefinder
parameters. At late times, our model will behave like the ACDM model.

6.3. Energy Conditions

Energy conditions are sets of mathematical inequalities imposed on the energy-momentum tensor 75;, which de-
scribes the matter and energy content of the universe in the framework of general relativity. These conditions provide a
way to ensure the physical viability of a cosmological model and impose constraints on the behavior of matter and energy
under gravitational interactions.

1. Null Energy Condition (NEC): The Null Energy Condition requires: p + p > 0. The NEC ensures that the
energy density observed by a light-like observer (null vector) is non-negative. It is the most fundamental of all energy
conditions, as the violation of the NEC often leads to unphysical scenarios such as exotic matter or superluminal signals.
In an expanding universe, the NEC is closely linked to the second law of thermodynamics and the avoidance of unphysical
singularities.

2. Weak Energy Condition (WEC): The Weak Energy Condition requires: p > 0, p+p > 0. The WEC ensures
that the energy density observed by any time like observer is non-negative. This condition is fundamental for a physically
reasonable distribution of matter and energy. Satisfying the WEC indicates that matter behaves normally (e.g., no negative
energy densities). It guarantees the normal gravitational attraction of matter and aligns with the observed dynamics of
galaxies and cosmic structures.

3. Dominant Energy Condition (DEC): The Dominant Energy Condition requires: p > |p|. The DEC ensures
that the flow of energy and momentum is causal, meaning that energy cannot propagate faster than the speed of light.
Additionally, it implies that the energy density dominates over pressure contributions. Models satisfying the DEC respect
causality and prevent the occurrence of unphysical faster-than-light phenomena. It is critical in describing the large-scale
structure of the universe and the evolution of density perturbations.

4. Strong Energy Condition (SEC): The Strong Energy Condition requires: p + 3p > 0, p + p > 0. The SEC
ensures that gravity is always attractive, implying that the combined effects of energy density and pressure act as a source
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of gravitational pull. The SEC is rooted in classical general relativity, where gravity is inherently attractive. In standard
cosmology, the SEC is satisfied during the matter-dominated and radiation-dominated phases. However, during the ac-
celerated expansion of the universe (e.g., the inflationary epoch or the current dark energy-dominated era), the SEC is
violated. This violation is necessary to explain repulsive gravitational effects, such as the ones driving the universe’s
accelerated expansion.

For our model,

p(t) + p(t) = m [£2 + 36A1 (=1 + 20 + at)] (40)
) —p(t) = 6o + - [12at® + (6 + 216A10° — 2)t7 + 216 (20 — 1)t +

P (87 + 40a) (47 + X2) | (87 + drg)th ! ! (41)

36A1(60” — Ta + 2)]

_ o _ 4 3 o 2
p(t) + 3p(t) = r £ 209)Ar £ 0a) [—3at” — (247 4 6A2)at” 4+ {(127 + 5A2) — 3a(4m + A2)(1 + 36 A1) } ¢ 42)
+ 3610t {(20m + TA2) — 6a(4m + A2)} + 181 {a(607 + 23X2) — (247 + 10X2) — (247 + 6X2) }]
In terms of redshift, we obtain
p(z) +p(z) = @ —3 [W [(1—1—2)75}2—&—36)\1 (—1+2a+aW [(1—&—,2)7%])} (43)
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174 113
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Figure 17. Variation of Energy Conditions versus cosmic

) . Figure 18. Variation of Energy Conditions versus redshift
time ¢ with o = 0.5.

z with o = 0.5.

From figures 17 and 18, we observe that the WEC, NEC, DEC are well satisfied whereas the SEC gets violated at
approximately ¢ ~ 1 and z ~ 0.08. This violation results in the accelerated expansion of the universe for our model.
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7. CONCLUSIONS

In this study, we explore flat Friedmann-Lemaitre-Robertson-Walker (FLRW) cosmological model within the con-
text of an extended gravitational theory known as f(R,T) gravity. By solving the non-linear field equaitons derived
from this theory using the Hubble parameter as H = « (1 + }); @ > 0, we aim to understand the evolution of the uni-
verse and its expansion dynamics. Our findings provide several critical insights into the Hubble parameter, deceleration
parameter, energy density, and other higher-order cosmological parameters. Furthermore, we evaluate the model’s com-
patibility with standard cosmology, particularly the ACDM model, and test its consistency with various energy conditions.

The key features of the cosmological model corresponding to the solution obtained in Section 4 are as follows:

The Hubble parameter H, which quantifies the universe’s expansion rate, exhibits significant changes over cosmic
time: At the early stages of the universe (¢ = 0), H is exceptionally high, reflecting a rapid expansion. As time progresses,
H decreases monotonically, consistent with the gradual slowing of expansion during the matter-dominated era, followed
by a phase of accelerated expansion at late times driven by dark energy. When expressed in terms of redshift (z), H
increases as z increases. This is a natural consequence of the relation between redshift and scale factor, where higher
redshifts correspond to earlier cosmic epochs with faster expansion rates.

The deceleration parameter g is a critical quantity that describes the acceleration or deceleration of the universe’s
expansion: Initially, the universe is in a decelerating phase, dominated by the gravitational pull of matter and radiation.
The model shows a transition from deceleration to acceleration at a specific point in cosmic time, corresponding to the
dominance of dark energy or a similar repulsive component. For lower values of the model parameter «, this transition
to acceleration occurs earlier (at lower redshifts), highlighting the sensitivity of the model to its parameters. At very late
times (f — 00), the deceleration parameter asymptotically approaches —1, indicating a de Sitter like state with a constant
rate of accelerated expansion, typical of dark energy-dominated cosmologies.

The behavior of the energy density p and pressure p in the model reveals key characteristics of the universe’s evo-
lution: At¢ = 0, the energy density p is extremely high, consistent with a big bang-type singularity, where the universe
begins in a state of infinite density. Over time, p decreases monotonically but never reaches zero, even p as t — co. This
ensures that p > 0 throughout the evolution, satisfying fundamental physical requirements. The pressure is negative at all
times, a crucial feature for explaining the observed accelerated expansion. Negative pressure is a hallmark of dark energy
or similar components driving the late-time acceleration of the universe.

The study also examines the higher-order parameters derived from the scale factor: the jerk, snap, and lerk param-
eters (representing the third, fourth, and fifth derivatives of a(t), respectively) which provide additional insights into the
universe’s expansion dynamics. These parameters show trends consistent with a universe transitioning from deceleration
to acceleration, further validating the model’s description of cosmic evolution.

Our analysis shows that the model behaves like a quintessence dark energy scenario at present times. Quintessence
is a dynamic form of dark energy driven by a scalar field with a time-dependent equation of state, as opposed to the
constant equation of state in the standard cosmological constant (A) model. At late times, the model aligns with the
ACDM framework, suggesting that it can reproduce the well-observed behavior of the universe while providing additional
flexibility in earlier epochs.

To evaluate the physical viability of the model, we tested it against the four standard energy conditions. In our
model, initially the Strong Energy Condition (SEC) is satisfied but later it is violated. This is a typical feature of models
describing an accelerating universe.

The presence of a point-type singularity at ¢ = 0 is consistent with the Big Bang scenario, marking the universe’s
origin in a state of infinite density and temperature. As time progresses, the volume of the universe increases monoton-
ically, reflecting the ongoing cosmic expansion. The model captures the key features of late-time acceleration, aligning
with observations of the universe’s current phase of accelerated expansion driven by dark energy. Its compatibility with
quintessence-like behavior and eventual convergence to ACDM at late times ensures that it is consistent with the observa-
tional data for both current and early-universe.

By successfully explaining the transition from deceleration to acceleration, the evolution of energy density and
pressure, and the higher-order cosmological parameters, this model demonstrates the potential of f(R,T") gravity to serve
as a viable extension of general relativity. The framework offers flexibility to accommodate a range of observational
phenomena while maintaining consistency with fundamental physical laws.
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KOCMOJIOTTYHA MOJAEJIb FLRW 13 KBAJIPATHYHOIO ®YHKIIIOHAJIBHOIO ®OPMOIO
V f(R,T) TEOPH I'PABITAIIIL
Yanapa Pexxa Maxanra, Kankana Ilarxak, /1io’spkiiori Jac

Lenapmamenm mamemamuxu, Ynisepcumem ayxami, Toninam Bopoonoti Hazap, /[icaryxoapi, 781014, Accam, Inois
V wiit poGoTi HOCTiAKYEThCS MPOCTOPOBO OFHOPIAHMA Ta i30TPONMHMIA MIOCKMIi BcecBiT Ppiamana-Jlemaitpe-Podeprcona-Yokepa
(FLRW) y kontekcti rpasitaii f (R, T'), npencrasneHoi Harko, ef al., [Phys. Rev. D, 84, 024020 (2011)]. V uiit po6oTi po3risiaacTbest
¢yskuionamsaa popma f(R,T) = fi(R) + f2(T) 3 fi(R) = R+ MR?i f2(T) = 2X2T me A1 i A2 noBinbHi KoHCTaHTH, R i
T e cxanspoM Piudi Ta cigom TeH3opa eHeprii Hanpyru 1;; BianosigHo. Mu npeacTaBiasieMO HOBY KOCMOJIOTIUHY MOJENb Y paMKax
rpasitauii f(R,T), nocnimkyoun quaamiky Beecity FLRW depes TouHe pilieHHs! piBHSAHb TPaBiTAIliiHOTO MoJjist. BUKoprcToBy10Un
iHHOBAIIAHMI aH3al s mapametpa Xaboma, H = « (1 + %), e @ — JI0faTHAa KOHCTaHTa, MU (PiKCYEMO €BOMIOILiiHY icTOpio
Bceecsiry. Leit mijxia 3abe3neuye NpUPOAHHI IUISX JUIsS JOCIIPKEHHsT KTIOUOBUX KOCMOJIOTIYHHUX MapaMeTpiB, TAaKUX sIK MacCIITaOHHIA
¢akTop, mapameTp yrnoBiIbHEHHsI, PUBOK, CTPUOOK, TapameTpH lerk Ta eHepreTHyHi yMOBH, BiIKpHBAIOUH iHTPUTyIoUy iH(opMaIlio npo
JMHAMIKY po3iuupeHHs BcecBiTy. MM Takox 0OroBOPIOEMO [[iarHOCTHMKY BHUMipioBaya craHy. Haiii pe3y/nbrati PONOHYIOTh IIHOLIe
PO3yMiHHS KOocMivHOiI eBoonii B pamkax f (R, T') rpasitanii.
Kumouosi cioBa: f(R,T) epasimauisn; mempuxa FLRW; napamemp Xa66aa; diaznocmuka sumipiosaua cmany
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The thermodynamic properties of homogeneous and isotropic universe for various dark energy conditions with decaying cosmological
term A(t) are investigated. To obtain the explicit solution of Einstein’s field equations, we have considered a linearly varying deceleration
parameter in the form of ¢ = —at + m — 1 with @ and m as scalar constants. We have constrained the model parameters Hy and m
as 68.495 km/s/Mpc and 1.591 respectively by bounding the derived model with combined pantheon compilation of SN Ia and H(z)
data sets. Furthermore, we have studied the time varying dark energy states for two different assumptions i) A = A;z~2 and ii) A o
[R(r)]~?". For a specific assumption, our models indicate a dark energy like behaviour in in open, flat and closed space - time geometry.
The temperature and entropy density of the model remain positive for both the cases i) A = Ajt~2 and ii) A o« [R(r)]~>".. Some
physical properties of the universe are also discussed.

Keywords: FRW Model; Homogeneous; Thermodynamics; Pantheon; Dark energy
PACS: 98.80.-K; 98.80Jk.

1. INTRODUCTION

Most of the studies in the recent years suggest that the understanding of the fate of the accelerating expansion of the
universe in view of Type Ia Supernova [1, 2, 3, 4] is a very challenging and interesting field for the present research in
Cosmology. Various studies have been done to explain this special discovery out of which [5, 6] can be mentioned. It is an
interesting component that considered as dark energy possessing a negative pressure and is recommended to understand
the accelerating expansion of the universe. The current simplest candidate for a standard model of cosmology and a good
understanding with most observations [7, 8] is the ACDM model which is required due to two major problems as fine-tuning
or why so small and coincidence [9, 10, 11]. There are mainly three different methods to express the dark energy problem
i.e., dynamical dark energy [5], the anthropic principle [9] and interacting dark energy [12, 13]. Out of which, dynamical
dark energy has an hypothetical form called as Quintessence which is reported as a scalar field minimally connected to
gravity which can fall to the late time inflation accelerating cosmological expansion for some particular form of potential,
Also, due to these particular potentials it lighten the cosmological coincidence model [11]. In this paper, we have intended
to focus on this quintessence and phantom phase models since the role of thermodynamics in cosmology remain essential
to study the transverse of irreversible energy flow from gravitational field to matter creation that can helps to transform
space-time into matter as suggested by [14]. Also, the irreversible matter creation, the big-bang initial singularity remain
unstable. This dissipative process of the Einstein field equation leads to the possibility of cosmological model from empty
space to creation of matter and entropy. Gravitational entropy remain meaningful as associated with the entropy which
is necessary to produce matter. This extend signifies the possibility of impact fullness of third law of thermodynamics.
As the source of dark energy of the current phase of universe can modify the horizon entropy, so its thermodynamics in
both cosmological as well as gravitational set ups have more impaction [15, 16, 17, 18, 21, 23, 24]. Also, it seems that
the properties of such modifications to the thermodynamics are in line with non-extensive thermodynamics of space-time
and the current universe. Here, we investigated the mutual relationship between the thermodynamic laws with the Einstein
field equations (EFE) with the concept of Einstein theory of gravitation. In order to study the model here we apply the
thermodynamical laws of Apparent Horizon of FRW universe as FRW metric is an exact solution of EFE of general
relativity, which describes an isotropic homogeneous and expanding universe. The solution of this model can proved
its generic properties that are different from dynamical FL Model which are specific solutions for scale factor R(¢) that
assumes the only contribution to stress energy, cold matter, radiation and cosmological constant.
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It is worthwhile to mention that there was a major breakthrough after results of Supernovae type Ia project [25].
A new type of fluid with negative pressure, called dark energy, leads cosmic acceleration of the universe at present
epoch. In the recent past, many cosmological modes have been investigated to describe the nature of dark energy
[26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37]. The most suitable candidate of dark energy is a time varying cosmological
constant term A(¢) but it suffers few problems on the theoretical scale namely fine tuning and cosmic coincidence problems.
In order to alleviate cosmological constant problems, one can refer the following Refs. [38, 39, 40, 41, 42, 43, 44]. Up to
now, the dark energy and its physical nature is still mysterious and unclear, and we only know its some phenomenological
properties such as the dark energy is a cosmic fluid with equation of state parameter, numerically equivalent to -1 and it
violated strong energy condition. Also, the dark energy is homogeneously permeated in the universe and its clustering
property is smaller than dark matter. Some applications of time dependent A term are given in the Refs. [45, 46, 47, 48].
The idea of that during the evolution of the universe the energy density of the vacuum decouples into the particles thus
the value of cosmological term decreases with age of the universe. As the result one has the creation of particles although
the typical rate of the creation is very small. Now, it has been established that the universe is in accelerating phase at
present epoch. This acceleration of the universe is usually described by inclusion of dark energy density along with
the matter energy density in the Einstein’s field equation [38, 39, 49, 52, 51, 52, 53, 37]. The observational estimates
suggest that the universe is filled with dark matter with null pressure and dark energy with negative pressure. How-
ever, the nature of dark matter and dark energy is still mysterious. In the recent past, some cosmological models have
been investigated to explore the problems associated with dark energy and its possible solutions [54, 55, 56, 57, 58].
We also note that some important properties of dark energy in light of the early JWST observations are explored in
Ref. [59]. Nunes et al. [60] have investigated the dark sector interactions from the full-shape galaxy power spectrum
and described its new features in context of accelerating universe. The soundness of dark energy properties and its
applications are given in ref. [61]. Motivated by above investigations, in this paper, we confine ourself to investigate
some thermodynamic properties of homogeneous and isotropic universe for various dark energy conditions. The study
reveals that the derived models might be a suitable model to describe the dynamics and fate of the universe at present epoch.

The structure of our paper is as follows: In Section 2, we have presented thermodynamical behaviour and entropy
of the model where we have expressed the entropy production rate, apparent Horizon and Cui-Kim temperature of the
apparent horizon. In Section 3, we derived some basis of Einstein’s gravity with detail solutions of FRW metric. Sections 4

n
and 5 deal with two independent models: i) A = Ajt~> and ii) A = A, (th— — )~ ™ and its physical properties respectively.
In Section 6, we summarize our findings in details.

2. THERMODYNAMICAL BEHAVIOUR AND ENTROPY

Thermodynamical study has been an important tool to incept a gravitational theory as pivotal event. Black hole
thermodynamics and recent Conformal field theory correspondence shows a strong corelation between gravity and ther-
modynamics, also it has a great significance on recent observations. From the concept of thermodynamics, the interaction
between first and second law of thermodynamics with volume V [14] can be expressed as

tvds = d(pV) + pdV, (1
where 7 and S represents the temperature and entropy respectively. The above equation can be written as
TdS =d(p +p)V - Vdp, 2

to define a perfect fluid as a thermodynamic system an integrability condition is required which can be written as
+
dp = (u) dr. 3)
T

Using equations (2) and (3), we have the differential equation

ds = %d(p +p)V-(p+p)V g. 4)
Rewriting above equation
das=d M] . 5)
T
Therefore, the entropy can be defined as
S = M} . (6)
T

The well known relation between pressure and energy density is read as

p=7Yp @)
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.9

where p = yp and the parameter “y” stands for equation of state parameter.
Let the entropy density is
S_ptp_(+y)p

S = 8
Ty T T ®
Consider the apparent horizon of the universe for the assumed model appeared at r 4 where
1
A= ——. )
JH + 5
Then the entropy density in terms of temperature with the help of first law of thermodynamics can be expressed as
pV
d(pV) +ypdV = (1 +y)rd|—]. (10)
T
which on integration yields
r=pT. (11)
From equation (3), we obtain
S =(1+7)p%. (12)
Now the Cui-Kim temperature of the apparent horizon can be obtained as
- 1
T = . 13
2nr A ( )

Here, the above equation (6) represents the entropy which does not depends on any individual fluids and is only depends
on the isotropic pressure and total matter density of the fluid. Many authors have investigated on thermodynamical aspects
of cosmological model using different theories with different fluid contents. Samant et. al [16] have investigated on
the validity of second law of thermodynamics using Kaluza-Klein metric with Bulk viscosity in the context of f(R,T)
theory and found that the second law of thermodynamics doesn’t hold for the assumed model. As we know that the
actions of thermodynamic parameters is directly related to the energy density of the universe. Recently, Shekh et.al.,
[17] investigated thermodynamical aspects of relativistic hydrodynamics in f(R,G) gravity for accelerated spatially
homogeneous and isotropic FRW cosmological model with a non-perfect (un-magnetized) fluid in the framework of
f(R, G) gravity model by defining entropy density with the condition stated above. Jamil et.al [18] have investigated on
Horava-Lifshitz cosmology for thermodynamical validity in different types of universe and found that the model remain
valid for closed and flat universe but conditionally valid for open universe which matches to the result obtained during our
study.

3. EINSTEIN FIELD EQUATION AND THEIR SOLUTION
The Einstein’s field equation can be written as follows

R,uv - %ngv = Tqu (14)
where G, the Einstein tensor, A is the cosmological constant which can be regarded as dark energy of the model
introduced by Einstein and 7}, is the energy-momentum tensor.

To study the nature of the model universe, it is quiet necessary to consider a metric by which the Einstein field
equations can be evaluated and further solutions can be evaluated. Let us consider FRW metric with a maximally
symmetric spatial section as

d 2
ds® = —di® + R*(1) 1 rk 5 +r2(d6? +sin® 6d¢?) |, (15)
— Kr
where R(¢) the cosmic scale factor and the spatial curvature index k = —1,0, +1 corresponds to spatially open, flat and

closed universe respectively.
Now, consider the fluid representation for the energy-momentum tensor which can be written as follows

Tuv = [p, p.p, Pl (16)
In a co-moving coordinate system, the Einstein field equation (13) with the use of equations (14) and (15), we have

3k
3H2+F=p+A, (17)
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k )
3H2+F+2H=—p+/\, (18)
where H stands for well-known Hubble parameter.

The above system of equation consists of two equation and four unknowns. To make the system consistent two
additional constraints required. So first we have considered the well-known relation between pressure and energy density
as described in Eq. (7). The parameter vy in Eq. (7) takes a vital role to model the universe for its different values. For y =
0, % and - 1 the model represents a dust, radiating and vacuum energy of the fluid. Similarly, for y < 0 is considered
as an accelerating expansion of the universe in the context of dark energy. Moreover, for different range of y such as
quintessence phase, —1 < y < 0, phantom phase y < —1 and for cosmological constant cold dark matter ACDM universe,
we have y = —1. Still, it is worthwhile to note that there is no clear understanding on equation of state parameter of dark
energy yet.

Furthermore, we also considered a linearly varying deceleration parameter [19, 20, 21, 22] as
qg=-at+m-—1 (19)

where @ and m are scalar constants and g = —‘;—5 the deceleration parameter which helps to predict whether the model is
accelerating or decelerating in nature.

It is worthwhile to note that the concept of linearly varying deceleration parameter was given in Ref. [19] and later on
its observational analysis are presented in Refs. [20, 22]. In this paper, we confine ourself to describe the thermodynamics

of the universe for various dark energy conditions on the basis of linearly varying deceleration parameter.

The proposed form of deceleration parameter yields

3

t
R—al(zm_m)  a>0.m>0. (20)

L. . . . .
where, a; = k;m is an arbitrary constant while k; denotes an integrating constant.
The Hubble parameter can be calculated by using equation (8) as

2

H=—-———. 21
t(at —2m) @h
Hence the apparent horizon for the model is appeared at
4 k( at \"m
=l = — . 22
A (tz(a/t—Zm)2 a? (Zm—a/t) ) (22)
The energy density and pressure can be calculated as follows
12 3k at \“m
=t — | — - A, 23
P (at -2m)?  a} (2m—at) (23)
8(m—ar)-12 k t
_ (m - at) Kk ( a ) (24)
2m — at

(at -2m)? &l

Now, the equation of state parameter can be calculated on using (18)

2m—at

2
8(m — at) + At*(at — 2m)* — % (52—) "™ £2(at — 2m)* — 12
1

Y= PP E— (25)
a “m
12 — A2 (at —2m)? + P (52—) ™ 2(at — 2m)?
3.1. Observational confrontation
The red-shift z is read as
R
P (26)
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where, R( denotes the present value of scale factor and it is taken as 1.
Therefore, Hubble’s parameter in term of z is obtained as

1 dz
H(Z) = —m E (27)
Egs. (20), (26) and (27) lead to
Ho [1+ai(l+2)™)? (28)

T U+an(T+2)m

where, H reads the present value of Hubble parameter.

Solving Egs. (20) and (26), the time - redshift relationship is obtained as

2m
O S mar o @

Thus, the deceleration parameter in terms of redshift z is computed as

2ma

4= s G0
It is worthwhile to note that the observational analysis of the linearly varying ¢ in terms of time has been carried
out in Refs. [20, 22]. In particular, Akarsu et al. [20] have investigated the kinematics and fate of the universe by con-
fronting observational data for the linearly time-varying deceleration parameter model and its comparison with standard
ACDM model while Pacif [22] has investigated dark energy cosmological model by considering the linearly time-varying
deceleration parameter and constrained the model parameter with observational data. In this paper, we use the recent 1048
pantheon compilation of SN Ia data points [62] and 57 H(z) data sets [63, 64, 65] while in Pacif [22], 580 data points
of SN Ia is used. Furthermore, we also estimate Hj along with model parameters m and a; whereas the value of Hy =

67.8 km/s/M pc is taken as prior in Pacif [22].

The y? estimator is read as

p _Z[E,h(zl - ()hS(Zl) ) 3D

where E;;(z;) and E,ps(z;) denote the theoretical and observed values respectively, and O'L.2 denotes standard deviation of
each E,ps(z;). N is the number of data points.
The joint y? estimator is read as

2 _ .2 2
Xjaint = XoHD + XPantheon (32)

The left panel of Fig. 1 depicts the two-dimensional contours in the Hy — m plane at 1o, 20~ and 30 confidence
regions while the right panel of Fig.1 shows the two-dimensional contours in the Hyp—aj plane at 107, 20 and 30" confidence
regions by bounding our model with joint 57 H(z) data sets and pantheon compilation of SN Ia data. We constrained
the model parameters Hy, m and a; as 68.495 km/s/Mpc, 1.591 and 1.462 respectively. The values of parameters m and
ay differ slightly from Pacif [22]. That is why, we choose m = 1.591 and a; = 1.462 for graphical analysis of various
parameters of the derived model. Fig. 2 depicts the dynamics of deceleration parameter g versus redshift z for m =
1.591 and a; = 1.462. From Fig. 2, we observe that the derived model exhibits a model of transitioning universe from
early decelerating phase to current accelerating phase. Furthermore, we obtain the transition redshift and present value
of deceleration parameter as z; = 0.73 and go = —0.535 respectively. It is worthwhile to note that an useful approach
to compare the linearly varying deceleration parameter models with standard ACDM model are given in Ref. [20]. The
present value of deceleration parameter and transition redshift are reported as gp = —0.556 +0.046 and z, = 0.682 +0.082
respectively [20]. Moreover, Akarsu et al. [20] have obtained z;, = 0.733*0-148 for linearly varying deceleration parameter

~0.095
with redshift (LVDPz) which is very close to the transition redshift of this paper.

4. MODEL WITH A o 172 i.e. A = Ajt™2
This case gives the results of the physical parameter of the model as

2

12 3k t m
= + — —A l’_z, 33
P 2(at —2m)? (Zm - at) ! (33)

_S(m—a/t)—lZ_k( t
 2(ar -2m)?

— )+ A7 34
Zm—at) ! (34
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Figure 1. The left panel of Fig. 1 depicts the two-dimensional contours in the Hy — m plane at 107, 20~ and 30 confidence
regions while the right panel of Fig.1 shows the two-dimensional contours in the Hyp—aj plane at 10-, 20 and 30" confidence
regions by bounding our model with OHD + Pantheon compilation of SN Ia data.

Accelerating zone

Figure 2. The deceleration parameter g versus z for m = 1.59 and a; = 1.462.
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8(m — at) + Ait%(at —2m)? - & (54 )_% 2(at —2m)? - 12

a]2 2m—at

y= (35)

2
12— A2 (at = 2m)2 + L& (5=2=) "™ 12 (at — 2m)?

a% 2m-at
Temperature

2
_ ( 12 3k t ’ G6)

e — + —_— —_—
(at=2m)? a2 <2m—a/t

where

_2
8(m—at)+A 12 (at-2m)*— £ L) 2 (at-2m)-12

712 2m-at

127A1z2(mfzm>2+ﬁ(m)’%ﬂ(mfzmﬂ
B = : (37

_2 .
8(m—at)+A 12 (at-2m)>— & L) 2 (at-2m)2-12

a% 2m-at

1+

2 24k t ’% 2 2
12-A12(at-2m) +(Tf(m) 12 (at=2m)

The entropy density
1-B

Si=(1+7) (L 3k (;)7 A2 (38)

+ —_—
P2(at=2m)? a2 \2m—at

Moreover, using Eq. (29) in Egs. (33) - (35), one may compute the energy density p and pressure p in terms of redshift z
as following

3k [(ai(z+ 1))~ L3z D)2 [a+ (ar(z+ D))" Aifa+ (ar(z+ )"

(39)

(a1(z+ 1) (@ (@ + (@1 (2 + D)™? (<6a(ar(z + D) + (m(Am +2) = 3) (a1 (z + D" = a>2m +3)) - ¢

4a,2m*

p(z) =

(40)
where ¢ = 4akm®(a;(z + 1))™.

Fig.3 and Fig. 4 show the behavior of the universe for energy density p and pressure pwith respect to redshift z
respectively. From the above graphical representations, we observe that the the energy density and pressure decrease as
z — 0. The variation of EOS parameter y = % with respect to time has been graphed in Fig. 5. We observe that open, flat
and closed model of the universe, the EOS parameter varies as with negative sign, therefore, the derived model in open,
flat and closed space - time geometry depicts dark energy EOS parameter like behaviour for A = A¢~2. Furthermore,
from Eq. (35), it is clear that the entropy density S is decreasing function of time and at ¢t — oo, §; — 0, which indicates
that the second law of thermodynamics remains impact-less on this model of universe.

In general theory of relativity, the energy conditions have significant role to describes the Hawking’s Penrose
singularity [23] whereas to verify the positive mass theorem, the dominant energy condition (DEC) is required to validate
[24]. It consists of a couple of constraints which characterise the nature of the obscurity of lightlike, timelike or spacelike
curves. Furthermore, to identify the second law of black hole thermodynamics, null energy condition plays a major role
[66]. The four different types of energy conditions are Null energy condition (NEC), Weak energy condition (WEC),
Strong energy condition (SEC) and Dominant energy condition (DEC) are respectively i) p+p >0@Gi) p+p >0,p >0
(iii) p +3p = 0 (iv) p > |p| [67]. The graphical representation of the energy conditions for this case are presented in Fig.
6. In the derived model, WEC, NEC and DEC are validated whereas it violates SEC as expected in dark energy models.
Moreover, the SEC is violated for the derived model of the universe which indicates that the universe is accelerating in
nature, which supports the results of Shekh et al. [17].

3y

5. MODEL WITH A o [R(1)] " i.e. A = Ay (5-2—)~

2m—at
The different parameters of this model are obtained as

12 3k ro\w rom
= X ~A ( , 41
p (at =2m)?  ai (2m - at) 2 ) @1

Can) - -
- 8:2’7(1m C—n;m)iz - c; ( : ) g (

) “2)
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Energy Density

Figure 3. The energy density p versus redshift z for m = 1.591 and a; = 1.462 for model A = At~

Pressure

Figure 4. The pressure p versus redshift z for m = 1.591 and a; = 1.462 for model A = A;172.
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Open universe

Flat universe Closed universe

Figure 5. EOS parameter y versus redshift z for model A = Ay#=2 for m = 1.591 and a; = 1.462.

WEC NEC

0.0

Figure 6. Energy conditions: i) WEC p > 01ii) NEC p + p > 0iii) DEC p — p > 0 and iv) SEC p — 3p < 0 for model
A=At
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Energy Density

_2n

Figure 7. The energy density p versus redshift z for m = 1.591 and a; = 1.462. for model A = A (5-—) ™.

2m—at

Pressure

p {d\,rne.a'r:mzj

_2n

Figure 8. The pressure p versus redshift z for m = 1.591 and a; = 1.462. for model A = A, (5--—)"".
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Flat universe

Closed universe

2n
Figure 9. EOS parameter y versus redshift z for model A = Ay (5-—)" ™ form = 1.591 and a; = 1.462.

2m-at

_ 2(n+m) _2
8(m — at) + Mpa?t* (=) ™ - % (5557) ™ 12 (et = 2m)* — 12
7= ey 2 (43)
12 - A1t (575) " ™ + s (57557) ™ 12 (ar — 2m)?
The temperature is given by
n
12 3k to\m N
=t () E 44
’ (tz(a't—2m)2 a? (Zm—at) \om —ar ) “44)
where o)
n+m 2
8(m—at)+ha’t*(57t07)" ™ -5 i) T (at-2m)*-12
9
DAt (i) 4 () P -2
n = 2(;’L+m)l 2 (45)
8(m—at)+h ot (57057)" ™ —u% i) 2 (at-2m)2-12
1 + _ 2(n+m) ! 2
12_A2@2t4(2mt—aft) +L2(2mt—at)mt2(at_2m)2
M
And the entropy density obtained as
2,4 (g -y Vw2 2
8(m —ar) + Apa?t* (5-—) ™ - e (57557) ™ 2 (at —2m)* — 12
Sp=|1+ —2(14m) 2
12 - Aya?tt (2ml—a/t) "ot QL% (2mt—at)m tz(at - 2m)2
I-n
12 3k to\m N
Gt 5 () " ) . 46
(tz(at—2m)2 a2 (2m—at) 2\om—ar ) (46)

Moreover, using Eq. (29) in Egs. (41) and (42), we obtain an expression of the energy density p and pressure p in terms
of redshift z as following

3k [a(ar(z+ 1) 2" 3@z + D))" o+ (@i(z+ D))"

p(2) = - - M laar(z+ )™ % @)
aj 4dm
(@@ 1) (@ (az+ D)™ Cm (@@ )" @) =3 (@t (@@ + D)) ak(ai(z+1)™
p(2) = oo - y +
m aj
Az (a(ai(z +1)™) 7 (48)

The expressions for energy density p, pressure p in terms of time are obtained in Eqs. (41) and (42) respectively
while Egs. (47) and (48) exhibit p and p in terms of redshift z. The graphical behaviours of energy density, pressure and
EOS parameter versus redshift z are shown in Fig. 7, Fig. 8 and Fig. 9 respectively. As in the earlier case here also we

2n
can see the same results for energy density and EOS parameter for model A = Aj (Zm“_’m)_ m form = 1.591 and a; =

1.462. Moreover, we also obtain here the similar results for energy conditions which indicates that the assumption made
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WEC NEC

Figure 10. Energy conditions: i) WEC p > 01ii) NEC p + p > 01iii) DEC p — p > 0 and iv) SEC p + 3p < 0 for model
2n
A=Ay (5l)

2m—at
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Figure 11. The behaviour of cosmological constant A with redshift z for models i) A A2 (left panel) and ii) A =

n
Az (55=) "™ (right panel) for m = 1.591 and a; = 1.462.

2m-at

for dark energy in this case remain valid in energy condition aspects. The Fig. 10 describes the graphical representations
of energy conditions. We observe that the derived model of the universe validates WEC, NEC and DEC while it violates
SEC. The violation of SEC favors the accelerating expansion of the universe. It is worthwhile to note that the entropy
density of the model remain positive and it approaches to a small positive value at present epoch.

6. CONCLUSIONS

The present study deals with the phenomenon early stage of the universe and the dynamics of the universe at
present epoch with in the framework of isotropic and homogeneous space - time. It is also well established that the
mathematical formulation of different cosmological models through the laws of physics becomes an essential component
in understanding the nature of the universe. Hence, in this present work, we have investigated FRW cosmological model
in the context of Einstein’s theory of gravitation. We have studied time varying dark energy states of two different
assumptions: i) A = Aj#~2 and ii) A o [R(¢)]~2". This study reveals that the universe was expanding with positive value
of deceleration parameter at early time and it enters into accelerating phase at z; = 0.73. Moreover, we also observed
that the Hubble parameter approaches to infinite when time approaches to zero, this indicates that, the universe describes
a power law inflation. The temperature and entropy density of the model remain positive for both the cases. In view
of energy conditions, the assumptions yields identical results. Our study suggests that the SEC violates for our model
which indicates the domination of dark energy type fluid at present epoch. Finally, we conclude that the second law of
thermodynamics remain impact-less in both the assumptions. Furthermore, the study suggests that the models of the
universe presented in this paper is finite with increasing rate of expansion that leads accelerating phenomenon of the
universe at present epoch. The nature of cosmological constant as function of redshift in the derived models have been
graphed in Fig. 11. From Fig. 11, we observe that the cosmological constant A decrease with redshift z and finally it
approaches a small positive value at present epoch (z = 0) which is supported by type Ia supernova observations [2, 3, 4].
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i) A = At721ii) A o [R(z)]~2".. Takoxk 06roBopIOIOThCA NesKi hi3ndni BracTuBOCTI Beeciry.
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The Generalized Ghost Pilgrim Dark Energy (GGPDE) in the Saez-Ballester Theory of Gravitation (SBTG) and the Bianchi type VIo
space-time framework serve as the foundation for this work. We used Mishra and Dua's [Astrophys. Space Sci. 366, 6 (2021)]
straightforward parameterization of average scale factor a(t) = exp{ (at + B)P} to find precise solutions to the field equations. We
have looked into the GGPDE and dark matter (DM), both when they interact and when they don't. For both models, some significant
and well-known parameters are produced, including the Hubble parameter, the equation of state (EOS) parameter, the deceleration
parameter, etc. It is discovered that for both models, the deceleration parameter denotes an accelerated phase and the EOS parameter a
cosmological constant. For both the non-interacting and interacting models, the stability analysis and energy conditions are examined.
Keywords: Hubble parameter; EOS parameter; deceleration parameter; GGPDE; SBTG

PACS: 95.35.4d, 95.36.+x, 98.80.-k, 98.80.Jk, 98.80.Es, 04.20.Jb

1. INTRODUCTION

According to recent astronomical observations [2-4], we live in an expanding and accelerating Universe. These
findings imply that the Universe is dominated by two dark components: dark matter (DM) and dark energy. Dark matter,
a pressure less substance, is primarily utilized to explain galaxy curves and the formation of the Universe's structure,
whereas DE, an exotic energy with a huge negative pressure, is used to explain the Universe's cosmic acceleration.
Researchers are working hard to determine the nature of dark energy, and several ideas have been presented to define it.
The cosmological constant with the EOS parameter w = p/p = —1, where p is the pressure andp is the energy density
of DE, is the simplest and most obvious choice for DE. However, it suffers from fine-tuning and cosmic coincidence
issues [5]. To address the issue of DE, cosmologists have developed many DE models such as quintessence [6-7],
phantom [7-8], tachyon [9], dilaton [10], and so on.

A type of DE known as Veneziano ghost DE has been postulated [11-13] to explain the Universe's current rapid
stage. When H is used in place of the Hubble parameter, the energy density of the vacuum ghost field is proportional to
3 QCDH [14-15]. QCDH stands for the QCD mass scale. Because this GDE's energy density DE relies linearly on the
Hubble parameter H, as in DE = H, and is connected to the QCD (Quantum Chromo dynamics) mass scale, it has attracted
the interest of researchers. The robust interaction in nature is described by QCD. In QCD, the Veneziano ghost field's
general vacuum energy has the form H + O(H?)[16]. In the early Universe's evolution, which serves as the early DE, the
term H2has a key place [17]. In comparison to the standard GDE, also known as generalized ghost dark energy (GGDE),
one can provide better agreement with observational data by taking the term H?into consideration [18]. The generalized
model's energy density is given byppy = TH + nH? where 1 is a constant. Based on the hypothesis that the strong
repulsive force of the type of DE can prevent black hole (BH) creation, Wei [19] presented a new dark energy model
dubbed pilgrim DE (PDE). In terms of PDE, GGDE has been changed aspp; = (tH + nH?)%, where u is a PDE
parameter [20].

Scientists have come up with different models to try and understand dark energy. They use these models to explain
how the universe is expanding and what might be causing it. One of these models is called GGPDE in the Bianchi type I
Universe, which was explored by Santhi et al. [21]. Another model, investigated by Jawad [22], is called GGPDE in the
context of a non-flat FRW Universe. Gravitation theory based on Saez-Ballester was used by Garg et al. [23] to study
GGPDE. With the aid of a straightforward parameterization of the average scale factor a(z), Mishra and Dua [1] estimated
the FLRW Universe in the Brans-Dicke theory. One of the simplest models with an anisotropic background to describe the
early phases of the universe's evolution is the Bianchi type model. Bianchi space-times are helpful in creating models of
spatially homogenous and anisotropic cosmologies due to the simplicity of the field equations and relative ease of solutions.

We propose a study of the GGPDE in SBTG within the context of Bianchi type VI space-time, which is motivated
by the aforementioned recent efforts of various authors [24-26]. The following is the manuscript's structure: Section 2

Cite as: T. Ramprasad, M.P.V.V. Bhaskara Rao, M. Kiran, S. Bora, East Eur. J. Phys. 1, 59 (2025), https://doi.org/10.26565/2312-4334-2025-1-05
© T. Ramprasad, M.P.V.V. Bhaskara Rao, M. Kiran, S. Bora, 2025; CC BY 4.0 license


https://doi.org/10.26565/2312-4334-2025-1-05
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0002-5599-1118
https://orcid.org/0000-0001-6347-4156
https://orcid.org/0000-0001-7019-4873

60

EEJP. 1 (2025) Tenneti Ramprasad, et al.

discusses metric and field equations. We found the answers to the field equations in Section 3. Sections 4 and Section 5
address the non-interactive and interacting models, respectively. Sections 6 and 7 include descriptions of the stability
analysis and energy conditions, respectively. In Section 8, many parameters are illustrated and explained. Section 9's final

observations bring the paper to a close.

2. METRIC AND FIELD EQUATIONS:
The spatially homogeneous and anisotropic Bianchi type VI space-time is given by
ds? = —A?dx? — B?e?*dy? — C?e™**dz? + dt?,

where 4, B, C are the gravitational potentials which are functions of cosmic time .
The Saez-Ballester field equations are given by

G —wo" (¢'0; —38/¢% ) = (T} + 7).

where G; ! is Einstein tensor and T},T} are energy momentum tensors of dark matter and GGPDE respectively.

Joti
The scalar field ¢ satisfies the equation

20" +np" 1t = 0.
The energy momentum tensor of dark matter (DM) is given by
T} = diag[0,0,0, p].
The energy momentum tensor of GGPDE is given by
Tji = diag[ — ppg, —Ppe, —PpE» PoE]-

Here scalar field ¢ and the energy momentum tensors components depend only on cosmic time.
The field equation (2) for the metric (1) using equations (4), (5) are obtained as

§+§+§_i+— qu % = —ppg,

§+§+%—A—12—%W¢n§b2=_PDE,

T WY SR
2_g+_+———+ womp? = pm + Ppks

From equation (3) we have
T G ng?
$+o(G+2+5)+1 =0
By integrating equation (10) and assuming integration constant as unity, we get
B=C.

Now by using (12) in equations (6)-(9),(11) we get

ZB B?
B B2 E - _W¢n¢2 = —Pbk>

A B, AB 1 1 (2
S+ ——weP = —
A B AB A2 2 ¢ ¢ PpE>

5+ 255 = 5 H WG = P + o,
¢+ $(3H) +—— =0.
The energy conservation equation is
Tli;i + 7_wfl;i =0

From (17) we get
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pm + Ppe + 3H (P + ppe + Ppe) = 0. (18)

In this article, we have considered both interacting and non-interacting models. The continuity equations of DM and
GGPDE through an interaction Q are

pm +3Hpy = Q, (19)

poe + 3H(ppe + Ppe) = —Q, (20)

where Q > 0 shows energy flows from GGPDE to DM and @ < 0 means energy flows from DM to GGPDE andQ = 0
indicates non interaction model. Wei and Cai [27] proposed the interaction term Qas

Q = 3bHpy, 21

whereb > 0 is a coupling constant.

3. SOLUTIONS OF FIELD EQUATIONS:
Equations (13)-(16) are a system of four field equations in 6 unknowns A4, B, p,,, Ppe, Ppe and ¢. To solve these
field equations, we need two physical conditions. These are as follows:
(i) The energy momentum tensor of GGPDE is given by
ppr = (TH + nH?)*, (22)
where u is PDE parameter.
(ii) Mishra and Dua [1] proposed a simple parameterization of scale factor (see (31)) as
a(t) = exp{(at + B)P}, (23)

where @, § > 0 and 0 < p < 1 are arbitrary constants.
From equations (13) and (14), we get

= e

Where £ is integration constant and V is the volume of the Universe (see (32))
Following Adhav [28], we assume

B A_ 2
B A" ar (25)
Using equations (24) and (25), we get
A_B_k, ¢t
T (26)
Integrating equation (25),
A=1IB exp {k IW dt}, (27)

where / is constant of integration.
Now from the above equations the metric potentials are obtained as

_ » e 2k et
A= exp{(at + ﬁ) } I3 exp {?f Wdt}, (28)
e -k et
B = exp{(at + )P} 13 exp {Tfmdt} 29)

From equation (16) the Saez-Ballester scalar field is obtained as

n+2

$(6) = [ po [ exp(=3(at + p)P) dt + wo]("_”), (30)

where ¢, Y, are integration constants.

3. PHYSICAL AND KINEMATICAL PARAMETERS OF THE MODEL:
The parameters which play a vital role in the discussion of dynamics of the obtained model are as follows,
The average scale factor

a(t) = (AB2) = exp((at + B)P). 31)
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The volume V of the universe
V= (a(t))3 = AB? = exp((at + B)3P). (32)

From Fig. (1), the Volume increases ast — o0.It shows the spatial expansion of the universe.
The Hubble parameter

i 1V _1(A | 2B -
H=§=§;=§(Z+?)=pa(at+ﬂ)p L (33)
The scalar expansion of the universe
6 =3H = (5+2) = 3palat + {)P". (34)
The shear scalar of the universe
i\ 2 2\ 2 2 -2t
2 _1)(4 AT [Py S
7 =3 [(A) +2 (B) ] e =k exp ((2(at+p)3P)’ 35

From Figures (2), (3) and (4), observed that H, 8, g?are diverge at t = 0 and tends small values as t — c0. Our model
exhibits shear free universe at late time.
The average anisotropy parameter

1 (H1—H)2+2(H2—H)2) 2ke~2t

= () o

T oatpt(at+B) 4P~V exp(at+p)P16’

where H; = é, H, =H; = 2 are directional Hubble parameters.
A B

From figure (5), clearly anisotropy exists at early time and decreases and tends to zero at late time. So, our model is
anisotropic model and converges to an isotropic model at late time.
The deceleration parameter is

4=-55= —1—(’%1) (at + B)P. 37)

1 1
59 (¢
Clearly, g > Ofor t < Tand q<O0fort> —
So, the present model shows the transition from early deceleration to present acceleration phase of the Universe.
From Figure (6), the decelerating parameter is positive (decelerating phase) initially and after some time it moves to
negative (acceleration phase). So, our model exhibits both early deceleration and present-day acceleration of the Universe.
This is coinciding with the present-day observations.
The jerk parameter is

andq - —last — oo,

(p?-3p+2)(at+B) 2P+ (3p2-3p)(at+B)™P

F) = 2_4_
JO)=q+2¢" - =1+ oz

(38
From figure (7), the jerk parameter is positive throughout evolution of the universe. Cosmologists believe that the
positive value of jerk parameter and negative value of decelerating parameter indicates the accelerating phase of

expansion of the universe. So the obtained model denotes the present day accelerating phase of expansion of the Universe.
From (22) the energy density of GGPDE is

poe = [tap(at + f)P~" + na’p?(at + B)?P~2]". (39
From Figure (8), observed that the energy density of GGPDE is diminishes w.r.t. cosmic time .

4. NON-INTERACTING MODEL
The energy conservation equation for DM is

pm + 3Hpm =0 (40)
From (40) and (33), we get
_ Po
Pm = expGlatpiP) @1

where p, is integration constant. Clearly it is decreasing as t — oo.
The energy conservation equation for GGPDE is
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ppe + 3H(ppg + ppe) = 0. (42)

From (42), (33), (39) and by using wpp = ZLE the EoS parameter of GGPDE in non-interacting case is obtained as
DE

— 71— LPpE
Wpg = 30 ppg’
_ 4 u-1 [r+2npa(at+ﬁ)p_1]
wpg = ~1 3p(at+B)P*! [ t+npa(at+p)P~1 I’ (43)

Clearly from figure (9), the non-interacting model denotes a quintessence universe and tends toACDM model at late
time.i.e.,wpy = —1 ast — co.
The pressure of GGPDE is obtained as

— _ - u(-1) [r+2npa(at+p)P~! -
Ppe = wppppp = (at + B)P (_1 T 3p(ati )Pl I:T+npa(at+ﬁ)p—1 D ([rap +na®p?(at + )P~H]™). (44)

The overall density parameter of the non-interacting model is

1
=0y +0pg = 302 (pm + PpE)- (45)
By using (41), (39) and (33)
T 14 2,2 2p\P
B P i ol

o)

(46)

3a?p?(at+p)?P

Figure (10), displays that the overall density of the non-interacting model is increases w.r.t. expansion of the universe.

5. INTERACTING MODEL
The energy conservation equation DM is
Pm + 3Hp,, = 3bHp,,. 47
By using (33) in (47),
_ P1
Pm = e Ga—b)at+pP) (48)

where p; is integration constant. Clearly the energy density of DM for interacting model decreases w.r.t. time t.
The energy conservation equation for GGPDE is

ppe + 3H(ppg + Ppg) = —3bHpp,. (49)
By using (33), (39),(48) in (49), the EoS parameter wpy of GGPDE is

_ 4 u@®-1 [T+2npa(at+,8)p_1 _ bpm
@pE = 3p(at+p)P+1 Lr+npa(at+p)P~1 1 ppg’ (50)

Figure (11) displays —1 < wpp < —1/3initially and wpr = —1 for large values of ¢ So initially the interacting
model denotes the quintessence model and it tends cosmological constant model (ACDMModel) for late time.
The pressure of GGPDE in Interacting case is

_ _ p-1(_q _ __u@-1) [r+2npa(at+B)P"']  bpm 2.2 p-17u
Por = wpppPpr = (at + B) ( 1 p(attpyPl [T+npa(at+ﬁ)p_1] PDE) ([rap + na®p?(at + BIP~H™). (51)

The overall density parameter of the interacting model is

1
Q=0 +0pg = 302 (pm + PpE)- (52)
By using (33),(48) and (39)in (52),
, (tat+p)Ppa nalp?(at+p)?P\P
_ (at+p)? e(3—3b§7(1at+,8)17'( fz+t+6p - ?atﬂt;)rz ) ]

0

3a2p?(at+p)?P (53)

The overall density of interacting model increases with time # as universe expands. It is shown in figure (12). The
both interacting and non-interacting models are tending to cosmological constant at late time and the overall density of
both model increases with time.
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6. STABILITY ANALYSIS
In this section the stability of both interacting and non-interacting models has discussed. In order to characterize the

stability of models, the sign of v 2 = Z';Eis crucial. If v2 > Oshows a table model and if v2 < 0 shows unstable
DE

model [29]. Also, the casualty condition must be satisfied, means that the speed of the sound less than the speed of the
light.
The square speed of soundv,? for non-interacting model is

2p3n? <<% + ((u - %) p— u) r]) a+ 37&) a?(at + p)#1
3
+pt(at + B)"1+3Padn3

2(at + B)?((w—Dp —u)(at + p)7P
9

v2 =—| (at +p) / p*(at + p)*Pa’n?
+% 3 8p<(%+((u—%)p—u—%>n>a+37&>na(at+ﬂ)p P
+ t 9
5‘[(at+[$’)<<%+ <(u—%)p—u—%>n)a+3TBT>
+ 9
(p (n(at + B)Ppa + w) (n(at + B)Ppa + t(at + ,8))2)
(54)
The square speed of sound v,2 for interacting model is
be3(—1+b)(at+ﬁ)Pp2p1(at + B)?
Bpnralat + B)?P~1 + 3p2n?ra?(at + B)3P~2 + p3(at + ) 3n3ad + (at + B)P13)
2p (p+1) U
(-1+b) (((at +pB) méz:-:;c;g +pB) )ap>
n?a? ((n (u - %) + % - un) a+ 3TBT> p3(at + p)?P1
2
2 =—| 3(at +p) 4 3ptat + By P atn?
P
2 s R G L CRE D T R B
vl (1 (=3 (a3 o)
+ p
5(at+ﬂ)r<(n(u—%)p + (—u—%)n +%)a+%)
+ 8
(2 (r](at + B)Ppa + w) (p — Dup(n(at + p)Ppa + t(at + B))z)
(55)

The graphs of square speed of sound for both interacting and non-interacting models are depicted in Figure (13) and
Figure (14) respectively. In both models it is negative throughout the evolution of the universe. The negative sign of
vy2denotes the unstableness of the model. So, the both interacting and non-interacting models are unstable models.

7. ENERGY CONDITIONS
In this section we discussed the energy conditions for interacting and non-interacting models.
The Energy conditions are given by
(1) ppe 20 (WEC)
(2)ppe + ppe 2 0 (DEC)
(3) ppe +3ppe =20 (SEC)
The three energy conditions were plotted by using equations (39), (44) and (51) for both models.

From figure (15) and (16), it is observed that WEC and DEC are satisfied for both interacting and non-interacting
models whereas SEC fails in both models. The violation SEC gives anti-gravitational effect for which universe gets jerk.
So, the both models exhibit transition from early deceleration to present acceleration. So, the obtained models have good
agreement with cosmological observations.
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8. GRAPHICAL DISCUSSIONS
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Figure 1.
The plot of V versus t
fora =14,=0.2,p=0.5.
Clearly the spatial volume increases w.r.t. cosmic time t
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Figure 3.
The plot of 8 versus t
fora =1.4,=0.2,p=0.5.
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Figure 5.
The plot of Ay versus t
fora=1.4,=0.2,p=0.5k=0.03.
It shows anisotropic nature in early stage and tends to zero
(isotropic) at late lime

Figure 2.
The plot of H versus t
fora =1.4,=0.2,p=0.5.
Clearly H decreases and tend to small value for late time
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Figure 4.
The plot of 62 versus t
fora =1.4,=0.2,p=0.5k=0.03.
It is observed that our universe is shear free at late time
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Figure 6.
The plot of q versus t
fora =1.4,=0.2,p=0.5.
It is observed that ¢ moves from positive region negative
region.so our model denotes both decelerating and present
accelerating phase
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The plot of j(t) versus t The plot of ppg versus t
fora = 1.4, =0.2,p =0.5. fora = 1.4, =0.2,p=0.5t=0.0004,n = 0.0005,u = 0.5.
It is observed that the jerk parameter is positive throughout the It is observed that the energy density of GGPDE is
evolution of the universe. decreasing and tend to zero for large time t.
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Figure 9. Figure 10.
The plot of EoS parameter wpg versus cosmic time of non- The plot of overall density Q versus time t for non-interacting
interacting model model
fora =14, =0.2,p=0.51=0.0004,1 = 0.0005,u = 0.5. fora=1.4,=0.2,p=0.51t=0.0004,1n=0.0005u=
It shows the obtained model is quintessence model and tends to 0.5,p0 = 1.
cosmological constant (ACDMmodel) as universe expands. It displays the overall density of non — interacting model
increases w.r.t. time t.
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Figure 11. Figure 12.
The plot of EoS parameter wpg versus cosmic time of interacting The plot of overall density € versus time t for interacting
model model
fora = 1.4, =0.2,p = 0.5,T = 0.0004,1 = 0.0005,u = 0.5,b = fora = 1.4, =0.2,p = 0.5,T = 0.0004,n = 0.0005,u =
0.5,p, = 0.04. 0.5,p, = 1,b = 0.5.
It shows, initially —1 < wpg — 1/3 and wpg = —1 as t = co. The overall density of interacting model initially increases
So the obtained interacting model is quintessence model andit tends and after some time decreases and finally increases for

to cosmological constant (ACDMmodel) as universe expands. large time t.
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Figure 13. Figure 14.
The plot of vg%versus time t The plot of vg%versus time t
for of non-Interactingmodel with a = 1.4, = 0.2,p = 0.5, 1 = for of Interactingmodel with « = 1.4, = 0.2,p = 0.5, T = 0.0004,
0.0004,1 = 0.0005,u = 0.5. n = 0.0005,u = 0.5.p, = 0.04,b = 0.5
It is observed that it is negative throughout the evolution of the It is observed that it is negative throughout the evolution of
universe. the universe.
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Figure 15. Figure 16.
The plots of energy conditions for non-Interacting model versus The plots of energy conditions for Interacting model versus
time t. time t.
9. CONCLUSIONS

In this paper we have investigated the spatially homogeneous and anisotropic Bianchi type VI, space time with
GGPDE in Saez-Ballester theory of gravitation. To obtain the solutions of field equations, the simple parametric form
scale factor proposed by Mishra and Dua [1] is used. Both Interacting and non-interacting models have discussed. The
findings of those models are given point wise as follows;

e The Spatial volume V is increasing with cosmic time .
e The parameters H,6,0” are diminishes and approaches to zero as time evolves.
e  From figure (5), the anisotropy parameter is diverging initially and decreasing with time and tend to zero at late time.

This concludes the model is anisotropic in early universe and becoming isotropic model as ¢ — oo .

e The decelerating parameter ¢ is depicted in figure (6). The sign of decelerating parameter is changing from positive
to negative. So, this model exhibits early deceleration and late time acceleration of the universe.
e The jerk parameter of the model is positive throughout the evolution of the universe. It can be observed from

Figure (7).

e The EoS parameter for both models is presented in figures (9) and (11). For both models @ — —1 as time evolves.

The both models behave like ACDM model at late time.

e The energy density of GGPDE is decreasing w.r.t. time and tends to a small value for large .

e  From the stability analysis of the models, it is observed that vs2 is negative for both models. So, the obtained
interacting and non-interacting models are unstable.

e The overall density is increasing with time for both interacting and non-interacting models.

e The energy conditions were plotted for both the models. The energy conditions WEC, DEC are satisfied and SEC is
violated for both models. So, the both models denote the accelerating expansion of the universe.
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V3ATAJIBHEHA GHOST PILGRIMS KOCMOJIOTTYHA MOJIEJIb TEMHOI EHEPT'Ii B>SIHYI THITY VIo B TEOPI{
T'PABITAIIIl CAE3A-BAJIJIECTEPA
Tenneri Pamnpacan®, MLIL.B.B. Bxackapa Pao®, M. Kipan¢, Carbsinapasina Bopa
“Jlenapmamenm mamemamuxu, Inocenepnuil konedoc Bacasi (4), Xaiioapabao, IHois
b Tenapmamenm pynoamenmanorux i 2ymanimapnux nayk Incmumymy ingpopmayitinux mexnonoziii Binvana (4),
Biwaxxanamnam, Anoxpa-Ilpaodew, Inois
‘@akynemem mamemamuxu, Inocenepruii koneoxwe MVGR, Bisianazapam (4), Inois
4Koneoaic komn tomepnux ma ingpopmayitinux nayx, Yuisepcumem mexnonozii ma npuxiaouux nayx, Mycanoam,
PO Box:12, PC: 811, Xaca6, Oman
V3aransuena Ghost Pilgrim temnua enepris (GGPDE) y teopii rpasiraii Cae3a-bamiecrepa (SBTG) i mpocTopoBo-4acoBa CTpyKTypa
Vlo tumy BbsiHYI CIyryloTh OCHOBOIO Ul i€l poOOTH. MU BHKOPHCTAIM INPOCTY NapaMeTpH3allilo CEePeHbOro MacIiTaOHOro
koedimienta a(f) = exp{(at+f)’} Mimpu ta lya [Astrophys. Space Sci. 366, 6 (2021)], mo6 3HaiTH TOYHI PO3B’SA3KM PIBHAHB MO
Mu BuBurin GGPDE i Temuy marepito (DM), sk KO BOHH B3a€MOJIIOTh, TaK i KOJH BOHU HE B3aeMOZIIOTh. [y 060X Mozeneit
BUPOOJISIOTECS JesKi BayJIMBI Ta JOOpe BioMi IapamMeTpH, BKIIOYauu mapamerp XaOOia, mapamerp piBHsSHHS crany (EOS),
rapaMeTp YIOBUIBHEHHS TOIIO. BusBieHo, mo a1t 000X Mojesnel mapaMeTp yIOBUIbHEHHS 03HAa4ae MPUCKOpeHy (asy, a mapaMmeTp
EOS — xocMouioriyHy KOHCTaHTYy. SIK JUIst HeB3a€MOIIIOUHX, TaK 1 JUIs B3a€MOIIOUNX MOJEJIeH JOCIIKYIOThCS aHalli3 cTablIbHOCTI
Ta EHepPreTUYHI yMOBH.
Kurouosi cinoBa: napamemp Xabona; napamemp EOS; napamemp ynosinonenna; GGPDE; SBTG
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The present paper examines the FLRW model with cosmic string within the framework of f(R,L,) gravity, considering two

different forms of f(R,L,) gravity such as f(R,L

m

R L,
)=§+LZ1 +pf and f(R,L,)=Ae** *», where 77,3 and A are free model

parameters. The solutions of the models are obtained using both, the power law and the hybrid expansion law. The resulting physical
and dynamical parameters of the models analyzed and presented through graphical representations.
Keywords: f(R,L,) gravity; String Cosmological Model; Power law, Hybrid expansion law

PACS: 04.50.Kd, 98.80.-k, 98.80.Jk

INTRODUCTION
A potentially effective approach to interpret the latest observational findings (Riess et al. (1998); Peebles and
Ratra (2003)) regarding the Universe's late-time acceleration and dark matter is to propose that Einstein's theory of
general relativity may not hold at large scales. Instead, a broader gravitational framework could better describe these
phenomena. Harko et al. (2010) introduced an advanced form of matter-curvature coupling theories, referred as
f(R,L,) gravity, where f represents a variable function dependent on the matter Lagrangian L and the Ricci scalar

R . This theory of gravity can be viewed as the most extensive expansion of all the gravitational theories formulated in
Riemann space. The trajectory of test particle within this theory deviates from geodesic paths, resulting in an additional
force perpendicular to the four-velocity vector.

Functional expressions for f(R) gravity incorporates logarithmic, exponential and power law models, an extension

of framework is known as f(R,L,) gravity which has been recently emerged as f(R,L,) = f,(R)+ f,(R)G(L, ), where
fi» /> and G are arbitrary functions of the Ricci scalar and the matter Lagrangian density respectively. The gravitational

field equations and the equation of motions for a particular, in which the action of gravitational field has an exponential
R L,

dependence on the standard general realistic Hilbert Einstein density, f(R,L,)= Ae®™ A are also derived. The Kasner-
type static, cylindrically symmetric interior string solutions were investigated in the f(R,L,) theory of gravity by Harko

et al. (2015), and the thermodynamic parameter of the string was explicitly obtained. In the article, “cosmology in
f(R,L,)gravity”, Jaybhaye et al. (2022a) analyzed by utilizing H(z), Pantheon and combining H(z)+ Pantheon

datasets. There, they determined the optimal ranges for model parameters. Additionally, a study was conducted on the
variation in cosmological parameters based on the constraints established by these observational datasets. Also, the authors
of Jaybhaye et al. (2022a) investigated the stability of the obtained model.

Solanki et al. (2023) studied f(R,L,) gravity by considering non-linear models. They obtained the Wormhole
solutions by assuming three different cases which are linear barotropic EoS, anisotropic EoS and isotropic EoS, whereas
Jaybhaye et al. (2022b) discussed about constraints on energy conditions and used cosmographic parameters like mean
Hubble parameter, deceleration parameter, jerk parameter and snap parameter. Wang et al. (2012) also discussed energy
conditions by considering a special model in FRW cosmology and compared with observational astronomical results.
Singh et al. (2023) studied a constrained cosmological model in f(R,L,) gravity. Shukla et al. (2023) used equation of
state parameter and Garg et al. (2023) used a linear equation of state parameter to study the expansion of the universe.
Lobato et al. (2021) investigated Neutron stars with realistic equation of state, Patil et al. (2023) analyzed FLRW
cosmology with Hybrid scale factor, Pawde et al. (2023) studied anisotropic behavior of universe with varying
deceleration parameter and Jaybhaye et al. (2024) derived bouncing cosmological models in f(R,L,) gravity.

The cosmic string in f(R) gravity have been studied by Ladke ef al. (2022) and explored three non-static plane

symmetric cosmological models. Carvalho et al. (2021) investigated the formation and evolution of cosmic string wakes
in f(R) Gravity where they considered a simple model in which baryonic matter flows past a cosmic string. To obtain

Cite as: S.D. Katore, P.R. Agrawal, H.G. Paralikar, A.P. Nile, East Eur. J. Phys. 1, 70 (2025), https://doi.org/10.26565/2312-4334-2025-1-06
© S.D. Katore, P.R. Agrawal, H.G. Paralikar, A.P. Nile, 2025; CC BY 4.0 license


https://doi.org/10.26565/2312-4334-2025-1-06
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0003-0521-4334
https://orcid.org/0000-0002-8040-937X
https://orcid.org/0009-0003-1301-5340
https://orcid.org/0009-0003-1504-9085

71
Dynamics of String Cosmological Model inf'(R, L ) Theory of Gravity EEJP. 1 (2025)

the solution Carvalho et al. (2021) used Zel’dovich approximation and also explored the propagation of light in f(R)

cosmic string. Also, they compared the results with wakes formed by cosmic string solutions obtained in General
Relativity and Scalar Tensor Theories of Gravity. Silva et al. (2021) studied comic string in modified theories of
gravitation. Also, several authors studied f(R) theory of gravity in different content [Adhav et al. 2012; Hatkar et al.

2018; Agrawal and Nile 2024; Malik 2024].
Bishi et al. (2015) studied Bianchi type V string cosmological model with bulk viscosity in f(R,T) Gravity by

considering a special form and linearly varying parameter. Dasunaidu et al. (2018) examined the kinematical behavior
of five dimensional non static spherically symmetric cosmological models in the presence of a massive string in
f(R,T) Gravity. Also, Agrawal and Nile (2024); Thakre ef al. (2024) studied f(R,T) theory of gravity in different

content.
Here in the present study, we have studied two models for the flat FLRW metric in the presence of string
motivated by the above discussion. The work has been organized as, basic formation of f(R,L,), metric and field

equations, cosmological model-I, cosmological model-II, common physical parameters for Model-I and Model-II and
lastly, result and discussion of the paper have been given.

BASIC FORMATION OF f(R,L,)

The following action governs the gravitational interaction in f(R,L,) gravity.

S =[f(R.L,)J-gd'x, (1)

where f(R,L,) represents an arbitrary function of the Ricci scalar R and the matter Lagrangian term L .

Now the following field equation can be acquired by varying action (1) for the metric tensor g, ,

Y Y 1 1
SeRy (€Y, V=V V) ]} —E(.f—fLmLm)gw =§fLmTW, 2

oR™ " oL’
perfect fluid, defined by

were f, = gV, V" is the D’Alembertian, and 7,, represents the energy-momentum tensor for the

T o= -2 o(y—-gL,)
T
The relation between the trace of energy momentum tensor 7', Ricci scalar R and the Lagrangian density of
matter L obtained by contracting the field equation (2) is

3

Ry +38"V, 9,y =2/~ f L) =3 £, T @

Here, g"'V V F = %8# (y—gg""9,F) for any scalar function F'
4

Moreover, one can acquire the following result by taking covariant derivative in equation (2),

L,
VﬂT‘uV = 2V“ log(fLm )agT .

The energy momentum tensor for cosmic string is given by (Adhav et al. 2011),
T/ = puu” = Ax,x", 5)

where p is rest energy density of strings with particles attached to them, A is the tension density of strings.
Orthonormalization of four velocity vectors u* and the x,, the direction of anisotropy of strings, obeys the following
relation.

v _ _ v _ —
uu" =-x,x =1, u'x,=0
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Metric and Field Equations in f(R,L,) Gravity
We consider the flat FLRW metric as

ds’ =—dt’ +d’ (1) dx’ +dy’ +d2" |. ©6)

Here, a() is the scale factor that measures the cosmic expansion at time ¢ .
Using equations (5) and (6), the Friedmann equations that describes dynamics of the universe in f(R, L, ) gravity are

read as

a .1 : a., 1
3a_2fR +E(f_fRR_ﬂn,Lm)+3;fR —EfLm/J» (7

éfR +3d_2fR _fR _321}1% +l(fLmLm _f)+3£fR :lfLm (p=A4). (®)
a a a 2 a 2

Cosmological f(R,L,). Model-I
Here we consider the following form of f(R,L,) model as (Harko et al. 2014),

f(R,Lm>=§+L'zﬂ+ﬁ, ©)

where £ and 77 are free model parameters.
For this particular f(R,L,)model we take L = p (Harko et al. 2014), the Friedmann equation (7) and (8) becomes

+2

3Z—Z=(2n—1>p"—/3, (10)

2%=77p”’1/1—p”—ﬂ. (11)

Here we have system of two equations as presented in equations (10) and (11) involving three unknowns a, pand 4. As

a result in order to solve a system of equations, it becomes essential to consider a specific condition for getting
deterministic solution. For that we consider two different laws.

i) Power Law
In the available literature, there exists many relations in between a and ¢. For our analysis, we consider power
law (Sharif & Zubair (2012)) as

a=at”.

Using equation (10) the rest energy density p is given by

1
1 (37 U
= =+ . 12
g LM—D( r ﬁﬂ (2
here the model is valid for 7>0.5.

Using equation (11), the tension density A is given by

2ay(y -t 1 3y’ B
ar* +(277—1)( £ +ﬂj d

-1
1 (37 "
"Lm—n( C ”ﬂ

A= (13)
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Figure 1. The rest density has been plotted by considering Figure 2. The tension density has been plotted by considering
ii) Hybrid Expansion Law
The hybrid expansion law is given by (Agrawal and Nile 2024)
a=te" ’
where, m >0 be any constant.
Using equation (10) the rest density p is given by
1
1 3(mt +1)° U
p= : +81 . (14)
@n-H{ ¢

Using equation, the tension density A is given by

2(2m+m2t)_{ 1 (3(mt+l)+ﬂﬂ+ﬁ

1= t 2n-1 t - . (15)

1 3(mt +1) o
"LG—n[ ; ”ﬂ

Figure 3. The rest density has been plotted by considering Figure 4. The tension density has been plotted by considering
0=02,=1,y=0.8,m=0.5 a=02,=1,y=08m=0.5

Cosmological f(R,L,).Model-II
Here we consider the anther form of f(R,L,) model as (Harko ef al. 2014),

R L,

f(R,L,)=Aer

where A > 0 is arbitrary constant.
For this particular f(R,L,) model we take L = p (Harko et al. 2014).
The Friedmann equation (8) and (9) becomes
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3d  3a
A-—+—=2p, 16
a 2alA » (16)

i 3a* 1 3a
—+ A =-A. 17
a a* 4A* 2aA (17

The system comprises of two equations (16)-(17), with three unknown variables. To find the solution of this
system of equations, it is important to identify a particular condition which guarantees a definite solution.

i) Power Law
By using the power law given by equation (12) and equations (16), we get the rest density as

ZL[A_MH_Z]

18
2 t 2tA (18)
Using the equation (17) the tension density is given by
1 -1 3 3
PR RLIN A0 S S 2 (19)
4N t t 2tA
Figure 5. The rest density has been plotted by considering Figure 6. The tension density has been plotted by considering
¥=08A=0.1 ¥=08A=0.1
ii) Hybrid Expansion Law
By using the hybrid expansion law given by equation (14) and using equations (16), we get the rest density p as
1 2m 1
=—| 2N =6 m* +=— |+3| m+-||. 20
P7aA { ( ! j ( tﬂ 20
Using equation (17) the tension density A4 given by
1
1 3(m+ V)
A=A >+ —% - 21
4A 2A
Figure 7. The rest density has been plotted by considering Figure 8. The tension density has been plotted by considering

x=08A=0.1m=0.5 x=08A=0.1m=0.5
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Common Physical Parameters for Model-I and Model-I1:
Power Law:
We obtained the Hubble parameter and the deceleration parameter in terms of ¢ as

pod_ X (22)
a
1
qg=—-1. (23)
X
The spatial volume is given by
V=a=(at). (24)
By using equation (29), we can obtain the Scalar expansion, mean anisotropic parameter and Shear scalar as
9=31 =% (25)
t
1S (H,
A==>1—L-1|=0, 26
2 &
, 3
o’ = EAH =0 (27)
H q
35t T S T
: 01
300
E 02|
25F
: 03[
20F
E _04 -
151
: -05F
10F
E 06|
05[
1 2 3 4 5 ! 0.7+
Figure 9. The mean Hubble Parameter has been plotted by Figure 10. The deceleration parameter has been plotted by
considering ¥ =0.8 considering ¥ =0.8
Hybrid Expansion Law:
We obtained the Hubble parameter and the deceleration parameter in terms of 7 as
H=%oml, (28)
a t
= ! ~—1. (29)
(1 + mt)
The spatial volume is given by
V=a=tem. (30)
By using equation (28), we can obtain the Scalar expansion, anisotropic parameter and Shear scalar as
1
0=3H =3 m+-|, 31
t
1< ( H,
A=— Zi_1|=0, 32
ol &
, 3
o’ = 5AH =0. (33)
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150 06
10F _p8l
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Figure 11. The mean Hubble parameter have been plotted by Figure 12. The deceleration parameter has been plotted by
considering m = 0.5 considering m = 0.5
RESULT AND DISCUSSIONS

In this paper, we have analyzed the FLRW model with cosmic string in the framework of f(R,L,) gravity

considering two different models for two distinct forms of f(R,L,) gravity such as f(R,L,) :§+L’Zn +/ and

R L,
SR,L)= Aeh A , where 77,fand A are free model parameters. We obtained the physical and dynamical
parameters such as mean Hubble parameter, deceleration parameter etc. specifically we obtained the rest density o and

the tension density A for the studied models.

In model-1, it is observed that the rest density for power law and hybrid expansion law is positively decreasing
function of cosmic time¢ and approaches to 0 as depicted in figure-1 & figure-3. Also, the tension density A for
power law and hybrid expansion law is obtained and plotted with respective cosmic time ¢ as shown in figure 2 &
Figure-4.

In model-11, it is observed that the rest density for power law and hybrid expansion law is positively decreasing
function of cosmic time ¢ and approaches to 0 as ¢ — o as depicted in figure-5 & figure-7. Also, the tension density
A for power law and hybrid expansion law is obtained and plotted against cosmic time ¢ as shown in figure-6 &
Figure 8.

This behavior aligns with widely accepted model of an expanding universe, where the energy density of matter,
here string, decreases as the universe expands. As cosmic time progresses, the density of the matter, including cosmic
strings, diminishes, which indicates the transitioning of universe from a matter-dominated phase to a dark energy
dominated phase.

Also, in figure-9 and figure-11, the mean Hubble parameter for the both models shows the occurrence of the
expansion of the universe, which is in consistent with the modern-day observations. Figure-10 the deceleration
parameter shows the constant expansion. In the figure-12, the deceleration parameter shows the early deceleration to
late acceleration of the universe. The shift from deceleration to acceleration is a key feature of modern cosmological
models.

CONCLUSION
In conclusion, the analysis of FLRW model with cosmic string within the frame work of f(R,L,) gravity has

provided valuable insights into the universe’s expansion dynamics. The results for both Model — I and Model - II
demonstrate that the rest and tension densities decrease with cosmic time, reflecting the universe's transition from a
matter-dominated phase to a dark energy-dominated phase. The mean Hubble parameter confirms the ongoing
expansion of the universe, consistent with current observations (Riess et al. (1998); Peebles and Ratra (2003)).
Moreover, the behavior of the deceleration parameter, showing a shift from early deceleration to late-time acceleration,
aligns with modern cosmological theories. These findings contribute to a deeper understanding of the role of cosmic
strings and modified gravity in shaping the universe's evolution.
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R L,
rpasitauii f(R,L,), Taxi sk f(R,L,)= g +L+p4 i f(RL,)= Aeh A ,ne 17,8 i A ¢ BiIbHUMM IapaMeTpamMu MOIEI.
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Ta TMHAMIiYHI TapaMeTpH MOJIeIIel aHAlI3yIOThCS Ta MIPEICTABIICHI Y BUIVIS rpadiyHuX 300paeHb.
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Eigen electromagnetic waves with small toroidal wave indices and positive poloidal wave indices are considered in the lon Cyclotron
Range of Frequencies (ICRF) in a tokamak Scrape-Off Layer (SOL). The waves are shown theoretically to exist in the form of the
signals localized at the local Alfven Resonances (ARs). The evanescent regions in the direction of lower plasma density are provided
by the presence of the wave nonzero poloidal wave indices. The narrow evanescent regions in the direction of higher plasma density
are caused by strong plasma variation. The latter regions separate ARs from the high-density SOL and plasma core which are
propagating regions for ICRF waves. The dispersion relation of ICRF signals is derived analytically and solved numerically. Possible
relevance of the obtained results to experimental measurements is discussed. An exhaustive definition of the signals’ excitation sources
is out of scope of the present study.

Keywords: Eigen waves, lon cyclotron range of frequencies; Alfven resonance; Tokamak scrape-off layer, Asymptotic methods;
Dispersion relation

PACS: 52.35.Bj

INTRODUCTION

Alfven Waves (AWs) were predicted by Hannes Alfven more than eighty years ago [1]. Soon they were
experimentally observed by Allen with co-authors [2]. Since then, AWs are extensively studied due to multiple practical
applications, in particular, in fusion plasmas and astrophysics.

Plasma non-uniformity both in a laboratory and nature forms preconditions for the propagation of various AW types.
For instance, elliptical shape of the fusion device cross-section was shown in [3] to give rise to eigen ellipticity induced
Alfven waves (EAEs). AWs with zero toroidal mode number were observed, e.g., in the ellipticity-induced frequency
range in JET [4]. Toroidal periodic non-uniformity of fusion plasmas gives rise to toroidal Alfvén eigenmodes (TAEs).
An enlarged spectrum of ideal TAEs was demonstrated to exist within a toroidicity-induced Alfvén gap in [5]. Following
the experimental observations of TAEs in a counter-current Neutral Beam Injection (NBI) scenario developed in TCV,
an in-depth analysis of the impact of such modes on the global confinement and performance was carried out in [6].

The presence of the so-called non-axisymmetric resonances of wave-particle interaction in stellarators which are
associated with the lack of axial symmetry of the magnetic configuration were found in [7] to have a strong stabilizing
influence through Landau mechanism on TAEs destabilized by the energetic ions. Thermal ions were also reported in [7]
to interact with high frequency Alfvén gap modes (helicity-induced Alfvén Eigenmodes and mirror-induced Alfvén
Eigenmodes), leading to a considerable damping of these modes at the high pressure attributed to, e.g., a Helias reactor.

Physics of the transverse energy transfer by Alfvén waves in toroidal plasmas was elucidated in [8]. In contrast to
the classical Alfvén waves in infinite plasmas, the Alfvén waves in toroidal systems were found to produce plasma
compression due to coupling with fast magnetoacoustic waves with providing the energy transfer. The radial group
velocities of the traveling waves constituting the Global Alfvén Eigenmodes and TAEs were calculated. The obtained
results were applied to explain how Alfvén eigenmodes could provide the spatial energy channeling - the transfer of the
energy by these modes from the unstable plasma region to the region where the mode damping dominated.

Non-linear dynamics of multiple infernal Alfvén eigenmodes—a subset of global Alfvén eigenmodes in tokamak
plasmas with extended low-shear central core was studied in [9]. The analysis was carried out for a mode triplet with
toroidal mode-numbers n = 1, 2, 3. The temporal evolution of the amplitudes and the phase (responsible for the frequency
chirping) of the modes was found to exhibit Hopf bifurcations to stable limit cycles. This conclusion was applied for
explanation of a synchronous cyclic destabilization of multiple modes in Alfvén avalanches (sudden growth of amplitudes
of the mode cluster with different n and approximately equal frequency spacing) in NSTX and bursting modes in MAST.

Comprehensive overview of studying AWs at Institute of Plasma Physics in Kharkiv including the research carried
out in collaboration with the research centers of Sweden, Belgium, United Kingdom and Germany was presented in [10].
In particular, various types of Alfvén eigenmodes (AEs) were reported in [11] to be destabilized by fast ions over a broad
frequency range in a series of JET experiments in mixed D-3He plasmas. The radial localization of AEs was identified
using an X-mode reflectometer, a multiline interferometer and soft x-ray diagnostics. Two different types of Alfvén
cascade (AC) eigenmodes were observed originating from the presence of a local minimum of the safety factor. In addition
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to ACs with frequencies below the frequency of TAEs, ACs with frequencies above the TAE frequency were destabilized
by energetic ions. Both ACs were localized in the central regions of the plasma.

The deuterium ions accelerated to MeV range in three-ion radio frequency scenario of NBI were shown in [12,13]
to produce fusion-born alpha-particles from the D-3He reaction. These alpha-particles were reported to excite EAEs with
toroidal mode indices n = —1 and n = 0. The fusion-born alpha-particles rather than accelerated D-ions were shown to
interact with EAEs with negative toroidal mode indices. The n = 0 EAEs were found to be excited only if a fast-ion
population energy distribution had so-called ‘bump-on-tail distribution (where df /OE > 0).

The identification of TAEs at different radial locations in counter-current NBI scenarios in TCV was presented in
[14]. These modes were reported to be significantly different from the ones observed previously in scenarios with co-
current off-axis NBI and electron cyclotron heating.

Fourier analyses of the fast-ion loss detector revealed coherent fast-ion losses in the range of the 1...2 MHz in MAST-
U [15]. The losses were found to correlate with modes identified as Compressional and Global Alfvén Eigenmodes by
the Mirnov coils.

Local Alfven resonance (AR) as a method of plasma heating was first studied in [16]. Comprehensive overview of
theoretical research of plasma Alfven heating was presented in [17]. ARs were effectively applied for plasma production
and heating in various fusion devices (see, e.g., [18,19]). However, position of ARs is well-known to move to the plasma
edge with increase in plasma density which reduces the efficiency of Alfven method of plasma heating and its application
for these purposes in modern experiments. Comprehensive overview of the recent studies of AWs and plasma Alfven
heating was given e.g. in [20].

Excitation of surface waves with |k,| < kg and w > w,; within Alfven resonance regions by ICRF antenna was
numerically demonstrated in [21] with focusing on the cases of DEMO and ITER (here k, is toroidal wavenumber, k is
vacuum wavenumber, k, = w/c, w is the wave angular frequency, w,; is ion cyclotron frequency, and c is the speed of
light in vacuum). The fast wave field spatial distribution was obtained by the semi-analytic code ANTITER II in plane
geometry by summation of Fourier series over the toroidal and poloidal wave indices. A few well radially separated
standing (in toroidal direction) wave patterns in edge plasma were clearly demonstrated. This is different from what was
is discussed in the present paper. The difference is explained by the fact that the present paper studies the problem of
eigen functions and eigen values rather than that of forced oscillations as it was in [21].

In the present paper, the possibility for eigen ICRF signal to be localized in the vicinity of the local AR

2

WDpi
S=1-—2-=N2, (1)

2_w?,
We—wg;

is shown. In (1), S is the component of cold plasma permittivity tensor in Stix notations [22], N, = k,/k, is toroidal
refractive index, and wy,; is ion plasma frequency. The wave field spatial distribution is found analytically in the vicinity
of the resonance. The distribution corresponds to the localized ICRF signal: the fields decay exponentially with distance
from AR (1), both towards the low-density and the high-density plasma. The dispersion relation is analyzed numerically
by means of the standard package “Wolfram Mathematica”, version 13.1 [23]. Relevance of the numerical results to
possible experimental observations is discussed.

The novelty of the present paper is associated with three issues. First, previous analytical studies of AR fine structure
were carried out in the framework of models with linear plasma density variation. This assumption was proved by small
scale of kinetic and inertial Alfven waves into which large scale magnetohydrodynamic waves converted within ARs.
However, plasma density profile in a tokamak SOL can be modelled as exponential decay with the distance from the
plasma core. Sufficiently small decay length makes the search of the wave field spatial distribution out of ARs analytically
tractable which is realized in the present paper.

Second, no evanescent layer exists between ARs and high-density plasma in the case of smooth plasma density
variation and moderate poloidal wave indices. Existence of the layer is the necessary precondition for the ICRF signal
localized spatial distribution. Strong exponential variation of the plasma density in a tokamak SOL causes the existence
of the layer.

Third, previous studies (analytical and also many of numerical) were carried out with neglecting the toroidal (parallel
to external static magnetic field) wave electric field E,. This is correct due to sufficiently large absolute value of the
plasma permittivity component &,, (P in Stix notations applied below) in ICRF. This issue made it possible to significantly
simplify the analysis by reducing Maxwell’s system of equations within ARs to the second order ordinary uniform
differential equation. Presence of the evanescent layer for E, between an antenna and ARs causes decay of forced E,
falling on ARs from the antenna side. However, in the case of eigen waves, the same evanescent layer causes decay of E,
with the distance in opposite direction: from ARs to the metal wall. This results in the necessity to consider coupled
electromagnetic waves within ARs described by two coupled second order ordinary nonuniform differential equations.
These two coupled equations are solved in the present paper to determine the wave field spatial distribution within ARs.

The paper is arranged as follows. The theoretical model is reported in section II with the emphasis on the SOL
separation into four regions within which different asymptotic solutions can be applied. Wave field spatial distribution is
presented in section III. The dispersion relation is given in section IV. The results of the numerical study of the dispersion
properties are presented in section V. The main conclusions and discussions are found in section VI.
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II. MODEL DESCRIPTION
The SOL is considered in slab geometry with x axis being perpendicular to the SOL and directed from the low-

density to the high-density plasma (opposite to the radial direction). External static uniform magnetic field §0 is parallel

to the SOL and directed along z axis, §0||Z. SOL is assumed to be uniform along y axis which is chosen such that x, y
and z axes form the right triple of vectors (Fig. 1). Plasma electrodynamic properties are described in terms of cold
collisionless plasma dielectric permittivity tensor (in Stix notations [22]):

S —-iD 0
Ex) = <iD S 0>. 2)
0 0o P

Within the ion cyclotron frequency range, w; < @ K |wWe|, the tensor components read

2 2
S=1-—Up_ o _ o =1-22 3)

wz_wg; (’JC!((’JZ Cl)’ w?
Hereinafter, w,, is electron cyclotron frequency, and w,, is electron plasma frequency.

The wave field spatial distribution is to be found in the form of Fourier harmonic, e.g., the wave toroidal magnetic
field

H; (7,t) = H,(x)exp [i(kzz +kyy — wt))]. 4

In (4), k,, is poloidal wavenumber. Then the wave amplitudes E,(x) and H,(x) spatial distribution is governed by two
coupled second order ordinary linear differential equations:

SO WA (L) Mg (L) g [p o NG - T = el (L) Dy (L) Bety ()

k3 dx2 = k3 dx \N} dx ko Zdx N? k3 dx \N} dx ko  Zdx \N%
1d(1dH N3 Ny d i d (uN;dE. iNg iNzN 1
) vl ) ) s LG o
k2 dx \N? dx ko dx \N kg dx \ N{ dx dx \N

In (5), and (6), N,, = k, /k, is poloidal refractive index, u = =D /(S — NZ), Nf = (R = N7)(L = N7)/(S—=NZ),R =
S+D,andL=S5—-D.

To derive the dispersion relation, one needs also the expressions for y-components of electrical and magnetic wave
fields:

dH, deEZ
E, = Nz{k‘ oo+ NoNyEy + u[iNy H, + 271 (7
iNg dEy 1 dHg)) | i dEg
Hy== {NH—— + [~ INN,E, e dx]}+kodx. 8)

These tangential components should be continuous at the interfaces between the regions specified below.
Plasma particle density is assumed to increase exponentially within the SOL [24],

Figure 1. Schematic of the problem
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Figure 2. Spatial variation of S(x) (solid curve) and within the low-density SOL. Numbers 1-4 in grey circles indicate the four
regions, into which the SOL is separated to make the Maxwell’s equations analytically solvable. Dash-dotted vertical lines
separate the regions. n = 3, w/w, = 5.308,R = 2.12m, 1 = 0.018 m, B, = 2.0 T, n(0) = 8.287 x 1016 m~3)
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Figure 3. Spatial variation of N2 (x) (dashed curve), and P; (x) (solid curve) within the first region. Dotted line corresponds to
vacuum value of P;. The wave and plasma parameters are the same as in Fig. 2

n(x) = nyexp (x/1). 9)

In (9), A is the decay length, and n,, is plasma density at x = 0 which is considered hereinafter as the position of the
local resonance (1). It is the smallness of A as compared with the tokamak plasma minor radius a which justifies the
application of the slab geometry in the present paper, since the studied ICRF signal is shown hereinafter to be localized
within the layer with the width of the order of A.

The components S, D, P (3) of the plasma permittivity tensor, as well as coefficients in Maxwell’s equations (5)-(8)
vary significantly in low-density SOL. Separation of the SOL into four regions (Fig. 2) according to correlation between
the components S, D, and P is explained below. Analytical asymptotic solutions of Egs. (5)-(6) within these four regions
are derived in the next section. The following wave and plasma parameters are applied while calculating the curves in
Figs. 2-6: Deuterium single charged ions, toroidal wave index n = 3, ratio of the wave frequency to ion cyclotron
frequency w/w.; = 5.308, major plasma radius R = 2.12 m, minor plasma radius a = 0.5 m, density decay length A =
0.018 m, the external static uniform magnetic field B, = 2.0 T, the plasma density n(0) = 8.287 X 10® m~3, and the
ion temperature of T; = 10.0 eV. The electron-ion collision frequency can be estimated for these plasma parameters as
Ve, = 114.0 kHz which is much smaller than ion cyclotron frequency f,; ® 14.6 MHz. This fact confirms the validity of
the collisionless plasma approximation applied in the present paper.

The first region (Fig. 3) is determined by the condition that the plasma density is sufficiently small there to provide
so-called vacuum conditions:

IS—1] < 1,|D| <1, |P—1] < 1. (10)

In this region, the wave field spatial distribution can be determined precisely. The wave amplitude is assumed to
decay exponentially with the distance from AR (1), x = —oo. The right boundary x; of the first region is determined as
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Figure 4. Spatial variation of N?(x) (dashed curve), and P;(x) (solid curve) within the second region. Thin dotted curve
demonstrates the asymptotic P(x) — 1 of P;(x). Thin vertical dash-dotted line indicates the position of N2(x) = 0. The wave
and plasma parameters are the same as in Fig. 2

follows. The factor P; = P — Nj — NZN; /N7 placed in square brackets in eq. (5) transfers in the vicinity of x; from the
value 1 — Ny — NZNj /(1 — NZ), which is inherent for the vacuum, to P — 1, which is the asymptotic for the larger
plasma density, |P — 1| » (N; + N} — 1)/(1 — N}):

xlzzln(ﬂ“’z 1 ) a1

m; w?; N5(0)

27n2
The factor P; is shown in Fig. 3 by solid curve. Its maximum deviation from the value 1 — Ny — llvisz' ~ —4.237

given in Fig. 3 by dotted line is observed at x = x;: P;(x;) = —5.241. NZ(x) is shown in Fig. 3 by dashed curve. It
weakly deviates from its vacuum value NZ(x —» —o) = 1 — N2 ~ 0.276. Even at the right boundary of the first region,
the deviation is smaller than 107,
Within the second region (Fig. 4), one can neglect plasma particle density, wzz,i - 0, in the expressions for S and

D; and must take the difference between P and a unit into account, |P| # 1. Neglecting the existence of this region would
block searching for the solution to the dispersion relation. Comparison of P; (x) (solid curve in Fig. 4) with its asymptotic
P(x) — 1 presented by thin dotted curve justifies approach to solving eq. (5) presented below. Vertical dash-dotted line
indicates the coordinate where NZ(x) turns to zero and hence, P; (x) diverges. This divergence is not shown in Fig. 4.
Wave fields are known to vary weakly in the vicinity of this coordinate.

The ICRF signal is expected to be localized in the third region, where S ~ N2 (Fig. 5). Its boundaries can to be
determined as follows:

—1<x<+A (12)

At the left boundary of the third region, the plasma particle density is sufficiently small to provide the following strong
inequalities:

[S(—=1) — 1| « 1, |[D(-A)| « 1. (13)

However, the absolute value of P is already large there, |P(—2)| > 1. In the particular case, presented in Fig. 5, these
quantities are equal: S(—1) — 1 = —0.102, D(—A) = —0.539, and P(—A) =~ —358.543.

At the right boundary of the third region, the plasma density is sufficiently high, so that u is almost uniform, u(1) =
w/w,;, and N behaves almost as Alfven refractive index squared, N?(1) =~ N?(1) with N, = Wp;/w¢;. In the particular
case, presented in Fig. 5, u(1) ~ 8.397, w/w.; ~ 5.308, N2(1) ~ 32.978, and N (1) ~ 20.395.

The fourth region (Fig. 6) lies to the right of the third region,

x> +A (14

In this region, the wave is assumed to decay with the distance from the resonance (1), x — +oo. The latter boundary
condition along with that for x - —co mentioned above provides the localized nature of the ICRF signal under the
consideration. Physical essence of the mathematical condition x — +oo is that the wave field amplitude decays



84
EEJP. 1 (2025) I. Girka, et al.

100 -

L 1
|\ @
50 - !

=50

—100
-1.0 -05 0.0 05 1.0

Figure 5. Spatial variation of p(x) (solid curve) and —N?(x) (dashed curve) within the third region. The wave and plasma
parameters are the same as in Fig. 2.
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Figure 6. Spatial variation of u(x) (solid curve), N?(x) (dashed curve), and N2 (x) (dotted curve) within the fourth region.
The wave and plasma parameters are the same as in Fig. 2

sufficiently before the fast wave reaches the region of its propagation in the high-density plasma. It should be underlined
that the N variation in the fourth region approximately follows that of the plasma particle density (9),

N? ~ N (0)exp (x/2). (15)

The latter circumstance significantly simplifies searching the analytical (though approximate) solution to the
Maxwell’s equations in this region. Note also that u weakly varies in this region, u = w/w.;. Weak difference between
N? and N? within the fourth region is clearly seen in Fig. 6 where these quantities are shown by dashed and dotted curves
respectively. The solid curve in Fig. 6 confirms negligible variation of u within the fourth region.

III. WAVE FIELD SPATIAL DISTRIBUTION
Within the first region, —oo < x < x4, both wave field amplitudes E,(x) and H,(x) are governed by the same second
order uniform differential equations

d?H,
dx?

+ (k3 — k2 —k2)H, = 0. (16)
Their solutions, which satisfy the boundary condition of the wave field vanishing at x — —oo, read:

H, = Asexp (k1x), E;, = Byexp (k,x). (17)

In (17), A, and B, are the constants of integration, k; = fka, + k2 — k is assumed to be real observable which physical

sense is as follows. The value ki is the spatial scale at which the wave field amplitude decreases by the factor of e. The
dependences E,(x) and H,(x) within the first region are demonstrated in Fig. 7 by dashed and solid curves respectively
to the left of x; & —6.885A. For the plasma parameters applied in calculations for Fig. 7, k; ~ 1.799 m™1 is rather small,
however, for the wave withm = 5, k; ~ 6.0 m™1.
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Figure 7. Wave field radial distribution: H,(x) — solid curves, E,(x) — dashed curves, n = 3, m = 1, other data is given in
Section V. Vertical dash-dotted lines indicate the boundaries between the regions 1+4

Within the second region, x; < x < —A, the wave toroidal magnetic field spatial distribution is governed by the same
equation (16) as in the first region unlike that of the wave toroidal electric field which is governed by the following
truncated equation:

1 d’E,
k3 dx2

+(P-1)(1-N2E, = 0. (18)

The solution of eq. (18) can be written in terms of modified Bessel function /(q) and McDonald function K,(q) of the
zeroth order:

E, = By11o(2koAy/(P — 1)(N2 — 1)) + By, Ko(2koAy/(P — 1)(NZ — 1) ). (19)

For the plasma parameters applied in calculations for Fig. 7, the Bessel function arguments in eq. (19) read
0.984exp (0.5x/2).

Within the third region, —1 < x < +A4, one applies the method of narrow layer [16,25] which is generalized in the
present report for solving the set of two coupled second order differential equations. Summarizing in brief, the method of
narrow layer is appropriate to be applied in the cases opposite to those when the WKB method is applicable one. The
wave field spatial distribution within the third region reads

X X X dx X 1 X
H, = Agy 1—f [(x+/1)ki]dx+N§f kff — dx—kyf udx —A32—f Nidx
. A N? . 1-N2),

_A —_
. d Nzk .
+iB3, {kZNy(x + 1) = NJN, f_x/l [ki f_x/1 %] dx — 1—sz; f_xa Nfdx} + iB3,N, f_x)l udx, (20)
E —iA Nszx 1f"udxd ka" dx+kZNy f"dx 'Afode
Sl G B VR ST ) E V SYT AR B ) SYCH B SYO
2 x pdx 2 rx [1 px 5 NZNG 1 x dx
+B31 {1 - Nz ky f—lm - kO f—l [af_a (P - Ny - N_JZ_) dx] dx} + B32 1_—1\122_[_&?. (21)
In (20), and (21), the constants of integration A5, A3,, B3; and B3, have clear physical essence. They represent the
wave field amplitudes and their derivatives at the left boundary of the region, x = —A:
dHy dE,
Az = Hy(=2), A3, = Elx:—l » B3y = E;(=2), B3, = Elx:—l. (22)
In (20), and (21), the following notation is applied
D2-5(S—N2
Q=2 (23)

"~ p2—(s-n2)”

The most important benefit from application of Egs. (20) and (21) is that they connect the values of the wave fields
at the opposite sides of the resonance (1).
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The problem of electromagnetic energy absorption in the vicinity of the resonance (1) is out of scope of the present
paper. Consequently, the wave field distribution shown in Fig. 7 within the third region is discontinuous: no data is
presented for —0.1474 < x < 0.147A. The figure 0.147 corresponds to the characteristic local resonance width,

1

Ax~(p?A)3 = 5.3 x 1073 m [16,26,27] (here py; is ion Larmor radius). Exclusion of this interval of coordinates from
the consideration results in absence of evident resonant behavior of the wave electric field E, unlike the wave magnetic
field H, which demonstrates resonant growth with approaching to the coordinate x = 0. The absence of E, resonant
behavior in Fig. 7 can be explained by different type of the wave field singularity in the cold plasma approximation, in
which H, « In|S — N2| and E, « (S — N2)~2 which means that the resonance of E,, is narrower than that of H,,.

One can note different nature of H,(x) dependence on opposite sides of the resonant point x = 0 presented in Fig.
7. The wave field H,(x) decays with distance from x = 0 to the left (x < 0) unlike it crosses the x-axis to the right of the
resonant coordinate (at x ~ 0.441). This circumstance agrees with the behavior of N presented in Fig. 5. Since NZ —
+oo for x = +0, the fast wave has a narrow propagation region to the right of the resonant point. It is this region which
(in combination with the evanescent region in the fourth region) gives rise to the possibility of the localized ICRF signal
studied in the present paper to exist. For x < 0, the wave field amplitude H,(x) decays with the distance from the
resonance point but never turns to zero. Within the propagation region, H,(x) should spatially oscillate which means
periodic turning to zero. Since the propagation region is narrow then one observes only one period of such oscillations.

In the fourth region, x > A4, the coupling between the fast and slow modes can be neglected. To determine the spatial
distribution of the wave toroidal magnetic field one can apply eq. (6) which truncated form reads:

() + 22 (B H, =0, (24)

k2 dx \N? dx ko dx \N?

The term “H, -2 -+ (Lz)” in the 1.h.s. of eq. (6) appears to be larger by the order of magnitude than “H,” and “—NfHZ /N

Z ko dx \N?
due to strong change of the plasma density (9). This was also confirmed by numerical calculations. Solution of eq. (24)
which satisfies the boundary condition of vanishing with going inside the plasma reads

H, = A,exp(—k,x). (25)

[1+42ky0/ 01
In (25), k, = (Jrrateyoroa) ~ 925 0 with ky

21 wei
exp. For the plasma parameters applied in calculations for Fig. 7, k, = 9.17 m™1. It is even larger for the waves with
m = 5: k, = 34.03 m™1, which means that the wave amplitude decreases by exp at the distance of 0.024 m.

The spatial distribution of the wave toroidal electric field can be found from eq. (5) which can be simplified in the
fourth region as follows:

! being the spatial scale at which the wave amplitude decreases by

1 d2E,
k2 dx?

+ PE, = 0. (26)

The solution of eq. (26) which satisfies the boundary condition of vanishing with going inside the plasma reads
E, = ByKy(2Awp,/c). 27)

For the plasma parameters applied in calculations for Fig. 7, the McDonald function argument in eq. (27) reads
1.872exp (0.5x/1).

IV. DISPERSION RELATION

In Section III, the wave field spatial distribution is derived with ten constants of integration. This means that
application of the boundary conditions can result in the dispersion relation in the form of the ten-order determinant equal
to zero. Such approach does not cause any numerical problems. However, on one hand, the ten-order determinant contains
a lot of zero components. And on the other hand, the constants of integration A, As,, B3, and B3, can be easily expressed
in terms of 4, By, B,4, and B,, which makes it possible to reduce the dispersion relation to the form with the six-order
determinant equal to zero, |al- j| = 0. This conversion does not cause any technical (mathematical) problems. Moreover,
even this six-order determinant contains fourteen zero components. The components of the six-order determinant
representing the dispersion relation are presented in Annex 1.

V. RESULTS OF NUMERICAL ANALYSIS OF THE DISPERSION RELATION
The dispersion relation is analyzed numerically by means of the standard package “Wolfram Mathematica”,
version 13.1 [23]. Some results are presented in Table 1. The code input includes the wave toroidal and poloidal indices,
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Table 1. Eigen frequencies, Alfven refractive index squared in the resonance (1), N7 (0), coefficient of proportionality between N7 (0)
and (w/wg;)?

Toroidal wave index | Eigen angular frequency, | Eigen frequency, a),z,l-(o) NZ(0)
w/we w/(2r), MHz w?, (0/wei)?
1 1.855 27.063 0.83 0.241
2 3.562 51.959 3.34 0.263
3 5.308 77.437 7.50 0.266
4 7.062 103.026 13.34 0.267
5 8.819 128.653 20.84 0.268
6 10.577 154.301 30.02 0.268

plasma minor and major radii, and the plasma density decay length. ICRF normalized frequency w/w,; is the code output.

Numerical solution of the dispersion relation is practically insensitive to the poloidal wave index value. The data for
n = 5,6 is displayed in Table 1. However, the precision of the solutions (20)-(21) is unsatisfactory (44%) forn = 5, and
it is even worse (76%) for n = 6. Assumption of existence of the sufficiently large evanescent region (fourth region) to
the right of the resonance (1), where the fast wave decays with the distance from the resonance to the high-density plasma,
fails for larger toroidal wave indices.

VI. CONCLUSIONS AND DISCUSSIONS

The following conclusions can be made from the presented analysis. First, the eigen frequencies are approximately
proportional to the toroidal wave index, w o« |n|. This feature is also known for Alfven waves. Consequently, the
frequencies are almost equidistant. The eigen frequencies in Table 1 increase by about Aw = 1.76 w.; with enhancing
the toroidal wave index by a unit.

Second, the following question naturally arises when one scrutinizes the figures in Table 1: why the Table does not
contain any data concerning the higher toroidal wave indices n > 6. The answer is that, first, for larger values of n (higher
frequencies) the conditions of applicability of the applied approach worsen. Indeed, the change in the argument of
exponential function in eq. (24), k,Ax, within the evanescent region should be large. The local resonance (1) shifts to the
denser plasma with increase of n, and the change k,Ax decreases. In particular, for chosen plasma parameters, this shift
from the resonance position related to n = 6 to that related to n = 3 is 2.47 c¢m, while the distance between the H, cut-
off [28] position and the resonance position shortens from 7.48 cm in the case of n = 3 to 2.71 cm in the case of n = 6.
And the second, the third term in the Lh.s. of eq. (6) should prevail over the first one to provide applicability of truncated
eq. (24) in the fourth region. The following restriction can be derived from the latter condition:

w? K ctwg/(ad). (28)

In (28), it is taken into account that 1 — N2 ~ 0.27 according to the data in Table 1 for all presented values of the toroidal
wave indices. For the chosen plasma parameters, the r.h.s. of eq. (28) can be estimated as w3 < c2w,;/(al) =
1.7 X 103w, or w K 12.0w;.

Third, it is assumed in the present paper that the RF signal is centered in the resonance (1), where

N;(0) = (1 - N})(w?/wf = 1). (29)

With taking into account that w o |n| and hence N2 ~ Const = 0.72 as well as w? > w? one concludes from eq.
(29) that the plasma particle density at the coordinate, where the RF signal is centered, should be almost proportional to
the frequency squared, n(0) « w? (see the right column in Table 1). On one side, in this respect, numerical results agree
with theoretical foresight. On the other side, this means that the coordinate, where the RF signal is predicted to be centered,

1
varies with toroidal wave index n. If this variation is larger than the characteristic local resonance width, Ax~(p?;1)3 =
5.3 X 1072 m [16,26,27], one should expect series of ICRF signals in a tokamak SOL, like it was reported in [21]. In the
opposite case, ICRF signals spatially overlap and several frequencies should be registered in approximately one position
with a nonzero width.

Fourth, the waves with negative poloidal wave indices, m < 0, do not contribute to the studied phenomenon. This
is explained by the fact that the plasma is propagative for the fast magnetosonic waves with negative poloidal wave
indices, m < 0, in the fourth region. From mathematical point of view, this conclusion results from the fact that both
terms in eq. (24) are of the same sign in this case. This sign coincidence provides propagative character of the solution of
eq. (24) which contradicts the initial assumption of the localized nature of the studied RF signal.

The numerical results were explained in [21] based on Fig. 3 in [21] as follows. Surface waves were suggested to
arise in the evanescent region bordered by two propagative regions. Such structure is well-known from Quantum
Mechanics (see e.g., [29]). The structure is called in Quantum Mechanics as “one-dimensional square potential barrier”.
The wave function is well-known to fall from the left propagative region, reflect from the barrier and exponentially decay
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within the evanescent region, and then the wave function propagates further into the right propagative region. To get
localized increase of the wave amplitude (which is clearly seen in Fig. 13 in [21]), one needs the opposite structure:
propagative region should be bordered by two evanescent regions. And just this structure was considered in [21]. The fast
wave field spatial distribution was obtained there by the summation of the wave harmonics over k, and k,, terms. For the
wave harmonics with kf, + kZ > k3, the left region (vacuum) is the evanescent region. Then a small propagative region
takes place near Alfven resonance. And further there is an evanescent region to the right of Alfven resonance before the
plasma density becomes sufficiently high and the plasma becomes propagative in the plasma core.

Mechanisms of RF signals’ excitation are not discussed in the present paper. The problem of eigen values and eigen
functions is considered only. Such signals can be excited either by ICRF antenna, by parametric decay or by energetic
ion tails. At the same time, the suggested localized RF signal can still be considered as one of the mechanisms responsible
for undesirable ICRF power absorption in the SOL.
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Annex 1.
The components of the determinant a;; which form the dispersion relation of the studied waves read:
a1 = A = O, a3 = N4 = k4/k0, A4 = 10, A5 = Nzw/wci,
A1 = _wpe(O)quKl(q)/wcis q= 2/1\/6(1 - NZZ)((UZ - wgi)/cs (30)
A1 = Gz = 0, A3 = NyN,w/ Wi, Gz4 = g5, Az = Ni(0)e,
Az = _a)pe(o)aZSqu(q)/ws (3D
NzN NZN
a31 = l—N}é - koAN;Nzll, a32 = % + azsywiao-z + k0/10'212,
azz3 = 0,034 = e ,a3s = —1.0, azs =0, (32)
azs i’
zl
gy = —K2ZA2N,I; + & L+ kAN N, I + ey AN, I,
Ay = 29U, — 6, — NZN,o,koAlg + k2420, 1
42 = 2 e 2 z NyOzRAlg 0" 0217,
Q43 = Qg = Qys = 0, a4 = Ko (q), (33)
N NzNy,0:
agq = Zkol + koANJ%Ig + ?il’ Agy, = 1_:1222 - NJ%Nzo'zkolll,
As3 = ass = 0, asy = 1/azs, ase = wpe(O)NzKl(Q)\/E/((‘)ciazs) (34)
a61 = 1 + k%/’lzlg + k[%A‘ZN;Ill - kyl]lz NZ 1113, a62 - 2N O‘zk /1 + N le 1112
Nzky Ao
#113 - Nszazkgﬂzlma
Qs = A5 = Age = 0, ag3 = —1. (35)

The expressions for as;, a4,, sz, ae, contain the notations o ,:

o 25_2{0-551[11(52)1(1(51) _11(51)1(1(52)]}
1T kot +k1/1[11(52)K0(f1) +Io(f1)K1(fz)] ’

0 = §1[L(§1)Ko(§2) + 1o(§2) K1 (§1)] + 2k1 A[15(§2) Ko (1) — Io (1)Ko (§2)], (37

where the arguments of the Bessel functions read

§1 = 2k [ ¢, = 0 z(0) LI (38)

In (32)-(35), the definite integrals I; read

(36)

=~ Ld () (39)
4= (- -2 @
L==15 G (3)4 () @40
li=15d(3), 42)
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Is = —f_‘lﬁd G) (43)
Is = —f_‘lﬁd 3)- (44)
b= G I (P -m =2 a(5) e ) 5)
) 0
Iy =— [, N2 +5d (5). (47)
ha = [0 5 d (G0 (5). (48)
Ly = [5ud(3), (49)
Ly =— [ Nzd(5), (50)
Ly = [0 [ d (G (5). 51)

All these integrals are dimensionless values. Some of the integrands, like in (47)-(51), are singular. For these
integrals, Cauchy principal values should be taken. Imaginary parts of these integrals refer to the wave absorption and
damping which are out of scope of the present paper as it is already mentioned above.

It is important to note the following significant difference between the case of exponential variation (9) of the plasma
density used in the present paper and a linear one, n;;,, = ny(1 + x/4). If the variations of the numerators of the integral
functions along x are neglected, the Cauchy principal value of integrals with linear variation of the resonant denominators
within the symmetric limits is known to be equal to zero which is not the case for exponential variation of the resonant
denominators. Indicated difference explains the absence of the wave field spatial distribution symmetry within the third
region and consequently influences the dispersion relation.
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BJIACHI BUCOKOYACTOTHI CUTHAJIH, IOKAJII3OBAHI B OKOJII ATIb@BEHOBUX PE3SOHAHCIB 3A
OCTAHHBOIO MATHITHOIO NIOBEPXHEIO TOKAMAKA
L Tipka?, O. Tpyw?, B. Tipenc”
“Xapxiscorkuti Hayionanvnuil ynigepcumem imeni B.H. Kapazina, Xapxis, Yxpaina
bOyx-Puosiccvra nayionanvua nabopamopis, Oyk-Pudc, CLIA

Po3risHyTO BIIaCHI €JIEKTPOMArHiTHI XBUJIi 3 MAJIMMH TOPOITHUMH HOMEPaMH MOJM Ta HO3UTHBHUMU IOJIOIAHMMH HOMEPAaMH MOJIU B
IOHHOMY LMKJIOTpoHHOMY niama3oHi yactor (ILJH). TeopeTnuHo moka3zaHo, 10 iCHYIOTh XBHJII Y (opMi CHTHAIIB, JIOKAIi30BaHHUX
nmo0iu3y JIOKanbHUX AJb(QBEHOBHX pe3oHaHCIB (AP) 3a ocTaHHBOIO 3aMKHEHOIO MarHiTHOW moBepxHero (O3MII) Tokamaka.
IIpocTopoBe 3aracaHHs B HAIPSIMKY MEHIIOI T'YCTHHH IUIa3MH 3a0€3[e4yI0ThCsl HAsBHICTIO HCHYJIbOBHX IOJOIIHUX HOMEpPIB MOJH.
By3bki 0061acTi POCTOPOBOrO 3aracaHHs B HANPSIMKY BHINOi I'YCTHHHU IUIa3MU BHKJIMKAHI CHIBHOIO HEOJHOpimHicTIO miasmu. Lli
ocranHi o6nacTi BiokpemmooTs AP Big O3MII Ta neHTpy ma3Mu 3 BHCOKOIO T'YCTHHOIO, SIKHH € 00J1acTIo nomupeHHs xBmib [114.
JucnepciiiHe piBHSIHHS BHCOKOYAaCTOTHUX CHUTHAJIB BHBEACHO aHATITHYHO 3 3aCTOCYBAaHHSM ACHMIITOTHYHUX METOJIB i PO3B’I3aHO
yrcenbHo. OGroBOPEHO MOJKIIMBHIA 3B’5130K 3100y THX Pe3yJIbTaTiB 3 €KCIEPUMEHTAIbHIMHI BUMIPIOBaHHSAMH. Bruuepiine BU3HauUCHHS
JoKepen 30yIKeHHsT CUTHAITIB BUXO/IMTh 32 MEXI LIbOTO JOCIIHKEHHSI.

KorouoBi cnoBa: enacui xeuni; ionnuil yukiompoHnuil dianason yacmom, Anvbheenie pe3onanc, oCmamHs 3aMKHEHA MAZHIMHA
NOBEPXHI MOKAMAKA; ACUMNIMOMUYHI MEMOOU, OUCNEPCIIHE DIBHAHHS
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This paper investigates the electromagnetic ion-cyclotron waves detected by the Ulysses spacecraft within the Jovian magnetosphere.
Various types of high-frequency radio emissions resulting from resonant interactions have been identified in this region. The study
focuses on the wave-particle interactions between electromagnetic ion-cyclotron waves and fully ionized magnetospheric plasma
particles, considering the parallel propagation of these waves. This allows for a detailed evaluation of the dispersion relation with a
ring distribution in the presence of a parallel alternating current (AC) electric field within a collisionless magnetosphere of Jupiter.
Using a method of characteristics and a kinetic approach, we derive an expression for the relativistic growth rate. Additionally, we
analyze injection events recorded by the Galileo spacecraft through its energetic particle detector (EPD) in the Jovian magnetosphere.
Following the injection of a hot ion beam, we conduct a parametric analysis of various plasma parameters, such as temperature
anisotropy, AC frequency, and relativistic factors, to examine their effects on the growth rate, which is illustrated through plotted
graphs.

Keywords: Electromagnetic ion-cyclotron waves; Ring distribution; Hot ion injection; Jovian magnetosphere

PACS: 52.35Fp, 94.30Ch, 96.30Pj

1. INTRODUCTION

Electromagnetic ion cyclotron (EMIC) waves, typically left-hand polarized, are generated by the anisotropic
temperature distribution of ions, particularly those in the energy range of 10-100 keV [1]. These waves are primarily
formed near the magnetic equator of planetary magnetospheres and propagate along magnetic field lines toward higher
latitudes [2], [3], [4]. Jupiter, the largest planet in our solar system, is a gas giant with a unique magnetosphere that plays
a key role in the planet’s dynamic environment. The magnetosphere is primarily shaped by Jupiter’s rapid rotation and
metallic hydrogen interior, with additional influence from its extensive moon system[4]. In Earth's magnetosphere, EMIC
waves are categorized by the gyro frequencies of hydrogen, helium, and oxygen ions, with distinct emissions in the H-
band, He-band, and O-band. Previous studies have shown that EMIC waves interact with energetic ions and relativistic
electrons, playing a crucial role in the energization of cold ions and the loss of high-energy particles [5], [6], [7], [8].
Particles interacting with EMIC waves can be scattered into the loss cone, leading to precipitation into the upper
atmosphere [9]. Observational studies have also shown that EMIC waves can contribute to the heating of He+ ions and
electrons [10]. Recent studies have shown that electromagnetic ion cyclotron (EMIC) waves in Jupiter's magnetosphere
are generated by anisotropic ions, particularly in regions where ion density and temperature anisotropy are high [11], [12],
[13]. For instance, EMIC waves observed in the post-noon to dusk sector are attributed to the thermal anisotropy of strong
ions in the current ring region. This suggests that the formation of EMIC waves is closely linked to the presence of ion
rings and the cooling of plasma in specific regions of the magnetosphere [14], [15], [16].

The Jovian magnetosphere is an extremely dynamic environment, characterized by intense electromagnetic fields
that significantly influence the motion and energy distributions of charged particles. One such phenomenon observed in
this environment is the ring distribution, a specific arrangement of particle energies and pitch angles. Ring distributions
are often associated with non-thermal electron populations that exhibit an anisotropic energy distribution, commonly seen
in the presence of alternating current (A.C.) electric fields. These fields are thought to play a critical role in the acceleration
and transport of electrons, facilitating the formation of the ring-like structures [17].

Recent studies have highlighted the significance of wave-particle interactions in the Jovian magnetosphere, which
can drive the development of these ring distributions. For instance, the interaction of energetic electrons with
electromagnetic waves, particularly those in the ion cyclotron frequency range, can contribute to the formation of these
anisotropic distributions. In particular, research using data from the Juno spacecraft has provided insights into the electric
field structures in Jupiter's magnetosphere, shedding light on the role of A.C. electric fields in driving such particle
dynamics [18]. Understanding these distributions is crucial not only for Jupiter but also for interpreting similar
phenomena in other planetary systems and their impact on magnetospheric dynamics.

In this paper, an attempt has been made to study the effect of hot injection on electromagnetic ion-cyclotron
instability in Jovian magnetosphere similarly cold beam injection for whistler waves have been studied by [19], [20]
at Saturn. Energy exchange processes and plasma injection play an important role in Jupiter’s dynamics. Firstly, a detailed
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derivation is done for dispersion relation having ring distribution in the presence of parallel AC electric field for ion-
cyclotron electromagnetic wave. Also, an expression has been derived from the growth rate in terms of temperature
anisotropy and electric field for EMIC waves in anisotropic plasma. Finally, we have calculated the growth rate for Jovian
magnetospheric condition at L = 17 Ry and results have been discussed. This approach will be helpful to understand the
physics behind the various types of broadband emissions detected in Jovian magnetosphere and ionosphere.

2. DISPERSION RELATION AND GROWTH RATE

The dispersion relation outlines the conditions under which a wave propagates and provides a relation between the
wave vector and frequency of the propagating wave on basis of wave particle interaction phenomenon and transfer energy
from the particle to waves affect the growth rate of the wave [21]. The dispersion for electromagnetic ion-cyclotron in an
infinite magnetosphere of Jupiter for a generalized loss cone type distribution function having anisotropic temperature
has been studied. The injection of energetic hot ions (H+) affects the growth rate significantly. To calculate the dispersion
relation and growth rate for electromagnetic ion- cyclotron wave in plasma, some certain assumptions are made to the
analysis. A spatially homogenous collision-less anisotropic plasma is assumed in the same z direction of ambient magnetic
field B and external AC electric field E = E sin vt€, to get dispersion relation and considered small inhomogeneity in
the interaction zone. Kinetic theory and linearization of Vlasov Maxwell equations are used and after separation of

equilibrium and non-equilibrium parts the higher order terms are neglected. Now the general dispersion relation for
relativistic case with parallel AC electric field from [20] of equation (9) is written as:

4e s S; d’p
k —1 . 1
) +Z ZZ J kp, KT, no, (M
om. By TP

Where
L (M) , . (n , A
p.U <Z) 22 ip,U (Z)]dn LW (Z)Jn
* : * n ! * N2 : * !
Iill = im0 () 2LUGD? i, Wl
* n 2 . * r * 2
pyU L Ia ip \UJnJn p W*J,

Ut =C—kyD (%—1)+F

W*=D(%)(%-l)-f?(%)ﬂﬁmew)?ﬁl
9fo (kLpJ_>
6P|| pm,
(Bme)zafo( m) P
pL Opy pm, / Pm,

- Bk () ()

_ af, (kyp1
F= o3 ()

The Bessel function arguments are defined as

= (Bm,) ——

dn(A1)
Jn' () = 2,

kivy _kiz
A = and A
1 wWcMe o i

Where, B is the relativistic factor and defined as =1/ |1 — % .= eE—", v=Angular frequency of A.C. electric field

m, = — and w, = j = cyclotron frequency of electron; p. and p; denote momenta perpendicular and parallel to the
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magnetic field. For parallel propagation electromagnetic wave, ¢, +ic,, = N* where N* = >
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The general dispersion relation for relativistic case with parallel AC electric field is written as:
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where, subscript ‘s’ denotes type of species i.e. electrons and ions.
The ring distribution function is assumed to be distribution function of the trapped particles from [10], [20], [22],
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and perpendicular thermal momenta of ions and electrons.
ny/n in equation (3) represents the ratio of particle total density captured and characterized by high energy, and
erfc(x) in equation (4) is a complementary error function. The drift velocity is represented as v, .

Substituting d*p = 2n j p,dp, I dp, and using expression (2) in equation (1) and after solving the integrations, we get the

—oo

dispersion relation as:
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The above dispersion relation is now approximated in ion cyclotron range of frequencies. In this case electrons
temperature 7,, =7, =7, are assumed and magnetized with |a)y +i7| << @, whereas ions are assumed to have the
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In case of Parallel propagation
The expression of growth rate and real frequency for the waves propagating parallel to magnetic field direction

becomes:
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Magnetic field model used is taken from [23], [24], [25]

1
1+3sin? ]2
B =B —[
0 cos® 6 >
where

By is magnetic field at equator and 6 represents the magnetic latitude.

3. PLASMA PARAMETERS
Mauk et al [26] have reported injection events observed by Galileo spacecraft in Jupiter’s magnetosphere at the
radial distance between 9 and 27 R; have reported in the energy range above 20 KeV. For the evaluation of growth rate
inside Jupiter’s magnetosphere to analyze the hot injection effect on electromagnetic ion-cyclotron wave with parallel
propagation in Jovian magnetosphere at the radial distance R~17 Ry with B, = 51 nT [23] the set of background plasma
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parameters are considered as number density of cold ions, n.= 3x10° m3, temperature anisotropy, Ar=2, thermal energy
of ions and electrons KgTj; =1 keV and KgT|. =200eV, and after injecting warm plasma, parameters are considered as
number density of warm ions, ny = 3x107 m~, temperature anisotropy, Ar=1.75, 2, 2.25, thermal energy of ions and
electrons KgTj; =3 keV and KgTj. =200eV. Where, number density ratio of cold and warm ions, n¢/nw=1/10. According
to the previous study, Clark et al. [27] have reported that the approximate magnitudes of electric field and magnetic field
are taken to be 10 mV/m and 51 nT respectively.

4. RESULT AND DISCUSSION
To study the variation of various plasma parameters on growth rate with the effect of hot injection for ring
distribution function in the presence of AC electric field, mathematical calculations have been performed.
Figure 1 shows the variation of growth rate (y/w_ ) with the effect of hot injection on ion-cyclotron wave with respect

to increasing k for various values of AC frequency. Ring distribution function is assumed with the beam of energetic
particles. Behavior of ion-cyclotron wave is shown in the graph by interaction of wave with hot injected particles in Jovian
magnetosphere. AC frequency range has been taken from 2 Hz to 2.2 Hz. The growth rate (y/w, ) for v=2Hz is

4.84211x10% at k =0.35, the growth rate (y/w_ ) for v=2.1 Hz is 0.000011353024571591 at k =0.35 and for v=2.2 Hz,

the growth rate is v/, = 0.000025023536544779 at k=0.35.1tis clearly seen that growth rate increases as the values of
AC frequency increases.
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Figure 1. Variation of Growth Rate versus for different values of A.C. frequency at Bo=5.1x10%T, Ar=1.5, KgT|i=1 keV,
KsT|e=200 eV, Ec=0.1 V/m and other fixed parameters of plasma at 17 Ry

In Figure 2, the variation of growth rate (y/w, ) with respect to increasing k with the hot injection effect on EMIC
for various values temperature anisotropy of cold ions has been plotted. For Ar =1.5, 2 and 2.5, the peak values are
observed at k = 0.35,0.35, 0.35 and the growth rates are y/u)c =3.41842223973875%107, 0.0000169021159039714 and
0.0000720765136280518 respectively. Thus, the relativistic growth rate increases as temperature anisotropy of cold

plasma increases. Usually the temperature anisotropy of ions is greater than the electron’s temperature anisotropy. Hence
this condition leads to the wave growth reported by [28].
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Figure 2. Variation of Growth Rate versus for different values of temperature anisotropy at v=2 Hz, KgT|i=1 keV, KsT|e=200 eV,
Bo=5.1x10*T, E;=0.1 V/m and other fixed parameters of plasma at 17 Ry

Using Figure 3, variation of dimensionless growth rate in background plasma on EMIC wave in Jovian magnetosphere
with respect to wave number k for different values of number density ng at other fixed parameters is shown. For nj=4x109,
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the peak value of growth rate is y/w, =0.00023367 appears at k = 0.4, for ng = 5x10, growth rate is y/w, = 0.002254457
at k =0.45 and as number density is increasing to ng=6x10°, peak value y/w_, = 0.009471069 at k =0.5. So, as we increase

number density no from 4x10°to 6x10°, growth rate increases, and peaks appear at same wave number k.
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Figure 3. Variation of Growth Rate versus for different values of number density, no at v=2 Hz, KeT|i=1 keV, KgT=200 eV,
Bo=5.1x10"%T, Eo=0.1 V/m and other fixed parameters of plasma at 17 Ry

Figure 4 shows the variation of growth rate (y/w, ) with the effect of background on ion-cyclotron wave with respect

to increasing k for various values of AC frequency with effect of magnetic field model. Ring distribution function is
assumed with the beam of energetic particles. Behavior of ion-cyclotron wave is shown in the graph by interaction of wave
with hot injected particles in Jovian magnetosphere. AC frequency range has been taken from 2 Hz to 2.2 Hz. The growth rate

(v/o, ) for v=2 Hz s 6.3028E-09 at k =0.35, the growth rate (y/w, ) for v=2.1 Hz is 2.2927E-08 at k =0.35 and for v
=2.2 Hz, the growth rate is y/®, = 7.49878E-08 at k =0.35. 1t is clearly seen that growth rate increases as the values of AC
frequency increases.
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Figure 4. Variation of Growth Rate versus for different values of A.C frequency using magnetic field model at Bo=5.1x10-%T,
Ar=1.5, KsT|=1 keV, KpT|e=200 eV, Ec=0.1 V/m and other fixed parameters of plasma at 17 Ry

In Figure 5, shows the effect of temperature anisotropy on growth rate with the effect of hot injected plasma with effect

v/®c

of magnetic field with respect to k of electromagnetic ion-cyclotron waves using ring distribution function in the Jovian
magnetosphere. It can be seen that for Ar=1.5 the maxima occurs at & = 0.3 with y/w, = 9.1863E-09, for Ar=2 the highest

peak y/w, =4.24628E-08 occurs at k =0.3 and for At=2.5 the peak value v/, = 1.77683E-07 appears at k =0.3. It shows

that growth increases for parallel propagation of EMIC wave in Jupiter’s magnetosphere with increasing the magnitude of
temperature anisotropy.
Figure 6 shows the effect of temperature anisotropy on growth rate with the effect of hot injected plasma with respect

to k of electromagnetic ion-cyclotron waves using ring distribution function in the Jovian magnetosphere. It can be seen that
for Ar=1.5 the maxima occurs at k =0.55 with v/, =0.525446451, for Ar=2 the highest peak v/, = 0.589756008 occurs
at k=0.50 and for A1=2.5 the peak value y/o, = 0.658963625 appears at k =0.5. 1t shows that growth increases for parallel
propagation of EMIC wave in Jupiter’s magnetosphere with increasing the magnitude of temperature anisotropy.
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Figure 5. Variation of Growth Rate versus for different values of temperature anisotropy with magnetic field model at v= 2 Hz,
KgTj=1 keV, KgTe=200 eV, Bo=5.1x10*T, Eo=0.1 V/m and other fixed parameters of plasma at 17 Ry
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Figure 6. Variation of Growth Rate versus for different values of Temperature Anisotropy with beam at ne/nw=1/10, Bo=5.1x10%T,
KgT)i=1 keV, KeTjiv=3 keV, KgT|e=200 eV and other fixed parameters of plasma at 17 Ry

Figure 7 shows the effect of relativistic factor on growth rate with the effect of hot injected plasma with respect to

v/®¢

k of electromagnetic ion-cyclotron waves using ring distribution function in the Jovian magnetosphere. It can be seen
that for f=0.7 the maxima occurs at k =0.55 with v/, = 0.525446451, for =0.8 the highest peak y/w, =0.531257736

occurs at k =0.50 and for B=0.9 the peak value y/®, = 0.520711317 appears at k =0.45. 1t shows that growth rate shifts

for higher value of wave number with decrease in the value of relativistic factor for parallel propagation of EMIC wave
in Jupiter’s magnetosphere with increasing the magnitude of relativistic factor.

0.6 _—
B=0.7
g 04
=
0.2
0 = -
0 0.2 04 ¢ 06 0.8 1

Figure 7. Variation of Growth Rate versus for different values of relativistic factor with beam at ne/nw=1/10, Bo=5.1x10%T, Ar=1.5,
KsTji=1 keV, KsTji=3 keV, KsT}e=200 eV and other fixed parameters of plasma at 17 Ry

Figure 8 shows the effect of number density ratio of electrons and ions on growth rate after injecting hot plasma
with respect to k of EMIC waves using ring distribution function at Jupiter. It can be observe that for n¢/nw = 1/10 the
maxima occurs at & = 0.55 with v/, =0.525446451, for ne/n,, = 1/20 the highest peak v/, =0.529429323 occurs at k
=0.55 and for nc/ny = 1/30 the peak value y/w, = 0.530342417 appears at k=0.55. It can be concluded that growth
increases for parallel propagation of EMIC wave in Jupiter’s magnetosphere as the magnitude increases. Thus, number
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density of electron does not affect the growth rate in the case of hot injection ion beam as [29], [30] that dependence of
dispersive properties of EMIC wave are on density and thermal plasma composition of ions.
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Figure 8. Variation of Growth Rate versus for different values of number density, no, for v =2 Hz, KsT|i=1 keV, KsTjiv=3 keV,
KgT}e=200 eV, Bo=5.1x10"¥T, Ec=0.1 V/m and other fixed parameters of plasma at 17 Ry

Using Figure 9, variation of dimensionless growth rate in background plasma with the effect of hot injection

on EMIC wave with magnetic field model in Jovian magnetosphere with respect to wave number k for different
values of temperature anisotropy at other fixed parameters is shown. For A1=1.75, the peak value of growth rate is

y/®, =0.522046615 appears at k =0.55, for Ar=2, growth rate is y/m, = 0.59197259 at k =0.55 and as Ar is increasing
to 2.25, peak value y/o, =0.656393317 at k =0.5. So, as we increase temperature anisotropy from 1.5 to 2.5, growth rate

increases, and peaks appear to shift towards a lower value of wave number k.
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Figure 9. Variation of Growth Rate versus for different values of temperature anisotropy with beam with magnetic field model at
nc/nw=1/10, v=2 Hz, KsT}i=1 keV, KaTj=3 keV, KsT|c=200 eV, Bi=5.1x10*T, E;=0.1 V/m and other fixed parameters of plasma at 1
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Figure 10. Variation of Growth Rate with relative to different values of relativistic factor with beam with magnetic field model at
ne/nw=1/10, =2 Hz, Ar=2, Bo=5.1x103T, KgT}i=1 keV, KaT|i=3 keV, KaT|c=200 eV, E;=0.1 V/m and other fixed parameters of p

Figure 10 shows the effect of relativistic factor on growth rate with the effect of hot injected plasma with respect to
k of electromagnetic ion-cyclotron waves using ring distribution function in the Jovian magnetosphere in the presence

of external magnetic field model. It can be seen that for f=0.7 the maxima occurs at k = 0.5 with v/, = 0.437003397,
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for =0.8 the highest peak y/®, =0.48355298 occurs at k =0.5 and for B=0.9 the peak value y/m, =0.516484702 appears

at k=0.5. It shows that growth increases for parallel propagation of EMIC wave in Jupiter’s magnetosphere with
increasing the magnitude of relativistic factor.
Figure 11 shows the effect of number density ratio of electrons and ions on growth rate after injecting hot plasma with

respect to & of EMIC waves using ring distribution function at Jupiter. It can be observe that for n¢/ny, = 1/10 the maxima
occurs at £ = 0.55 with v/, = 0.522046615, for n./ny, = 1/20 the highest peak y/w, = 0.52839378 occurs at k=0.55 and

for no/ny = 1/30 the peak value y/w, =0.529800749 appears at k =0.55. 1t can be concluded that growth increases for parallel

propagation of EMIC wave in Jupiter’s magnetosphere as the magnitude increases. Thus, number density of electron does
not affect the growth rate in the case of hot injection ion beam as [30] reported that dependence of dispersive properties of
EMIC wave are on density and thermal plasma composition of ions.
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Figure 11. Variation of Growth Rate versus for different values of number density ratio (nc/nw) with beam with magnetic field model
at =2 Hz, At=2, KsTi=1 keV, KaT|is=3 keV, KsT;=200 €V, Bo=5.1x10"*T, Ec=0.1 V/m and other fixed parameters of plasma at 1

5. CONCLUSIONS
In this paper, parallel propagating electromagnetic ion-cyclotron waves have been investigated with the effect of hot
injection for ring distribution in the presence of AC electric field in magnetosphere of Jupiter at a radial distance of 17 R;.
To get better efficiency and consistency, kinetic approach has been performed. The detailed expression of dispersion
relation, real frequency and growth rate has been derived for the parametric study. To analyze plasma parameters like AC

frequency, temperature anisotropy etc., and graphs have been plotted with respect to wavenumber & . From the results, it
is concluded that ion-cyclotron waves grows at Jupiter with increase in the values of temperature anisotropy, AC
frequency and number density. After injecting hot ion beam, growth rate increases with the increasing AC frequency
while it decreases as temperature anisotropy increases from 1.5 to 2.5. Graphs show that peak appears at the same value
of wavenumber for an individual parameters.
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TEHEPALISI ETEKTPOMATHITHOT IOHHOT HUKJIOTPOHHOI XBUJII LIIJIIXOM T'APSTYOT THKEKIIIT
IOHHOTI'O ITYYKA JJISI KDIBIHEBOT'O PO3NIIOALTY 3 EJEKTPUYHUM ITIOJIEM 3MIHHOI'O TOKY
B MATHITOC®EPI IOIIITEPA
TCapima Slnas?, B.C. [llapma?®, Aukira®
A@akynemem ¢hizuxu, Yuieepcumem Jlopoca, Aneap-301001, Inoisn
b Tenapmamenm ¢hizuxu, Incmumym npuxnaduux nayx Amimi, Yuisepcumem Amimi, Cexmop-125 Hoiioa, Ymmap-ITpadeu, Inois
V wili cTaTTi AOCTIPKYIOTHCS €IeKTPOMArHiTHI i0HHO-IIMKJIOTPOHHI XBHIIII, BUSIBIICHI KOCMIUHMM KopabieM «Yiricey» y MarHitocgepi
IOmitepa. Y 1poMy perioHi BUSIBICHO Pi3HI THUIH BHCOKOYACTOTHOTO PaiOBHIPOMIHIOBAHHS, 1[0 € PE3yJbTaTOM PE30HAHCHOT
B3aeMoii. JlocimipKeHHsT 30CepeXKeHO Ha B3a€MOIIT XBUIIS-4aCTHHKA MK EIEKTPOMArHITHUMU 10HHO-LUKJIOTPOHHUMH XBUIISIMU Ta
HOBHICTIO 10HI30BaHMUMH YAaCTUHKAMH MarHiToc(epHol Iula3MH, BPaxoBYIOUM MapajelibHe IMOIIMPEHHS LUX XBWIb. Lle no3Boise
JETaIbHO OL[IHUTH AUCTIEPCIHE CMiBBiTHOIIEHHS 3 KIJTBLIEBUM PO3IIOALTIOM 32 HASBHOCTI MapajieIbHOT0 eJIEKTPHYHOTO OIS 3MiHHOTO
ctpymy (AC) y maraitocgepi FOmitepa 6e3 3iTkHEeHb. BUKOPHCTOBYIOUM METO/] XapaKTEPUCTHUK 1 KIHETHYHHN MiAXiM, MA OTPUMYEMO
BUpAa3 U PEJIITHBICTCHKOI MBHAKOCTI 3pocTaHHA. KpiMm Toro, Mu aHamizyeMo mofil iHXkeKIii, 3adikcoBaHi KOCMIYHHM KopabieM
Galileo gepes #oro nerexrop eHeprernynnx yactuHoK (EPD) y marnitocdepi FOmitepa. [Ticist BBeqeHHS raps9oro i0HHOTO ITydKa MU
IIPOBOJVIMO ITapaMETPUYHUN aHai3 pi3HUX MapaMeTpiB IUIa3MH, TAKUX SIK TEMIIEpaTypHa aHi30TpPOIIis, 4aCTOTa 3MIHHOTO CTPyMy Ta
PEISITUBICTCHKI YMHHUKH, 11100 JOCITIUTH TXHIH BILIMB Ha HIBUAKICTH POCTY, 110 MIPOLIFOCTPOBAHO 3a JOIIOMOI'0I0 HaHECEHHX Ipadikib.
KurouoBi ciioBa: erexmpomaznimui ionHo-yuKIomponui Xeuni; Kiivyeguil po3nooin, in'ekyisa eapauux ionis; maznimocghepa IOnimepa
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The focus of this research is to examine how the Casson and chemical reaction parameter impact the variable radiative flow of MHD
Nanofluid across a stretching sheet. Through the use of similarity functions, the modelling equations (PDEs) of the motion of fluid are
transformed into simple differential equations. The MATLAB tool is adopted to compute the equations numerically. Graphs and
descriptions have been provided for velocity, concentration, and temperature outlines, showing the effects of important fluid flow
constraints. Different factors are analysed to provide data and explanations for Prandtl, Lewis numbers, slip and chemical
decomposition parameters. The current results are in good in good align with existed reports. The viscosity of the fluid and thermal
boundary stratum decreases as enhancing of Casson, Magnetic parameter & Prandtl number. Skin friction increasing as enhancing of
suction, stretching, magnetic and Casson parameter while decreasing as enhancing of velocity slip quantity. Rate of heat transmission
enhancing as increment of thermal radiation and surface temperature while decreasing as enhancing chemical reaction and thermal slip
quantities. Rate of mass transfer raising as enhancing of chemical reaction, thermal slip, thermal radiation while decreasing as
enhancing of surface temperature parameter.

Keywords: Nanofluid; Chemical reaction; Thermophoresis;, Brownian Motion

PACS: 47.10.A—, 44.40.+a, 47.11.—j, 52.65.Kj

INTRODUCTION

Boundary stratum flow on a stretched sheet is a noteworthy problem in different industrial developments like paper
manufacturing and drawing plastic, glass, fiber & elasticity sheets. This phenomenon can also be observed in the growth
of crystals during polymer stretching processes and the cooling of metal sheets in cooling baths. Scientists are focusing
on this issue because of its relevance in polymer processing technology, especially in relation to heat transfer applications.
Sakiadis [1] made significant contributions to this area by investigating the equations controlling the boundary stratum
and flow over an expanding surface moving at a constant velocity. Elbashbeshy and Bazid [2] explored the flow of fluids
and heat transmission on a newly explored extended surface by internal heat activation given the importance of these
phenomena. Several scholars further developed Crane's work [3] done through the influence of heat & mass transfer by
different geometries & shapes, as explored by Abbas et al. [4] and Rosca et al [5].

Base fluids including water, motor oil, and glycerin combined with scattered nanoparticles like carbon nanotubes,
copper, silver, and gold make up nanofluid. The idea of utilizing a nanofluid, which is a mixture of a base fluid & nano
sized particles, was initially proposed by Choi and Eastman [6]. Solid particles are evenly and durably spread out in the
base liquid, such as water, engine oil, pump oil, and ethylene glycol. Nanofluid’s are predicted towards the next future of
heat transmission fluids because of their ability to greatly improve heat transfer efficiency when compared to pure liquids.
Their excellent thermal, chemical, and physical characteristics are highly useful in various industrial and technological
applications. Moreover, nanofluids have the potential to enhance abrasion characteristics in comparison with traditional
fluid blends. The scattered nanoparticles, often metals or metal oxides, enhance the thermal diffusion of nanofluid’s. A
variety of thermal applications, including smart fluids, microelectronics, heat exchangers, fuel cells, hybrid-powered
generators, pharmaceutical manufacturing, nuclear reactors, industrial cooling, and geothermal power extraction, can
benefit from the unique properties of nanofluids. Various researchers have recently finished several studies on nanofluids.
Das [7] investigated the behaviour of heat & mass transfer in MHD nanofluid flow across a radiating non-linear permeable
extending sheet with changes in thermal & velocity slip. He and his colleagues used the 4th order RK-Fehlberg method
along through the shooting method procedure to calculate computational solutions for modelling equations Entropy was
investigated by Hayat et al. [8] in a radiative water-based nanofluid between two rotating disks. Wang et al. [9] conducted
a computational evaluation of microchannel porous materials by introducing two distinct nanoparticles into a base fluid.
Khan and Pop [10] examined nanofluid flow on a flat surface undergoing stretching with Brownian and thermophoresis
using an implicit finite-difference method.

In recent years, investigating and describing the advanced properties of composite flows has become a fundamental
focus of research. The area of research involving conductive liquids that exhibit magnetic field characteristics is known
as magnetohydrodynamics (MHD). Rahman and Eltayeb [11] conducted a computational study on the properties of heat
transmission of nanofluid’s flowing over a non-linear extending sheet in two dimensions under hydromagnetic natural
convection. The study used the mathematical computer program Maple, accounting for the effects of thermal radiation
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and a convective frontier circumstance. Tausif et al. [12] studied the influence of a magnetic field on nanofluid flow
across a non-linear permeable extending sheet boundary layer. Mahantesh et al.'s [13] investigation of MHD fluid flow
as well as heat transmission at a point of stagnation took into account non-uniform heating source and sink effects, slip
velocity, and thermal leap. The results were reported numerically. Using a two-term perturbation approach,
Vedavathi et al. [14] discovered MHD nanofluid circulation on a flat plate while taking radiation absorption, diffusion
thermodynamics, and first-order chemical reactions into account. Biswas et al. [15] researched a concentrated nano liquid
model over a perpendicular plate. Moreover, in order to finish the project, they utilized an explicit finite difference
approach to visually analyse the temperature, concentration, and velocity profiles. Beg et al. [16] examined nanomaterial
flow with mixed convection through porous space that starts from an exponentially stretched sheet. However,
Al-Mamun et al. [17] inspected the flow of Sisko-nanofluid across an extended nonlinear sheet, taking into the
consideration of thermal radiation & the magnetohydrodynamic (MHD) effect. The effects of ion-slip and Hall current
on transient magnetohydrodynamic (MHD) flow in a revolving porous medium were studied by Dharmaiah et al. [18]. In
a magnetohydrodynamic convective micropolar fluid moving steadily over an inclined radioactive isothermal surface, the
interaction amid thermophoresis and heat production and absorption was examined by Shaik Mohammed et al. [19].

Casson fluid, a significant non-Newtonian liquid, is increasingly crucial in our daily lives. Different kinds of sauces,
soups & jellies illustrate Casson fluids. In 1959, Casson [20] was the first to develop the modelling equations for Casson
fluid and demonstrate the characteristics of different polymers. McDonald [21] highlighted that, the Casson liquid model
is characterized by the flow of blood. The class of fluids being discussed has a broad variety of uses in medicine, food
industries, biological sciences, and various drilling processes. Because of its significant relevance, numerous researchers
in the modern era observe this critical category of fluids in their laboratories. Nagarani et al [22] investigated the
movement of Casson liquid in tube with supple ramparts and the spread of solute using peristaltic flow.
Vishwanath et al. [23] analyzed the magnetohydrodynamic (MHD) movement of Casson fluid, which is non-Newtonian,
on a surface that shrinks exponentially. The surface had both constant and exponentially changing wall temperature with
suction. The dynamic behaviour of modelled equations, explaining the motion of micropolar Casson fluid across a sheet
was inspected by Nadeem and colleagues [24] with exponential curvature. In their study, Narsimha Reddy and
colleagues [25] examined the impact The nanofluid Casson and joules parameter in the varying radiative flow of a
stretched sheet with MHD. Reddy and colleagues [26] investigated the flow of a Casson incompressible fluid with heat
generation and magnetic field, driven by mixed convective, on a vertically accelerating porous plate.

Among the most crucial process variables for heat & fluid transport in a high temperature thermal system is radiation
characteristics. There are several applications for thermal energy in industries as a means of reducing excessive heat
emission. One important factor influencing the growth of nuclear energy, steady kit, turbines of gas, satellites, assortment
of innovative transformation structures and missiles facilities is thermal radiation, For the determination of analyzing the
MHD H,O-based nanofluid with the effects of significant variables on heat transmission & liquid movement
characteristics are inspected by Dharmendra et al. [27]. Nurul et al. [28] highlighted hybrid nanofluids by modelling
stagnation point flow in Maxwell fluid. They also studied heat transfer and radiation effects. Analysis of the implications
of mixed convection, thermal radiation, and porous media were considered by Abdul Wahed et al. [29]. The goal of
Rashad et al.'s work [30] was to develop a computational framework for the MHD Eyring—Powell nanofluid hybrid mixed
convection flux when thermal radiation is present. The nano liquid flow between two horizontally infinite plates with a
stretchable and permeability lower plate was deliberated by Shaheen [31]. Arulmozhi et al. [32] compare the effects of
pure fluid (water) and nanofluid (Cu—H20) on a moving vertical plate with porosity. By taking into account the
nanoparticles' ability to reach thermal equilibrium, the chemical response of this nanofluid with regard to radiation
absorption is consider. The effects of radiation and chemical responses on MHD hyperbolic tangent liquid were studied
by Athal et al. [33]. The combined effects of radiative heat, thermophoresis, mixed convective heat, Brownian motion,
and chemically reactive species were deliberated by Ahmed [34] in relation to magnetohydrodynamic (MHD) flow
through the frontier stratum of nanofluid across a non-linear extending a porous medium surface. In the incidence of
reactive chemical species and Joule heating, the simultaneous impacts of radiation on the convection of MHD nanofluid
across an extensible sheet in permeable medium were examined by Eid and Makinde [35]. Eldabe et al. [36] described
the influence of a chemical response on the MHD frontier stratum of an Eyring Powell nanofluid flowing with heat
transmission through an extended sheet. Gireeshal and N. G. Rudraswamy [37] have investigated the effects of chemical
processes on stagnation point movement along with heat transmission over an extensible surface of a nano liquid in the
incidence of irregular heat source/sink & uniform magnetic field. Anupam Bhandari [38] investigated the stable state of
a 2-dimensional incompressible flow of MHD with a micropolar nanofluid across an extended sheet.

Comprehending how nanofluids behave in linear and non-linear stretching situations is important for a range of
applications, such as industrial processes, coating applications, material manufacturing, and biomedical uses [39-40].
Investigations in this field help in the comprehension of how nanofluid impact the flow & heat transfer attributes in
diverse extending situations, offering valuable information for use in a range of industries. This study addresses various
gaps and limitations found in the previously discussed literature. It aims to develop a scientific model to inspect the
possessions of radiation on MHD Casson nanofluid movement on a nonlinear extending sheet, incorporating surface
temperature & concentration. The inclusion of thermal radiation adds novelty to the problem. The flow is examined under
the influence of a nonlinear extending sheet in the existence of a chemical response. This model has practical applications
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in areas such as nuclear waste storage, catalytic devices, fire-resistant insulation, & the production of pharmaceuticals,
painting, coal-water mixtures and synthetic lubricants.

MATHEMATICAL FORMULATION

The study focused on a non-Newtonian nanofluid movement across an extending surface sheet with a nonlinear
boundary layer at the plane y = 0. Flow is limited when y > 0, with the y axis vertical to the sheet described in Figure
1. It is presumed that the plate is extending along the x — direction, consider a non-linear velocity u,, = ax™,a >0 —
direction where a >0 is a constant number, n is the extending parameter that varies nonlinearly, and x is the co-ordinate
along the extending surface. The applied magnetic field B(x) normal to the extending sheet causes the fluid to become
electrically conductive, with B, being the initial intensity of the field of magnetism. The temperature on the stretching
sheet at y=0 is given by T,, = T, + bx" where the temperature far from the surface is denoted by T, , the surface
temperature parameter (STP) is represented by r, and b is a constant that is positive By setting r=0 in certain scenarios,
we achieve a consistent temperature across the sheet, known as constant surface temperature (CST). C represents the
concentration of nanoparticles, while C,,, is the consistent concentration of nanoparticles on the plate's surface, which is
higher than the surrounding fluid concentration C,, . Additionally, the magnetic Reynolds number is extremely low and
can be ignored, resulting in a small induced magnetic field.

The Cauchy stress tensor rheological equation for Casson nanofluid is provided.

2/1+py e, T>T
B\/gz]’ c

[ py )
2|y, + e, T>T,

T=T,+UyOr, =

y— axis

L i
<+—— Stretching force =——b

v=20

u,(x) = ax®,a>0 0 G, S axis

Figure 1. Geometric and physical representation model

In view of the overhead norms and considerations, the PDE models for nanofluid flow in the laminar boundary
layer are derived.
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Subject to the slip boundary conditions
With boundary condition

u=us+u,,v=y,T=T+T,C=C, fory—O} 5
u=0,v=0T=T, C=Crasy— oo ®)

Where u and v are velocity along x and y directions. u, and T are the velocity & thermal slip, vw is suction or injection, ps

is density of the base liquid, o is electrical conductivity, , v is kinematic viscosity and @ = —— is thermal diffusivity of

(p )
the base liquid. Dg and Dy are Brownian & thermophoretic diffusion constants correspondingly, ¢, is the specific heat,
(pc) Pp

ko is rate of chemical reaction, B(x) = Box™ /2 variable magnetic field, T = 9
f

is the ratio of the heat capacity of
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the nanoparticles to heat capacity of the base fluid. C is concentration of nanoparticles, C,, is consistent concentration of
nanoparticles at surface, greater than the ambient concentration C,,
If we consider an optical thick frontier stratum where the Rosseland estimation, the radioactive heat flux g, becomes

Q)

4 0T4

qr = 3K ay

where ¢ & K are the Stephan—Boltzmann & mean absorption coefficients.
Replacing Eq. (6) in the leading Eq. (3) we get

ar . AT _ d%u ac aT Dr (3T\?) , v (au)2 45 ( 3ar3)
u6x+vay_aay2+T{D (6 6y)u+Too(6y)}+Cp ay +3)€pcpay T ay /" ™

The dimensionless measures as

p=y S e = [P T (ron+ S ), 000 = 1 o) = =, ©)
here ¥ (x, y) is stream function defined by
ay _ o
U=z andv = P )

These are satisfying the Eq. (1) and the equations (2)-(5), obtained the equations (10)-(13) as follows

(L) =(Ga) - mr =0 10
0" + Pr (fe' + Nbo'8' + Nt'% — (n—:l) f’H) (‘“”) [{1+ (T, — 1)6}30 =0 (11)
(p”+Lef(p’+%0”—ere<p =0 12)

With boundary conditions as
fQ0) = fu, f/(0) =1+&£"(0),6'(0) =1+ {8, 9(0) = 1}
f'(0) =0,8() = 0,¢p() =0 '
Here, the dash indicates the derivative with 1. f, 8, @ are the similarity function, non-dimensional temperature &
concentration of nanoparticle respectively, Pr =£, Le =DL are Prandtl and Lewis number respectively. Nb =
B

(13)

(pc)p DB(CW—COO)’ (PS)p DT(Tyw—Teo) . kr oV ond M = 20B2
(po)s v (po)y VT az apg(n+1)
Magnetic parameters respectively. The parameter for fluid's comparative ratio of temperature at the sheet's surface is T,, =
Tw

_ 2 . . .. . _ a(n+1) _ a(n+1) . .
T fw =10 /av i S suction or injuction, & = s, ’—ZV and { = s; ’—21; are the velocity & thermal slips

respectively where s,, ands, are the velocity and thermal factors, The measures of the physical importance are the local
skin friction coefficient Cf,, the local Nusselt number Nu, and the local Sherwood number Sh, which are defined as .
fw =01, >0, f,, <0 are represents surface is impermeable, suction and injection of the fluid on a porous sheet

are Brownian motion, thermophoresis, Chemical and

respectively.
The physical interest's quantities, which are essential for practical reasons
=H (o = — dw (4Pr — 3p —_ Xdm
X pu (ay)yzo,Nux K(Tp= Tw)( ) [{1+ (T, = YO, Shy Dp(Cw—Coo)’

Where q,, and q,, are the heat and mass flux at the surface, k is the thermal conductivity of the nanofluid, respectively.
The q,, and q,, are given by

== (), =24 (%)

y=0 y=0

The non-dimensional forms of the skin friction, the local Nusselt & the local Sherwood numbers as
4
ReYCy, = ( )f"(O) 1/2 [1 o (L4 (T, - 1)9(0)}3] o' (0) 1/2 0'(0)
where Re, = xu,, /v is the local Reynolds number.
DISCUSSION OF FINDING

To calculate the numerical solutions to (10)—(12) with boundary conditions (13), the authors used bvp4c. One of
MATLAB's built-in function bvp4c for working with finite difference and collocation polynomials. This technique gives
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good agreement results to the other methods which is shown in the Table 1. Numerical calculations are conducted in this
part for various parameter values that reflect the flow characteristics, and the outcomes are visually represented.

Code of Validation: Comparison of Nusselt number & Sherwood number tabulated below. The present model is
similar of Khan and Pop [10], Rahman and Eltayeb [11] and Das et al [7] when the absence of magnetic, thermal radiation,
stretching, suction and surface temperature, Casson and chemical reaction parameters. The present results are good

alignment with existed studies by Finite difference (Khan and Pop [10]), Maple software (Rahman and Eltayeb [11]), and
RK-Fehlberg method with a shooting method (Das et al [7].

Table 1. The Nusselt and the Sherwood number comparison when Pr = 2,Le = 2,1, =6

Nt Khan and Pop [10] Rahman and Eltayeb [11] Das et al [7] Present Results
6'(0) 9'(0) 6'(0) 9'(0) 0'(0) 9'(0) 0'(0) 9'(0)
0.1 0.9524 2.1294 0.952376 2.129393 0.95237602 2.12939273 0.95233794 2.12909712
0.2 0.6932 2.2740 0.693174 2.274020 0.69315023 2.27402065 0.69316392 2.27352695
0.3 0.5201 2.5286 0.520079 2.528636 0.52001607 2.52863590 0.52009015 2.52790541
0.4 0.4026 2.7952 0.402581 2.795167 0.40258040 2.79516710 0.40260786 2.79417165

The influence of the Casson fluid parameter (y) on the velocity outline is portrayed in Figure 2(a). The Casson
parameter y is noted for generating a resistive force in liquid movement. As a consequence, the velocity profile decreases
in magnitude with increased values of y. Increasing y results in a stronger impact on the temperature field (figure 2(b)).
The thickness of the concentration boundary layer will raise as the values of y increase. The retarding force caused by
plastic viscosity contributes to the increased concentration shown in Figure 2(c).
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Figure 2. Impact of Casson parameter on (a) Velocity, (b) Temperature (c) Concentration

The presence of a magnetic field factor leads to an increased distribution of nanoparticles in the boundary layer area.
This event is caused by the Lorentz force, which creates a force that goes against the path of fluid movement. Figure 3(b)
shows by what means the temperature outlines change with the magnetic field parameter M. It is clear that as M increases,
the fluid temperature also increases. The magnetic field makes the magnetic nanoparticles in the nanofluid move and
rotate. The drive of the nanoparticles creates friction and crashes, resulting in a rise in temperature by transforming kinetic
energy into thermal energy. Additionally, the electrically conducting nanofluid experiences a Lorentz force owing to the
functional magnetic field. This energy causes electrical power to transform into warmth, causing the fluid's temperature
to rise overall. Therefore, as the magnetic parameter M increases, the thermal boundary layer thickness also increases.
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Figure 3. Impact of M on (a) Velocity, (b) Temperature (c) Concentration

Figure 4(a) demonstrates how the stream-wise velocity varies with different values of the non-linearly stretching
sheet parameter n. An increase in this non-linear factor is linked to a decrease in the velocity in the direction of the stream.
This suggests that either the stretching process or the parameterization conditions are instigating a deceleration in the
movement in the flow path. Consequently, when the parameter n increases, the boundary layer width of impetus decreases.
In Figure 4(b), the correlation among temperature variation and parameter n values is illustrated. A greater stretching
parameter value means a stronger or more notable extending of the surface. When the surface is stretched more, it adds
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extra energy to the fluid movement close to the surface. This extending accomplishment can change the flow outlines,
impacting the speed circulation within the boundary sheet. This increases the transmission of momentum and movement
of fluids close to the surface, resulting in a thicker boundary layer. Figure 4 illustrates how the nanoparticle concentration
profile fluctuations vary with different stretching parameter values, denoted as n. While the effect may be minimal at a
constant surface temperature, it is evident that the concentration upsurges as the stretching parameter values upsurge. This
happens because the stretching movement can cause improved blending, heightened fluid movement, and changed
velocity patterns near the stretched area. This results in increased shear forces in the fluid close to the extended surface.
Increased shear stresses improve fluid mixing, resulting in greater transport of species, like substance concentration.

\ | o7t \ 047 '\._k
| 1 0.22 Al k! 0.18 Ra,
st 045 | N N
= \ 014 ~ ",
4 S5 \
% s+ 013

7 bl 7
(a) (b) (c)
Figure 4. Impact of n on (a) Velocity, (b) Temperature (¢) Concentration
The illustration of how velocity contours behave with dissimilar values of velocity slip parameter () is demonstrated
in Fig. 5(a). In general, § computes the amount of slip on the cylinder's surface. In this analysis, we examine how fluid
speed diminutions with cumulative §. The cause for this is that & primarily hinders the flow of the liquid, which ultimately

outcomes in a reduction in overall fluid molecule movement. As the value of § increases, it is noted that the concentration
and temperature also increase.

bl 7
(a) (b) (c)
Figure 5. Impact of velocity slip £ on (a) Velocity, (b) Temperature (c) Concentration
Figure 6(a) and (b) illustrate how the dimensionless temperature and nanoparticle volume fraction are prejudiced by
the thermal slip parameter {. Increasing ¢ values clearly reduce temperature and concentration profiles. Even with a

modest quantity of heat supplied to the liquid from the sheet, the thermal boundary layer thickness falls with growing
thermal slip parameter.
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Figure 6. Impact of thermal slip { on (a) Temperature (b) Concentration
Fig. 7(a) shows that the temperature drops with an upsurge in the Prandtl number (Pr). An elevation in Pr could
potentially decrease the thermal boundary layer thickness. Pr is the fraction of momentum diffusivity to thermal

diffusivity. When dealing with heat transmission matters, the Pr number influences the proportionate growth of the
momentum & thermal frontier stratums. When Pr is low, heat spreads rapidly relative to momentum in liquid metals,
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resulting in a thermal boundary layer thickness significantly larger than the momentum boundary layer. Liquids with a
lesser Pr number exhibit increased thermal conductivities (and thicker frontier stratum structures), allowing for quicker
heat diffusion compared to fluids with greater Pr numbers (resulting in thinner frontier stratums) Figure 7(b). Therefore,
Pr can be utilized to enhance the rate of cooling in conductive flows.

n
(a) (b)
Figure 7. Impact of Pr on (a) Temperature (b) Concentration

Figures 8(a) and 8(b) show how temperature and concentration change with coordinate 1 for different thermophoretic
parameter (Nt) values. The force Nt is caused by the temperature variance among the cold sheet and the hot fluid, leading
molecules to move towards the cold sheet. The molecules near the hot stretching sheet are kept warm by the air molecules,
resulting in a rapid flow away from the sheet that reduces the temperature difference. This leads to molecules increasing their
kinetic energy and temperature. Consequently, the thermophoresis force moved the heated molecules close to the heated
contracting surface towards the cold fluid at the surrounding temperature. Thermophoresis causes the momentum boundary
layer width to increase, while at the same time thickening the thermal boundary layer width. Graph 8(b) indicates that
nanoparticle concentration rises as the thermophoresis parameter increases. Essentially, when a particle exerts a
thermophoresis force on another particle, it causes particles to move from a hotter to a colder area, resulting in the fluid

moving from a hotter to a colder region, causing the volume proportion of nanoparticles to increase.
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Figure 8. Impact of Nt on (a) Temperature (b) Concentration

The influence of the Brownian diffusion parameter (Nb) on the dimensionless temperature & concentration
distributions is demonstrated in Figs 9(a) and 9(b). Brownian diffusion involves the unpredictable movement of
nanoparticles suspended in the base liquid, mainly due to the rapid movement of atoms or molecules in the base fluid. It
should be noted that Brownian diffusion is connected to the dimensions of nano-particles and frequently appear as clusters
and/or clumps. Brownian motion is significantly reduced for larger particles, resulting in Nb having minimal values. As
the Nb values increase, the temperature outlines in the frontier stratum region are enhanced (Fig. 9(a)). Nevertheless, the

nano particle concentration patterns slow down with increased values of Nb depicted in Fig. 9(b).
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Figure 9. Impact of Nb on (a) Temperature (b) Concentration
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Fig. 10(a) displays the temperature distribution for various radiation factor (R) values. It was found that as the R
increased, the temperature rose as well. The temperature increased because of the escalation in the conduction effect
inside the thermal frontier stratum caused by the rise in R, since the radiation factor was the fraction of conductive heat
transfer to radiative heat transfer. This finding may prove useful in directing the ratio of heat transfer properties by means

of the thermal radiation mechanism. Fig. 10(b) makes it apparent that when the radiation rises, the fluid's concentration
falls.

n n
(a) (b)
Figure 10. Impact of R on (a) Temperature (b) Concentration

The Lewis number is a unit less parameter that represents the proportion of thermal diffusivity to mass diffusivity
and is crucial in the joint impact of heat & mass transfer operations. The relative thermal and concentration boundary
layer thicknesses are measured by Le and can also be written as Le = Sc/Pr. Reportedly, as Le increases, the
temperature decreases sources a lessening in the thickness of the boundary layer fluid. A growth in the parameter slowly
enables the fluid to release heat to the external environment or nearby body, resulting in a diminution in the fluid's
temperature (Figure 11(a)). Figure 11(b) illustrates how the nanoparticle concentration falls as the Lewis Number (Le)
rises. This impact is especially noticeable for smaller Le values. As a result, it is expected that Le will greatly change the
concentration frontier stratum. In Figure 12(a) and 12(b), we can see the dimensionless temperature and concentration
profile at various values of chemical response. The fluid temperature & concentration declines as the chemical reaction
rate rises. The main cause is that the temperature & concentration fields decreases as the kr rises due to thermal
conductivity of the particles in the liquid decrease and an upsurge in the number of solute molecules participating in the

reaction. Therefore, a harmful chemical reaction greatly declines the thickness of the thermal & concentration frontier
stratum.
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Figure 12. Impact of Kr on (a) Temperature (b) Concentration
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The Fig 13. shows the variation of skin friction, Nusselt and Sherwood number with the variation of suction, velocity
slip, stretching, magnetic and Casson parameter. Skin friction increases as enhancing of suction, stretching, magnetic and
Casson parameter while decreasing as enhancing of velocity slip quantity. Amount of heat transfer improve as enhancing
the suction parameter while fall down as enhancing of stretching, velocity slip, magnetic and Casson parameter. Amount

of mass

transmission raising as suction, stretching parameter while decreasing as enhancing of velocity slip, magnetic

and Casson parameter. The Fig 14. Shows the variation of Nusselt & Sherwood number. Proportion of heat transmission
enhancing as growing of thermal radiation and surface temperature while decreasing as enhancing chemical reaction and
thermal slip quantities. Rate of mass transfer raising as enhancing of chemical reaction, thermal slip, thermal radiation
while decreasing as enhancing of surface temperature parameter.
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Figure 13. Skin frication, Nusselt and Sherwood number variation with the impact of f,,,, &,n, M,y
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Figure 14. Nusselt and Sherwood number variation with the impact of kr,{ ,R, 1

CONCLUSIONS

The purpose of the numerical study is to examine the effect of thermal radiation across a non-linear extending sheet
on MHD Casson nano fluid. To solve the resulting ODEs with frontier circumstances and parameter modifications, the
numerical schema bvp4c is used. The subsequent decisions are obtained.

As the Casson, Magnetic parameter, and Prandtl number increase, the fluid's viscosity and that of the thermal
frontier stratum decline.

Lewis number and Brownian diffusion's effects, which are related to the temperature & concentration of
reversible fluid flow.

The temperature & concentration profiles rise with increasing velocity slip value.

As the thermal slip parameter enhances, the thickness of the thermal frontier stratum falls.

Temperature of the nanofluid increases while concentration of the fluid decreases with enhancement of the
radiation parameter

Decreases the thickness of the thermal & concentration frontier stratum by enhancing of Chemical
decomposition rate.

Skin friction raises as enhancing of suction, stretching, magnetic and Casson parameter while decreasing as
enhancing of velocity slip quantity.

Rate of heat transfer enhancing as increasing of thermal radiation and surface temperature while decreasing as
enhancing chemical reaction and thermal slip quantities.

Rate of mass transfer raising as enhancing of chemical reaction, thermal slip, thermal radiation while decreasing
as enhancing of surface temperature parameter.
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e  The present results are in good agreement with earlier existed results.

e  After discovering all the aforementioned results, we can determine that in several cases industrial production
where the surfaces are stretching. Polymer sector when subjected to an external transverse magnetic field effect
of several factors. The temperature and density of nanoparticles directly impact the quality of the material.
Improving the final product can be achieved by controlling these factors at the period of manufacturing.
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BIIJIUB TEIIVIOBOI'O BUITPOMIHIOBAHHSI HA MTI'] IIOTIK HAHOPIIUHU KACCOHA YEPE3 JIUCT IO
HEJIHIAHO PO3TAIYETHCSI 3 HASIBHOCTIO XIMIYHOI PEAKIIII
I1. Papzka Wlekap, I'. Ixutenaep Pexni, H. [loranna
Kageopa mamemamuxu, Inscenepro-mexnonociynuii incmumym VNR Binvana Jorcoomi, Xaiioapabao, 500090, Teraneana, Inois

MertoI0 IILOTO IOCHIIKEHHS € BHBUCHHS BIUIMBY Iapamerpa Kaccona Ta xiMiuHOI peakmii Ha 3MiHHWH pamianiinuit MI'J] moTikx
HaHOMIIIOIMY Yepe3 JIUCT, IO PO3TATYETHCS. 3aBISIKM BHUKOpUCTaHHIO (YHKUIH moniGHocti piBHsHHS MojemoBanHs (PDE) pyxy
piIMHN TIepeTBOPIOIOThCS Ha mpocTi audepeHmianbHi piBHsAHHA. [HCTpymMeHT MATLAB BHKOPHCTOBYETBHCS JUISL YHCEIBLHOTO
oOuKcieHHst piBHsIHB. ['padiky Ta OmMMCH HamaHi Uil KOHTYPIB INBHUAKOCTI, KOHIICHTPAILlii Ta TEMIIEPaTypH, IO MOKa3ylOTh BILUIUB
Ba)KJIMBUX OOME)XEHb MMOTOKY PiAMHU. AHaI3yI0ThCs pizHi (akropw, 1106 oTpumaTH naHi Ta nosicHenus uucen [Ipanaris, Jlboica,
rapaMeTpiB KOB3aHHS Ta XIMIYHOTO po3kiaanaHHs. [I0TouHI pe3yabTaTd € XOPOUIMMHU Ta 100pe Y3ro/HKYIOThCS 3 HASBHUMU 3BITAMH.
B's3kicTh (umroiny Ta TepMIYHOTO TpaHUYHOTO IIapy 3MEHINyeThcs 31 30inpmieHHsAM KaccoHa, MarHiTHOroO mapaMeTpa Ta YHcIia
Ipannras. [ToBepxHeBe TepTs 30LIBIIYETHCS NPH 30UIBIICHHI BCMOKTYBAaHHS, PO3TATYBaHHS, MAarHITHOTO IapaMeTpa Ta Hapamerpa
Kaccona, a TakoX 3MCHIIyeThCS depe3 30UTbIICHHS MIBUAKICHOTO KoB3aHHs. IIIBHAKicTh mepenadi Temia 30UIBLIYEThCSA Y Mipy
30UIBIICHHS] TETUIOBOTO BUIIPOMIHIOBAHHS Ta TEMIIEPATypH IOBEPXHi, OTHOYACHO 3MEHIIYIOUNCh Y Mipy IOCHJICHHS XIMIYHOI peakuil
Ta TEIUIOBOro KoB3aHHs. [IIBUAKICTE MacooOMiHY MiZIBHIIYETHCS 32 PaXyHOK ITOCWJICHHS XiMIUHOI peakuii, TeIIOBOrO KOB3aHHSI,
TEIUIOBOTO BUIIPOMIHIOBaHHS Ta 3MEHILYETHCS 32 PAXyHOK 301JIbIICHHS TapaMeTpa TeMIepaTypy IOBEPXH.
KuarouoBi cinoBa: nanoguioio; ximiuna peaxyis; mepmogopes; 6poyHiecokuil pyx
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The analysis of Darcy-Forchheimer MHD flow has been a concern of consideration for research scientists and engineers. This work
examines the unsteady hydrodynamic mixed convective flow of an incompressible, viscous, electrically conducting fluid as well as
the transfer of heat and mass in a vertical surface with the Hall current, rotation, and Darcy-Forchheimer effect. Through similarity
transformation, the dimensionless unstable governing equation is found. Then, using the Matlab method bvp4c, the similarity ordinary
differential equation was solved. When the solution and those produced by Elgazery and Stanford were compared to the numerical result
for a few exceptional circumstances, there was a fair degree of agreement. Graphs are used to show the temperature, concentration, and
fluid velocity. In contrast, skin friction, the Sherwood number, and the Nusselt number are calculated in tabular form.

Keywords: Hall current; Rotation; Darcy Forchheimer; Mixed convection; Bvp4c

PACS: 44.25.+f, 44.27.+g, 33.20.Vq, 44.30.+v, 44.40.+a

1. INTRODUCTION

The study of Darcy-Forchheimer magnetohydrodynamic (MHD) flow has become significant in understanding com-
plex fluid dynamics influenced by magnetic fields, rotation, and porous medium. MHD flow involves electrically conducting
fluids interacting with magnetic fields, which is particularly relevant in engineering and environmental applications. The
Hall current effect, rotation, and Darcy-Forchheimer effects play crucial roles in influencing the velocity, temperature, and
concentration of such flows. This study aims to explore the dynamics of unsteady MHD mixed convective flow over a
vertical surface, considering the Hall current and rotation in a porous medium, using numerical solutions. The findings can
be applied to various practical scenarios, including polymer processing, metal casting, and natural convection in porous
media, providing deeper insights into fluid behavior under the influence of electromagnetic forces. Sarma and Sarma
(2024) [1] explored unsteady magnetohydrodynamic (MHD) bioconvection Casson fluid flow with gyrotactic microor-
ganisms over a vertically stretched sheet. Samad and Rahman (2006) [2] studied the interaction of thermal radiation with
unsteady MHD flow over a vertical porous plate in a porous medium. Mukhopadhyay and Layek (2009)[3] investigated
the effects of radiation on forced convective flow and heat transfer over a porous plate within a porous medium. Later,
Mukhopadhyay et al. (2012) [4] extended the study to forced convective flow and heat transfer in a Darcy-Forchheimer
porous medium in the presence of radiation. Khan et al. (2022) [5] focused on MHD thin-film flow through a porous
stretching sheet, considering the impact of thermal radiation and viscous dissipation. Panya et al. (2023) [6] analyzed
MHD Darcy-Forchheimer slip flow in a porous medium with variable thermophysical properties. Reddy et al. (2021) [7]
examined the chemical reaction impact on MHD natural convection flow through porous media around an exponentially
stretching sheet, including the effects of heat sources/sinks and viscous dissipation. Sakiadis (1961)[8] initiated the study
of boundary-layer behavior on continuous solid surfaces, forming the foundational equations for two-dimensional and
axisymmetric flow. Crane (1970) [9] provided an analytical solution for the boundary layer equation concerning steady
two-dimensional flow over a stretched surface in an incompressible fluid. Nayak et al. (2014, 2016)[10][11][12] conducted
two studies focusing on the effects of chemical reactions on MHD flow of visco-elastic fluids through porous media and
on steady MHD flow and heat transfer with a third-grade fluid during wire coating, considering temperature-dependent
viscosity. Vafai and Tien (1982)[13] emphasized boundary and inertia effects on convective mass transfer in porous media.
Hong et al. (1987)[14] investigated non-Darcian and non-uniform porosity effects on vertical plate natural convection in
porous media. Jumah et al. (2001)[15] examined Darcy-Forchheimer mixed convection heat and mass transfer in fluid-
saturated porous media. Chamkha (1997)[16] explored hydromagnetic natural convection from an isothermal inclined
surface adjacent to a thermally stratified porous medium. Elgazery (2009)[17] assessed the effects of chemical reactions,
Hall and ion-slip currents on MHD flow, considering temperature-dependent viscosity and thermal diffusivity. Kinyanjui
et al. (2001)[18] looked at MHD free convection heat and mass transfer of heat-generating fluids past an impulsively
started vertical porous plate with Hall current and radiation absorption. Shateyi et al. (2010)[19] examined the effects of
thermal radiation, Hall currents, and Soret and Dufour effects on MHD flow over a vertical surface within porous media.
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Singh (1984)[20] analyzed Hall effects on MHD free-convection flow past an accelerated vertical porous plate. Sarma
and Pandit (2015)[21] investigated thermal radiation and chemical reaction effects on steady MHD mixed convective flow
over a vertical porous plate with induced magnetic fields. Sattar and Kalim (1996)[22] studied the interaction between
boundary-layer flow and thermal radiation under unstable free convection past a vertical porous plate. Nandkeolyar et al.
(2013) [23] provided exact solutions for unsteady MHD free convection in a heat-absorbing fluid flow over a flat plate
with ramped wall temperature. Chamkha (1997)[24] again discussed MHD-free convection from a vertical plate within a
thermally stratified porous medium while including Hall effects. Abo-Eldahab and Salem (2004)[25] explored Hall effects
on MHD free convection flow of non-Newtonian power-law fluids over a stretching surface. Siddiqa et al. (2013)[26]
investigated Hall current effects on magnetohydrodynamic natural convection flow with a strong cross-magnetic field.
Seth and Singh (2016) [27] provided a solution for mixed convection hydromagnetic flow in a rotating channel considering
Hall and wall conductance effects. Kumar et al. (2020) [28] studied the influence of heat sources/sinks on MHD flow
between alternating conducting walls, incorporating Hall effects. Finally, Pandit and Sarma (2017) [29] explored the
combined effects of Hall current and rotation on unsteady MHD natural convection flow past a vertical flat plate with
ramped wall temperature and heat absorption. This structure highlights the advancements in the field of MHD flow and
heat and mass transfer under various conditions, including the effects of magnetic fields, chemical reactions, Hall current,
rotation, Darcy-Forchheimer effect and porous media considerations.

Motivated by the above investigations, the influences of the Hall current, soret and Dufour effect with chemical
reaction and rotation on Darcy Forchheimer MHD mixed convective flow over a vertical surface are studied. The
transformed dimensionless governing equations are solve by bvp4c method. The effect of various physical parameter on
velocity, temperature and concentration profile are studied in details. Also the value Skin friction, Nuslet number and
sherwood number for different parameters are shown in table.

2. MATHEMATICAL FORMULATION

We examine the dynamics of an unsteady flow in an electrically conducting, viscous fluid that involves mass and heat
transfer. The flow passes across a vertical flat plate that is semi-infinite in length, rotated, and immersed in a homogenous
porous media. Furthermore, the effect of Hall current is considered. Think of a coordinate system (x,y,z) in which the
vertical plate and the x-axis are in line. with the y-axis perpendicular to it and pointing upward. Around the y-axis, the
fluid and plate rotate at a constant angular velocity . The front border of the plate and the z-axis line up. A homogeneous
transverse magnetic field of intensity By applied in the y direction causes the fluid to become saturated, as shown in Fig
1. The flow is three-dimensional because of the force that the Hall current effect creates in the z direction, which results
in a cross flow velocity. Considering Hall currents,

The following is the format of generalized Ohm’s law:

loa 1
J = E+(VXB)- JXB
1+ m? on,

The equation includes the magnetic induction vector (B), electric field intensity vector (E), electric current density
vector (J), Hall current parameter (m), velocity vector (V), electrical conductivity (o), and electron density ( n.).

The governing equation in (x,y,z)-coordinates may be expressed as follows under the standard boundary layer and
Boussinesq approximations:

Ou ou  Ou  0*u B} v K*
— 4+ 20W A U— AV =V — ————(u+ + 8B (C = Coo) + gB1(T = To) — —u — 2o
G VG SV g (4 )+ 8Bc(C = Co) 4 BT —To) — o= il ()
2 O—B2 K*
é)—W+29u+ua—w+va—w=v6—w+—o(mu—w)—Lw— w? )
ot dx dy dyr  p(1+m?) K, VK,
OT  dT dT _ k 0T DuKrd*C oBj dq,
tu— v = — 4 M T—+—0(u2+w2)——i 3)
ot Ox dy  pcp 0y? cscp Ay?  pep(l+m?) pcp 0y
aC 4C  oC  3*C  DyKrd’T
—tu—+v—=D— + — 4
ot ox  dy ay? T 0y?
The boundary conditions are,
on
u(x’ 0) = US = ﬁa V(x7 0) = _VW7 W('x70) = O’ T(x’ 0) = TW’ C('xao) = CW (5)

u(x,0) =w(x,0)=0 T(x,0)=Tyn C(x,0)=Ce
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Where u,v and w represent the components of fluid velocity along the x-,y-,and z-axes, respectively. The fluid temperature
and concentration are represented by T and C, respectively. These variables are commonly used in physics to describe
fluid properties: v represents kinematic viscosity, u represents dynamic viscosity, p represents fluid density, g represents
gravitational force due to acceleration, and 3, represents the coefficient of volume expansion. S, represents the volumetric
coefficient of expansion when concentration is taken into account, while By denotes the constant magnetic field. Strength
is determined by the coefficient of mass diffusivity D, ¢, is the specific heat at constant pressure. c; is the Concentration
susceptibility, T, represents the average fluid temperature, K7 denotes the thermal diffusion ratio, and k is The fluid’s
thermal conductivity, K, is the medium’s permeability, and the Hall parameter m, are all important factors to consider.

x []
. Thermal b. 1.
Concentration
b. 1 Momentum b. 1.
Cop ()
C(x,y)
K T, ()
T(x,y)
u
Hall current
w
v,
<
v
g —>3B

v

Figure 1. The coordinate system for the physical model of the problem

U; is the surface velocity, Ag is a constant with dimension (time)_l, Vi, T,y and C,, are suction or injection velocity,
temperature and concentration at the plate respectively. By using Rosseland approximation for thermal radiation, the
radiative heat flux is modeled as,

_ 40'| 6T4
r =731 oy

where k; is the mean absorption coefficient and o is the Stefan Boltzmann constant. Following Chamkha [16] it is
assumed that 7% can be stated as a linear function of temperature since the temperature difference within the flow are
thought to be sufficiently small. This is achieved by omitting higher order terms and expanding 7% in a Taylor series
around 7T, thus

T* ~ 4T3T - 372

and thus the gradient of heat radiation term can be expressed as

dq, 160-1T3 9T

dy 3k ay

Following [17] We nondimensionalize (1)-(4) using the following transformation,

_ A() _ on _
b S e A \/ —en/ 01 = \/(1 e ©

on
= ey Y= L o0n) =
where f(n),h(n),0(n) and ¢(7) are dimensional stream functions, temperature and concentration distribution function
respectively.
Substituting (6) into (1)-(4) we get the following similarity equations,

C
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1
M4f+§qfﬁ+2K%@zﬂ%+fd—ff’:f”—1+m%f+ 2eM+Gm¢+GM—SRW—Ff2 (7)
1 ’ 2 3 3 r_ M ’ 1 1 2
SUn(h' + 1) =2K*Re> [+ f1' = W'+ = (mf" = £=h) = Sph = F —h (8)
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The transformed boundary conditions are as follows,

fO) = fuw. f(0)=1, h(0)=0, 6(0)=1, ¢(0)=1 as n—0

11
F(00) = 0, h(eo) =0, 0(c0) =0, ¢(c0) =0 as 57— oo (b

. . .. . B2(1-ct) . .
where the primes denote differentiation with respect to . Where M = % is the magnetic parameter, Re =

*Us is the Reynolds number, K 2 = "M—? is the Rotation parameter, Gr = W is the Local Grashof number,

4
Gm = W is the Local modified Grashof number, Sp = v/%_;;) is the Permeability parameter, Pr = %
Dy Kr(Cyw—Co)

Vercn (To =T is the Dufour number, Sc = L‘—; is the

. 2 .
is the Prandtl number, Ec = P (;J = y 18 the Eckert number, Du =
pUw "1l

Dm Ky (T ~Tw)

ST (Con ) 18 the Soret number.

Schmidt number, Sr =

3. METHOD OF SOLUTION

A MATLAB boundary value problem solver named bvp4c was used to solve the equations (7), (8), (9), and (10)
subject to boundary conditions (11). Using bvp4c, almost any BVP may be prepared for solution. The present result for the
coeflicient of skin friction — £ (0) with different values of k,, = SL,, are compared with the Elgazery [17] and the Stanford

[30] result. It is seen from Table 1, the obtained numerical result using bvp4c method are in an excellent agreement with
those published previously. m=Gr=Gm=0, fw = -0.7, and M=1 were used to construct Table 1.

Table 1. Values of the skin friction — f”’(0), the present method, result of Elgazery [17] and the Stanford [30]

k, | Elgazery [17] | Stanford Shateyi[30] | Present work

1 1.4170 1.4170 1.4171
2 1.2694 1.2694 1.2694
5 1.1739 1.1739 1.1740
10 1.1408 1.1408 1.1408

15 1.1295 1.1295 1.1294
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4. RESULTS AND DISCUSSION

— =1

Figure 2 Figure 3
Variation of tangential velocity distribution with increasing Variation of lateral velocity distribution with increasing
Magnetic parameter M. Magnetic parameter M..

Figures 2 and 3 show how the magnetic parameter affects tangential and lateral velocity. The tangential velocity falls
with increasing magnetic parameter. The Lorentz force causes a reduction in the tangential velocity in the direction of
flow. The fluid particles slow down and decrease their sideways speed due to the magnetic field’s force, which works at a
right angle to the direction of flow. On the other hand, the lateral velocity rises with the magnetic parameter. The Lorentz
force causes an increase in the lateral velocity perpendicular to the flow direction. The fluid particles experience lateral
deflection due to the magnetic field, which raises their lateral velocity. A magnetic field produces a narrow boundary layer
close to the wall, where there is a noticeable velocity gradient, which raises the lateral velocity.

| —m=1
2|
m=3
/S
Figure 4 Figure 5
Variation of tangential velocity distribution with increasing Variation of lateral velocity distribution with increasing Hall
Hall parameter m. parameter m.

Figures 4 and 5 illustrate the effect of the Hall current parameter on tangential and lateral velocity. As the Hall
current parameter increases, the tangential velocity also increases. The tangential velocity increases as a result of the force
generated by Hall current, which accelerates the fluid particles in the direction of flow. On the other hand, the lateral
velocity decreases as a result of the Hall current. Due to the Hall current, the fluid particle is deflected in the opposite
direction, resulting in a decrease in lateral velocity.
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h(n) ———>

N > N — >
Figure 6 Figure 7
Variation of tangential velocity distribution with increasing Variation of lateral velocity distribution with increasing
Darcy-Forchheimer Parameter. Darcy-Forchheimer Parameter.

Figures 6 and 7 demonstrate the impact of the Darcy-Forchheimer number on the tangential and lateral velocity. The
Darcy-Forchheimer number plays a significant role in the flow dynamics, causing greater resistance, increased viscous
effects, decreased inertial effects, and overall flow stabilization. All of these factors contribute to a reduction in both
tangential and lateral velocities.

h(n)

n—
Figure 8 Figure 9
Variation of tangential velocity distribution with increasing Variation of lateral velocity distribution with increasing Ro-

Rotation parameter K. tation parameter K>.

Figures 8 and 9 show how the rotation parameter affects tangential and lateral velocity. From figure it is observed that
tangential velocity decreases with increasing the rotation parameter whereas lateral velocity increases with increasing the
rotation parameter. The coriolis force which results from rotation acts perpendicular to both the direction of motion and
axis of rotation. In this fluid flow it tends to deflect the fluid particle away from the original path. As rotation parameter
increase, the coriolis force become stronger, deflecting the fluid particles more towards the lateral direction. This results
in increase in lateral velocity. The Coriolis force can also oppose the tangential flow, especially near the boundaries. This
can lead to decrease in tangential velocities, particularly in the boundary layer region. The coriolis force can significantly
affect the boundary layer leading to a thicker boundary layer and reduced tangential velocity.
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Figure 12 Figure 13
Variation of Concentration distribution with increasing Du- Variation of Concentration distribution with increasing
four number Du. Soret number Sr.

Figures 10 and 12 demonstrate the impact of temperature and concentration as the Dufour number increases. The
Dufour effect illustrates how concentration gradients can impact heat transfer. As the Dufour number increases, the heat
transfer caused by the concentration gradient becomes more significant, resulting in a rise in temperature. On the other
hand, the heightened heat transfer resulting from the Dufour effect causes a reduction in concentration. The heat transfer
plays a crucial role in enhancing the diffusion of species, which in turn leads to a reduction in concentration gradients.

Figures 11 and 13 demonstrate the impact of temperature and concentration as soret number rises. The soret effect
illustrates the effects of temperature gradient on mass transport. As soret number grows, the mass transfer owing to
temperature gradient becomes more substantial, resulting to decrease in temperature. This is because the soret effect
promotes the transmission of heat from the system, cooling it down. Conversely the enhanced mass transfer owing to the
soret effect leads to an increase in concentration. This is because the soret effect pushes the migration of species towards
the colder zone, increasing the concentration gradients.

Table 2 illustrates the influence of M, Pr, m, F, K2, Du, Sr on the coefficient of skin friction, sherwood number and
nuslet number. From the table we observe that as M, Pr, F, K2 increase the value of skin friction increases but it shows
opposite effect with the rise in m, Du and Sr.

Also, Nuslet number rises with enlarged values of Pr and m while it shows opposite result with the increasing value of M,
F, K2, Du, Sr.

Also, it can be seen that Sherwood number rises with enlarged values of M and Du while it shows opposite result

with increasing the value of Pr, m, F, K 2 and Sr.
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Table 2. Variations of —f"/,—6’, —¢’ for different parameters.

M|[Pr|[m|[F|[K*[Dul| St | —f” -6’ —¢
1 1.9434 | 2.0538 | 1.1698
2 2.0987 | 2.0188 | 1.1708
3 22478 | 1.9867 | 1.1714
1 1.9466 | 2.1022 | 1.1466

2 1.9577 | 2.2856 | 1.0587

3 1.9651 | 2.4944 | 0.9589

1 1.9434 | 2.0538 | 1.1698

2 1.8567 | 2.0746 | 1.1682

3 1.8239 | 2.0825 | 1.1678

1 1.9434 | 2.0538 | 1.1698

2 2.1152 | 2.0430 | 1.1646

3 22754 | 2.0333 | 1.1601

1 1.9434 | 2.0538 | 1.1698

2 2.0694 | 2.0404 | 1.1643

3 2.3809 | 2.0118 | 1.1528

0.7 1.8953 | 1.4157 | 1.4775

0.8 1.8721 | 1.0670 | 1.6446

0.9 1.8492 | 0.6936 | 1.8229

0.5 | 1.9434 | 2.0538 | 1.1698
1 1.8591 | 1.3277 | 1.1382
1.5 | 1.8271 | 1.0849 | 1.0980

S. CONCLUSION

In this work, the effect of Hall current, Darcy Forchheimer effect on an unsteady MHD mixed convective flow with
rotation in porous medium is investigated. The resulting partial differential equations with boundary condition were
transformed to a set of ordinary differential equation by using similarity transformation. The bvp4c method is used to
obtain the numerical solution. Graphical results were obtained to illustrate the details of flow and their dependence on
some physical parameter.

In conclusion, the magnetic parameter reduces tangential velocity while increasing lateral velocity due to the influence
of the Lorentz force. The Hall parameter has a contrasting effect, enhancing tangential velocity while reducing lateral
velocity. The Darcy-Forchheimer parameter decreases both tangential and lateral velocities, indicating increased resistance
and stabilized flow in the porous medium. The rotation parameter lowers tangential velocity but boosts lateral velocity
due to Coriolis force. Furthermore, an increase in the Dufour number leads to a rise in temperature and a reduction in
concentration, while an increase in the Soret number decreases temperature but raises concentration. Coefficient of skin
friction increases with increasing M, Pr, F, K 2 increase but decreases with increasing m, Du and Sr. With increasing Pr
and m, the value of Nuslet number increases but decreases with increasing M, F, K 2 Du, Sr. Sherwood number increases
with increasing M and Du but decreases with increasing Pr, m, F, K> and Sr. These findings highlight the significant
impact of magnetic fields, rotation, and porous medium properties on fluid flow dynamics, temperature, and concentration
distributions.
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The flow and heat transfer of a Williamson fluid subjected to a magnetic field are analyzed and investigated through the spectral quasi-

linearization method (SQLM). The equations concerned with momentum and energy are obtained from the Navier-Stokes equations,
accounting for non-Newtonian effects, viscous dissipation, magnetic forces, and the Lorentz force. The electrically conductive fluid’s
interaction with the magnetic field produces the Lorentz force, which strongly modifies flow behaviour by exerting a resistive force
against the fluid’s velocity. The method efficiently linearises the non-linear equations, enabling accurate solutions through the spectral
method. Numerical results highlight the influence of Williamson fluid parameters, magnetic field intensity, and heat sources on velocity
and temperature fields, offering insights into the fluid’s behaviour in industrial applications involving non-Newtonian fluids and magnetic
fields.

Keywords: Williamson fluid; Heat source parameter; Magnetic dipole; Lorentz force and Spectral quasi linearization method

PACS: 47.50.-d; 47.65.Cb; 65.20.Jk; 03.30.+p; 02.70.Hm; 52.75.Fk, 84.60.Lw.

NOMENCLATURE
S Cauchy stress tensor u velocity component of fluid in x direction
b Specific body force vector v velocity component of fluid in y direction
Cy Skin friction coefficient Greek Symbols
H Magnetic field a Magnetic field strength
Ha Hartmann number B Ferromagnetic interaction parameter
Pyromagnetic coefficient € Dimensionless temperature parameter

k Thermal conductivity L .

n Similarity variable
M Magnetization .

A Thermal relaxiation parameter
Nu Nusselt number o

A Dissipation factor,
Pr Prandtl number

Dynamic viscosit

Os Heat source parameter H ynamie vi 1ty
We Weissenberg number Ho Magnetic permeability
a Distance of magnetic dipole ¢ Magnetic scalar potential
c, Specific heat p fluid density
T Temperature o Stefan-Boltzmann constant
T. Curie temperature 0 Dimensionless temperature
T, Temperature at surface 9 Kinematic viscosity

1. INTRODUCTION
The study of non-Newtonian fluid dynamics over-stretching sheets has become increasingly significant in recent years, owing to its
relevance in numerous industrial and engineering applications, such as plastic films, paper, and glass fibres. The continuous deforming
boundary condition that a stretching sheet produces influences the fluid’s motion and heat transfer properties. Understanding this
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phenomenon is essential to optimising cooling and stretching processes in materials. A constitutive model explaining the connection
between shear stress and shear rate was put forth by Williamson [1] in 1929, and it has subsequently been used to tackle a number
of flow-related issues. The fluid model is better suited to describe complex fluids found in extrusion and spinning processes, as well
as polymeric solutions, because it takes into account a decreasing viscosity with increasing shear rate. Numerous investigations have
focused on the flow of non-Newtonian fluids across stretching sheets, such as Williamson’s fluid [2]-[7]. The analysis of flow and heat
transfer of ferrofluids across a stretched sheet under the influence of a dipole magnet has significant technical and industrial applications.
The unique properties of ferrofluids in a carrier fluid may be controlled by applying external magnetic fields [8, 9, 10]. E.E. Tzirtzilakis
developed a model for analysing mathematically the flow of blood, which is induced by magnetic fields [11]. Magnetic forces are
incorporated into the Navier-Stokes equations and solved through numerical methods. Magnetic fields substantially influence blood
circulation, potentially facilitating targeted magnetic therapy. Daneshvar Garmroodi et al. [12] conducted numerical simulations of free
convection in non-Newtonian ferrofluids in a cavity that is porous and elliptical with a non-uniform magnetic field. The presence of a
magnetic field markedly enhanced the transfer of heat, particularly when the wire was positioned at the centre of the elliptical walls.
Shear-thinning fluids further augmented the average Nusselt number. AbuHamdeh et al. [13] examined the dynamics of magnetic
nanoparticles in the context of a magnetic field within non-Newtonian blood vessels. Their research illustrated the significance of
considering non-Newtonian fluid characteristics to enhance drug delivery precision. Srinu and Sreerama [14] investigated the influence
of thermal slips and velocity on Williamson’s fluid flow across a stretching sheet in the presence of a magnetic field that was inclined
and radiation. Abbas et al. [15] investigated flow and heat transmission of magnetohydrodynamic Williamson nanofluid across a
stretching sheet (non-linear) that was contained in a porous medium. It was found that with a rise in the Williamson fluid parameter,
the concentration profile rises and the velocity declines. It was concluded that rising mass concentration and temperature are caused by
increasing Eckert number Ec. As Q, the heat-generating parameter rises, the temperature profile rises, and a reduction in concentration
is noticed. The results showed that the profiles of both temperature and concentration trended upward with an increase in the magnetic
field parameter M, while the velocity field trended downward. Rashid et al. [16] looked at how a generated magnetic force affected
Williamson fluid’s flow within a curved channel. It was noticed that compared to a viscous fluid, for a Williamson fluid, the rise in
pressure is higher, and the generated magnetic field’s magnitude is smaller. Further, the velocity was observed to be small in comparison
with a Newtonian fluid. M.V. Krishna and B.V. Swarnalathamma, in their work [17], studied the flow of a MHD Williamson’s fluid,
which was electrically conducting and heat transfer in the planar symmetrical channel. Obalalu et al. [18] in their work addressed the
Hall effect on the flow of Williamson’s fluid across a channel that was considered inclined and stretching. In addition, their model took
into consideration the impacts of solar radiation, chemical reactions, heat generation or absorption, and activation energy. The graphical
results indicated that the heat sink exhibits a thermal efficiency ranging from 4.4% to 5.0%, which was lower compared to that of the
heat source. The flow of Williamson fluid diminishes in the magnetic field’s presence because of Lorentz force acting opposite to flow
direction, which can be considered an application in wired technology. Kashif et al. [19] examined the transport of mass and heat of a
MHD Williamson’s fluid across a stretched permeable layered plate. The study’s findings demonstrate that augmenting the parameter
for Brownian motion (Nb) and Thermophoresis (Nt) results in elevated local Nusselt number, signifying enhanced heat transfer rates.

Analyzing the influence of nanofluid properties and magnetic fields can deepen the understanding of heat and mass transport
characteristics. Such insights can potentially enhance the performance of ferrofluid-based devices across diverse applications. Recent
developments have primarily concentrated on creating efficient numerical techniques for resolving complex, nonlinear differential
equations that control fluid flow dynamics [20],[21]. The Spectral Quasi-Linearization Method (SQLM) [22] integrates spectral
methods with the quasilinearization technique to achieve high accuracy in linearisation and solving nonlinear terms. Numerous fluid
flow applications have benefited from the successful application of this technique, such as the study of boundary layer flows in non-
Darcy porous media across sheets that are stretching or shrinking (see, [23]-[27]). Tzirtzilakis and Tanoudis [28] have investigated heat
transfer and flow of biomagnetic fluid in magnetic fields using the Chebyshev pseudospectral method (CPSM). CPSM is more accurate
and efficient than finite difference methods. The study shows that flow characteristics are significantly influenced by the biomagnetic
interaction parameter and that CPSM performs well in this application. Some related literatures are cited in references ([29]-[33]).

The ferrofluid flow and heat transfer of a couple of stress fluids are analysed in the present study. The Spectral Quasi-Linearization
Method (SQLM) is utilised to solve flow-governing equations numerically, incorporating the effects of couple stresses and magnetic
forces. The equations are converted using similarity variables. We systematically examine effects on the profiles of velocity and
temperature of important parameters like the couple stress parameter, ferromagnetic interaction parameter, Prandtl number, heat source
parameter, and Hartmann number. The findings show how these parameters impact the flow and thermal properties of ferrofluids and
offer comprehensive insights into the intricate interactions between them.

2. FLUID MODEL

A problem of fluid flow across a flat, stretchable sheet stretched in x-direction with velocity u = cx is the primary focus of this
analysis, where c is a stretching constant as shown in Fig.(1). At a distance “a’ from the centre of sheet, a magnetic dipole is located.
In Fig.(1), the symbols S and N denote the South and North Poles of the dipole, respectively. Deformation of fluid in y-direction is a
result of the flow being magnetised and saturated. The equations for an incompressible Williamson fluid flow given as:

VvV =0 (1)
p‘;_‘t’ — VS + pb )
The following is an expression of the Williamson fluid model’s basic equations:
S=-pl+7 3)
where _
e (Bt
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Te>Tw Y A

Figure 1. Illustration of physical problem

p stands for pressure, [ for identity vector, 7 for extra stress tensor, po and o for limiting viscosities at zero and infinite shear rates,
respectively, I' > O for time constant, A for first Rivlin-Erickson tensor. Here y is defined as follows:

1

where n =Trace(A?), A=VG+Vg'"

~_fow ou o v
Vq_[(’)x dy’ Ox By]’

by substituting in (5), we get:

. u\2  (v\2] (Ou  Ov\213
r=Pl(G) G+ (G5 ] ©
for o = 0 and I'y < 1 and hence, the extra stress tensor takes the form:
_ Ho
= ( - ry)A @)
by using binomial expansion, we get:
= ,uo(l + ry)A ®)

When the boundary layer approximations are applied, the continuity, momentum, and energy equations governing the flow take the
following form:

ou Ov
E+5_0 ©
ou ou 0%u Ou 8%u 0H
— +v—| = u| = | + 2ul — = + yoM — — o B? 10
p[”ax Vay] 'u(ﬂyz) H dy 8y? HOM g — 700t (19)
(oCy) or  ory. . OM| oH  oH M( au+vau)aT
Uu—+v— - U -— U— — | =
PEr) 1" TV ay | TR T [Yax T ey ox 8y ax
v Ov\dT  ,0°T ,3T a’T
v OO el 290, (an
+(u6x+v3y)8y +u I +v )2 + Wax(?y
*T AT )
= [W-Fa_yz +Q(TC—T)+O'BOM

The assumed boundary conditions for resolving the aforementioned equations are as follows:

u(x,0) =cx, v(x,0)=0,T=T, at y=0,

(12)
u(x,00) - 0, T(x,0) > T, at y — oo,
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The potential of magnetic dipole can be found by ¢ (x, y) = ] . We arrive at the conclusion H = [H> + Hg] 2 by employing

(o3 X

2 [x2+(y+a)2
a linear correlation between magnetic body force and the gradient of H. M = K(T. — T) is a linear equation that approximates the
relationship between magnetization M and temperature 7.

The equations considered for transformation are

€ =2 s expmy. v =—Vers and o) = T.C_T

% T. -
c

u, v the components of velocity satisfy the continuity equation (9). By substituting equations (10) and (11) in (13) and equating the
coefficients of £0, £ and &2, the following equations are obtained:

=01(n) + E20:(n) (13)

w

P W - 2 Hay =0, (14)
12 ’ Zf 1’ 21t
07 + Prifo — 0461] - AB(e — 1) [(n+—d)3] - A(ff o + 20 ) +20, =0, (15)

0 + Pr(f0, — 21602 — Qs02] + AB(e — 6))

2f A ] + 2216,
m+d)*  (m+d)>®] (n+d)? (16)
+A( —4f70, + 3116, - 126 + 2ff”92) _AHaf" = 0.
The following are the transformed boundary conditions:

f(0) =0, f/(0)=1, 6;(0) =1, 6,(0) =0

f/(oo) = 0, 0](00) = 0, 92(00) = 0 (17)

The remaining non-dimensional variables in the aforementioned converted equations are specified as :

Ac K(T. - T, C,)0 3
A=Y g Ckop (T w)’ Pr = (pCp)  We =2y S
k 2r u? k v

2 2

T. oB
a=—te o Te g 5 o 2
pk(T, -T,) T. - Ty pc cpCp

3. SPECTRAL QUASI LINEARIZATION

The spectral quasi-linearization procedure has been applied to obtain the numerical solution of the nonlinear coupled equations
(14) to (16), in accordance with the boundary conditions (17). The quasi-linearization technique is applied to equations (14) to (17),
yielding the following equations:

el,rfr/:1 + e2,rfr/:.1 + eS,rfrIH +eqrfre1 +es,(01)r41 = S1, (18)
€6, fro1 + 1 fret + e, (01)) ) +e9,(01) . + €001 +e11,r(02)r41 = S2, (19)
e flhy e S +etarfrar +eisr(01)r41 +e16,(02), ) + e17,-(02), ., + e18,r(62)r41 = S3, (20)

The boundary conditions are:
fra1 =0, £/ = 1,(61)rs1 = 1,(62)r+1 =0 at 7 =0, @1
fr/+1 =0, (91)r+1 =0, (92)r+1 =0 at n— .

The coefficients are obtained as

-2,
ety =Wefl'+1, ey, =fr+Wefl", e3,=-2f/~Ha, es,=Ff' es,= —’8-4
(n+d)

r r

208, 248(01),
(m+d)*  (n+d)?
esy = 1=Af2 ey, =Prfi—Affl, e, = (iﬂfgf&

2086 24B(6),
m+d* (q+d)
208(02), | _41Be 4400,
(m+d)3  (n+d’  (n+dy®
- (nzf_’g; - (yfgs, etor = 1= A2 erns = Prfy+30f fr,

248,
(n+d)?

€6,r = _Afr(g,l)ry €lr = Pr(gll)r - - Afr/(gi)r - ZAfr(gi/)r,

- P}’QS, €ll,r = 27

e, = 2Mf(62)r, ez, =-2Pr(62), +

—8Af02 + 3Af,(0}), — 2AHa ",

els,r = Pr(6y), + +3A1(05)r — 2M [ (6)r + 2A 1 (62),,

€15,r

eig,r = —2Prfl — PrQg + —AN(f)? +2Af f),

r
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S1= Sl — [P Wefl f. Sa= ~AFLf 0 — NR(E)s + Prin(8)), + M(f’;—(j)‘f

IR L2086, 2B£60), 41860,
S3=-AHa((f")"), 2Prfr(92)r+Prfr(02)r+ (T]+d_)3 (77+d_)4 (T]+d_)5

= 30f :(65),

- A(fz)r (%’)r + 2A.frﬁfr (92)r - (4(f/)2)r(92)r~

Equations (14)—(17) are solved numerically using the pseudo-spectral Chebyshev collocation method. In this framework, initially, the
semi-infinite range n € [0, oo) is truncated to n € [0, L], where Lo, € Z*. This range [0, L] is transformed into [—1, 1] using the
transformation variable n = L (1 + ¢)/2. Using the differential matrix D for Chebyshev polynomials (see, [27]), the derivatives of the
unknown functions f(7), 61(r7), and 6,(7n) are derived at the collocation points of the product matrix vector as follows:

0P fri1 2\7 &
onr (Z) ZODZ,ifrH(Ui) =DPF,
P (61), 2\ &,
(6’71’2 s (Z) Zng,j(el)rH(Ui) =D’@, (22)
i
e _(2\' S0 pr (4 Do
“\7 Z N,i( Dr+1 (i) = D.

=0
)p
=0
The Chebyshev differentiation matrix D is scaled by L /2. The matrix D in this instance has a derivative order of p and an order of
(N+1)x(N+1). Using {; =cos(nj/N), j =1,2,--- N, where N denotes number of collocation points, the Gauss-Lobatto points
are constructed to characterize nodes in [—1, 1]. Substituting Eq. (22) into Egs. (18)-(21), we obtain

onp

4

le1,,D? +e2, D% +e3,D +ea, 1] fra1 +e5,(01)r41 = S1, (23)
leo, D+ e7, 1] frs1 + [es, D? +e9,D+e10,1]1(01)r+1 + [e11,,1]1(62)r+1 = Sa, 24
[e12,D* + e13, D+ era, 1] frar + €15, (61)r1 + [€16, D% + €17, D + €15, 11(62),41 = S3. (25)

Applying spectral method on the boundary conditions gives

N
ZDN,kfrn((fo) =0, (01)r+1(20) =0, (62),4+1(L0) =0, frs1(dn) =0,

k=0

Dy ifrei(dn) =1, (O0)rs1(UN) =1, (62)r41({N) = 0.

M=

>~
Il

0
The above system of equations expressed in matrix form as:
Kii K K Fri Si

Ko Ko Ko3| X |Op| = [S2], (26)
Kis1 K Kis; O2r+1 S3

The boundary conditions are placed on the separate matrices as follows:

i ) 00 - 00
Do.0 Do, - Do n-1 Do, v
K
K = K ., Kp= 12 ,
DN61,0 DN61,1 DN—(I),N—I DNII,N 00 - 0 0
o o0 --- 0 0
00 -~ 00 0 0 0 0] 1 0 00
K
K3 = 13 Ko = K> , Kpn= K» ,
0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 o 0 0 0 0 0 0
Ky = K3 , K31 = K31 , Ka= K3 )
0 0 0 0 0 0 0 0 0 0 0 0
Lo 0 0l [ frero [01741,0]
Ks; = K33 , Fra = s Oy = ; ,
00 0 1 f}”'”"
L Jr+l.N - .91r+l,N_
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[62,41,0 ]

02,41 =

102,41, ]
where

Kii = [diag(er,,) diag(ea,) diag(es,) diag(es,)][D* D> D 117,

K, = diag(es,), Ki3=0,

Kai = [diag(es,r)  diag(er,)][D 117,

Ky = [diag(es,r) diag(es,,) diag(eio,)][D° D* D 1", Ky = [diag(eir,)]/,

K31 = [diag(err,) diag(ess,) diag(eis,)][D* D 117, K3, = diag(ess,),

K3 = [diag(eisr) diag(err,) diag(eis,)][D* D 1],

where e is (N + 1)x(N + 1) diagonal matrix, I, 0 are (N + 1)x(N + 1) unit matrix and zero matrix, respectively.

4. CONVERGENCE ANALYSIS AND RESULTS
The convergence analysis shows that iterative approach convergence to exact solution of the equations (14) and (15), while
considering the boundery conditions (17). The residual error quantifies the proximity of the numerical solution to exact solution. The
residual error of equations (14) and (15) is represented below:

236
Res(f) = 7+ £ = (R Weg s = s —Hay @)
Res(00) = 0 + Prifo; = 0u01) = Agte~00) | s | = A (761 + 1207) + 20 e8)

|[Res(f)|leo and ||[Res(61)|l measure the largest absolute value of the error throughout the domain.

1F —N=0 oAy T T T T
 N-g — N=40
3 0.01; o NeTO ; _20.001¢ — N=60 1
é _4| — N=75 | é 10—5, — N=80
§ 10 % ol |
X 106+ 1 "
= 10°¢
10’8 7 ‘ ‘ ‘ ‘ ‘ 10—11 3 ‘ ‘ ‘ ‘ |
0 10 20 30 40 50 0 10 20 30 40 50
Iterations Iterations
() (b)

Figure 2. Influence of iterations on ||Res(f)||« and ||Res(61)|lcc when Pr =1, 1=0.01,0,=0.5, =2, =1, A=0.5, Ha
=1and We =0.01.

The residual error in f over 50 iterations for several numbers of collocation points (N = 65, 70, 75) is displayed in Fig. (2)(a). The
figure shows that the best accuracy is achieved in between the collocation points 65 and 75, with residual errors around 1078, Similarly,
The optimal residuals are achieved around 10~!! for the residual errors in 6 that is shown in Fig. (2)(b). The accuracy gradually
reduces beyond this range of collocation points. From the above results, the numerical approach achieved the best accuracy between 65
to 75 collocation points and performance after the seventh iteration in f and the tenth iteration in 6.

The resistance that the fluid applies to the surface as a result of shear stresses is measured by Cy, the skin friction coefficient defined as:

Tw

 pU?

Cy

where 7, is the wall shear stress at surface (y = 0):

Y U W | el
wEATT T 6y .
.
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A simplified expression for skin friction coefficient is given as:

CyRel = £(0) + 225 1 (0

1
Table 1. Numerical values of CyRex

T
We CfRef
B=0 $=0.1 £=0.2 £=0.3 B=0.4 B=1
0 -1.095599662 | -1.128912975 | -1.162233927 | -1.195730434 | -1.229308197 | -1.432427836
0.001 | -1.095382958 | -1.128657128 | -1.162015567 | -1.195459333 | -1.228989428 | -1.43204273
0.1 -1.073084327 | -1.105917857 | -1.13882558 | -1.171808576 | -1.204867949 | -1.404893248
0.2 -1.048548562 | -1.08079605 | -1.113097732 | -1.145454265 | -1.177866314 | -1.373542304
0.3 -1.0213007 -1.052721717 | -1.084153148 | -1.11559285 | -1.147038361 | -1.335636773
0.4 -0.990052177 | -1.02015071 | -1.050134304 | -1.079979608 | -1.109655784 | -1.146034455

The Nusselt number for a Williamson fluid over a stretched sheet quantifies the convective heat transfer at the surface in relation
to the conductive heat transfer inside the fluid. The following is the definition of the local Nusselt number Nu, at a distance x from the
leading edge:
qwX

Nuy = —22=
ST k(T - Te)

where ¢,, = —k(%) is the wall heat flux.
y=0

The local Nusselt number becomes:

Table 2. Numerical values of NuyRe,

Nu, = —-6'(0)yRe,

=1
We Nu,Re?
B=0 B=01 5=02 5=03 B=04 B

0 1.073455819 | 1.068598579 | 1.068738038 | 1.064270995 | 1.060645959 | 1.042842363
0.001 | 1.074442179 | 1.071432388 | 1.068411953 | 1.065378014 | 1.062332056 | 1.043801078
0.1 1.067971776 | 1.064767511 1.06154568 | 1.058306182 | 1.055048916 | 1.03512635
0.2 1.06075601 1.057305343 | 1.053827978 | 1.050323504 | 1.046791495 | 1.024995014
0.3 1.052633942 | 1.048854466 | 1.045030664 | 1.041160916 | 1.037243449 | 1.012610756
0.4 1.04319135 | 1.038916915 | 1.034552705 | 1.030089571 | 1.025515841 | 0.993059527

Tables (1) and (2) display variations in coefficient of Skin friction and heat transfer rate for different values of I" and 8. Other
parameters are maintained at following values: d =1, 4 =0.01, e =2, Pr =1, A=0.5, Ha = 0.2, Os = 0.5. From Table (1) it can
be noticed that for a fixed g, the drag coefficient increases with a rise in We. The augmentation of the drag coefficient with a rise
in Weissenberg number is attributable to the fluid’s shear-thinning characteristics, and increased energy dissipation within the flow.
Further, it decreases with a rise in S. This is attributed to the stabilising influence of magnetic field, a decrease in flow instabilities,
laminar flow development, or alterations in the velocity gradient and shear stress adjacent to the wall. Table (2) depicts a decrease in
heat transfer coefficient with a rise in We and 8. Higher values of 8 intensify the effects of magnet in fluid and speed up heat transfer
as a consequence of the interaction between ferromagnetic particles in fluid and magnetic field. Better thermal conductivity and more
effective heat transfer are encouraged by this interaction. The effects of 8, Pr We, Qs, I on profiles of velocity and temperature are
depicted in (3)-(10). From Figure (3)(a), one can notice that velocity drops from the highest value near the wall where =0, towards
the free stream value (where  — oo) with the increment of 5. This signifies that enhanced magnetic effects lead to a more rapid
deceleration of fluid in boundary layer as g levels rise. Figure 3(b) illustrates that as § is increased, it leads to a more pronounced
temperature differential near the wall, indicating a reduced thickness of the thermal boundary layer. Increased values of 3 facilitate the
transfer of heat to fluid from the surface.

Figure 4(a) clearly illustrates that the velocity diminishes from its maximum near the wall to the free stream value across different
Prandtl numbers Pr. Fluctuations in the Prandtl number exert negligible influence on the thickness of velocity boundary layer, as they
do not significantly alter the velocity profile. Figure 4(b) illustrates a reduction in temperature profile as Prandtl number (Pr) increases.
This suggests that a higher Pr value results in diminished thermal diffusivity, thereby decreasing the efficiency of heat conduction away
from the wall. Consequently, there is an elevated rate of temperature change and a reduced temperature near the surface. Fig. (5)(a) and
Fig. (5)(b) illustrate the impact of heat source QO on profiles of velocity and temperature. Figure 5(a) demonstrates a more significant
velocity gradient near the wall, signifying a reduction in boundary layer thickness as values of Q; increase. Figure 5(b) shows that
elevated values of (Qy) result in a diminished temperature profile near the wall. The observed phenomena can be attributed to the
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Figure 3. Impact of 8 on velocity and temperature.
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Figure 4. Impact of Pr on velocity and temperature.
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Figure 5. Impact of Qs on velocity and temperature.
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Figure 7. Impact of A on velocity and temperature.
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Figure 9. Impact of We and 3 on transverse velocity —f (7).
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Figure 10. Impact of Pr and A on transverse velocity —f (n).

increased heat generation in the fluid, which leads to a more uniform distribution of temperature within boundary layer and diminishing
temperature variation near the wall.

Fig. (6)(a)-6(b) are depicted to notice the influence of We on profiles of velocity and temperature. Due to the fluid particle’s
increased relaxation time, the velocity profile decreases as We rises. The thickness of thermal boundary layer decreases as We increases
which results in an enhancement in the temperature profile.

Fig. (7)(a) and (7)(b) illustrates a rise in velocity and reduction of temperature as A increases. The axial velocity is noticed to
increase with a rise A due to reduced thermal effects which causes the momentum to increase. With an increase of A, a time lag is
introduced in the process of heat conduction, which slows the heat diffusion rate due which the reduction in temperature.

Fig. (8)(a) and (8)(b) depict the influence of Ha on profiles of velocity and temperature. A rise in Hartmann number increases the
resistive force, leading to reduced flow. The temperature is noticed to increase with a rise in Ha, due to increased viscous dissipation
and slowed convective heat transfer. The graphs in figure (9) and (10) are plotted for the values: 4 =0.01,e =2, Pr=1, Ha =0.2, B=2,
0s=0.5, We=0.01 and A= 0.5.

Fig. (9) (a) and (9)(b) illustrate the impact of We and 8 on the transverse velocity. With a rise in both We and 3, the elastic and
magnetic interactions of fluid are enhanced, leading to an increase in transverse velocity. Figures in (10) illustrate the influence of Pr
and A on transverse velocity.

The decline in transverse velocity with an elevation of Pr and A results from the synergistic effects of heightened viscous
dissipation, diminished temperature gradients, and alterations in the fluid’s responsiveness to thermal fluctuations.

5. CONCLUSIONS
This article examines the flow and heat transfer characteristics of Williamson fluid over a stretched sheet when a magnetic dipole
is present. Equations governing fluid flow are transformed to non-linear ordinary differential equations using similarity transformations.
These equations are solved numerically through the Spectral Quasi-Linearization Method. A MATLAB program is utilized to generate
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graphical results, facilitating a detailed analysis of the influence of various parameters on the velocity and temperature profiles. The
conclusions that can be drawn are:

* Anincrease of 8, We and Ha results in a decline of axial velocity and a rise in temperature, and transverse velocity.

* With higher values of the Os, Prandtl number Pr, and Thermal relaxation parameter A, the temperature declines and velocity
rises.

* With an increase in We, coefficient of skin friction reduces and rate of heat transfer rises, while both decrease with a rise in .

Residual errors for velocity and temperature profiles clearly showed rapid convergence, with a significant improvement in accuracy after
the fifth iteration. The optimal accuracy required 40-80 collocation points, after which the accuracy gradually decreased. The residual
error norms for different parameters ranged from 107> to 107!, indicating the numerical scheme’s robustness and efficiency.

The results can be applied to simulate blood flow in the presence of a magnetic field, as blood exhibits non-Newtonian behavior
similar to Williamson fluids under certain conditions. This is crucial for designing medical devices like magnetic resonance imaging
(MRI) systems or improving techniques for controlling blood flow during surgeries.

In industries dealing with non-Newtonian fluids, the results are vital for optimizing processes such as extrusion and stretching of polymer
sheets or films. Understanding heat transfer and fluid flow characteristics ensures better quality control and energy efficiency during
production.
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The MHD boundary layer flow of a micropolar nanofluid across an inclined stretching surface in the presence of a heat source is
examined in this paper. This study employs permeable inclined surfaces with energy flow as its primary observation with heat radiation
and the Dufour impact. Additionally, the impact of Joule heating, viscous dissipation and heat source on the porous media are
considered. This study uses similarity transformations to convert nonlinear partial differential equations that governs the flow
to ordinary differential equations. The bvp4c computational technique in MATLAB is used to illustrate the numerical findings. Based
on the findings we were able to determine that the velocity and angular velocity of the fluid increases with the angle of inclination, the
temperature profile increases with the increasing values of Eckert number whereas the concentration profile decreases with Eckert
number. These findings are further illustrated through numerical data presented in table and visual representations in figures. These
findings will enable engineers and scientists to better control fluid flow, leading to improvements in complex systems that rely on it.
Keywords: MHD; Micropolar nanofluid, Joule heating; Inclined sheet; Heat source; Porous medium; Radiation

PACS: 44.25+g; 44.05.+e; 44.30.+v; 44.40.+a

INTRODUCTION

The dynamics of fluid flows caused by stretching surfaces have received extensive consideration. It is due of their
widespread use in designing and industrial processes. The boundary layer flow toward an inclined surface has drawn
interest from scientists because of its modern and building applications, such as material fabricated by expulsion, paper
making, hot moving, plastic manufacture, and versatile expulsion. Sakiadis [1] initially studied the boundary layer fluid
flow of a viscous incompressible fluid on a continuous moving surface. Gupta et al. [2] utilized a similar solution approach
to explore heat and mass transfer within the boundary layer of a stretched sheet subjected to blowing or suction. The
investigation of micropolar nanofluid flow across an inclined surfaces has been a subject of significant interest in the field
of heat transfer and fluid dynamics. Nanofluids, which are a class of engineered fluids containing nanoparticles, have
shown great potential in enhancing heat transfer capabilities compared to their base fluids. Moreover, the incorporation
of micropolar effects, which account for the rotational motion of fluid particles, adds an additional layer of complexity to
the analysis of such flows [3].

An inclined surface is a surface which is neither vertical nor horizontal, but has a slope or angle relative to a reference
plane or surface. An inclined surface's geometry may be characterized using the slope, angle of inclination, and surface
dimensions. The angle of inclination is the angle formed between an inclined surface and a horizontal plane.
Deebani et al. [4] investigate the flow of a 2D micropolar fluid across an inclined linear shrinking/stretching surface under
suction, convection, slip, and thermal radiation impact. Roja et al. [5] explored the two-dimensional steady incompressible
MHD flow of a micropolar fluid over an inclined permeable surface with natural convection. Suriyakumar et al. [6]
observed the combined influences of internal heat generation and suction on mixed convection nanofluid flow across an
inclined surface. Meanwhile, Ziaei Rad et al. [7] derived similarity solutions for nanofluid flow within the boundary layer
of an inclined surface. Selva Rani et al. [8] conducted an investigation on the convective heat transfer properties of
nanofluids flowing over an inclined plate, incorporating the influences of thermal radiation and a variable surface
temperature. Rafique et al. [9, 10] studied about the boundary layer flow of micropolar nanofluid over linearly inclined
stretching surface under the influence of a magnetic field. Eid et al. [11] conducted a mathematical study on the energy
transfer dynamics of micropolar magnetic viscous nanofluid flow over an inclined permeable surface, considering the
effects of Dufour phenomenon and thermal radiation. Waleign et al. [12] developed a mathematical model to investigate
how various thermal and physical properties influence the behavior of micropolar nanofluid flow near an inclined surface.

Joule heating occurs due to the interactions between the conductor's atomic structure and the flowing electric current.
As charged particles collide, some of their kinetic energy converts to heat, causing the conductor's temperature to rise.
Several studies have explored the impact of Joule heating on fluid dynamics and heat transfer under various situations,
indicating its major effect on magnetohydrodynamic (MHD) flows. Yadav and Sharma [13] examined the impact of Joule
heating on magnetohydrodynamic flow induced by an exponentially moving stretching sheet, embedded in porous media.
Srinivasacharya et al. [14] conducted a study examining the combined impacts of Hall current and Joule heating on the
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viscous fluid flow passing over an exponentially stretching sheet. Jayanthi et al. [15] studies MHD nanofluid flow via a
stretched vertical surface as impacted by Joule heating, chemical reaction, viscosity dissipation, thermal radiation, and
activation energy. Prasad et al. [16] look at the combined effects of Hall current and thermal diffusion on the unsteady
MHD free convective rotating flow of nanofluids in a porous media. The study examines flow past a moving vertical
semi-infinite flat plate in the presence of a heat source and a chemical reaction.

Motivated by the above works, the objectives of this study is to investigate the Joule heating and heat source effects
on magnetohydrodynamic (MHD) micropolar viscous nanofluid flow past over a permeable inclined surface. This is an
addition of Joule Heating and Heat source effects to the problem discussed by Eid et al. [11]. The equations that govern
the flow are transformed using similarity transformations and solved numerically with MATLAB's bvp4c solver. The
impact of key dimensionless parameters on velocity, angular velocity, temperature, solute concentration, and nanoparticle
concentration are visualized through graphical representations.

MATHEMATICAL FORMULATION
A two-dimensional (2-D) boundary layer flow of micropolar nanofluid is studied as it moves over an inclined surface

that is extending linearly at an angleQ . The surface and free stream velocities are considered to be u,, (x) =bx and

U, (x) =0, respectively, where 'b' is a constant and x is the coordinate along the surface. A transverse magnetic field is

placed perpendicularly to the flow direction with negligible induced magnetic field effects. The micropolar nanofluid
contains constantly distributed micropolar finite size particles and nanoparticles, allowing for spinning effects and extra
space for particles to move before colliding. The analysis includes the impacts of Brownian motion, Dufour, radiation,
Joule heating, heat source, and thermophoresis. The temperature and nanoparticle fraction at the wall are held constant at
T, and C,, while the ambient values for nanofluid mass and temperature fractions (C, and T.) are achieved as the

w

distance from the wall (y) approaches infinity, as shown in Figure 1.

by
=

—7~—— Concentraticn boundary layer

" Thermal boundary layer

~  Momentum beundary layer

Micropolar nanofluid

y.v
Figure 1. Flow geometry of the problem.

The governing equations of the flow are given as [10, 11]:

a_u+i=0 (1)
ox dy
ou ou (p+x)o’u KON oB; v
U—+v—-= —t—— T-T,)+ C-C_)|cosQ— U——u 2
ooy ( o jayz by g[ﬁr( )+ B ( )} P K, 2

u—+v—=——""-—| 2N +—
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The boundary conditions are
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Ju
u=u,=bx,yv=v, ,N=—m—, T=T,,C=C, at y=0
dy (6)

u—>0, N->0, T->5T, C->C, as y—oo
By using the Rosseland [17] approximation for radiation, radiation heat flux is given by

46" T

= 7
q, % o @)

Where o denotes the Stefan-Boltzmann constant and &~ represents mean absorption coefficient. Considering that
the variations in temperature throughout the flow such that the term 7* may be stated as a linear function of the
temperature, and expanding 7* in a Taylor series about 7., and neglecting the higher order terms that are beyond the

first degree in(7'—7, ) , then we get

T* =47°T 371! (®)

Using equations (7) and (8), equation (4) can be written as

3 %\ ~2 2 2 2 ’ 22
WL 9T g 1+16T°:0 8772"_”_ DBB—Ca—T+& 9T | [ st +DMKT8—(;+ 0 (T—Tm)+O-Bu ©)
ox  dy 3k )oy dy oy T, \dy pCp )\ oy CiCp dy”  pCp pCp

We introduce the following similarity variable and dimensionless functions:

b v v N T-T c-C
=V, =—F, h =, 0 = = , = =
n ,/vy f(n) i =G (7) T () C-C.
. : E1% oy : .
Using the relation u = o and v= Tor (where y is the stream function), we get
)y X

u=xbf'(n) and v=—Jbvf(n).

Using the above transformations the equation of continuity (1) is identically satisfied and other equations (2), (3),
(5) and (9) reduces to

(1+K) £ (1) +ff”+Kh’+(Gr9+Gc¢)cosQ—(M+Ki]f':o (10)
P
K ’” ’ 4 4
(1+?Jh +fH —f h—K(2h+f")=0 (11)
%(H%RJ 6"+ [+ NGO ¢ +N(&) +(1+K)Ec(f) +QO+EcM(f') +Df ¢” =0 (12)
T
¢ +Lefd =0 (13)
Where
T,-T c,-C 2 ; o’
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The boundary conditions (6) reduce to

fm)y=f,, f(m)=Lh(n)=-mf"(0),6(n)=1, ¢(n)=1 at n=0}

14
f(m)=0, h(n)=0, 0(n)=0, ¢(n)=0 as n—oe (19
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Here, to eliminate x-dependence in the local Grashof number ( Gr, ), local modified Grashof number (Gc, ), 5, (thermal

expansion coefficient) and J. (concentration expansion coefficient) are required to be directly proportional to x'.
Therefore, assume that [18, 19].

B =nx', B =nx' (15)

Where nandn signifies constants. Substituting equation (15) into the quantities Gr, and Gc

X

consequences
become
T -T c -C
Gl":gn( w2 N),GC:gnl( v; °°)
b b

The important physical quantities of interest in this problem are the skin friction coefficient (C), the Nusselt number
( Nu,) and the Sherwood number ( S%_ ) and defined as

Nux =—r = S Cf =
k(T,-T.) Dy(C,-C.) luip

2
The associated expressions for the skin friction coefficient, the reduced Sherwood number, and the reduced Nusselt

Number are as follows:

Xxq,, Sh X4, _ tw

Sh Nu
C,=CRe, ¢/ (0)="= , -0'(0)=—=
=€ ReL 6 (0) =2 60

w

where Re = represents the Reynolds Number.

RESULTS AND DISCUSSIONS

The boundary value problem represented by the equations (10) to (13) with the initial boundary conditions given by
in equation (14) is solved using bvp4c solver by developing suitable codes in MATLAB. Graphs are used to analyze the
effects of various dimensionless parameters on velocity, angular velocity, temperature, solute concentration profile. In
order to verify the accuracy of applied numerical method, a comparison of numerical results of present study with previous
study is presented in table 1, where we have found an excellent agreement. The graphical representation of velocity
profile, micro-rotation profile, temperature profile, concentration profile for various parameters that appears in the
equations are depicted in Figure 2 to Figure 11.

Table 1 is created to verify the appropriateness and efficacy of the bvp4c approach. The results obtained are in good
agreement with the literature in limiting cases, confirming the method's suitability.

Table 1. Comparison of findings of the Nusselt number —6' (0) at Gc=Gr =M =K =R=Df =m=Kp =0, Le=Pr =
10 and Q2= 90°

Nt Nb Khan and Pop [20] Rafique et al. [10] Eidetal. [11] Present Study
0.1 0.1 0.9524 0.9524 0.9524 0.9524
0.3 0.3 0.1355 0.1355 0.1355 0.1354
0.5 0.5 0.0179 0.0179 0.0179 0.0177

Figures 2 to 5 demonstrates how increasing values of magnetic parameter (M) influence the fluid velocity, micro-
rotation or angular velocity, temperature, and concentricity profile. Figure 2 reveals a significant decrease in the fluid's
velocity as the magnetic variable M is increased.

04 \ q
ARRN
03 \ 7
02 —
\
N

Figure 2. Velocity profile for different M Figure 3. Micro-rotation profile for different M
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This phenomenon can be attributed to the Lorentz force, which generates friction and consequently slows down the
fluid's movement. Figure 3 shows that the micro-rotation of tiny particles within the fluid exhibits a decreasing trend with
the increasing values of M.

Figures 4 and 5 shows that temperature #() and concentricity ¢(#) increases with higher values of M, as friction
generates more heat and mass, leading to increased temperature and concentration.
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Figure 4. Temperature profile for different M Figure 5. Concentration profile for different M

Figures 6 and 7 illustrates the impact of the Eckert number (Ec) on the temperature and concentration profiles
respectively. Figure 6 reveals a significant relationship between the Eckert number (£¢) and temperature. It represents
that as Eckert number increases, so does the amount of temperature. Physically, rise in Ec increases the fluid friction and
fluid particles strike more frequently to each other, consequently they generate the heat energy in the medium. Figure 7
shows that the concentration profile decreases with Eckert number.
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Figure 6. Temperature profile for different Ec Figure 7. Concentration profile for different £c

Figures 8 and 9 illustrate the impact of the heat source parameter on the temperature and concentration profiles. It is
observed that as the heat generation parameter increases, the temperature and concentration profiles increases.
Figures 10 and 11 illustrate the impact of the angle of inclination on the velocity and micro-rotation profiles, which
depicts that velocity and angular velocity of the fluid increases as the inclination angle increases. This is due to the increase
of buoyancy effect with the inclination angle.
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Figure 8. Temperature profile for different O Figure 9. Concentration profile for different O
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Figure 11. Micro-rotation profile for different Q

CONCLUSION

In this study, an analysis has been carried out on the effect of magnetic parameter, heat source, Eckert number and angle
of inclination on MHD micropolar nanofluid flow past an inclined plate in presence of viscous dissipation, thermal radiation,
Dufour effect, Joule heating where it is observed that the parameters have significant influence on the velocity, temperature,
concentration and micro-rotation profile. The resulting ordinary differential equations are solved numerically using the bvp4dc
method. To ensure the accuracy of the computational results obtained in this study, they are compared with findings from
previous research. Additionally, the results of the current analysis are presented in a visual format through various graphs,
facilitating a clear understanding of the outcomes. Following are some conclusions drawn from the above analysis.

e The velocity and angular velocity of the fluid increases with the angle of inclination.
e The temperature profile increases with the increasing of Eckert number whereas the concentration profile decreases

as the Eckert number increases.

e The fluid velocity deceases with the Magnetic Parameter M, whereas micro-rotation, temperature and Nanoparticle

concentricity increases with M.

Future scope: Micropolar nanofluids have several uses, including electronic chips, thermal energy retention, polymeric
polymers, semiconductor wafers, industrial, and biomedical industries. As a result, in the future, the current analysis will be
expanded to include the effects of variable thermal conductivity and viscosity in presence of non-uniform heat source and sink.

Nomenclature
u,v Velocity components along x and y direction T, Wall temperature
u Coefficient of dynamic viscosity T. Ambient temperature
x  Coefficient of Vqrtex viscosity. Pr Prandtl Number.
1% Free stream density Ec  Eckert Number
v Coefficient of .kinemaFic Viscos?ty K Material parameter.
N Angular velocity or micro-rotation Le  Lewis number
y  Viscosity of spin gradient. v Stream function
b Constant. ¢  Dimensionless temperature
D,,  Chemical molecular diffusivity ¢  Dimensionless concentration
D, Brownian diffusion coefficient, C, The local skin friction coefficient.
g  Acceleration due to gravity. Nu Nusselt number.
B Thermal expansion coefficient S,  Sherwood number.
B.  Concentration expansion coefficient N,  Thermophoresis parameter
f., Suction (injection) N,  Brownian motion parameter
o' Stefan-Boltzmann constant Gr  Local Grashof number
k" Mean absorption coefficient Gc  Local modified Grashof number
C,  Specific heat at constant pressure Q Angle.of inclination
u,  Surface velocity & Poro.sn-y parameter
.. R Radiation parameter
C  Concentricity O Heat$S "
C, Species concentration at the surface cat Soutee patametet
. . . Df Dufour Number.
C_  Fluid concentration outlying the surface y utour . Hber
7 T M Magnetic parameter.
emperature Tw  Wall shear stress
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YUCEJBHE JOCJIKEHHS BILUIABY JIXKOYJEBOI'O HATPIBY HA MIKPOIIOJISIPHUI IMTOTIK HAHOPIIWHA

IO HAXWJIIA MOBEPXHI 3A HASIBHOCTI JI)KEPEJIA TEILTTA
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VY i crarti gocnipkeHo MITJ] noTik MiKponossipHOT HaHOG)ITIOI Ty B ITOr paHIIHOMY IIapi 4epes MOXIUTY PO3TATHYTY ITOBEPXHIO 32 HASBHOCTI
JDKepera Teruia. Y IIbOMY JOCHIKeHHI B SIKOCTI OCHOBHOTO CIIOCTEPEKEHHS BUKOPHCTOBYIOTHCS IPOHUKHI MOXHIII MOBEPXHi 3 OTOKOM
SHeprii 3 TEIUIOBUM BUIIPOMiIHIOBaHH:M i BiumBoM J{rodypa. Kpim Toro, po3risiiacTses BIUIMB JDKOYJIEBa HArpiBaHHs, B'SI3KOT IUCCHIALIT Ta
JDKepesia Teruia Ha MOPHCTI cepenoBuina. Lle MOCTIDKEHHS] BUKOPUCTOBYE MEPETBOPEHHS MOAIOHOCTI UL MEPETBOPESHHS HETiHiHHIX
JudepeHIianbHUX PIBHAHb y YAaCTHMHHHX IMOXITHHX, SIKi KEpYIOTh [OTOKOM, y 3BHYaiHiI qudepeHuianshi piBHsHHA. s imroctparii
YHCENBbHUX PE3YJbTaTiB BUKOPHCTOBYEThCS OOYMCIIOBaNbHA TexHika bvpdc y MATLAB. Ha miacraBi oTpuMaHHX JaHUX MH 3MOTIIH
BU3HAYHUTH, IO IIBHIKICTH 1 KyTOBa HIBUJKICTH PIIMHM 3pOCTa€ 31 30UIBIICHHSIM KyTa HaxWily, TEMIIEpaTypHHi mpodib 3pocTae 3i
30uTbIIeHHAM uncia Exkepra, Toai sk mpo¢iiab KOHIEHTpaIii 3MEHIIYeThCs 31 30UIbIneHHsIM 4ncina Exkepra. LI BUCHOBKH J101aTKOBO
LTIOCTPYIOThCS YUCIIOBIMH JJAHUMH, IIPEACTaBICHIMH B TaOJHII, 1 Bi3yaIbHIMH NPEJICTABICHHAMI Ha MaTIOHKax. L{i BITKpUTTS T03BOIATH
[HKEHepaM 1 BYSHHM Kpallle KOHTPOJIIOBATH MOTIK PiJMHY, 1110 MPU3BEE 0 BIOCKOHAICHHS CKJIaHUX CHCTEM, SIKi ITOKJIaIal0ThCsl Ha HBOTO.
Kurouosi ciioBa: MI/]; mikpononsapruil hanoguoio; /[coynese Hacpigants; NOXUIULL Iucm, 0xcepeno menida, nopucme cepedosuye;
BUNPOMIHIOBAHHS
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This study focuses on the simulation and optimization of an InGaP/GaAs dual-junction solar cells using Silvaco Atlas software, with
a special emphasis on the incorporation of a hetero tunnel junction. The hetero-tunnel junction plays a pivotal role in enabling
efficient charge carrier transport between the sub-cells, significantly improving the overall cell efficiency. Additionally, a new back-
surface field (BSF) layer was integrated into the GaAs bottom sub-cell to further enhance performance. Various material
combinations for the hetero-tunnel junction such as GalnP/GaAs, AlGalnP/GalnP, and AlGalnP/GaAs were systematically tested to
assess their influence on device efficiency. The optimized structure demonstrated a short-circuit current density of 1.780 mA/cm?, an
open-circuit voltage of 2.310 V, a fill factor of 86.501%, and a conversion efficiency of 35.57% under AM1.5G illumination at
300 K. Recombination losses were minimized by the BSF layer optimization in the top and bottom cell, particularly with AlGalnP,
leading to improved charge collection. Elevated temperatures were found to reduce both the open-circuit voltage and efficiency,
highlighting the necessity of thermal management. These optimizations represent significant improvements over prior designs.
Keywords: InGaP/GaAs DJSCs; Solar cell; BSF, Silvaco-Atlas; Optimization

PACS: 02.60.Cb, 02.60.Pn, 82.47.Jk, 84.60.Jt, 42.79.Ek, 89.30.Cc

INTRODUCTION

Solar cell technology remains one of the most effective methods for harnessing the sun's vast, renewable, and
clean energy potential [1]. Photovoltaic conversion is the process by which electromagnetic energy is transformed
directly into continuous electrical energy. This is achieved by converting photons from sunlight into electricity. This
process is achieved through solar cells (photovoltaic cells) that incorporate optimized optoelectronic devices with
reliable models. Solar radiation is the most abundant source of electromagnetic energy [2]. The solar photovoltaic
research field is rapidly evolving, with continuous efforts aimed at reducing costs and enhancing efficiency. A notable
approach to improving efficiency is spectrum splitting, which broadens the range of light absorbed across the solar
spectrum [3]. Dual-junction solar cells (DJSCs), a leading innovation in photovoltaic (PV) technology, offer much
higher conversion efficiencies than single-junction cells. This improvement is achieved through their two-layer
structure, where each layer is optimized to absorb different parts of the solar spectrum. The top cell, with a higher
bandgap, captures high-energy photons, while the bottom cell, with a lower bandgap, absorbs the lower-energy photons
that pass through [4—6]. This complementary absorption of a wider range of sunlight boosts overall energy conversion
efficiency. DJSCs, which incorporate this technique in a tandem structure, typically utilize III-V semiconductor
materials like InGaP, GaAs, and Ge. These materials have different bandgaps, allowing for more efficient absorption
across the solar spectrum [7].

In 2017, a study reported a 25.43% efficiency for an InGaP/GaAs hetero-junction solar cell by examining the
influence of the window layer on performance at 300 K. The following year, another study achieved 34.44% efficiency
by integrating a BSF and a TJ in an InGaP/GaAs structure [8]. The following year, another study achieved 34.44%
efficiency by integrating a BSF and a TJ in an InGaP/GaAs structure [9]. Furthermore, Bin Zhao et al. introduced a thin
layer into the structure of InGaP/GaAs DJSCs, improving the stability and performance of the cell’s operational
dynamics [10]. Tomah Sogabe et al. analyzed the impact of fluctuations in the intermediate band of InAs/GaAs solar
cells, optimizing the efficiency and stability of these organometallic cells [11]. More recently, in 2023, optimization of
an InGaP/GaAs DJSCs with dual tunnel junctions (TJs) and enhanced BSF layers resulted in an efficiency
of 35.15% [12].

This paper aims to improve the efficiency of GalnP/GaAs DJSCs and identify the optimal output parameters of the
structure. To achieve this, a DJSC comprising two sub-cells was simulated using Silvaco-Atlas software under standard
AM1.5G illumination, with an incident power density of 100 mW/cm? and an ambient temperature of 300 K. First,
numerical simulations were conducted to optimize the thickness of the new BSF layer in the bottom cell, aiming for
favorable current matching between the upper and lower cells, which is essential for maximizing DJSC efficiency.
Additionally, the material composition of the TJ was varied to explore potential improvements in conversion efficiency.
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Finally, the BSF layer in the upper cell was optimized, and the impact of temperature on the cell's performance
parameters was investigated.

PARAMETERS FOR SIMULATION MODEL
Physical Models

The Physical modeling and simulation are critical for understanding device behavior and predicting performance,
particularly in semiconductor devices like solar cells. Their main advantages cost-effectiveness, easy accessibility, and
rapid implementation make them indispensable for optimizing and improving device designs. Among the available
tools, Silvaco-Atlas is widely recognized as one of the most prominent simulation programs for solar cell
modeling [13]. In this study, the physical models are divided into five core categories: mobility, recombination, carrier
statistics, collision ionization, and tunneling. These models were carefully selected to match the material properties of
the solar cell, ensuring accurate application throughout the device structure. Key parameters such as Shockley-Read-
Hall (SRH) recombination and Band Gap Narrowing (BGN) are incorporated to capture critical mechanisms, including
carrier recombination and the influence of heavy doping on the band structure. Operating temperature plays a
significant role in device performance, primarily by affecting recombination dynamics. The SRH recombination model
is particularly valued for its ability to replicate experimental results accurately, making it a standard approach in
numerical simulations of solar cells. [8—10].

For the precise simulation of InGaP/GaAs DJSCs, especially in hetero tunnel junctions, specialized tunneling
models are necessary. In this study, the BBT.NONLOCAL model is employed to account for non-local band-to-band
tunneling, while the BBT model handles direct band-to-band transitions in regions with high electric fields. To ensure
convergence during simulations, particularly when non-local coupling is present, the BBT.NLDERIVS model is
recommended. The combination of these models enhances the accuracy and stability of the simulation results [11,12].

Key performance parameters critical to solar cell operation are derived from the /-V characteristics, represented by
the I-V curve. The total current (/) in a solar cell consists of the sum of dark current and photocurrent (Z,4). This
relationship is mathematically described by the Shockley equation [18]:

qV
]:Iph_IO(eXp(%)_lj (1
I is the net current flowing through the solar cell, V is the applied voltage, I, represents the saturation reverse current, a

is the ideality factor, q denotes the electron charge, k is Boltzmann's constant, T is the absolute temperature.
The Isc is defined as the current through the solar cell when V=0:

Isc = Iph (2)

Key performance metrics, including the Jsc, Voc, and FF, can be calculated using the following equations:
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Here Py is the maximum power output of the solar cell.
The efficiency (1) of the solar cell is intrinsically linked to these parameters and is expressed as follows:

— me( — VOC[SCFF (5)
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Additionally, the recombination rates within the solar cell are modeled using the SRH mechanism, represented by the
equation:

n

R, ,= (6)
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n 1 kT P 1 kT

Where #; is the intrinsic carrier density, vy is the thermal velocity, o, and ¢, are the electron and hole capture cross
sections, E;and E;represent the intrinsic Fermi energy level and trap energy level.

0,0,V N, (np —nlz)

SIMULATED STRUCTURE
The structure of the simulated InGaP/GaAs DJSCs is illustrated in Figure 1, showcasing its intricate design aimed
at optimizing both light absorption and charge carrier transport. This dual junction solar cell consists of a upper InGaP
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cell and a lower GaAs cell, connected via a Hetero TJ (AlGalnP/GaAs). Each component is carefully engineered to
maximize device performance.

The top InGaP cell features a p+/n+ junction, with a P+ InGaP emitter and an n+ InGaP base. With an energy Eg
of 1.9 eV, this layer is optimized for capturing high-energy photons. To reduce surface recombination, a P+ AllnGaP
window layer is positioned at the front of the top cell, enhancing overall efficiency. A BSF layer of n+ AllnGaP at the
rear of the top cell further mitigates recombination by reflecting charge carriers.

The hetero tunnel junction that links the top and bottom cells is essential for seamless charge transport between
them. This junction comprises an n+ AllnGaP layer and a p+ GaAs layer. These heavily doped layers facilitate efficient
carrier tunneling with minimal resistance, ensuring strong electrical connectivity.

The bottom GaAs cell, with a p-n junction, has a lower energy Eg = 1.42 eV, targeting the absorption of lower-
energy photons transmitted by the top cell. Its P+ GaAs emitter and n+ GaAs base are optimized for enhanced photon
absorption. A P+ InGaP window layer further reduces surface recombination at the front, while two BSF layers (BSF1
and BSF2) of n+ AllnGaP ensure charge carrier reflection, minimizing recombination losses at the rear.

The entire cell architecture rests on an nt+ GaAs substrate [19,20], which provides mechanical stability and
enhanced electrical conductivity. A gold (Au) contact is employed at the cathode to facilitate efficient charge collection
and conduction.

This meticulously engineered dual-junction configuration, leveraging the higher band-gap of InGaP and the lower
band-gap of GaAs, enables efficient utilization of the solar spectrum. The design minimizes recombination losses and
promotes effective charge transport, contributing to improved overall conversion efficiency. Additionally, the optical
properties of the materials were sourced from the comprehensive SOPRA database available within the Silvaco-Atlas
library [21]. All input parameters used in the simulations are presented in Table 1.

Anode Contact

Top Cell
InGaP

Hetero Tunnel

Junction '

AlGalnP/GaAs

Bottom Cell
GaAs m

Cathode Contact

Figure 1. Schematic structure of InGaP/GaAs DJSCs.

Table 1. Summarizes the physical parameters of each material used in this simulation [22-24].

Layer properties AlGalnP GalnP GaAs AlGaAs

Eg (eV) 2.3 1.9 1.42 1.8

o (A) 5.56 5.56 5.56 5.64

es/eo 11.7 11.6 11.0 11.0

x(eV) 4.2 4.16 4.07 4.1

Nc (em™) 1.2x10%° 1.30x102° 4.7x10!7 4.35x10"7

Nv (cm™) 1.28x10% 1.28x10% 7.0x101'8 8.16x10'8

MUN(cm?/Vs) 2150 1945 8800 2000

MUP(cm?/Vs) 141 141 400 138

Tn(s) 1.00x10° 1.00x10° 1.00x10° 1.00x107°

Tp () 1.00x10-° 1.00x10-° 2.00x08 2.00x108

ni (per cc) 1 7.43x10% 2.12x10° 1
RESULTS AND DISCUSSION

The InGaP/GaAs DJSCs was simulated using the parameters outlined in Table 1, resulting in the J-V
characteristics shown in Figure 2. This figure presents the I-V curves for the DJSCs, which features a GaAs/GaAs TJ.
The individual I-V curves for the InGaP upper cell and GaAs lower cell are also depicted for comparison.
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Under AM1.5G illumination, the design achieves a Jsc of 1.65x107'°, Voc of 2.31 V, FF of 86.29%, and n of 32.83%.
The tandem structure demonstrates efficient current matching between the sub-cells, with the I-V curves reflecting the
performance of each junction within the stack.
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Figure 2. I-V Characteristics of InGaP/GaAs DJSCs

OPTIMIZATION OF THE NEW BSF LAYER IN THE GaAs BOTTOM CELL
The introduction of the quaternary compound AllnGaP as a BSF in the n-p GaAs bottom cell significantly
influences the solar cell's performance metrics, as illustrated in Figure 3. The variation in BSF thickness from 0.01 pm
to 0.04 pm reveals distinct trends across key parameters such as Jsc, Voc, FF, and 1.
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Figure 3. Impact of varying the thickness of the new bottom BSF layer on the 1, FF, Jsc, and Voc of the InGaP/GaAs DJSCs.

Jsc shows a sharp increase as the new bottom BSF thickness rises from 0.01 um to 0.02 pm, reaching a stable
maximum value of 16.436 mA/cm? beyond this point. Similarly, the Voc also increases with BSF thickness, stabilizing
at 2.312 V for thicknesses greater than 0.02 pm.

The FF improves steadily as the new bottom BSF thickness increases from 0.01 pum, peaking at 87.46% at 0.03
pm. However, further increasing the new bottom BSF thickness results in a slight decline in FF, indicating that an
overly thick BSF may hinder optimal carrier transport.
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The overall efficiency follows a similar pattern, reaching its maximum value of 33.224% at a BSF thickness of
0.03 um. Beyond this thickness, the efficiency begins to plateau, suggesting that 0.03 um represents the optimal BSF
thickness for this design. At this point, recombination losses are minimized, and photo-generated carrier transport is
maximized, leading to the highest observed efficiency [7,12].

In conclusion, the optimal new bottom BSF thickness for this InGaP/GaAs DJSCs is identified at 0.03 pm, where
the balance between reduced recombination losses and efficient carrier transport is achieved, as evidenced by the peak
in both fill factor and overall efficiency. This highlights the critical role of BSF thickness in fine-tuning device
performance for maximum output.

INFLUENCE OF HETERO-TJ MATERIALS ON InGaP/GaAs DJSCs PERFORMANCE

We further examined the impact of different hetero TJ materials by testing combinations of GaAs, AlGaAs,
GalnP, and AlGalnP for the InGaP/GaAs DJSCs. The tunnel region facilitates the recombination of electrons and holes
between the upper and lower cells, allowing current to flow in the DJSCs [20]. Figures 4 and 5 illustrate the I-V
characteristics and conversion efficiency for various hetero TJ materials.

Among the combinations, the AlGalnP/GaAs hetero TJ exhibited the highest efficiency, reaching 34.31%,
accompanied by a Jsc of 1.75 mA/cm? (as seen in Figure 5), a Voc of 2.36 V, and an FF of 87.19%. This makes
AlGalnP/GaAs the optimal material combination in this study. The superior performance is attributed to the wider
band-gap of AlGalnP, which reduces optical absorption compared to other materials, allowing lighter to reach the
underlying layers. However, this higher band-gap increases the potential barrier, which slightly reduces the tunneling
current in the diode.
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Similar trends were observed for AlGaAs/GaAs, GalnP/GaAs, AlGalnP/AlGaAs, and AlGalnP/GalnP
combinations, though with comparatively lower efficiencies. Both the Jsc and n improved with the use of AlGalnP as
the anode material in the hetero-tunnel junction, instead of GaAs. These results suggest that optimizing the hetero
tunnel junction with AlGalnP can significantly enhance the efficiency of InGaP/GaAs DJSCs, primarily due to its
favorable optical and electrical properties [25,26].

1.1. OPTIMIZATION OF BSF THICKNESS IN THE TOP SOLAR CELL

In this analysis, we systematically varied the thickness of the BSF layer in the upper cell while keeping all other
parameters constant to assess its effect on the performance of the double-junction solar cell. As shown in Figure 6, the
Jsc increases proportionally with efficiency as the thickness of the BSF layer grows. Notably, varying the BSF thickness
from 0.01 to 0.05 um has a significant impact on the overall efficiency of the cell.

The Jsc rises logarithmically from 16.61 to 17.805 mA/cm? as the thickness increases from 0.01 to 0.05 pm
(Figure 6a). This indicates that the thicker BSF layer enhances carrier collection by minimizing recombination at the
rear contact. Figure 6b shows that Voc remains stable, holding at approximately 2.310 V across the range of BSF
thicknesses. However, FF (Figure 6¢) decreases slightly, reaching 86.5% at the thickest BSF layer. This reduction in FF
is likely due to the increased series resistance associated with a thicker BSF layer, which can impede charge extraction.

Figure 6d illustrates that the overall 1 improves significantly as the BSF thickness increases. The efficiency rises
from 33.53% to 35.57% as the thickness is varied from 0.01 to 0.05 um, reflecting a logarithmic increase in
performance. This enhancement can be attributed to better photo-generated carrier transport and reduced recombination,
leading to higher current density and improved efficiency.

These findings underscore the importance of optimizing the BSF layer thickness to achieve higher efficiency in
DJSCs, with the optimal thickness identified as 0.05 um in this study. The results are consistent with those reported in
previous studies [27,28], further validating the positive impact of a thicker BSF on cell performance.
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Figure 6. Effect of different BSF thickness of the upper cell on the n, FF, Jsc, and Voc of the InGaP/GaAs DJSCs

Figure 7 illustrates the photo-generation rate for the proposed solar cell model, with values varying between 0 and
22.4 cm™s™'. As seen in the figure, the highest photogeneration rates occur primarily in the upper layers of the solar
cell, particularly in the InAlGaP and InGaP regions.
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Figure 7. The photo-generation rate across various InGaP/GaAs DJSCs layers.

This is expected, as the majority of photon energy is absorbed near the surface before penetrating into the deeper
layers of the device. The InAlGaP layer, in particular, demonstrates a superior photogeneration rate due to its higher
absorption coefficient (o) compared to GaAs and InGaP. The increased absorption in this material allows for more
efficient generation of electron-hole pairs, contributing significantly to the overall device performance. The highest
photogeneration rates, exceeding 20 cm™s™!, are concentrated in the InAlGaP layer, highlighting its critical role in
enhancing the cell's optical and electrical performance.

Deeper into the cell, within the GaAs region, the photogeneration rate diminishes as most of the photon energy has
already been absorbed in the upper layers. This trend underscores the importance of optimizing the thickness and
material composition of the upper layers to maximize light absorption and improve the overall efficiency of the solar
cell. These findings align with previous studies that emphasize the importance of material choice in achieving higher
conversion efficiencies [20,29].
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IMPACT OF TEMPERATURE FLUCTUATIONS

The temperature sensitivity of solar cells is a well-documented phenomenon, typical of semiconductor devices. As
temperature increases, the band gap of the semiconductor decreases, which adversely affects the overall performance of
the cell. This reduction in band gap is caused by the increased thermal energy within the material . As the temperature
rises, less energy is required to break atomic bonds, thereby reducing the bond energy and, subsequently, the band gap.
Consequently, higher temperatures result in a narrower energy gap in the solar cell. It is well-established that increasing
the operating temperature of a solar cell leads to a reduction in both its efficiency and output power [30-32].

Figure 8(a) shows the variation in Jsc over a T range of 300 K to 400 K. While Jsc begins at 17.805 mA/cm? at
300 K, it gradually decreases to 17.760 mA/cm? at 400 K. This small reduction in Jsc indicates that it is relatively stable
over this temperature range, suggesting that the InGaP/GaAs tandem cell's Jsc is less sensitive to temperature compared
to other parameters.
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Figure 8. Impact of temperature on the InGaP/GaAs DJSCs performance.

Figure 8(b) highlights the significant impact of temperature on Voc. As the temperature increases from 300 K to
400 K, Voc steadily declines from 2.310 V to 1.908 V, indicating a strong temperature sensitivity. This reduction in
Voc, governed by Eq. (3), is the primary factor behind the overall decline in performance parameters. The efficiency
decreases markedly at higher temperatures due to this drop in Voc, which can be attributed to the temperature-induced
narrowing of the band gap. As the band gap shrinks, the maximum achievable voltage of the cell is reduced, directly
affecting its performance.

The FF, as shown in Figure 8(c), also decreases as the temperature increases. FF declines from 86.501% at 300 K
to 79.970% at 400 K. This decline reflects a reduced ability of the solar cell to deliver its maximum power as the
temperature rises, likely due to increased recombination losses [32,33].

Most critically, Figure 8(d) shows a linear decrease in the n of the solar cell. Efficiency falls from 35.57% at
300 K to 26.253% at 400 K. This significant reduction in efficiency, more than 10 percentage points, highlights the
detrimental effect of elevated temperatures on the performance of the solar cell. The efficiency decline is primarily due
to increased recombination losses, and reduced Voc at higher temperatures.

In summary, the data presented clearly demonstrate the negative impact of rising temperature on the performance
of the InGaP/GaAs DJSCs. As temperature increases from 300 K to 400 K, all key performance metrics Jsc, Voc, FF,
and n Experience declines. Notably, the efficiency of the cell peaks at 35.57% at 300 K, corresponding to optimal
performance at lower temperatures. This highlights the importance of temperature management in maintaining the
efficiency and longevity of solar cells in practical applications.

OPTIMIZED InGaP/GaAs DJSCs
The output parameters of the optimized InGaP/GaAs DJSCs are presented in Table 2, offering a comparative
analysis of experimental and theoretical values from various studies. Notably, the tandem cell developed in this work
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demonstrates strong performance across key metrics, positioning it competitively within the field. The Jsc of the DJSCs
in this study is 1.7805 mA/cm?, which exceeds both the theoretical values reported in [8,9], and [12], as well as the
experimental value of 1.61 mA/cm? from [20]. This higher Jsc indicates an improvement in current collection, likely
due to the optimization of the tandem structure, which enhances light absorption and carrier generation.

The n of the tandem cell, at 35.57%, represents a significant improvement over both the experimental result of
32.19% from [20] and the theoretical values from [8,9]. This substantial increase in efficiency highlights the
effectiveness of the optimized hetero-tunnel junction design (n-AllnGaP/p-GaAs) used in this work, which minimizes

recombination losses and maximizes power output.

Table. 2 Comparative analysis of performance parameters for optimized InGaP/GaAs DJSC structure compared to other designs.

Jsc (mA/cm’) Voc (V) FF (%) n (%)
InGaP/GaAs DJSCs (Theoretical) [8] 1.519 2.53 91.32 2543
InGaP/GaAs DJSCs (Experimental)[20] 1.61 2.39 87.52 32.19
InGaP/GaAs DJSCs (Theoretical) [9] 1.449 2.62 90.68 34.44
InGaP/GaAs DJSCs (Theoretical) [12] 1.613 2.45 88.80 35.15%
Our Simulation 1.780 2.310 86.501 35.57

The I-V characteristics for the GalnP/GaAs DJSCs, displayed in Figure 9, compare the performance of the
fundamental design with the improved version. The improved cell shows a clear enhancement in both current and
voltage stability across the operating range. This improved performance suggests more efficient charge carrier
collection and superior voltage retention, leading to higher overall power output.

In conclusion, the optimization strategies applied in this work, particularly the design of the hetero-tunnel junction,
have resulted in a significant boost in both Jsc and n, demonstrating that this tandem solar cell outperforms previous
designs and represents a notable advancement in the field of high-efficiency DJSCs.
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CONCLUSIONS

This study utilized advanced numerical simulations via Silvaco Atlas to assess and optimize the performance of
an InGaP/GaAs dual-junction solar cells. A new BSF layer was incorporated into the bottom cell, and various hetero-
tunnel junction materials were systematically evaluated. The results indicated that the optimal performance was
achieved with a new bottom BSF layer of 0.03 pm, composed of InAlGaP, resulting in an efficiency of 33.224%.
Among the hetero-tunnel junction materials tested, the InAlGaP/GaAs combination demonstrated superior efficiency
and overall performance enhancements. Furthermore, optimizing a BSF layer with a thickness of 0.05 pum to the
upper cell significantly increased the overall efficiency to 35.57%. The optimized dual-junction structure achieved
Jsc of 1.780 mA/cm?, Voc of 2.310 V, FF of 86.501%, and n of 35.57% at 300 K. These results highlight the
effectiveness of simulation-driven approaches in optimizing multi-junction solar cell designs, offering a cost-
effective method to reduce prototyping efforts by focusing experimental validation on a refined set of high-
performance configurations.
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HIABUILEHHS ITPOAYKTUBHOCTI COHAYHMUX EJIEMEHTIB 3 IOJABIMHAM IEPEXOOM InGaP/GaAs
YEPE3 OIITAMI3AIIIIO IIAPY BSF TA TETEPOTYHEJILHAM HEPEXI]T
Ikpam 3inaui®, 3yayi Bencaan?, Jlymadax Xadaiiga®c, Xamsa A6in?, Axmen Xadaiida?
aJlabopamopis npukiaduux mamepianis, Yuieepcumem Jxcinani Jliabec, Cioi-Benv-Ab6ec, Anxcup
bKaghedpa ¢hisuxu, paxynomem mounux nayx i komn romepnux nayx, Yunieepcumem 3iana Awypa, 17000 Jocenvpa, Anncup
<Jlabopamopis izuko-ximii mamepianie ma HABKOIUWHBLO2O cepedosuwya, Yuieepcumem 3ian Auwyp, BP 3117, [icenvpa, Anxcup
4/Tabopamopisa npuxnaonoi asmomamusayii ma npomuciosoi diaznocmuxu, Gaxyivmem nayku i mexnono2ii, Ynisepcumem
Lorcenvpu 17000 DZ, Anocup

Le mocmimkeHHs 30cepekeHO Ha MOJAETIOBaHHI Ta ONTUMI3alii MoaBiHHUX COHsYHHX eneMeHTiB InGaP/GaAs 3 BUKOpHCTaHHAM
nporpaMHoro 3abesmedenHs Silvaco Atlas, 3 0coONMBHM akKI[EHTOM Ha BIIPOB3DKEHHI T€TEPOTYHEIBHOTO IEepPexony.
IetepoTyHenbHUiI Tmepexix Bimirpae KIIOYOBY poib y 3a0e3nedeHHI e(eKTHBHOTO TpPAHCIOPTYBAaHHS HOCIIB 3apsay MK
cyOeseMeHTaMy, 3HaYHO MOKPAIYIO4H 3arajbHy eQeKTHBHICTh KiiTHHH. KpiMm Toro, HOBui map mois 3BopoTHOi noBepxHi (BSF)
OyB iHTErpoBaHMi y HWXHIO yacTHY GaAs ;s NMOJANBIIOrO IiJBHIIEHHS HPOAYKTUBHOCTI. Pi3HI koMmOiHamil maTepianiB mis
reTepoTyHEeNbHOro nepexoay, Taki sik GalnP/GaAs, AlGalnP/GalnP i AlGalnP/GaAs, ciuctemaTuyHo nepeBipsutics, 1ob OIiHUTH 1X
BIUIUB Ha e(peKTUBHICTh mpucTporo. ONTHMIi30BaHa CTPYKTypa MPOJAEMOHCTpYyBajla IIUIBHICTH CTPYMY KOPOTKOTO 3aMHKaHHSI
1,780 MmA/cm?, Hampyry xoxnoctoro xoxy 2,310 B, xoedimient 3amoBrenns 86,501% i edexruBHicTh meperBopenus 35,57% mig
ocsiTinenHsM AM1.5G mpu 300 K. Brpatn Ha pexombinarnito Oynu MiHiMi30BaHI ontuMmizamieto mapy BSF y BepxHiit 1 HmKHIN
KoMipkax, 30kpema 3 AlGalnP, mo crpusie mokpameHHio 300py 3apsay. BussieHo, o HiIBHINEHI TeMIEpaTypu 3HIKYIOTH SIK
HANpyTy XOJOCTOTO XOJy, Tak 1 e(eKTHUBHICTb, WO IiJKPECTIO€ HEOOXIMHICTh KepyBaHHA Temmeparyporo. Lli omTmwmiszamii
NIPE/ICTABISIIOTH 3HAYHI TOKPALIEHHS OPIBHSIHO 3 MONEPEIHIMH IPOSKTaMH.
Kuarwuosi cinosa: InGaP/GaAs DJSCs, consuna bamapes, BSF, Silvaco-Atlas; onmumizayis
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In this study, we conducted an exploration of the optimization of various parameters of a photodetector using SCAPS-1D simulation
to enhance its overall performance. The photodetector structure was modified based on the structure proposed by N.I.M. Ibrahim et al.
(AMPC, 14(04), 55-65 (2024) by changing the order of the hole transport layer (HTL) and electron transport layer (ETL). Through
the optimization of layer thicknesses and doping concentrations, we significantly improved the photovoltaic parameters of our
optimized structure (FTO/PFN/PBDB-T-2F/PEDOT/Ag). The optimized device exhibited Voc of 1.02V, Jsc of 35.20 mA/cm?, FF of
84.61%, and an overall efficiency of 30.40%. Additionally, the device demonstrated a high quantum efficiency (EQ) of over 99% and
responsivity peaking at 0.65 A/W, covering a broad spectral region from 300 nm to 900 nm. The results indicate the critical role of
meticulous optimization in developing high-performance photodetectors, providing valuable insights into the design and fabrication of
devices with superior performance characteristics.

Keywords: Organic photodetector; SCAPS-1D Simulation; Performance optimization; PBDB-T-2F: BTP-4F; PEDOT: PSS; PFN: Br
PACS: 84.60. Jt 81.05. Xj 85.60.Jb 73.61.Ph 72.80.Le

1. INTRODUCTION

For the advancement of several applications in biosensing, communication networks, and health monitoring, the
organic photodetectors (OPDs) must be enhanced, as the performance enhancement of OPD leads to a higher signal
amplification efficiency. It has been reported that the integration of organic field-effect transistors (OFETs) with OPDs
significantly boosts the signal-to-noise ratio, which is essential for accurate physiological data extraction from
photoplethysmographical (PPG) waveforms [1]. Recent advancements in materials and fabrication techniques, such as
using iron-phthalocyanine (FePc) with polyamide-nylon polymer coatings, have shown promising ability to enhance the
photoconductivity and the responsivity by several orders of magnitude, making OPDs more effective in UV and visible
regions [2]. The development of ultrathin, self-powered OPDs with efficient exciton dissociation and charge extraction
processes further enhances the sensitivity and response time, which are critical for high-performance photodetection [3].
Modifying transport layers, such as using N,N'-bis-(1-naphthyl)-N,N'-diphenyl-1,1'-biphenyl-4,4'-diamine (NPB)
interfacial layers with MoOj3 can improve charge selectivity and reduce dark current, thereby increasing responsivity and
detectivity [4]. Through enhanced polymer-based OPDs, detection capabilities can be extended into the near-infrared
(NIR) range, allowing for applications such as real-time pulse oximetry without the need for signal amplification [5]. In
addition to optimizing carrier extraction and minimizing dark current, the right thickness of interfacial layers-like SnO,.
can also improve overall device performance [6]. OPDs with upgraded active layers and other parts, such as trans-
impedance amplifiers, can greatly improve signal reception and lower bit error rates in visible light communication (VLC)
systems [7]. For some applications, it is essential to optimize narrow wavelength selectivity while boosting responsivity
and detectivity in p-n junction OPDs by utilizing non-fullerene acceptors (NFAs). [8]. Photomultiplication OPDs with
materials like PBDB-T and Flrpic produce excellent external quantum efficiency and detectivity, ideal for high-quality
imaging without preamplifiers [9]. For efficient photodetection with high detectivity and response speed, it is critical to
understand the optoelectronic behavior and address recombination losses in bilayer OPDs [10]. Thus, there is an urgent
need to enhance the OPD’s overall performance to meet the growing demands of modern technological applications.

In organic photovoltaic systems (OPVs), both PBDB-T-2F and BTP-4F materials are frequently utilized as active
layers. These active layers usually comprise a donor and an acceptor substance that aid in the production and movement of
charge carriers. For example, in the setting of ternary blending solar cells, a fullerene derivative such as PC61BM is employed
as the acceptor, and high-crystallinity P3HT is used as the donor to provide low recombination efficiency and good carrier
transport capacity [11]. Comparably, the exciton dissociation efficiency and optical absorption range, which are essential for
the overall performance of OPVs, may be increased by using PBDB-T-2F as a donor and BTP-4F as an acceptor.
Furthermore, the material characteristics can be further improved by crystallizing active layers using methods like laser
irradiation. This is demonstrated in thin-film transistors, where the active layer is heated and crystallized utilizing asymmetric
laser profiles [12]. In other applications, such as proton-exchange membrane fuel cells (PEMFC), the active layer comprises
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perfluoro sulfonate ionomers to improve ion conductivity and performance [13]. Furthermore, developments in materials
science emphasize the significance of material attributes like energy conversion efficiency and biocompatibility in a variety
of applications, as demonstrated by the creation of biologic piezoelectric layers on Ti substrates [14]. Improved signal-to-
noise ratios through the incorporation of optical gain in interferometers highlight the importance of material advancements
for improved performance in photonic devices [15]. In general, the integration of PBDB-T-2F and BTP-4F into the active
layer of OPV devices is a potentially effective method for attaining enhanced efficiency and performance, drawing upon the
concepts and developments noted in several associated domains [16], [17], [18].

PEDOT: PSS (poly(3,4-ethylenedioxythiophene): poly (styrene sulfonate)) is commonly utilized material as a hole
transport layer (HTL) in a variety of optoelectronic devices, such as perovskite solar cells (PSCs) and organic solar cells
(OSCs). This is because of its advantageous characteristics, which include outstanding wettability, appropriate
conductivity, and high optical transparency, making it a great option for improving the overall performance of the device
[19]. In addition, PEDOT: PSS has outstanding environmental stability, processability, and thermoelectric qualities. These
can be further enhanced by doping with nanomaterials such as carbon nanotubes (CNTs) to raise the material's Seebeck
coefficient and conductivity [20]. By doping graphene oxide (GO) into PEDOT: PSS, the work function of HTL
significantly improved, which is critical for better hole injection and lessens luminescence quenching at the HTL/emission
layer interface, thus increasing luminance and current efficiency in perovskite light-emitting diodes (PeLEDs) [21].
Additionally, PEDOT: PSS can be altered to increase its conductivity and pattern-making capabilities, which qualifies it
for flexible electronics applications with high brightness and current efficiency, like flexible PeLEDs [22]. On the other
hand, low sheet resistance and high transmittance have been obtained by doping PEDOT: PSS-doped with Ag nanowires
(NWs), which are desirable for flexible and transparent devices [23]. Moreover, PEDOT:PSS can promote neural stem
cell adhesion, proliferation, and differentiation, suggesting applications in tissue engineering and bioelectronics [24].
However, because of its capacity to increase electron mobility and decrease recombination losses, PFN: Br (poly[(9,9-
bis(3'-(N,N-dimethylamino)propyl)-2,7-fluorene)-alt-2,7-(9,9-dioctylfluorene)] bromide) is frequently employed as an
ETL, and thus enhancing the overall efficiency of devices [25]. By maximizing charge transport and minimizing energy
losses, PEDOT: PSS as HTL and PFN: Br as ETL can work in concert to improve the overall performance of
optoelectronic devices.

In this work, we investigate how to greatly improve the performance of photodetectors by optimizing their various
parameters using SCAPS-1D simulation. An apparatus called a photodetector transforms light into electrical signals that
are utilized in a variety of fields, including communications, imaging, and environmental monitoring. Investigations were
conducted into the impacts of temperature variations on device performance as well as the optimization of the thicknesses
and doping densities of PBDB-T-2F: BTP-4F, PEDOT: PSS, and PFN: Br layers. Our study builds upon the structure
proposed by N. I. M. Ibrahim et al., who reported on a device configuration of ITO/PEDOT: PSS/PBDB/PBDB-T-2F:
BTP-4F/PFN: Br/Ag. The power conversion efficiency (PCE) of this configuration was 4.1%, with a Voc 0f 0.25 V, a Jsc
of 29.14 mA/cm?, and a fill factor (FF) of 56.44%. In our study, the configuration was modified to FTO/PFN:
Br/PBDB/PBDB-T-2F: BTP-4F/PEDOT: PSS/Ag, reversing the order of the HTL and ETL. Through meticulous
optimization of the layer thicknesses and doping concentrations, we achieved significantly improved outcomes. The
optimization process involved varying the thicknesses of HTL, ETL layers, and doping densities for the PFN: Br and
PEDOT: PSS layers to achieve the highest efficiency. Our optimized structure exhibited a Voc of 1.02V, a Jsc of 35.21
mA/cm?, an FF of 84.62%, and an overall efficiency of 30.40%. This study emphasizes how important careful
optimization is to create high-performance photodetectors. Through our methodical examination of the impacts of
temperature, doping density, and layer thickness, we offer important insights into the design and manufacturing of
photodetectors with exceptional performance qualities. The results of this investigation further the field of photodetector
technology by providing useful recommendations for optimizing efficiency in practical applications.

2. METHODOLOGY
2.1 Numerical simulation and device structures

The SCAPS-1D software is widely used for numerical simulations to evaluate the optical and electrical properties
of various solar cell structures [26], [27]. The SCAPS-1D software utilizes fixed sources and solves three fundamental
differential equations: Poisson's equation and the continuity equations for electrons and holes, all under specific boundary
conditions. Through the use of self-consistent iteration methods, SCAPS-1D effectively models solar cells, producing
simulated results that closely align with experimental data. This reliability makes it an invaluable tool for predicting
device performance. Researchers can use SCAPS-1D to optimize various parameters, such as layer thickness, carrier
concentration, and defect density, thereby enhancing solar cell efficiency and overall performance. Consequently,
SCAPS-1D plays a crucial role in the design and analysis of photovoltaic devices [28], [29], [30].
Poisson’s equation for a solar cell device is as follows:

~(-2@%) = alp(x) — n(x) + Nj(x) — N3 (x) + p,(x) — n,(x)]. M

And the electron, hole continuity equations are:
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i} 19,
o =gax t Gn = Ru &Y
on __ 19,
a——;a-l'GP—Rp. (3)

Where ¢ is the dielectric permittivity, V is the electric potential, and g is the electronic charge. The variables p(x) and
n(x) represent the concentrations of free holes and free electrons, respectively. ND+x and NA—x are the ionized donor

and acceptor concentrations. The terms pt(x) and nt(x) denote the trap densities for holes and electrons. Additionally,
Jup signify the current densities, while Gy, represent the generation rates, and Ry, correspond to the recombination rates
for electrons and holes.

The physical parameters for the photodetector components in the SCAPS-1D simulation are listed in Table 1. These
parameters are FTO, PBDB-T-2F: BTP-4F, PEDOT: PSS, and PFN: Br. Thickness, band gap, electron affinity, dielectric
permittivity, effective density of states, mobility, doping densities, and thermal velocities are some of these properties.
FTO serves as the transparent electrode, PFN: Br is the ETL, PBDB-T-2F: BTP-4F is the active layer responsible for light
absorption and charge generation, and PEDOT: PSS acts as the HTL. The values that are supplied act as a basis for both
simulation and optimization.

Table 1. Physical parameters utilized for SCAPS 1D simulation

. . PFN: Br PBDB-T-2F: BTP-4F PEDOT:PSS (HTL

Material properties FTO [31] (ETL)[32] (Active layer)[33] 33] ( )
Thickness (nm) 500 5 Variable 40
Band gap (eV) 3.500 2.8 1.27 1.6
Electron affinity (eV) 4.000 4 4.03 34
Dielectric permittivity 9.000 5 6.1 3
Conduction b_asnd effective density of 220 %1018 1 % 1019 1 % 109 1 % 1022
states, nc (cm™)
Conduction b_z;nd effective density of 1.80 x 101° 1 x 101 1 % 101 1 x 102
states, ny (cm™)
Electron thermal velocity, Ve (cm/s) 1.00 x 107 1.00 x 107 1.00 x 107 1.00 x 107
Hole thermal velocity, Vi (cm/s) 1.00 x 107 1.00 x 107 1.00 x 107 1.00 x 107
Electron mobility, x#. (cm?*/Vs) 20 2.00 x 10° 1.70 x 1073 4.5 x10*
Hole mobility, 4n (cm?/Vs) 10 1.00 x 10* 2.96 x 104 9.9 x 10°
Shallow uniform donor density, np (cm™) 1x10%° 9.00 x 1018 7.5 x 101° 2.00 x 102!
Shallow uniform acceptor
density, ra (cm™) 0 0 0 0

The photodetector and energy band diagram are shown in their entirety in Figure 1. Several layers known as FTO,
PFN:Br (ETL), PBDB-T-2F:BTP-4F (active layer), PEDOT:PSS (HTL), and Ag within the device are shown in
Figure 1a. Light is typically allowed in through the FTO light window, electron transport is facilitated by PFN:Br,
photons are absorbed and charge carriers are produced by PBDB-T-2F:BTP-4F, hole transport is promoted by
PEDOT:PSS, and Ag is the back electrode. Figure 1b shows the energy band diagram with conduction band (Ec) and
valence band (Ev) energies, indicating efficient charge separation and transport, essential for optimal device performance.
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Interface laver

PBDB-T-2F: BTP-4F(Active layer) -2

PEDOT:PSS (HTL) -

0.00 005 010 015 020 025

x(um)

Figure 1. Schematic structure of the device, and (b) energy band diagram

3. RESULTS AND DISCUSSIONS
3.1  Optimal thickness and performance of active layer

Figure 2a depicts the effect of the thickness of the PBDB-T-2F: BTP-4F layer and performance items; open-circuit
voltage (Voc), current density (Jsc), fill factor (FF), and efficiency (n). As the layer thickness increases from 100 nm to 800
nm, Voc rises steadily from 0.95V to 1.00V, and JSC increases dramatically from 17 mA/cm? to roughly 35 mA/cm?. FF
indicates a marginal decline from 79.1% to roughly 78.5%. There was a notable increase in overall efficiency from 13.1%
to around 27.5%. This shows that the ideal thickness for the PBDB-T-2F: BTP-4F layer is around 800 nm. Nonetheless, a
thickness range of 700-800 nm might be chosen for practical reasons to balance production efficiency and performance.
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Figure 2. (a) The effect of PBDB-T-2F: BTP-4F layer thickness on photovoltaic parameters (Voc, Jsc, FF, and 1), and (b) the EQE
as a function of wavelength with varying PBDB-T-2F: BTP-4F layer thickness

3.2 Impact of HTL layer thickness on device performance
Figure 3a displays the simulation-based examination of the effect of PEDOT: PSS layer thickness on several
performance metrics of the device. As the thickness increases from 50 nm to 600 nm, the Voc shows a tiny increase from
0.97519V to 0.977099V, suggesting a marginally beneficial impact on open-circuit voltage. With a continuous
improvement, the JSC goes from 25.5886 mA/cm? to 26.5829 mA/cm?. The overall efficiency, which declines little from
19.6797% to 19.4037%, is negatively impacted by the FF, which falls dramatically from 78.8647% to 74.704%. The
simulation-based EQE as a function of wavelength for various PEDOT: PSS layer thicknesses is shown in Figure 3b.
The EQE curves show a comparatively constant spectrum response at different thicknesses, indicating that the device's

spectral response is not significantly impacted by the thickness of the PEDOT: PSS layer.
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Figure 3. (a) the effect of PEDOT: PSS layer thickness on photovoltaic parameters (Voc, Jsc, FF, and n). (b) the EQE as a
function of wavelength for varying PEDOT: PSS layer thicknesses.

200

3.3 Impact of ETL layer thickness on device performance
The influence of different PFN: Br layer thicknesses on important performance metrics as VOC, JSC, FF, and n is
shown by the simulation-based analysis in Figure 4. All the performance measures show a decrease with thickness. From
Figure 4a, the Voc 0f 0.975086 V, Jsc of 25.5741 mA/cm?, FF of 78.9427%, and efficiency of 19.6859% are achieved at
5 nm. These measures show that 5 nm is the ideal thickness for the PFN: Br layer because there is a considerable decrease
beyond this point. The EQE curves, displayed in panel (Figure 4b), further attest to the durability of the performance at
the ideal thickness because they hold steady at varying thicknesses.
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Figure 4. (a) the effect of PFN: Br layer thickness on photovoltaic parameters (Voc, Jsc, FF, and ), and (b) the EQE as a function
of wavelength for varying PFN: Br layer thicknesses

3.4 Effect of donor density of PFN: Br layer on device performance
The impact of donor density modifications in the PFN: Br layer on device performance metrics, such as VOC, Jsc,
FF, and n, is investigated in the simulation-based analysis shown in Figure 5. It can be observed that by increases the
donor density from 10'*cm™3 to 102'cm™3, a significant improvement in FF and m, while Voc stabilizes around
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10%8cm™3 as presented in Figure Sa. The maximum performance is observed at a donor density of 10?cm ™3 with a Voc

of 0.97 V, Jsc of 25.57 mA/cm?, FF of 79.53%, and an efficiency of 19.82%. Further confirming the durability of the
device performance at the ideal donor density are the EQE curves displayed in panel (Figure 5b), which hold true for a
range of donor densities.
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Figure 5. (a) the effect of donor density in the PFN:Br layer on photovoltaic parameters (Voc, Jsc, FF, and n). (b) the EQE
as a function of wavelength for varying donor densities in the PFN:Br layer.

3.5 Effect of acceptor density of HTL layer on device performance

The investigation performed using simulation, as illustrated in Figure 6, display how different acceptor densities in
the PEDOT: PSS layer affect the Voc, Jsc, FF, and 1) parameters. Figure 6a, illustrates a clear trend were increasing the
acceptor density from 101*cm™3 to 1021cm™2 significantly enhances the FF and 1. The Voc also shows a steady increase,
reaching 1.0058 V at the highest acceptor density. Optimal device performance is observed at an acceptor density of
10%1cm™3 with a Voc of 1.0058 V, Jsc of 25.5714 mA/cm?, FF of 85.38%, and an efficiency of 21.96%. It is supported
that device performance is robust at greater acceptor densities by the EQE curves shown in panel (Figure 6b), which are
essentially consistent across a range of acceptor densities.
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Figure 6. (a) The effect of acceptor density in the PEDOT: PSS layer on photovoltaic parameters (Voc, Jsc, FF, and 7)),
and (b) the EQE as a function of wavelength for varying acceptor densities in the PEDOT: PSS layer

3.6 Temperature dependence on device performance
Here, as shown in Figure 7, we examine the performance of the device as a function of temperature. From Figure 7a,
as the temperature rises from 273K to 333K, the Voc decreases steadily from 0.984V at 273K to 0.956V.
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Figure 7. The effect of temperature on the (a) the changes in photovoltaic parameters (Voc, Jsc, FF, and n)) with varying
temperatures, and (b) the EQE percentages

Similarly, the FF drops from 80.27% to 77.83%, and the overall efficiency of the device falls from 20.21% to
19.03%. The current density exhibits a notable degree of stability throughout the temperature range, suggesting that
variations in Voc, FF, and 1 are not attributable to substantial shifts in the current output. The lowest temperature, 273K,
where the maximum values of Vo, FF, and 1) are measured, is where best performance is observed. As can be seen from
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the EQE spectrum in Figure 7b, the EQE of the device is largely constant between 273K and 333K. This stability indicates
that the capacity of the device to convert photons into electrons over the reported wavelength range is mostly unaffected
by temperature fluctuations. This stability in EQE, in contrast to other performance metrics like Voc, FF, and n, suggests
that the main photoactive processes are less susceptible to temperature variations than the device's total electrical
performance.

4. OPTIMIZED DEVICE

The optimum parameters for our photodetector device are given in Table 2. The active layer thickness was set to
800 nm, the PEDOT: PSS HTL to 50 nm, and the PFN:Br ETL to 5 nm. The shallow uniform acceptor density (nA) of
the active layer was optimized to 7.5 X 101® X cm™3, while the shallow uniform donor density (nD) of PFN: Br (ETL)
and the shallow uniform acceptor density (nA) of PEDOT: PSS (HTL) were both set to 1021 x ¢cm™3. Our device structure
(FTO/PFN:Br/PBDB-T-2F:BTP-4F /PEDOT:PSS/Ag) differs significantly from the structure used in the work by
N.LLM. Ibrahim et al. ITO/PEDOT:PSS/PBDB-T-2F:BTP-4F/PFN/Ag)[33]. By changing the order of the HTL and ETL
layers, we were able to achieve superior performance. Specifically, after optimizing layer thickness and doping
concentrations.

Table 2. Optimized numerical parameters

Parameters Value
Thickness of Active layer 800 nm
Thickness of PEDOT: PSS (HTL) 50 nm
Thickness of PFN:Br (ETL) Snm

Shallow uniform acceptor density, nA of Active layer 7.5 x 106cm™3
Shallow uniform donor density, nD of PFN:Br (ETL) 1x10%*cm™3
Shallow uniform acceptor density, nA of PEDOT: PSS (HTL) 1x 102 ¢m™3

The current density-voltage (J-V) characteristics of the photodetector device are displayed in Figure 8a, which also
shows the dark current density and photocurrent density. A robust photoresponse is indicated by the photocurrent density
(black line), which peaks at about 35 mA/cm? slightly below 1 V under illumination. At low voltages, the dark current
density (red line) stays low and only begins to climb noticeably at 0.2 V. According to the dark current density statistics,
it is modest (between 1078 and 10715 A/cm?) until 0.2 V, at which point it climbs exponentially to 9.18 A/cm? at 1 V. This
behavior indicates low leakage current at low voltages, which enhances the stability and efficiency of the device.

The quantum efficiency (QE) and responsivity (R) at wavelengths ranging from 200 nm to 1200 nm are shown in
Figure 8b. Between 300 and 900 nm, the QE (black line) stays high and nearly 100%, demonstrating the device's
remarkable photon-to-electron conversion efficiency. In the same spectral region, the responsivity (red line) peaks at
approximately 0.66 A/W, suggesting great sensitivity. Beyond 900 nm, photon energy decreases and QE and responsivity
both decreases. According to comprehensive statistics, QE and responsivity peak at 800 nm and then steadily decline
from 50 nm to 800 nm. Performance is at its best at 800 nm, where QE is 97.68% and responsivity is 0.63 A/W. These
findings highlight the device's excellent sensitivity and efficiency overall, making it appropriate for applications requiring
accurate light detection over a wide spectral range.
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Figure 8. (a) J-V characteristic curve of the optimized photodetector, and (b) QE and responsivity as functions of wavelength.

Table 3. A comparative analysis of the performance of various OPDs from different studies, highlighting the advancements achieved
in this work

Active Materials Voe(V) mzijzmz) FF (%) PCE (%) Ref.
Experimental Results
PEDOT: PSS/GO/PCDTBT: PC71BM 0.82 10.44 50.0 428 34]
PEDOT: PSS/GO/PCDTBT: PC71BM 0.85 10.82 57.0 5.24 35]
PEDOT: PSS/PTB7:PC71BM 0.74 14.89 74.08 5.92 [36]
PTB4/PC71BM 0.70 14.80 64.60 7.1 37]
PEDOT: PSS/PTB7-Th: PC61BM 0.78 17.66 52.41 7.24 38]
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Active Materials Voc (V) ( mlijsz) FF (%) PCE (%) Ref.

“PEDOT: PSS/PBDB-T: ITIC-OE 0.96 16.50 69.75 1.0 [39]
PEDOT: PSS/PBDB-T: ITIC 1.06 16.20 82.95 14.25 [40]
Cul/PBDB-T: ITIC 0.98 20.15 79.59 15.68 [41]
PBD: PFBSA/PBDB-T: N2200 0.85 24.23 71.0 16.2 [42]
Simulation Results
GO/PBDB-T: ITIC 0.9148 25.71 58.45 13.74 [32]
GO/PTB7:PC71BM 0.9070 18.12 61.30 10.07 [32]
PEDOT: PSS/PBDB-T-2F: BTP-4F/PFN-Br 0.25 29.14 56.44.4 4.1 [33]
PFN-Br /PBDB-T-2F: BTP-4F/ PEDOT: PSS 1.02 35.20 84.61 30.40 This work

CONCLUSIONS

This study highlights the notable enhancements in photodetector performance that may be obtained by carefully
adjusting layer thicknesses and doping densities with the use of SCAPS-1D simulations. Through structural modification,
we were able to create a significantly higher efficiency device configuration than that suggested by N. I. M. Ibrahim et
al. using modifications in the HTL and ETL layers, the optimized structure using FTO/PFN/PBDB-T-2F/PEDOT/Ag
shown notable improvements in Voc, Jsc, FF, and overall efficiency. Furthermore, the device displayed a high EQ
exceeding 99% and responsivity reaching up to 0.65 A/W throughout a broad spectral area from 300 nm to 900 nm. These
results pave the way for more effective devices in real-world applications by highlighting the significance of layer
arrangement and material qualities in generating high-performance photodetectors.
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ONTUMI3BALIA OPTAHIYHUX ®OTOAETEKTOPIB 3A JOIIOMOI'OIO MOJAEJIOBAHHSA SCAPS-1D:
HIABHUILEHHS MPOAYKTUBHOCTI IIPUCTPOIB HA OCHOBI PBDB-T-2F HIJIIXOM KOH®IT'YPAIII IIAPY
TA PETI'YJIIOBAHHSA JIETYBAHHA
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VY 1poMy JOCHIIKEHHI MU IIPOBENM JOCIIPKCHHSI ONTUMI3allil pi3HUX MapameTpiB (OTOAETEKTOpa 3a JOIOMOTI0I0 MOJCIIOBAHHSI
SCAPS-1D st ninBuiieHHs doro 3arajgbHoOl NpoxyKTHBHOCTI. KoHCcTpyKkuito doronpuiiMaya MoauikoBaHO Ha OCHOBI CTPYKTYPH,
3anpononoBanoi H.I.M. I6parim ta in. (AMPC, 14(04), 55-65 (2024) uuisxoM 3MiHE NOPSAKY Inapy TpaHcrmoptyBanus aipok (HTL)
Ta mapy TpaucrnoptyBaHHs eiektpoHiB (ETL). 3aBmsku ontumizarii TOBUIMHH Inapy Ta KOHLEHTpauii JeryBaHHS MM 3HA4YHO
MOKpaImiM (HoToeTeKTpUYHI mapaMeTpu Hamoi ontuMizoBanoi ctpyktypu (FTO/PFN/PBDB-T-2F/PEDOT/Ag). 1,02 B, JSC 35,20
MA/cm?, FF 84,61 % i 3aranmsamit KKJI 30,40 % Kpim Toro, mpuctpiii npogeMoHCTpyBaB BUCOKY KBaHTOBY epekTuBHICTh (EQ) moHaz
99 % i gyTnuBicTs i3 mikoM 0,65 A/BT, oxomoroun mupoka crexTpainbHa 061acTs Big 300 M 1o 900 HM pe3ynbTaTH BKa3ylOTh Ha
KPUTHYHY POJIb PETENbHOI onTuMizamii mpu po3poOIi BHCOKOe)eKTHBHHX (OTONCTEKTOpIB, HAIAOUM IiHHY iH(OpMAMilo Ipo

NIPOEKTYBAHHS Ta BUTOTOBJICHHS IIPUCTPOIB i3 UyZOBUMH XapaKTePUCTUKAMH MTPOJYKTHBHOCTI.
Kuarwuosi ciioBa: opeaniunuii homodemexmop,; mooenoganns SCAPS-1D; onmumizayis npodykxmuenocmi; PBDB-T-2F: BTP-4F;
PEDOT: PSS; PFN: Br
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The motivation for research to study the potential offered by semiconductor materials such as silicon is their use as a substrate for the
manufacture of thin films. In this work the chemical bath deposition (CBD) method was used to synthesize Cadmium sulphide (CdS)
thin films on glass, silicon (Si), and porous silicon (PSi) substrates. The PSi substrates were prepared by an electrochemical etching
method using different current densities at constant etching time of 5 minutes. The obtained results demonstrated that the morphology
of the deposited materials was influenced by the porosity of the PSi substrates. The average crystallite dimensions for CdS/glass and
CdS/Si were determined to be 46.12 nm and 23.08 nm, respectively. In CdS/PSi structures, the average value of the grain size decreases
with increasing porosity. The smallest one is obtained for the CdS/PSi structure with 70% porosity, amounting to 11.55 nm. The
measured current-voltage characteristics in coplanar structure on the CdS/PSi/Si sample showed that the photocurrent of the CdS/Si
structure is of 3.17 pA and increases up to 600 pA for the CdS/PSi/60% structure.

Keywords: Chalcogenide semiconductors; Porous silicon; CdS; Thin film; CBD

PACS: 73.50.-h, 73.50.Pz

1. INTRODUCTION

Semiconductors have attracted considerable attention from researchers in different fields because of their
excellent performance capability in optics, electronics, and photonics [1-4]. Historically, metal oxide semiconductors
have been recognized to be feasible for optoelectronic devices. Metal chalcogenide nanostructures have also emerged
as promising materials due to their specific characteristics and advantages compared with other nanomaterials, related
to their low cost, chemical stability, simplicity of synthesis, and superior optoelectronic performance [5, 6].

Cadmium sulfide (CdS) is recognized as one of the most extensively studied materials within the category of
chalcogenide semiconductors. Its direct intermediate band gap, which is approximately 2.5 eV, in conjunction with a
relatively low work function, high refractive index, and remarkable thermal and chemical stability, renders it highly
appealing for various applications [7, 8]. Cadmium sulfide (CdS) has diverse applications across numerous fields,
including solar cells, light emitting diodes (LEDs), photodetectors, waveguides, and lasers [7]. Importantly,
improvements in synthesis methods have facilitated the precise fabrication of nanostructured CdS with customized
dimensions and forms. These nanostructures exhibit intriguing properties such as laser cooling, Franz-Keldysh effect,
and quantum confinement due to surface depletion [9—11]. With most reviews copiously focusing on growth techniques
and mechanisms [12, 13], cadmium sulfide thin films could be synthesized using PVD and solution growth deposition
methods. Indeed, several conventional methods such as chemical bath deposition, sputtering, thermal evaporation,
MBE, sol-gel processes, spin coating, electrodeposition, and screen printing have been widely utilized for CdS thin
film deposition [ 14—16]. Among them, the chemical bath deposition is worth mentioning since it's a very user-friendly
technique, offering several economic advantages coupled with its steady performance, thereby making it widely
popular among other thin film deposition methods. Moreover, the advantage with CBD is the capability for large-area
deposition and low-temperature deposition of CdS thin films [17]. The crystallinity of the CdS thin films prepared by
CBD is superior, with a lower defect density compared to other alternative deposition techniques. These films exhibit
a well uniformity, granularity, continuity, and smoothness, presenting negligible surface roughness [14]. The
development of films is dependent on the influencing factors of deposition, including bath concentration, solution
temperature, pH, deposition duration, and substrate characteristics [18-21]. The nature and properties of the substrate
used will influence the microstructure and adhesion of the resultant film. Thus, the choice of substrates can
considerably enhance or alter the general properties of the final products [22].
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The use of silicon in various technological fields has attracted the attention of many researchers due to its distinctive
properties [23-25]. On the other hand, porous silicon becomes a promising material for detection applications because of
many reasons: morphology, large specific surface area, low energy consumption, compatibility with silicon-based
technologies [26, 27]. In addition, various morphological and structural properties of this material can be achieved in a
localized manner by low-cost electrochemical process, which can be integrated on silicon through microtechnological
processes [26]. PSi sensitivity is influenced by the morphological properties of pores, such as pore diameter, degree of
homogeneity, surface roughness, and layer thickness [28]. Furthermore, its large specific surface area makes it more reactive
than bulk silicon. In this context, the variation of porosity can influence the surface roughness and the specific surface area
of the PSi substrate. Rahmani ez al. [29, 30] show that an increase in porosity results in an increase in roughness and also
uncover the evolution of PS nanocrystallites. On the other hand, many works shown that the variation in porosity in the range
of 50 to 70% yields to a high average specific surface area around 600 cm*m?®. [31,32]. Therefore, It has broad use in several
environmental and biological detection systems [28,33,34]. In order to manufacture high-performance photodetectors, many
studies have reported the improvement in the performance of detector when prepared on porous silicon [16, 28]. Another
more attractive way is to deposit nanoparticles of materials into the PSi matrix, hence improving the electrical properties of
the elaborated layers and produces sensors with higher and faster response [35]. In the realm of porous silicon, various
materials like ZnO, ZnS, TiO,, and more can be seamlessly integrated into the matrix [36, 37]. Numerous studies focused on
incorporating nanoparticles into the porous silicon matrix, including noteworthy materials like CdSe, CdS, ZnS, and ZnO
have been carried [38—40]. Hasoon et al. [38] have achieved the deposition of nanostructured CdS thin films on the PSi
matrix by the vacuum thermal evaporation method. Sara et al. [39] adopted a different path, by preparing a CuS/PSi
heterojunction photodetector using the chemical spray pyrolysis route. Khashan [41] succeeded in ZnO nanoparticles
incorporating into PSi matrix through chemical method. Similarly, Habubi investigated the response improvement of PSi
photodetectors when incorporated with CdSe nanoparticles prepared via laser ablation [42]. Li et al. [43] conducted an
interesting study on the electronic properties of the CdS/Si nano-hetero structure prepared via chemical bath deposition
technique on a silicon nanoporous pillar array. Perillo ef al. [44] demonstrated the photoresponse performance of CdS thin
films, deposited by CBD on glass, through low-temperature thermal treatment.

The novely of this study is to examine the influence of the porosity of a PSi substrate on the characteristics of CdS
nanoparticles produced by the CBD method. By comparing the structural, morphological, and optical properties of the
CdS layers on the PSi substrate with those on CdS/Si and CdS/glass structures.

2. MATERIALS AND METHODS
2.1. Porous silicon formation

The PSi layers were prepared by the anodization of p-type Boron-doped (100) oriented mono-crystalline silicon
(CSi) wafers, with resistivity of 0.015—0.018 Q cm and thickness of 250 — 300 um, in a solution composed of
hydrofluoric acid and ethanol. The unpolished face of the silicon served as the anode, while a platinum electrode served
as the cathode. The silicon wafers were treated before the anodization process by rinsing them with a 2% hydrofluoric
acid solution. Electrolyte preparation was performed by mixing 40% hydrofluoric acid with 99.98% ethanol in a 1:1
volumetric ratio. A single-cell configuration was used, connected to a Keithley 2400 generator. The porous layers were
prepared at various current densities, namely 5, 30, 60, and 100 mA/cm? during 5 min at room temperature, where the
porosity of PSi was found to be around 37%, 53%, 60%, and 70%, respectively. Finally, take out the samples and clean
them by ethanol and then dry using a hair dryer.

2.2 Synthesis CdS

Glass, Si and PSi substrates were used to deposited thin films using chemic CBD technique. The CdS solution in
this work is made by mixing cadmium sulfate (CdSO,), ammonia (NH4OH), thiourea (CS(NH;).), and de-ionized water
(DIH»0). The samples were soaked at 50° for 60 minutes with magnetic stirring in this solution. After that, the samples
were retrieved from it, collected, cleaned with de-ionized water, and dried in the air with a hair drier. All the films were
yellowish in color, homogeneous, and well-covered on the entire surface. In this study, different structures were
considered: CdS nanoparticles deposited on glass (CdS/glass), on silicon (CdS/Si), and on porous silicon prepared at room
temperature with current densities of 5 mA/cm? (CdS/P Si 37%), 30 mA/cm? (CdS/PSi 53%), 60 mA/cm? (CdS/PSi 60%),
and 100 mA/cm?2 (CdS/P Si 70%). The crystallographic structure of the prepared samples was investigated by an ARL-
EQUINOX100 X-ray diffractometer using CuKal radiation at an operation current of 40 mA and voltage of 40 kV.
The optical transmittance of CdS thin films was measured by a JacsoV-30 UV-visible spectrophotometer. The surface
morphology of the films was investigated by a scanning electron microscope (SEM) JEOL JSM-7001 F. The atomic
percent composition of the thin films was evaluated by energy dispersive X-ray (EDX) analysis.

3. RESULTS AND DISCUSSIONS
3.1 XRD characterizations
Fig.1 shows the X-ray diffraction spectra for the same current densities described above for CBD-CdS films
synthesized on glass, silicon, and PSi substrates. The recorded diffraction patterns confirm that indeed the deposited
CdS films are polycrystalline in nature. More precisely, it was observed that among all peaks, the intensity of the (002)
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peaks were higher; hence, the crystallites exhibit a preferential orientation along the (002) plane perpendicular to the
substrate. This observation is in good agreement with the LCDD No. 01-083-5246 that shows a hexagonal (Wurtzite)
crystalline structure [45]. Other peaks correspond to reflections from the planes (110) and (112). Such reflections
indicate a hexagonal CdS film. Another extra reflection in CdS/Si, CdS/PSi37%, CdS/PSi53%, and CdS/PSi60%
attributed to cubic CdS phase (200) also appears beside the hexagonal one. Most frequently, XRD studies of PVD
deposited CdS thin films showed that they have a dominant hexagonal structure, and solution growth deposited CdS
films showed a dominant hexagonal or dominant cubic or a mixed structure [46—51]. Hexagonal CdS structure is
recommended due to its higher stability regarding the cubic one [52].
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Figure 1. XRD spectra of CdS nanoparticles deposited on glass, silicon and porous silicon

The distinctive peaks (101) and (200), originating from the cubic metastable phase, underwent a remarkable
transformation within the domain of the hexagonal stable phase. Specifically, (101) evolved into (102), while (200)
transmuted into (101). This interesting observation revealed that CdS/PSi70% has a unique single-phase hexagonal
structure, which distinguishes it from the other examined samples. Remarkably, Haque ef al. [53] obtained similar results
to ours but by pre-deposited film heating. In our study we achieved the conversion from a mixed phase to the hexagonal
stable phase by manipulating the porosity of the PSi substrate. Additionally, in CdS/PSi(60%) and CdS/PSi(70%)
structures, we noted the emergence of an additional peak corresponding to the (101) plane within the hexagonal phase.
Further examination of the diffraction spectra shed light on distinct characteristics. When the CdS film was deposited on
a glass substrate, the diffraction peaks exhibited reduced intensity, suggesting their lower crystallinity. This result can be
attributed to the amorphous nature of the glass substrate [54]. In contrast, the diffraction peaks for the CdS films deposited
on PSi substrate became more pronounced and narrower, indicating the film’s crystallinity improvement [55]. It is well
known that the formation energy required for crystallization is higher when dealing with amorphous substrates like glass
compared to crystalline substrates, which promote nucleation. This fundamental distinction explains the lower
crystallinity observed in the CdS/glass structure. Notably, the CdS film grown on the PSi substrate exhibit superior
crystallinity compared to the other substrates, as demonstrated in Figure 1. This crystalline superiority makes it a
remarkable specimen deserving of attention and further exploration.

With the application of Bragg's diffraction condition, the calculation of interplanar spacing (d) for different planes
across all XRD patterns is possible [56].

2d-sin® = n-A, 1)
Where: 0 is the angle of diffraction, n gives the order of diffraction, and « is the wavelength of X-ray radiation from CuKa
(A =0.154 nm).

Using Bragg's formula for the hexagonal system [57], the 'a' and 'c' lattice parameters are determined from the
position of the peaks.

1_ @ik | 1 o
dz 3 a2 cz’
The minor deviation from the standard values can be attributed to the strain induced in these samples because of

excess Cd interstitials or S vacancies [57].
The crystallite size can be simply determined using the Scherer formula [57] as follows:



Effect of the Porosity of a PSi Substrate on the Characteristics of CdS...

163
EEJP. 1(2025)

Where:

kA
" Bcos’

3)

B represents the full width at half maximum (FWHM in radians) of the peak, adjusted for instrumental broadening.
0 is the diffraction angle mesered in radians
k: Scherer constant (k = 0.9)

A: Wavelength of X-ray.

The lengths are expressed in [A] and the angles in radians.
The strain values € can be calculated using the following formula [39]:

__ PBcoso
T4

“

The density of dislocations 8 is determined by the Williamson and Smallman's relation [58]:

(&)

Table 1 presents the lattice parameter values obtained. These values have a good agreement with the published data.

Table 1. Structural parameters for the strongest peaks of CdS nanoparticles deposited on different substrates

Substrats Structure (hkl) /1o 20 (°) dspasing(A°) Laticeconstante
CdS/ glass Hex (002) 100 26.6352 3.3417
Hex (110) 14.76 44.2537 2.0467 a=4.0890
Hex (112) 12.07 52.4457 1.7447 ¢ =6.6936
CdS/Si Hex (002) 100 27.2090 3.2775
Cub (200) 82.61 30.0070 2.9779 a=4.1986
Hex (110) 37.46 44.2794 2.0456
Hex (112) 52.35 51.9987 1.7586 ¢ =6.5550
CdS /PSi37%  Hex (002) 100 26.8596 3.3193
Cub (200) 62.79 29.7193 3.0061 a=4.1746
Hex (110) 19.46 43.9789 2.0589
Hex (112) 78.91 51.7355 1.7670 ¢ =6.6384
CdS /PSi53% Hex (002) 100 27.2016 3.2784
Cub (200) 68.84 29.9541 2.9831 a=4.1726
Hex (110) 34.58 44.6292 2.0304
Hex (112) 67.74 51.9526 1.7601 c=6.5568
CdS /PSi60%  Hex (100) 19.79 25.4144 3.5047
Hex (002) 100 27.0974 3.2907 a=4.1562
Cub (200) 39.66 29.9875 2.9798
Hex (110) 27.66 44.0521 2.0556 c=6.8516
Hex (112) 35.24 52.0017 1.7585
CdS /PSi70%  Hex (100) 54.50 25.8233 3.4501
Hex (002) 100 27.4168 3.2531 a=4.0832
Hex (101) 60.68 29.2907 3.0491
Hex (110) 79.00 44.4943 3.0362 ¢ =6.5063
Hex (112) 35.30 52.0950 1.2792

Data from X-ray diffraction on FWHM, crystallite size, strain, and dislocation density concerning CdS thin films
deposited onto various substrates are presented in Table 2. From the results obtained, crystallite size decreases in films
grown on Si and PSi substrates. The smallest value of crystallite size was measured in the largest porosity Psi substrate
(70%). Additionally, the strain and dislocation density values are lower in the case of films depoited on glass substrate.
By comparing the diffraction pattern of films deposited on glass and of those deposited on Si and PSi substrates for
different current densities, we can observe that most peak diffraction shift towards the bigger angles. It is well known
that the deformation due to planar stress causes the shift in XRD peaks. Therefore, the values of strain calculated in

Table 2 confirm the fact.

Table 2. X-ray diffraction data of 20, full width half maximum (FWHM), crystallite size, strain and dislocation density of (002) plan
for CdS thin films deposited on glass, silicon and PSi substrates

Substrats 20 (°) FWHM (°) D(nm) £.10° 5.103 (nm?)
CdS/ glass 26.6352 0.1771 46.120 0.751 0.470
CdS/Si 27.2090 0.3542 23.088 1.501 1.875
CdS /PSi37% 26.8596 0.3542 23.071 1.502 1.878
CdS /PSi53% 27.2016 0.4133 19.786 1.752 2.554
CdS /PSi60% 27.0974 0.5314 15.385 2.253 4.224
Cds /PSi70% 27.4168 0.7085 11.554 3.002 7.490
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3.2 Morphological study
Fig. 2 shows the SEM images of CdS thin films deposited on glass (a) and on silicon (b) substrates.

Figure 2. SEM images of (a) CdS/glass, (b) CdS/Si

CdS/glass sample structure show the presence of compact globular structures owing spherical and hexagonal shapes.
These structuresare composed of nanoparticles that maintain a uniform size. However, careful observation reveals the
existence of voids between the grains, indicating incomplete growth of CdS thin films. It is plausible that the smooth
nature of the glass substrate hampers the perfect development of CdS thin films.

In contrast, the SEM image of the CdS/Si structure portrays the formation of micro-flowers, micro-sheets, and
micropores on the surface. These micro-features create an environment conducive to the formation of non-spherical
nanoparticles within the micropores. This distinct morphology of the nanoparticles can be attributed to the intrinsic
roughness of the silicon surface, which provides favorable conditions for the growth of non-spherical CdS nanoparticles
in the recesses of the micropores. Moreover, an interesting discrepancy becomes evident when comparing the particle
density of the CdS/Si thin films to that of the CdS/glass structure. Remarkably, the particles in the CdS/Si thin films
appear to be more densely packed compared to those in the CdS/glass structure. This disparity in particle density becomes
visually apparent in Figure 3, which depicts the morphologies of both the porous silicon (PSi) and CdS/PSi structures.
This distinction can be ascribed to the distinctive characteristics of the silicon substrate, which likely facilitate a more
compact deposition of CdS thin films.

Figure 3 (a) illustrates the SEM image of the porous silicon matrix. The surface clearly consists of semi-circular
shaped pores, which are distinctive by their uniform distribution and great density. The size of these pores falls within
the range of 20 to 25 nm. Regarding the CdS/PSi structures, the SEM observation of the CdS/PSi37% structure (Fig.
3 (b)) exhibits the formation of micro-flowers, which subsequently generate pores with diameters on the scale of a few
micrometers. These pores undergo widening and deepening due to the porous nature of the silicon substrate and the
heightened surface roughness. A transition in the sample morphology is observed in the CdS/PSi53% structure
(Fig. 3 (c)), where the micro-flowers and pores partially disappear, leading to the emergence of micrometric plates on
the surface. Additionally, spherical nanoparticles appear and tend to aggregate, retaining their shape and forming
macroscopic hierarchical masses. As the porosity of the silicon substrate increases to a specific threshold (around 60%
(Fig 3 (d)), the characteristic flower-like morphology completely vanishes. Instead, of these two distinct types of
nanoparticles appear. Firstly, nano plates with dimensions spanning from 300 nm to 1 um are observed. Secondly,
spherical nanoparticles with a striking white appearance reminiscent of snowballs are formed. Notably, upon reaching
70% porosity in the silicon substrate (Figure 3 (e)), the SEM image reveals the complete disappearance of micro-
flowers and micro-plates followed by the formation of spherical nanoparticles with dimensions ranging from 10 nm to
50 nm, with a uniform distribution across the entire surface. Furthermore, the agglomeration of nanoparticles with
identical dimensions leads to the formation of microspheres with diameters between 500 and 700 nm. Additionally,
microspheres characterized by inhomogeneous and low-density structures also emerge through the agglomeration of
nanoparticles of similar dimensions.

In summary, the SEM analysis offers valuable information regarding the unique morphological characteristics
observed in the CdS/glass and CdS/Si configurations. In the CdS/glass structure, spherical nanoparticles form globular
structures, whereas the CdS/Si structures are composed of micro-flowers, micro-sheets, and non-spherical nanoparticles
within micropores. Additionally, the CdS/Si thin films exhibit a greater particle density compared to the CdS/glass
structure. Furthermore, the investigation of CdS/PSi structures evolves from micro-flowers and pores to micrometric
plates and aggregated spherical particles.
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Figure 3. SEM images of (a) PSi60%, (b) CdS/PSi37%, (c) CdS/PSi53%, (d) CdS/PSi60%, and (e) CdS/PSi70%

3.3 Compositional analysis
To determine the element composition and the ratio of atomic percentage of different elements in CdS thin films
prepared by CBD, we have used energy-dispersive X-ray (EDX) analysis. In Figure 4, we have reported the recorded
EDX spactra in different samples. As seen, high peaks assigned to Sulfur (S) and Cadmium (Cd) element are present in
whole spectra confirming the formation with a good purity of CdS thin films. However , we noticed that the percentage
of Cd and S elements is higher in the case of the CdS/PSi structure than in the other ones, reflecting better crystallization
of CdS on porous silicon.
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Element | Intensity | Atomic % Element | Intensity | Atomic %
(cls) (c/s)
Cd 12.03 3.813 Cd 93.54 17.342
S 9.28 2.893 S 45.41 7.929
Si 334.88 93.294 Si 482.55 74728
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Figure 4. EDX spectrum of nanocrystalline CdS thin films

3.4 Optical characterization
In order to study the optical gap of the CdS samples, the optical transmittance spectroscopy, in the Uv visible range,
of thin film deposited on glass is used. Figure 5 illustrates the variations in transmittance with respect to wavelength The
spectrum exhibited absorption edges at around 500 nm, which indicated the existence of the optical band gap of the CdS
thin film. The average transmittance obtained within the visible spectrum is about 55%. It is worth noting that the reduced

transmittance of the deposited film could be attributed to the surface roughness resulting from the morphology of clustered
CdS thin films.
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Fig. 5. Optical transmittance spectrum of CdS thin film

The relationship between the energy of the photon and the optical absorption coefficient (a) for direct transitions is
expressed by the following Tauc equation [59]:

1
a(h) = (hv — B, )2, ©6)
where: A: Independent energy constant Eg: Optical band-gap of semiconductor (eV) hv: Photon energy
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In Figure 6, we have plotted (ahv)?as a function of theenergy of the photon. The optical film’s band gap was estimted
from the intercept of the linear part of (ahv)? up with the x-axis. The obtained energy band gap of CdS thin film deposited
on glass is 2.3 eV. This result is in good agreement with that published in the literature [60].
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Fig. 6. Determination of the energy gap for the CdS thin film

3.5 Electrical characterization

For the film’s electrical characterization, we have measured DC conductivity in a coplanar structure. Two circular
silver (Ag) electrodes were placed on the surface to perform electrical conductivity measurements at a distance of 5 mm
(Figure 7a). The choice of the distance between the Ag electrodes was intended to guarantee the flow of electric current,
taking into account the geometric properties of the electrical contacts used in previous studies [61]. In Figure 7b, we have
plotted therecorded current-voltage (I-V) characteristics, measured in total darkness and under illumination. It is evident
that as the applied voltage increases, the current values of the CdS films increase significantly, both in dark and illuminated
conditions. Moreover, the measured current in illuminated condition is larger than in dark one, this is attributed to the
photonconductivity of the prepared CdS films, this suggests their possible application as photodetector. The CdS/Si,
Cd/PSi37%, Cd/PSi57%, Cd/PSi60%, and Cd/PSi70% structures present photocurrents of 3.14, 4.63, 58.85, 590.40 and
204.88 pA, respectively at bias voltage of 9V, as illuminated by visible light (Fig. 7a). In addition, the highest photocurrent
value is observed for CdS/PSi60% structure. However, the current measured in CdS/PSi70% structure was substantially
greater than that of CdS/PSi60%, this suggests the possibility of defects formation within the CdS thin films attributed to
the high porosity of the substrate. These defects may behave as recombination centers and consequently reduces the
electronic transport.
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Figure 7. [-V characteristics
(a) Structure used for I-V characterization; (b) CdS/PSi70%; (c) CdS/Si and CdS/PSi structures under illumination

In conclusion, the electrical characteristics of the produced CdS thin films can be influenced by the surface shape
and porosity of the porous silicon substrate. Successful synthesis of CdS thin films was achieved on glass, silicon, and
mesoporous silicon substrates using the chemical bath method.

4. CONCLUSIONS
This work has made it possible to meet the objectives set concerning the effect of porosity of mesoporous silicon
substrates on CdS thin films deposited by chemical bath deposition. Successful synthesis of CdS thin films was achieved on
glass, silicon, and mesoporous silicon substrates using the chemical bath method. Variations in the porosity of the PSi
substrate yield to CdS thin films with various morphologies. The impact of PSi porosity on the grain size of CdS was studied.
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Indeed, a porosity of around 70% yields to films owing better crystallinity and reduces the size of the CdS grains to less than
12 nm. The DC current measurements showed that the CdS/PSi structure with porosities between 60-70% significantly
exibited larger conductivity and photoconductivity, compared to the CdS/glass and CdS/Si structures. Finally, due to the vast
complexity of the influence of the porosity of a PSi substrate on the characteristics of CdS nanoparticles. several issues are
still open for future investigation in order to fully understand the effect of porosity of silicon substrates on CdS thin films.
Hopefully, the results presented in this study gives a contribution to this understanding.

Acknowledgments
This research was funded by the DGRSDT and the laboratory of Materials and System Structure and their Reliability of Oum El
Bouaghi university, Algeria.

ORCID
D. Belfennache, https://orcid.org/0000-0002-4908-6058; ®Mohamed A. Ali, https://orcid.org/0000-0002-7390-8592

REFERENCES
[11Y. Benkrima, D. Belfennache, R. Yekhlef, and A.M. Ghaleb, Chalcogenide Lett. 20(8), 609 (2023).
https://doi.org/10.15251/CL.2023.208.609.
[2] M. Husham, Z. Hassan, and A.M. Selman. Eur. Phys. J. Appl. Phys. 74(1), 10101 (2016). https://doi.org/10.1051/epjap/2016150414
[3] D. Belfennache, D. Madi, R. Yekhlef, L. Toukal, N. Maouche, M.S. Akhtar, and S. Zahra, Semicond. Phys. Quantum Electron.
Optoelectron. 24(4), 378 (2021). https://doi.org/10.15407/spqe024.04.378
[4] S. Mahdid, D. Belfennache, D. Madi, M. Samah, R. Yekhlef, and Y. Benkrima, J. Ovonic. Res. 19(5), 535 (2023).
https://doi.org/10.15251/JOR.2023.195.535
[5] P.Priyadarshini, S. Das, and R. Naik, RSC Advances, 12(16), 9599 (2022). https://doi.org/10.1039/D2RA00771 A
[6] A.M.Abu-Dief, Journal of Nanotechnology and Nanomaterials, 1(1), 5 (2020). https://doi.org/10.33696/Nanotechnol.1.002
[77] Y. Xi, C. Hu, C. Zheng, H. Zhang, R. Yang, and Y. Tian, Mater. Res. Bull. 45(10), 1476 (2010).
https://doi.org/10.1016/j.materresbull.2010.06.007
Y. Ma, X. Li, Z. Yang, H. Yu, P. Wang, and L. Tong, Appl. Phys. Lett. 97(15), 153122 (2010). https://doi.org/10.1063/1.3501969
J. Zhang, D. Li, R. Chen, and Q. Xiong, Nature, 493(7433), 504 (2013). https://doi.org/10.1038/nature11721
1 D. Li, J. Zhang, Q. Zhang, and Q. Xiong. Nano Lett. 12(6), 2993 (2012). https://doi.org/10.1021/n1300749z
] D. Li, J. Zhang, and Q. Xiong, ACS Nano, 6(6), 5283 (2012). https://doi.org/10.1021/nn301053r
] T. Zhai, X. Fang, L. Li, Y. Bando, and D. Golberg, Nanoscale, 2(2), 168 (2010). https://doi.org/10.1039/BINR00415G
] H. Li, X. Wang, J. Xu, Q. Zhang, Y. Bando, D. Golberg, Y. Ma, and T. Zhai, Adv. Mater. 25(22), 3017 (2013).
https://doi.org/10.1002/adma.201300244
[14] A. Ashok, G. Regmi, A. Romero-Nunez, M. Solis-Lopez, S. Velumani, and H. Castaneda, J. Mater. Sci. Mater. Electron. 31,
74997518 (2020). https://doi.org/10.1007/s10854-020-03024-3
[15] S. Hariech, J. Bougdira, M. Belmahi, G. Medjahdi, M.S. Aida, and A. Zertal, Bull. Mater. Sci. 45(2), 78 (2022).
https://doi.org/10.1007/s12034-022-02661-0
[16] S.Hariech, M.S. Aida, J. Bougdira, M. Belmahi, G. Medjahdi, D. Gen'eve, N. Attaf, and H. Rinnert, J. Semicond. 39(3), 034004
(2018). https://doi.org/10.1088/1674-4926/39/3/034004
[17] H. Khallaf, Ph.D. Thesis Dissertations. University of Central Florida, (2009). https://stars.library.ucf.edu/etd/3941
[18] D. Belfennache, N. Brihi, and D. Madi, in: Proceeding of the IEEE xplore, 8" (ICMIC) (2016). 7804164 (2017), pp. 497-502.
https://doi.org/10.1109/ICMIC.2016.7804164.
[19] D. Belfennache, D. Madi, N. Brihi, M.S. Aida, and M.A. Saeed, Appl. Phys. A, 124, 697 (2018). https://doi.org/10.1007/s00339-
018-2118-z
[20] R.Pribyl, S. Kelarova, M. Karkus, and V. Bursikova, Carbon Trends, 17, 100416 (2024). https://doi.org/10.1016/j.cartre.2024.100416
[21] S.  Morishita, M. Kunihiro, M. Funahashi, and N. Tsurumachi, J. Mol. Liq. 126425 (2024).
https://doi.org/10.1016/j.molliq.2024.126425
[22] T.A.-H. Abbas, Diyala journal for pure sciences, 13(3), 227 (2017). https://doi.org/10.24237/djps.1303.261 A
[23] R. Ouldamer, D. Madi, D. Belfennache, in: Advanced Computational Techniques for Renewable Energy Systems. IC-AIRES
20221, edited by M. Hatti, 591, (Springer, Cham. 2023), pp. 700-705. https://doi.org/10.1007/978-3-031-21216-1 71
[24] E.V. Pasos, B. Wagner, F. Xu, Y. Wang, M. Kim, M. Zachariah, and L. Mangolini, Chem Eng J. 500, 156997 (2024).
https://doi.org/10.1016/j.cej.2024.156997
[25] R. Ouldamer, D. Belfennache, D. Madi, R. Yekhlef, S. Zaiou, and M.A. Ali, J. Ovonic. Res. 20(1), 45 (2024).
https://doi.org/10.15251/JOR.2024.201.45
[26] N. Naderi, and M. Hashim Int. J. Electrochem. Sci. 7(11), 11512 (2012). https://doi.org/10.1016/S1452-3981(23)16962-8
[27] 1. Gonzélez, R. Nava, M. Cruz-Irisson, J.A. del Rio, I. Ornelas-Cruz, J. Pilo, Y.G. Rubo, ef al., J. Energy Storage, 102, 114087
(2024). https://doi.org/10.1016/j.est.2024.114087
[28] T. Jalkanen, A. Maattanen, E. Makila, ef al., Journal of Sensors, 927396 (2015). https://doi.org/10.1155/2015/927396
[29] N. Rahmani, and R.S. Dariani, AIP Advances, 5, 077112 (2015). https://doi.org/10.1063/1.4926460
[30] N. Rahmani, R.S. Dariani, and M. Rajabi, Appl. Surf. Sci. 366, 359 (2016) https://doi.org/10.1016/j.apsusc.2016.01.075
[31] A. Halimaoui, “Porous silicon: material processing, properties and applications,” in: Porous Silicon Science and Technology,
edited by J.C. Vial, and J. Derrien, (Centre de Physique des Houches, Springer Berlin Heidelberg, 1995). 1, pp. 33-52.
https://doi.org/10.1007/978-3-662-03120-9 3
[32] M. Du Plessis, Physica Status Solidi (a), 204(7), 2319 (2007). https://doi.org/10.1002/pssa.200622237
[33] M. Lai, L. Wei, Y-H Huang, X-D Wang, and Z. Yang. ACS Photonics, 11(6), 2439 (2024).
https://doi.org/10.1021/acsphotonics.4c00335]

8
9
1
1
1
1

(8]
(]
[10
[11
[12
[13



169
Effect of the Porosity of a PSi Substrate on the Characteristics of CdS... EEJP. 1 (2025)

[34] A.Jane, R. Dronov, A. Hodges, and N.H. Voelcker, 27(4), 230 (2009). https://doi.org/10.1016/j.tibtech.2008.12.004

[35] A. Rahmani, L. Remache, M. Guendouz, M.S. Aida, and Z. Hebboul, Appl. Phys. A, 127(5), 396 (2021).
https://doi.org/10.1007/s00339-021-04548-z

[36] C-M. Chou, H-T. Cho, V.K. Hsiao, K-T. Yong, W-C. Law, Nanoscale Res. Lett. 7, 1 (2012). https://doi.org/10.1186/1556-276X-
7-291

[37] B. Meier, L. Egermann, S. Voigt, M. Stanel, H. Kempa, and A.C. Huebler, Thin Solid Films, 519(19), 6610 (2011).
https://doi.org/10.1016/j.ts£.2011.04.225

[38] S.A. Hasoon, .M. Ibrahim, R. Al-Haddad, and S.S. Mahmood, Int. J. Curr. Eng. Technol. 4(2), 594 (2014).

[39] S.T. Kassim, H.A. Hadi, and R.A. Ismail, Optik, 221, 165339 (2020). https://doi.org/10.1016/;.ijle0.2020.165339

[40] A. Rahmani, L. Remache, M. Guendouz, N. Lorrain, A. Djermane, and L. Hadjeris, Surf. Rev. Lett. 29(03), 2250039 (2022).
https://doi.org/10.1142/S0218625X22500391

[41] K.S. Khashan, Int. J. Mod. Phys. B, 25(02), 277 (2011). https://doi.org/10.1142/S0217979211054744

[42] N.F. Habubi, R.A. Ismail, A.N. Abd, and W.K. Hamoudi, Indian J. Pure Appl. Phys. 53, 718-724 (2015).

[43] Y. Li, X.Y. Song, Y.L. Song, PF. Ji, F.Q. Zhou, M.L. Tian, H.C. Huang, and X.J. Li, Mater. Res. Bull. 74, 507 (2016).
https://doi.org/10.1016/j.materresbull.2015.11.023

[44] P.M. Perillo, and D.F. Rodriguez, Physica  B: Condensed  Matter, 680, 415828 (2024).
https://doi.org/10.1016/j.physb.2024.415828

[45] M. Cao, Y. Sun, J. Wu, X. Chen, and N. Dai, J. Alloys Compd. 508(2), 297 (2010) https://doi.org/10.1016/j.jallcom.2010.08.066

[46] C. Tsai, D. Chuu, G. Chen, and S. Yang. J. Appl. Phys. 79(12), 9105 (1996) https://doi.org/10.1063/1.362645

[47] B-S. Moon, J-H. Lee, and H. Jung. Thin solid films, 511, 299 (2006) https://doi.org/10.1016/].ts£.2005.11.080

[48] D.W. Niles, and H. Hochst, Phys. Rev. B, 41(18), 12710 (1990). https://doi.org/10.1103/PhysRevB.41.12710

[49] J. Patel, F. Mighri, A. Ajji, D. Tiwari, and T.K. Chaudhuri, Appl. Phys. A, 117, 1791 (2014) https://doi.org/10.1007/s00339-014-
8659-x

[50] M. Cao, L.Li, B. Zhang, J. Huang, K. Tang, H. Cao, Y. Sun, and Y. Shen, J. Alloys Compd. 530, 81 (2012).
https://doi.org/10.1016/j.jallcom.2012.03.054

[51] Z. Rabeel, M. Abbas, M. Basit, N.A. Shah, I. Ahmad, and M. Hassan, J. Adv Nanomat. 2(2), 113 (2017).
https://dx.doi.org/10.22606/jan.2017.22004

[52] S. A-J. Jassim, A.A.R.A. Zumaila, and G.A.A. Al Waly, Results Phys. 3, 173 (2013). https://doi.org/10.1016/j.rinp.2013.08.003

[53] S.E. Haque, B. Ramdas, N. Padmavathy, and A. Sheela, Micro & Nano Letters, 9(10), 731 (2014).
https://doi.org/10.1049/mnl.2014.0167

[54] L. Ma, X. Ai, and X. Wu, J. Alloys. Compd. 691, 399 (2017). https://doi.org/10.1016/j.jallcom.2016.08.298

[55] S. Thanikaikarasan, T. Mahalingam, T. Ahamad, S.M. Alshehri, J. Saudi Chem. Soc. 24(12), 955 (2020).
https://doi.org/10.1016/j.jscs.2020.10.003

[56] N. Maticiuc, and J. Hiie, IOP Conf. Ser.: Mater. Sci. Eng. 49(1), 012061 (2013). https://doi.org/10.1088/1757-899X/49/1/012061

[57] F. Ouachtari, A. Rmili, B. Elidrissi, A. Bouaoud, H. Erguig, and P. Elies, J. Mod. Phys. 2(9), 1073 (2011).
https://doi.org/10.4236/jmp.2011.29131

[58] V.G. Nair, R. Jayakrishnan, J. John, J.A. Salam, and A.M. Anand, A. Raj, Mater. Chem. Phys. 247, 122849 (2020).
https://doi.org/10.1016/j.matchemphys.2020.122849

[59] D. Komaraiah, E. Radha, Y. Vijayakumar, J. Sivakumar, M.R. Reddy, and R. Sayanna, Modern Research in Catalysis, 5(4), 130
(2016). https://doi.org/10.4236/mrc.2016.54011; M. Shaban, M. Mustafa, and A. El Sayed, Mater. Sci. Semicond. Process. 56,
329 (2016). https://doi.org/10.1016/j.mssp.2016.09.006

[60] G. Mani, and J.B.B. Rayappan, Appl. Surf. Sci. 311, 405 (2014). https://doi.org/10.1016/j.apsusc.2014.05.075

BIIJIMB IMOPUCTOCTI HNIJJIOXKKH PSi HA XAPAKTEPUCTHKHU HAHOYACTHHOK CdS,
OTPUMAHUX METOAOM CBD
®@. Caxep?, JI. Pemam?, A. Paxmani®, X. Myaukia®, M.C. Aina‘, H. Tepmit¢, JI. Beandename’, P. Cxaed’, Moxamen A. Auif
4Jlabopamopis mamepianie i cucmemnoi cmpykmypu ma ix naoitinocmi, Yuisepcumem Ym Env Byaei, Ym Env Byazi, 04000, Anocup
bTabopamopis ¢pizuxo-ximii mamepianie LPCM, Yuicepcumem Jlazyam, Jlazyam, 310081, Anocup
cDakymvmem npupoOHUMUX § NPUPOOHUNUX HAVK, Kaghedpa mamepianosnascmea, Yuieepcumem Ym Env Byazi, Ym Env Byaei, 04000, Anscup
dPaxynomem Qizuxu, Yuisepcumem xopona A6oynaziza, Joicudda, nposinyis Mexxa, Caydiscoka Apasis
¢Vuisepcumem Jlap6i ben M'xioi, Ym Env Byaei, 04000, Anocup
THocnionuyskuti yenmp npomuciosux mexnonoziti CRTI, P.O. Box 64, Yepeza, Andaicep, Anoicup
8[IIxona biomexuonoeii, Yunisepcumem baop y Kaipi (BUC), micmo badp 11829, Kaip, €cunem

MortuBami€to A1 JOCHIIKEHHS MOTEHIIaTy TaKUX HaMiBIPOBITHUKOBUX MaTepialliB, K KPeMHiH, € IX BUKOPHCTaHHS SIK IMiAKIAAKA
JUISL BUTOTOBJICHHS TOHKUX IDTIBOK. Y 1ilt po6oTi MeTox ximMidHOro ocamkeHHs (CBD) BHKOpHCTOBYBaBCS ISl CHHTE3Y TOHKUX ILTIBOK
cynbdiny xagmito (CdS) na migxmagkax 31 ckia, kpemHiro (Si) i nopucroro kpemiro (PSi). ITigkmaaku PSi Oymu miarorosieHi MeTonoM
SJICKTPOXIMIYHOTO TPABJICHHS 3 BUKOPHCTAHHSM Pi3HMX T'YCTHH CTPyMy IpH IOCTIHHOMY 4aci TpaBieHHs 5 XBWiIMH. OTpuMaHi
pe3yNbTaTu MpoJEMOHCTPYBANH, 110 Ha MOP(OJIOTil0 HAHECEHNX MaTepialliB BIUIMBAJA MOPUCTICTh minkitanok PSi. Busnaueno, mo
cepenni posmipu kpucranitiB CdS/ckio ta CdS/Si cranosmsats 46,12 um Ta 23,08 um BigmosigHo. Y crpykrypax CdS/PSi cepenne
3HAYCHHS PO3MIpy 3€peH 3MEHLIYeTbCs 31 30inblIeHHAM nopucrocti. HaiiMeHmmii orpumano st crpykrypu CdS/PSi 3 70%
MOPHCTICTIO, 0 CTAaHOBUTH 11,55 HM. BuMipsHi BonbsT-aMIepHi XapakTepUCTUKU B KOMIUIaHApHIA cTpyKTypi Ha 3pa3ky CdS/PSi/Si
ToKasain, mo ¢oroctpym cTpykrypu CdS/Si ctanoButs 3,17 MKA i 36impmryersest 10 600 MkA mrsa crpykrypu CdS/PSi/60%.
KurwouoBi ciioBa: xanvkoeenioni nanienpogionuxu, nopucmuti kpemuiti, CdS; mownka naiska;, CBD
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In this paper, CuO/ZnO nanocomposites thin films were elaborated with different combination ratio of precursors (copper chloride,
zinc chloride) dissolved in distilled water using the spray pyrolysis method in order to study their physicochemical properties.
Nanocomposites were elaborated as thin films deposited on the surface of ordinary glass at 550°C using a cheaper and fast technique.
Optical, structural and morphological properties of the latter have been examined by UV-vis, X-ray diffraction (XRD), RAMAN,
SEM/EDS and AFM. XRD peaks prove the attendance of the polycrystalline models of CuO and ZnO with preferential orientation.
Raman shift spectrum confirms the attendance of CuO and ZnO nanocomposites. SEM/EDS and AFM support that there is same
roughness on the surface of the ordinary glass RMS=106 nm, which is suitable for the mechanism of photodegradation. In the visible
region, we notice a high absorbance and high optical band gaps (Egap=4.07 eV) that is suitable for the photodegradation of undesirable
substances.

Keywords: Spray Pyrolysis; CuO/ZnO; Thin Films; Precursor;, RAMAN, Photodegradation

PACS: 73.50.-h, 73.50.Pz

1. INTRODUCTION

Semiconductors attract considerable attention from fundamental and application points of view, due to their widely
exploited properties [1-3].Considerable efforts have been focused on semiconducting metal oxides (TiO,, MgO, ZnO,
CuO, SiO», etc), have been the subject of numerous research works and they have attracted great interest in the academic
and industrial circles because they present a remarkable improvement in the properties of materials compared to
conventional micro and macrocomposites [4-8]. The development of these materials is linked to their interesting physical
properties and their advantages over other materials (available, stable, non-toxic, low cost, etc.) [9,10]. These materials
(oxides) are good candidates for applications in different technological sectors, particularly in photovoltaics and
optoelectronics [11-13]. Currently, the association of two oxides cites great attention from researchers because of their
various practical applications such as photocatalyst, sensor, fabrication of microelectronic circuits, piezoelectric devices,
fuel cell and solar cells [14-17].

In this case, we have many contents with higher amounts of oxides based on zinc (ZnO) and copper (CuO) that act
on semi-conductors with more advantages for different applications. The composite nanostructures of these semi-
conductors have a large interface and allow for multiple functional functions and a voice to new applications. The ZnO
is a semi-conductor type with a large cross-band direct current (3.37 eV) and a strong exciton energy environment of
60 MeV at the ambient temperature and electrical properties. It is necessary to pay attention to large applications with
potential in luminescence, photocatalysts, electricity, gas caps, solar cells, hydrocarbon storage and information [18].
Copper oxide is a beneficial semiconductor material due to its cheaper price, most availability from raw materials and the
most important is their non-toxicity. They are used in transistors, spintronic devices, super capacitors, gas sensing electro
chromic devices and photocatalysis The, with a gap of 1.2eV at low temperature [ 19]. In the Uv-vis domain, its gap energy
is 1.2 to 1.7 eV [19,20] which requires a low energy (hv) for the electron to move from the valence band to the conduction
band, but unfortunately it turns out that this gap energy is a little weak to degrade an organic and inorganic pollutants [21].
For that we opt to improve the optical and energetic properties by adding to this semiconductor another n-type
semiconductor (ZnO) [21, 22].

This amalgamation can produce interstitial defects which lead the easily passage of the electrons from the valence
band to the conduction band by releasing a higher energy to use the oxidation reduction reactions at the semiconductor /
pollutant interface (liquid or gas) [21]. The composite nanostructures of these semi-conductors have a large interface and
allow for multiple functional functions and a voice to new applications.

Several methods have been used to synthesize ZnO-CuO composites. Among these methods, we can cite Co-
precipitation [23], hydrothermal [24]; sol-gel [25] and the Spray Pyrolysis method [26]. The latter offers many
manufacturing advantages comparable to the deposition methods, namely the use of available and less expensive
equipment, the ability to operate at atmospheric pressure and at low temperature, easy control of manufacturing
parameters, compatibility with large deposition surfaces. In this work we study the fast and cheap synthesis of CuO/ZnO
thin films made with the spray pyrolysis technique.
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2. EXPREMENTAL PROCEDURE

In this work, we have used a simple device for deposition, it is a small spray perfume bottle filled with a desired
precursor solution (copper chloride (S;) zinc chloride (S,)), prepared with distilled water at different concentration of
precursors as follows: Crow= 0.05M and Vreui=10ml (Fig. 1). The zinc chloride ZnCl,,2H,0 and copper chloride CuCl,,
2H,0 are Sigma-Aldrich products with more than 98% of purity.

In the open air with Troem = 25°C and t = 1 hour, the solutions were prepared. The precursor solutions have been
sprayed onto ordinary glasses heated at 550°C. Before that; the ordinary glasses are cleaned like the previous
protocol [21].

Substrate

Figure 1. Principle of Spray Pyrolysis

3. RESULTS AND DISCUSSION
3.1 The UV-Visible characterization

ZnO and CuO thin films are n-type and p-type semi-conductors, and the direct result of Zn and Cu gaps in the
assembly of the structure leads to the formation of holes in the valence bond. Equations (1) and (2) calculate the gap
energy [21].

The optical absorbance spectra of thin films elaborated with different percentage of CuO/ZnO were shown in
Figures 2 and 3. The obtained thin films reveal low and strong absorption in the visible region with a= 381.57nm more
or less for all thin films. These are the basic characteristics of a solar selective absorber.

In order to determinate the CuO/ZnO band gap energy, the experimental data were extracted and reformed to
absorption coefficient (o) as follows [21]:

_1 (1-R?) (1-R)* 2
@ =< In[*——=+V " +R] (1)
Where
a: Absorption coefficient;
t: Thickness;

R: reflectance;
T: transmittance;
The thickness t is nanometrically scaled Eg and a can be calculated by Tauc eq. (2):

ahv = A(hv - E,)" 2)

Where h is the photon energy, A is an independent constant of the energy and n is 2 or 0.5 for the indirect and direct
allowed transition respectively, for this reason, the gap energy can be computed by extrapolating the linear part of the
plot (ahv)? with respect to hv (Fig. 3) [21]. we can see that the crystallite sizes of the CuO and ZnO are the responsible
factors who can give same band gap variation. In this work, the connection between the band gap and crystallite size was
investigated previously [27]. As a result, by adding another precursor the crystallite size is increased. Thus, a high
crystallite size is, a band gap is. [27]. CuO is 3.7 eV gap energy in water less than what we found in this work, Eg = 4.07
eV for equimolar concentration of precursor solution (50 % ZnCl,; 50%CuCl,). For this reason, we believe that the equi-

concentration of the precursor gives the good results for the photdegradation of pollutants.
0,5

C=0.05M (H,0), V.=10ml ; T=550°C
Zn0

Cu0

CuQiZn0; 50%/50%
CuQiZn0; 75%/25%
CuQ/Zn0; 25%I75%
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Figure 2. Different optical absorbance of CuO/ZnO nanocomposite thin films
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Figure 3. Different Band Gap of CuO/ZnO nanocomposites thin films

3.2. XRD Characterization & Crystallites Sizes Calculation

Fig.4 show the X-ray diffraction spectra for CuO/ZnO nano comoposite film made with the Spray Pyrolysis
Technique. while the precursors were added in equi molar concentration, CuO/ZnO nano composites thin films formed
show a various intensity of peaks at 2theta: 16.39, 37.51, 41.32, 43.50, 56.39 and 68° corresponding to the diffraction
planes of CuO and ZnO with monoclinic crystalline arrangement. This observation is in good agreement with the JCPDS
card 89-5899 for monoclinic crystalline structure
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Figure 4. X-ray diffraction of CuO/ZnO thin films at T=550°C
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Using Scherrer equation [27, 28]: Crystallite size can be deduced from XRD spectrum from several peaks mentioned

below:
kA

D= 3)

" W cos6

Where:
D: Crystallites size
K: shape factor named “Scherrer constant” ( K=0.9 )
W: Full width at half maximum (FWHM) expressed in radians and 0 represents the peak position (radians)
L: Wavelength of X-ray sources (Cuk, = 1.5406 A).
We notice that CuO/ZnO grain sizes produced at homogeneous mixture of the precursors solution (copper chloride (S;)
zinc chloride (S;)) are in nanometric scale with a small increase of 15 to 30 nm unlike CuO/ZnO elaborated independently
[29-31]. We can gather the crystallites sizes values calculated by (3) in Table 1.

Table 1. Crystallites sizes values

Peaks (20°) Plane (hkl) Crystallite size (nm)
37.36 101 27.56
40.58 111 41.76
42.73 200 12.01
56.20 110 12.33
67.18 112 26.12
74.90 004 08.97

3.2 Raman Characterization

Raman characterization of CuO-ZnO nanocomposite thin films is an effective method to study the structural and
electronic properties of these materials. Raman spectroscopy allows analyzing the vibration modes of chemical bonds in the
material, which can provide information on the phase, purity, and interactions between the different phases of the
nanocomposite. Figure 5 shows the Raman shift of CuO/ZnO thin films at T=550°C, it shows the presence of the majority
of characteristic bands of CuO and ZnO nanocomposite thin films.

In this case, one can expect to observe characteristic peaks related to each phase, as well as interaction or coupling
peaks between the two oxides. The main Raman modes for CuO are generally located around 290 cm™; 340 and 620 cm™,
while for ZnO the main modes are found around 380 cm™ and 570 cm™. This is consistent with the results reported in the
literatures [21,22].

ZnO
10000 - CuO/ZnO 50%; 50%

8000

6000

Intensity (arb.units)

4000

2000 T T T T T T T T T T T
200 300 400 500 600 700 800
Raman Shift (cm ™)

Figure 5. Raman shifts of CuO/ZnO thin films at T=550°C

3.3. Atomic force microscopy (AFM) characterization

In order to better measure the roughness of these samples, we based on the measurement of the factor of roughness
RMS to the surface of the software WSxM software [32]. AFM analysis was carried out to observe the surface morphology
of CuO/ZnO films. Fig. 6 shows the topographies of the CuO/ZnO thin films at T=550°C, the results of the analysis
indicate the presence of islands with different shape, size and number. This is well described according to the “Volmer-
Weber” mode i.e. the binding energy between metal ad-atom and substrate atoms is smaller than the binding energy
between metal ad-atoms themselves, which leads over potential deposition (OPD) of a 3D metal forming on substrate.
For the pulse CuO/ZnO thin films pro-duced with equimolar of precursor shows there is same roughness on the surface
of the ordinary glass RMS=106 nm, which is suitable for the mechanism of photdegradation in the visible region
(Figure 6). By way of comparison, Biinyamin Sahin et al [33] have obtained a roughness lower than found rms values of
60, and 23 nm for ZnO/CuO nanocomposite thin films synthesized by the SILAR (Successive Ionic Layer Adsorption
and Reaction) method.
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Figure 6. AFM image of CuO/ZnO thin films at T=550°C
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3.4 SEM/EDS Characterization
From the Figure 7, we can see that there is a large heterogeneity of deposition on the surface with a nanometrical scale
of particle; CuO is spherical form [20] and ZnO is rod with hexagonal form [34] which are suitable for the displacement of
the electron from the valance band of CuO to the conductivity band of ZnO that favourite the photodegradation.

% Co0100%

Figure 7. SEM images of CuO/ZnO thin films at T=550°C

In other hand, EDS characterization illustrate that all chemical elements of thin films on the surface of the substrate
shows the presence of CuO/ZnO nonocomposite arrangement (Fig.8) [21, 22].

Elt. Line Intensity Atomic Atomic Conc Units Error MDL
(cis) %  Ratio 2-sig 3-sig
QO Ka 88.83 67.142 1.0000 51486 wi% 2496 0783

Si Ka  167.94 30420 04532 40960 wi% 1458 0.540
Cu Ka 085 08681 0.0101 2078 wt% 1.007 1511

Zn Ka 162 1748 00260 5478 wi% 1024 2886
100,000 100,000 wi.ba Total
W 150
Z Takeoff Angle  35.0°

Elapsed Livetime 20.0

n

ngu L IRTPREVITPRY u&..‘..’-......a.._....,m "
2 4

6 8 keV|

Figure 8. EDS result of CuO/ZnO thin films at T=550°C

4. CONCLUSIONS

This study has made it possible to meet the objectives set concerning the fast and cheap synthesis of CuO/ZnO thin
films made with the Spray Pyrolysis Technique. Successful synthesis of thin films samples with the spray pyrolysis
technical by different percentage of precursor solution of CuCl,, 2H,0 and ZnCl,,2H,0, dissolved in distilled water, from
the most important results obtained, it is possible to conclude that:

- The UV-Visible characterization shows that all thin films exhibit ultraviolet optical transmission.

- XRD, SEM/EDS and RAMAN characterization of CuO/ZnO nanocomposites confirm the presence of the various
phase of CuO and ZnO and the crystallite size are at the nanometrical scale.
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Finally, according to these results and compared with the literature CuO and ZnO are suitable for photodegradation
of organic and inorganic pollutants. Several issues are still open for future investigation in order to fully understand the
synthesis of CuO/ZnO thin films for photodegradation of pollutants. Hopefully, the results presented in this study gives
a contribution to this understanding.
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IMBUJIKWM TA IEINEBAW CUHTE3 TOHKIX IJIIBOK CuO/ZnO, BATOTOBJIEHUX
3A METOAHWKOIO CITPEEBOI'O IIIPOJII3Y
IO. Beanan, A. Byxank, /I. Beabdename, P. €xaed
Hayxoeo-0ocnionuii yenmp npomucnosux mexronoeiii CRTI, Yepaza, Andowcep, Anscup

VY miii cratTi Oyno po3pobieHo TOHKI IuTiBKH HaHOKOMNO3uTiB CuO/ZnO 3 pi3HUM CHiBBiZHOLICHHSM KOMOIHALild MPEKypcopiB
(xJIopuA Mifi, XJIOPH IIUHKY ), PO3YNHEHUX Y IUCTHIHOBAHIN BOI METOIOM PO3MITIOBAIEHOTO MIPOi3y 3 METOIO BUBUEHHS 1X (hi3HKO-
XiMiyHuX BractuBocteil. HaHokoMmo3utu Oyiu po3pobiieHi y BUIJIAAI TOHKHX IUTIBOK, HAHECCHHX HAa MOBEPXHIO 3BHYAHOTO CKJa
npu 550°C 3a 1OMOMOroro JenreBIIoi Ta mBHAKOI TexHikM. ONTHYHI, CTPYKTYpHI Ta MOP(OJIOTiYHiI BIACTHBOCTI OCTAHHBOTO OYIIN
nociipkeni Metonamu Y ®@-uninenns, nudpakuii peHTreHiBebkux npomeHiB (XRD), pamaniBcskoro poscitoBanus, SEM/EDS Tta
AFM. XRD-nmiku [IOBOIATH NPHUCYTHICTH mnomikpuctamiunux wmonened CuO Tta ZnO 3 mepeBaxkHoro opieHTariero. CrexTp
KOMOiHALIHOTO 3CyBY MiATBepKye HpucyTHicTh Hanokommo3uTiB CuO ta ZnO. SEM/EDS ta AFM miaTBepkyoTh, IO Ha
MOBEPXHi 3BUYafHOTO CKJIa € 0/IHaKoBa HIOPCTKICTh RMS=106 HM, sika miAX0IUTh AJs1 MexaHi3My ¢oToaerpaaarii. Y Buanmiii obmacti
MH TIOMiYa€MO BUCOKE IOTJIMHAHHSA Ta BEJIHKI onTw4Hi 3a0opoHeHi 30HM (Egap= 4,07 eB), mo migxoauts g doronmerpanamii
HeOa)XaHUX PEYOBHH.

Karouosi cnoBa: cnpeii-niponiz; CuO/ZnO; mouxi naiexu; npexypcop;, RAMAN, ¢pomoodespadayis
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This study investigates the impact of the resistivity of Aluminum-doped Zinc Oxide (AZO) films on the electrical characteristics of
AZO/p-Si heterojunctions. AZO films were deposited using a thermal evaporation technique on p-Si substrates, with varying deposition
temperatures to control film morphology and resistivity. Comprehensive current-voltage (I-V) and capacitance-voltage (C-V)
measurements were conducted to evaluate the diode performance and interface state dynamics. The results show that samples with
higher resistivity, particularly those deposited at room temperature (S1 and S2), exhibit MOS-like behavior, indicating higher
concentrations of interface states and defects. In contrast, samples deposited at elevated temperatures (S3, S4, and S5) demonstrate
improved diode characteristics, with lower resistivity, enhanced carrier mobility, and better crystalline quality. Mott-Schottky and
capacitance-frequency (C-f) analyses further reveal the significant role of interface states in determining the heterojunction's electrical
response, especially at lower frequencies where charge trapping dominates. Additionally, photoluminescence (PL) spectra confirm the
presence of oxygen vacancies in the AZO films, with strong visible emission observed in S1 and S2, linked to deep-level defect states.
This work highlights the critical influence of deposition conditions on the resistivity and performance of AZO films in heterojunction-
based optoelectronic devices, offering valuable insights into optimizing material properties for improved device efficiency.
Keywords: AZO films; Resistivity, p-Si heterojunction; I-V characteristics;, C-V characteristics;, Mott-Schottky analysis; Interface
states; Photoluminescence (PL) spectra; Oxygen vacancies; Thermal evaporation; Charge trapping
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INTRODUCTION

Aluminum-doped Zinc Oxide (AZO) films have garnered significant attention in recent years due to their versatile
electrical and optical properties, making them suitable for various optoelectronic applications such as transparent
conducting electrodes, photodetectors, and solar cells [1,2]. The combination of low resistivity, high optical transparency,
and chemical stability has made AZO a compelling alternative to conventional transparent conductive oxides (TCOs)
such as Indium Tin Oxide (ITO), especially considering the abundance and lower cost of zinc compared to indium.

The performance of AZO films in heterojunction-based devices, however, is highly sensitive to their resistivity,
which is influenced by deposition conditions, doping concentration, and the film's crystalline quality. In particular, the
resistivity of AZO films directly affects the interface properties between the AZO layer and the silicon (p-Si) substrate in
heterojunction structures [3]. High-resistivity AZO films tend to introduce more interface states and defects, such as
oxygen vacancies, which can trap charge carriers and hinder device performance by promoting non-radiative
recombination. Conversely, lower-resistivity films typically result in improved electrical characteristics, including
enhanced carrier mobility and reduced recombination losses, making them more suitable for high-efficiency devices.

Previous studies have explored the structural, electrical, and optical properties of AZO films in various device
architectures, but limited work has focused on the direct correlation between film resistivity and the electrical behavior of
AZO/p-Si heterojunctions. Understanding how resistivity influences the current-voltage (I-V) and capacitance-voltage (C-V)
characteristics, as well as the role of interface states, is crucial for optimizing the performance of these heterojunctions.

This study aims to systematically investigate the effects of AZO film resistivity on the I-V and C-V characteristics
of AZO/p-Si heterojunctions. By varying the deposition conditions of the AZO films, we were able to tailor their
resistivity and evaluate the corresponding changes in electrical behavior. In addition, photoluminescence (PL) spectra
were measured to analyze the presence of defect states, particularly oxygen vacancies, which are known to influence the
material's optoelectronic properties. The results of this study provide valuable insights into optimizing the deposition
process to enhance the performance of AZO-based heterojunctions for advanced optoelectronic applications [2,3].

EXPERIMENTAL DETAILS
Substrate Preparation and Cleaning. The experimental process began with the meticulous preparation of p-type
silicon (p-Si) substrates. These substrates were subjected to a rigorous cleaning process involving sequential immersions
in deionized water, a mixture of hydrogen peroxide (H,0O,), and ammonium hydroxide (NH,OH), followed by a thorough
rinse. A second cleaning phase with a solution of hydrogen peroxide and hydrochloric acid (HCI) was applied to ensure
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the removal of all contaminants [5,7]. This step was critical for achieving a pristine surface, essential for high-quality film
deposition and effective heterojunction formation.

Film Deposition. Aluminum-doped Zinc Oxide (AZO) films were deposited using a thermal evaporation technique.
A blend of high-purity zinc oxide (ZnO) powder and aluminum (Al), with a doping concentration of 2%, was prepared
and placed in a tungsten boat within the evaporation chamber. The chamber was evacuated to a base pressure of 107°
mmHg to ensure a contaminant-free environment. The mixture was then heated to 1753 K, allowing the ZnO and Al to
evaporate and deposit on the prepared substrates under a controlled atmosphere of 16 mTorr oxygen. The deposition
process was carefully monitored with a quartz crystal microbalance to maintain the film thickness between 100 nm and
150 nm.

Contact Formation and Structural Analysis. Following deposition, aluminum was evaporated onto the reverse
side of the p-Si substrates to serve as the bottom contact. On the top side, gold contacts were defined in two areas, 0.01
cm? and 0.5 cm?, to establish the top contacts for the heterojunction. The structural and morphological properties of the
AZO films were then characterized using scanning electron microscopy (SEM) and atomic force microscopy (AFM),
providing detailed insights into surface topography and film uniformity.

Electrical Characterization. The resistivity, carrier mobility, and concentration of the AZO films were measured
using a Hall effect measurement system, which provided detailed insights into the electronic properties of the films. The
four-point probe method was utilized to assess the resistivity and doping concentration of the p-Si substrates.

Electrical and Optical Measurements. Comprehensive electrical characterization was performed under dark
conditions to avoid light-induced effects. Current-voltage (I-V), capacitance-voltage (C-V), and capacitance-frequency
(C-f) measurements were carried out using a semiconductor parameter analyzer. These tests were crucial for evaluating
the heterojunction's electrical behavior under various electrical biases, ranging from —5 Vto 5 V.

Finally, the optical properties of the AZO films were analyzed using photoluminescence spectroscopy. An Avantes
spectrometer, equipped with a 266 nm laser as the excitation source, was used to examine the energy band structure and
defect states within the films. This structured approach, employing state-of-the-art techniques, ensured the high fidelity
of the data collected, which is essential for understanding the effects of AZO film resistivity on the electrical
characteristics of AZO/p-Si heterojunctions.

RESULTS AND DISCUSSION
The electrical and optical properties of the AZO/p-Si heterojunction samples were investigated through I-V, C-V,
and photoluminescence (PL) measurements. These analyses allowed for the evaluation of the effects of AZO film
resistivity on diode performance and the role of interface states in determining the overall device characteristics. The
results, presented below, highlight the significant influence of deposition conditions and material resistivity on the
heterojunction behavior [6].

Figure 1. Surface morphology of AZO thin films at different deposition temperatures

Figure 1. Shows the surface morphology of Aluminum-doped Zinc Oxide (AZO) thin films deposited at two distinct
substrate temperatures: room temperature and 573 K.

- (A) AZO deposited at room temperature: the surface morphology of the AZO film deposited at room temperature
displays a rough surface with relatively smaller grains. The lack of thermal energy limits the mobility of adatoms on the
substrate, leading to a highly textured, disordered structure. Grain boundaries are more pronounced, and the overall
roughness is higher, reflecting the insufficient crystallinity development at lower temperatures.

- (B) AZO deposited at 573 K: In contrast, the AZO film deposited at 573 K demonstrates a smoother surface with
larger, well-defined grains. The increased substrate temperature allows for greater adatom mobility, promoting improved
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crystalline growth. This results in larger grain sizes and a more uniform surface morphology, indicative of enhanced
crystallization. The smoother surface correlates with a decrease in surface roughness and improved film quality.

Scale bar: each image contains a 1 um scale bar, providing reference for the relative size of the surface features. The
significant difference in grain size and surface smoothness between the two deposition conditions highlights the role of
substrate temperature in controlling the physical properties of AZO thin films. At higher temperatures, the films exhibit
enhanced structural characteristics, which can influence their electrical and optical performance in semiconductor
applications.
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Figure 2. Current-Voltage (I-V) characteristics of AZO/p-Si heterojunction samples S1-S5

The I-V characteristics presented in Figure 2 show case the impact of deposition conditions and resistivity variations
in AZO/p-Si heterojunctions for samples S1, S2, S3, S4, and S5. These samples exhibit distinct differences in electrical
performance due to the resistivity and morphology of the AZO films, as well as the deposition temperatures used during
fabrication. S1 and S2 have significantly higher resistivity compared to S3, S4, and S5. The resistivity ranges from
103 Q cm for S5 to 107 Q ¢m for S1. Higher resistivity in S1 and S2 results from room-temperature deposition, which
limits atomic mobility and hinders film crystallinity. In contrast, S3 to S5 were deposited at elevated temperatures,
reducing resistivity and improving electrical conductivity due to better atomic arrangement and crystallization. Also, S1
and S2 were deposited at room temperature, leading to higher resistivity and smaller grain size. The lower deposition
temperature restricts atomic movement, causing smaller, less ordered grains and higher surface roughness. S3, S4, and
S5 were deposited at progressively higher temperatures, reaching up to 573 K. This increase in substrate temperature
improves the crystalline quality of the AZO films, leading to larger grain sizes and smoother surfaces. Consequently, their
resistivity is lower, and they exhibit better electrical characteristics. Samples S1 and S2 exhibit smaller grain sizes and
rougher surfaces, contributing to their higher resistivity and poorer electrical performance. Samples S3, S4, and S5 show
larger grains and smoother surfaces due to the higher deposition temperatures. These morphological improvements
correlate with lower resistivity and better carrier mobility, resulting in improved diode characteristics [8-10].

The I-V curves (Figure 2.) for S1 and S2 indicate MOS-like behavior, particularly in the reverse-bias region, where
the films act as insulating layers. This is due to the higher resistivity of the AZO films in these samples, which inhibits
current flow even under forward bias. S3, S4, and S5 exhibit typical p-n junction behavior, with lower resistivity and
higher carrier mobility. These samples show a steep increase in current once the forward bias exceeds the built-in
potential, indicative of efficient diode behavior. The built-in potential (Vy;) varies across the samples, with S3, S4, and
S5 showing values closer to typical n-ZnO/p-Si heterojunctions, while S1 and S2 exhibit larger Vy; values due to their
MOS-like characteristics. The I-V curves (Figure 2.) reveal several distinct characteristics across the five samples:

- S1 and S2 exhibit a delayed onset of current in the forward bias region, indicating higher resistivity and MOS-like
behavior. Their reverse current remains near zero, with S1 showing slightly higher leakage current, possibly due to defects
or interface states.

- 83, S4, and S5 show more typical p-n junction diode behavior, with lower threshold voltages and steeper slopes in
the forward bias region. This reflects lower resistivity and better carrier mobility.

- S5 has the lowest current values in the positive voltage region, indicating it has the highest resistivity among the
lower-temperature deposited samples.

The variations in deposition conditions, particularly substrate temperature and laser fluence, directly affect the
resistivity, morphology, and I-V characteristics of AZO/p-Si heterojunctions. S1 and S2, deposited at room temperature,
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display MOS-like behavior with higher resistivity and poor diode performance, while S3, S4, and S5, deposited at higher
temperatures, exhibit better diode characteristics due to lower resistivity, improved film morphology, and higher carrier
mobility. These findings highlight the crucial role of deposition conditions in optimizing the performance of AZO-based
heterojunctions for semiconductor applications.

The Mott-Schottky analysis, a cornerstone in semiconductor diagnostics, allows for the detailed investigation of
junction properties through the assessment of the space charge capacitance across semiconductor interfaces. Figure 3
exemplifies this approach by depicting the inverse square of the capacitance (1/C?) as a function of applied voltage (V),
thereby facilitating a quantitative analysis of the semiconductor's doping density and flat-band potential [11]. The
capacitance (C) in the depletion region of a semiconductor can be expressed by the equation:

€A
W
where e-represents the permittivity of the semiconductor, 4 - the cross-sectional area of the junction, and W - the width
of the depletion layer. The Mott-Schottky plot (Figure 3) utilizes this relationship, presenting (1/C?) plotted against the

applied voltage for samples S1, S2, and S3, each corresponding to different experimental conditions or semiconductor
materials.
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Figure 3. Mott-Schottky analysis of semiconductor junctions: Capacitance-Voltage characteristics for samples S1, S2, and S3

From the slopes and intercepts of these plots, critical semiconductor parameters are derived. For instance, the slope
(m) of these plots, calculated from the linear fit to the data, is inversely proportional to the doping concentration (Np) and
is given by:
2

"= qeNp

Here, g denotes the elementary charge (approximately 1.602x107" Coulombs). Suppose the slope from the plot for
Sample S1 is 5x10"°F-2V-| applying the semiconductor permittivity for silicon (e5; & 11.7 X &), one can calculate the
doping concentration Np as follows [12]:

2 2
ND_

= ~ ~ 7.38 x 105cm™3
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Additionally, the flat-band potential (V#35) is determined from where the plot intercepts the voltage axis, indicating the
voltage at which the semiconductor's internal electric fields are neutralized, leading to no band bending. Accurate
determination of is Vg crucial for understanding the intrinsic electronic properties of the material. This detailed
characterization using the Mott-Schottky plot not only enhances our understanding of semiconductor physics but also
supports the development of semiconductor devices by providing a method to precisely control material properties based
on their doping characteristics [13-15].

In AZO/p-Si heterojunctions, the Mott-Schottky analysis helps to assess the quality of the interface and the doping
uniformity of the AZO layer. Samples with higher resistivity (such as S1) show more pronounced deviations due to higher
defect densities and interface states, while those with lower resistivity (such as S3) demonstrate improved junction
properties with lower interface state densities. Figure 3. Mott-Schottky plots (1/C? vs. V) for AZO/p-Si heterojunction
samples S1, S2, and S3. The slopes of the linear regions are inversely proportional to the doping concentrations, revealing
that Sample S1 has the lowest doping density while Sample S3 has the highest. The x-intercepts correspond to the flat-
band potentials (Vrp), indicating variations in built-in potentials due to differences in resistivity and interface state
densities. Deviations from linearity in the high-resistivity samples (S1 and S2) suggest a higher concentration of interface
states and trap levels, which degrade the junction performance.
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Figure 4 illustrates the capacitance-frequency (C-f) characteristics of the AZO/p-Si heterojunction samples (S1 to
S5) measured at zero bias, across the frequency range from 1 kHz to 1 MHz. The C-f plot provides insight into the
influence of interface states and the overall electrical behavior of the heterojunctions. At lower frequencies (1 kHz), the
capacitance density is highest for samples S1 and S2. This can be attributed to the significant contribution of interface
states, which are able to follow the low-frequency AC signal. The high capacitance at low frequencies suggests that
interface states are readily available and contribute to charge accumulation. As the frequency increases, the ability of
these interface states to respond diminishes due to their finite trap times, resulting in a general decrease in capacitance for
all samples.
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Figure 4. Capacitance-frequency characteristics of AZO/p-Si heterojunctions at Zero Bias

The capacitance decrease is more pronounced in samples S3, S4, and S5, indicating fewer or less responsive interface
states. These samples show more typical behavior of a p-n junction, where the depletion capacitance dominates at higher
frequencies, and the contribution from interface states becomes negligible. Conversely, samples S1 and S2 exhibit a
"shoulder" between 10 kHz and 100 kHz, which points to the presence of faster interface states that can still respond to
higher-frequency signals. The distinct behavior of S1 and S2 across the frequency range can be explained by a higher
density of interface states with shorter trap times, which are still active at high frequencies. At 1 MHz, these samples
retain higher capacitance values compared to S3, S4, and S5. This suggests that even at high frequencies, some interface
states in S1 and S2 are still capable of following the AC signal, indicating a high concentration of these states at the
AZO/p-Si interface. In contrast, the capacitance of samples S3, S4, and S5 continues to decrease as frequency increases,
indicating that these samples are dominated by depletion capacitance at high frequencies, with a minimal contribution
from interface states. This is consistent with a lower interface state density, likely due to differences in deposition
conditions or structural variations between the samples. The C-f behavior observed in Figure 4 is crucial for evaluating
the quality of the AZO/p-Si heterojunctions, particularly in terms of interface state density and their impact on device
performance. Interface states can introduce charge trapping and detrapping effects, which influence the overall
capacitance, especially at lower frequencies. Therefore, understanding and controlling these states is critical for
optimizing the electrical properties of heterojunction-based devices such as photodetectors and solar cells. Samples S1
and S2, which were deposited at room temperature, display higher resistivity and a more pronounced MOS-like response,
suggesting higher interface state densities. In contrast, the lower capacitance at higher frequencies for samples S3, S4,
and S5 indicates more typical p-n junction behavior with fewer active interface states. These variations in capacitance-
frequency characteristics can be correlated with structural differences, such as grain size and resistivity, between the
samples. Figure 4 highlights the importance of interface state dynamics in the capacitance response of AZO/p-Si
heterojunctions. The observed frequency-dependent behavior provides valuable information for optimizing the deposition
process and interface quality in order to enhance the performance of semiconductor devices. By tailoring the interface
state density and improving material quality, the electrical properties of heterojunction-based optoelectronic devices can
be significantly improved, leading to better device efficiency and reliability.

Figure 5 presents the photoluminescence (PL) spectra of samples S1 through S5, measured in the wavelength range
0f 300 nm to 700 nm. The intensity of the PL emission provides critical insights into the defect states, optical transitions,
and material quality of the samples. The PL spectra for samples S1 and S2 exhibit prominent peaks around 520-550 nm,
corresponding to visible luminescence. This emission is typically associated with oxygen-related defects in ZnO or AZO
materials, specifically ionized oxygen vacancies (Vo). These mid-gap states, located within the bandgap, contribute to
green luminescence through non-radiative recombination pathways. The higher intensity of these peaks in S1 and S2
suggests a higher concentration of such defects, which act as deep-level traps for charge carriers.

Samples S3, S4, and S5 display much lower PL intensities across the entire wavelength range, with only minor
oscillations around a baseline intensity. This indicates a significantly lower defect density in these samples, which results
in reduced non-radiative recombination. The weak PL intensity is a sign of improved material quality, particularly in
terms of fewer oxygen vacancies or other defects that contribute to visible light emission [16]. The broad green emission
centered around 520-550 nm for S1 and S2 aligns with the photon energy of ~2.4 eV, which corresponds to the
recombination of electrons and holes trapped at oxygen vacancies. The intensity of this green emission typically reflects
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the number of recombination centers in the material. For S3, S4, and S5, the lack of significant visible emission suggests
fewer recombination centers and a higher degree of crystallinity.
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Figure 5. Photoluminescence (PL) spectra of S1 to S5 samples: defect states and optical transitions

The sharp and high-intensity PL peaks in S1 and S2 are indicative of a higher concentration of defect states, which
could impair the electrical properties of these samples. In contrast, the lower and more stable PL response in S3, S4, and
S5 suggests better crystalline quality, leading to enhanced carrier mobility and fewer trapping events. This makes S3, S4,
and S5 more suitable for applications requiring high-quality semiconductor films with fewer defects, such as
photodetectors or optoelectronic devices. The visible green emission observed in S1 and S2 is often linked to deep-level
defects within the material. Oxygen vacancies, in particular, play a significant role in this emission. These vacancies
create defect levels within the bandgap, allowing for non-radiative recombination of charge carriers, which contributes to
the green luminescence. The higher defect density in S1 and S2 correlates with lower carrier mobility and higher
resistivity, as carriers become trapped at these defect sites. Samples S3, S4, and S5, with their low PL intensity,
demonstrate better structural integrity and reduced defect-related recombination. This lower defect density results in
improved optoelectronic properties, making these samples more ideal for high-efficiency devices. The PL spectra in this
graph highlight the role of defect states, particularly oxygen vacancies, in determining the optical and electronic properties
of the samples [17,18]. The strong visible emissions in S1 and S2 suggest a high concentration of defects, while the weak
emissions in S3, S4, and S5 point to better material quality. This information is critical for optimizing the performance of
ZnO or AZO-based heterojunctions, with S3, S4, and S5 showing greater potential for high-performance optoelectronic
applications.

CONCLUSIONS

This study comprehensively analyzed the effects of AZO film resistivity on the electrical and optical properties of
AZO/p-Si heterojunctions. Through detailed I-V, C-V, and photoluminescence (PL) measurements, it was demonstrated
that the resistivity of the AZO films plays a critical role in determining the diode performance, particularly in terms of
carrier transport, interface state density, and defect-related recombination. Samples with higher resistivity, such as S1 and
S2, exhibited higher concentrations of interface states and oxygen vacancies, leading to increased leakage currents, higher
turn-on voltages, and strong mid-gap emission in the PL spectra. In contrast, samples with lower resistivity, such as S3,
S4, and S5, showed improved electrical characteristics with lower turn-on voltages, reduced reverse leakage, and
diminished PL intensity, indicating fewer defects and better crystallinity.

The study underscores the importance of optimizing the deposition conditions, particularly the substrate temperature,
to control the resistivity and defect density of AZO films. These findings offer valuable insights for the development of
high-performance AZO/p-Si heterojunction-based optoelectronic devices, where the careful tuning of film resistivity is
essential for enhancing device efficiency and stability [19].
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BILINB OIMOPY HA EJIEKTPUYHI XAPAKTEPUCTUKU 'ETEPOCTPYKTYP AIJIETOBAHOI'O ZnO/p-Si
®@axpimain T. FOcynos, Mexpigain ®@. Axmanxonos, lagaxon L. Xigipos, dinmyxamman X. Toaadoes, Ixtiop M. TypcyHos
Depeancokuil norimexuiunull incmumym, Qepeana, Y36exucman
Ile nocmifkeHHS BHBYA€E BIUIMB IMHTOMOTO ONOPY IUTIBOK OKCHAY LHMHKY 3 JAoMilikamu amoMiiio (AZO) Ha enekTpudHi
xapakrepuctku AZO/p-Si rereponepexoais. [LniBku AZO Oynu ocamkeHi METOIOM TEPMIUYHOTO BUIIAPOBYBAHHS Ha IMiJKJIAJKaX 3 P-
Si, mpuyomy Temmeparypa ocaKeHHS 3MiHIOBaIacs ISl peryIroBaHHs MOP(HOJIOTii ITIBOK Ta iXHFOTO TUTOMOTO oropy. Jlms omiHku
po6oTH mioza Ta TMHAMIKU CTaHIB HA MEXi PO3LTY OyiH MPOBeIeHI KOMIUIEKCHI BUMIpIOBaHHS CTpyMo-HanpyroBux (I-V) ta emHicHO-
Hanpyrosux (C-V) xapakrepuctuk. Pe3ynbraTté mokasany, o 3pa3ky 3 BUIIAM TUTOMUM OIIOPOM, OCOOJIMBO Ti, [0 OyJIM OcamKeHi
Ipu KiMHaTHIH Temmepatypi (S1 Ta S2), IeMOHCTpYIOTh MOBeAiHKY, momiOHy mo MOH-cTpykTyp, 1Mo BKasye Ha IiIBHINCHY
KOHIICHTPAIIi}0 CTaHIB Ha MEXi po3ainy Ta nedekris. HaromicTh 3pa3ku, ocapkeHi npu miBUIICHHX Temmepartypax (S3, S4 ta S5),
JIEMOHCTPYIOTh OKPAILCHI XapaKTePUCTHKH J[0/1a 3 MEHIIIMM UTOMHM OIIOPOM, ITiIBUIIICHOIO PYXJIUBICTIO HOCITB 3apsiIy Ta KpaIo
KpUCTaNi4HOI0 sikicTio. AHanizu Motrta-lloTTki Ta emHicHO-4acToTHI (C-f) BUMIpIOBaHHSI TaKOX BUSIBIWIM 3HA4HY POJIb CTaHIB Ha
MEXI1 pO3/iidy y BH3HA4YEHHI €IEKTPUYHOrO BIATYKY IeTepornepexojy, 0COOIMBO Ha HU3bKHMX YacTOTaxX, 1€ IEPEeBaKa€e 3aXOIUICHHS
3apsany. Kpim toro, criektpu doromominecenuii (PL) miaTBepkyoTh HasABHICTh KHCHEBUX BakaHCiil y rutiBkax AZO, 3 CHIBHUM
BHIMMHUM BUIIPOMiIHIOBaHHSM, IO CITOCTEPITa€eThes y 3paskax S1 ta S2, sike moB's13aHe 3 TAMO0OKAME AeeKTHUME cTaHaMu. LI pobora
MAKPECIIIOE KPUTHYHUH BIUIMB YMOB OCA/DKCHHS Ha NUTOMHUH OIip Ta NPOAYKTHBHICTH INIBOK AZO y TreTepoCTpyKTYPHHX
ONTOCNIEKTPOHHHUX MPHUCTPOSAX, HANAIOUM I[IHHY iH(OpMAIio JUId ONTHMI3allii BIACTUBOCTEH Marepialy 3 METOIO ITiIBHIICHHS

e(eKTUBHOCTI PUCTPOIB.
Kawuosi cnoBa: A30 nnisxku, numomuti onip; p-Si eemeponepexio;, BAX; C-V xapaxmepucmuxu, auaniz Momma-Illommxi;
npomigicui cmanu, cnekmpu gpomoniominecyenyii (DJI); kucnesi éakancii; mepmiune GUNAPOBYBANHSL, YIOGIIOBANHS 3aPsOY
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This paper presents the results of a study of silicon diffusion-doped with germanium impurity atoms. For the diffusion of germanium
impurity atoms, the original single-crystal silicon of the KEF-100 brand was used, in which the phosphorus concentration was equal
to Np=5-10"3cm=. The selection of such a concentration of phosphorus impurity atoms was justified by the fact that this concentration
of phosphorus atoms has practically no effect on the electrophysical properties of the obtained samples of silicon doped with germanium
impurity atoms (Si<Ge>) due to the high solubility of germanium impurity atoms in silicon. As shown by the conducted experimental
studies in silicon samples doped by the developed new technology, there are a number of important practical features as well as, the
time of the diffusion process of impurity atoms of germanium in silicon according to the developed new technology is reduced by
2-2.5 times, the power consumption during diffusion is reduced by 2 times, the formation of various impurities, silicides, both on the
surface and at the surface region of silicon and surface erosion are almost completely eliminated. The study of the electrophysical and
magnetic properties of silicon doped with impurity atoms of germanium showed that on the surface and in the near-surface, in addition
to the formation of saturated layers of impurity atoms of germanium, binary compounds GexSiix are also formed. Based on the X-ray
energy dispersive microanalysis, it was determined that the concentration of silicon atoms on the surface is ~44.32%, germanium
atoms ~38.11%, oxygen atoms ~15.58% and carbon atoms ~1.98%. These data showed that the number of germanium atoms on the
surface is almost half the number of the main silicon atoms. The presence of impurity germanium atoms leads to a strong change in the
fundamental parameters of the original silicon. The results of the study showed that in the samples of silicon doped with impurity
germanium atoms, ferromagnetic properties are observed at relatively high temperatures (T = 300 K). For the first time in the samples
of silicon doped with impurity germanium atoms, galvanomagnetic parameters such as Ms-saturation magnetization, M;-residual
magnetization and Hc-coercive force were determined. It was shown that in samples of silicon doped with impurity atoms of
germanium, the fundamental parameters (the value of the width of the forbidden zone, mobility and band structure) of the original
silicon change in a wide range, which leads to an expansion of the spectral range of photosensitivity, as well as magnetic properties,
i.e. ferromagnetism is observed at relatively high temperatures (T=300 K).

Keywords: Silicon;, Compounds; Diffusion;, Germanium, Concentration; Impurity; Physical Mechanism

PACS: 52.70.La, 68.35.bg, 68.37.Rt, 68.37.Ps, 85.30.-z, 85.70.—w.

INTRODUCTION

The measurement and control of magnetic fields have always been and remain an urgent challenge, attracting
significant interest from scientists and specialists. From literary analysis it has been established that the measurement and
conversion of the magnetic field value to an electrical signal requires the creation of modern magnetic resistors based on
semiconductor materials and structures. To date, semiconductor materials and multilayer structures based on binary
compounds have been primarily used for this purpose, often necessitating modern and costly equipment [1-4].

In compensated silicon doped with impurity atoms that create deep electronic levels within the forbidden band, a
range of intriguing physical phenomena have been observed. These include high photosensitivity, temperature and
infrared quenching of photoconductivity, tensile and magnetic properties, current auto-oscillations, and more [5-8].
Studies on the magnetic properties of silicon doped with isovalent and rare-earth impurity atoms have revealed high
magnetosensitivity, both negative and positive magnetoresistance, and transitions to a ferromagnetic state at relatively
low temperatures in certain samples [9-10]. This paper presents the results of the study of physical properties of silicon
samples doped with impurity germanium atoms.

METHODS

To obtain silicon samples doped with germanium impurity atoms, a two-stage diffusion technique was developed,
which enabled a significant increase in the diffusion coefficient of germanium atoms into silicon.

It is well-known that diffusion in semiconductors occurs primarily through the interaction of diffusing impurity
atoms with the host atoms and point defects within the crystal lattice of the initial material. The gas-phase diffusion of
impurity atoms in semiconductors typically follows Fick's law. However, this approach often fails to fully capture the
physical mechanisms of diffusion in semiconductors [11,12].
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For the diffusion of impurity atoms of germanium, the initial single-crystal silicon of the KEF-100 brand was used,
in which the phosphorus concentration was equal to N,=5-10"3cm™. Such a concentration of impurity atoms of
phosphorus has practically no effect on the physical properties of the obtained samples of silicon doped with impurity
atoms of germanium (Si<Ge>) due to the high solubility of impurity atoms of germanium in silicon. Powdered germanium
with a purity of ~99.999% was used for the diffusion of impurity atoms of germanium. The essence of the developed low-
temperature diffusion is as follows. The studied samples of the initial silicon and a diffusant of a certain mass (this is
determined by the volume of the ampoule) are in evacuated quartz ampoules (the pressure in the ampoule is
P = 10"® mm Hg) and placed in a diffusion furnace at a temperature of T = 300 K. The temperature of the furnace from
the quartz ampoule is gradually raised at a rate of 5°C/min. Then the temperature rises to T = (823 + 973) K and is
maintained at this temperature for t=(10+20)min, then the furnace temperature rises fairly quickly
(T =423+ 473 K/min) to a certain temperature (T = 960 + 1050 K) and the samples are maintained at this temperature
for t = 3 + 5 hours, after which the ampoules are removed from the furnace and cooled at a rate of 200 °C/sec. The
developed new diffusion technology was carried out dozens of times of diffusion of impurity atoms of germanium from
the gas phase. After each diffusion, 5 to 7 samples of silicon were obtained, the surface of which was examined by an
electron microscope of the MIM-8 brand. Diffusion was also carried out by the usual high-temperature diffusion method.
As the analysis of the obtained results of the study showed, in contrast to the samples obtained by the usual method, in
the samples obtained by the developed low-temperature technology no surface erosion was detected, impurities and
silicides were not formed, both on the surface and in the surface area. To determine the penetration depth of impurity
atoms in the diffusion process, a study of the specific resistance of silicon samples doped with impurity atoms of
germanium was carried out by the 4-probe method on the Van der Pauw installation of the Hall Measurements system
7000 brand with the removal of the thickness of the obtained samples, and the concentration of mobility and charge
carriers were determined.

EXPERIMENTAL PART

Ferrimagnetic properties were first discovered in silicon doped with germanium impurity atoms at relatively low
temperatures (T =30 K). Studies on the properties of silicon diffusively doped with germanium were conducted
at a temperature of T=300 K, where ferrimagnetic behavior was observed in these samples under specific
conditions — a phenomenon not previously documented.

The magnetic properties of the obtained Si<Ge> samples were examined using a magnetic force microscope, the
FM-Nanoview 1000. "Magnetic" images of the topography of germanium-doped silicon were obtained at the submicron
level, providing detailed visualization of the sample structure (Fig. 1).
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Figure 2. Dependence of negative magneto-resistance on the magnitude of magnetic field in samples p-Si<Ge>, at E =100 V/cm,
a) T=80K, b) T =300K
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These results confirm that silicon samples doped with germanium impurity atoms exhibit ferrimagnetic properties
not only at low temperatures (Tge~ 30 K) but also at relatively high temperatures (T = 300 K). The study of the magnetic
properties of Si<Ge> samples demonstrate a significant negative magnetosensitivity in silicon doped with germanium
impurity atoms (Fig. 2).

A Scanning Electron Microscope (SEM) provides high-quality imaging and analysis of material surfaces. This
technique enhances image quality and resolution by using a stream of high-energy electrons to scan the surface, producing
highly detailed images [13,14]. Figures 3a and 3b show the surface topology of a silicon sample doped with germanium
impurity atoms, obtained using a JSM-IT 200 SEM. The elemental composition of the silicon surface is presented in
Figure 3c.

2.0
(=

Figure 3. a) and b) surface topology of silicon diffusion-doped with germanium impurity atoms, c) results of micro-X-ray
energy-dispersive analysis (scale 20 pum).

Table 1 shows the elemental composition of silicon samples doped with germanium impurity atoms, determined
from micro X-ray energy dispersive analysis obtained using a scanning electron microscope.

Table 1. Elemental composition of silicon samples doped with impurity germanium atoms

Element AN Series unn. C {wt} norm. C {wt.%} Error {wt}.
Si 14 K 44.45 44.32 1.8
(0] 8 K 15.63 15.58 1.9
Ge 32 K 38.23 38.11 2.1
C 6 K 1.99 1.98 0.4
Total: 100.29 100.00

THEORETICAL CALCULATIONS AND RESEARCH RESULTS

Analysis of the study results revealed that after the diffusion of germanium impurity atoms onto the silicon surface,
a thin layer forms where germanium-silicon compounds (GeSi) are present. The elemental composition of the silicon
surface is shown in Table 1. X-ray energy-dispersive microanalysis indicated that the surface concentrations are
approximately 44.32% silicon atoms, 38.11% germanium atoms, 15.58% oxygen atoms, and 1.98% carbon atoms. This
data demonstrates that the quantity of germanium atoms on the surface and near-surface layer of silicon is nearly half that
of the primary silicon atoms.

Microscopic analysis revealed that a compound layer with an approximate composition of Geo 33Sio.s2 and a thickness
of 0.5-2 microns formed on the surface and near-surface region of the silicon. Beyond this layer, the concentration of
germanium atoms decreases sharply; at a depth of 5-6 microns, the compound composition reaches Geo.0sSio.9s. These
findings confirm the formation of binary GeSiix compounds and heterostructures of the Ge,Sii.«-Si type on the silicon
surface and near-surface region through the diffusion of germanium impurity atoms.

Fig. 4a shows the surface topography of a silicon sample doped with germanium impurity atoms, obtained using a
JSM-IT 200 scanning electron microscope (SEM) in secondary electron mode. The X-ray spectrum at point 3 (Fig. 4)
indicates a composition of 86% silicon and 14% germanium atoms, corresponding to the binary compound ratio
Geo.14Si036.
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Figure 4. a) Surface topography of silicon sample doped with impurity germanium atoms. b) X-ray energy dispersive microanalysis
of silicon samples doped with impurity germanium atoms.

Table 2. Elemental composition of silicon samples doped with impurity germanium atoms

Element Line Weight % Atom %
Si K 70.34+0.24 85.97+0.3
Ge K 29.66+0.44 14.03+0.21
Total: 100.00 100.00

Literature data [15] indicate that it is impossible to achieve a uniform distribution of germanium impurity atoms in
silicon at concentrations around 80%. In our study, the results can be explained by the fact that, during the additional heat
treatment of silicon samples doped with germanium impurity atoms, binary compounds such as Ge,Siix with high

concentrations were formed in addition to individual impurity atoms.

To confirm the formation of binary compounds Ge,Sii-, silicon samples doped with germanium impurity atoms
were examined using an atomic force microscope (FM-Nanoview 1000) (Fig. 5).

0,5 um

opm

Figure 5. AFM images of the surface of silicon doped with impurity germanium atoms

The results showed the formation of islands on the surface and near-surface regions of the silicon samples, which are
key to the formation of Ge,Si;x compounds. Further analysis of the silicon samples doped with germanium was conducted
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using an IR microscope. The results revealed that the size of the formed silicon-germanium binary compounds reaches up to
1-2 um, and these compounds were found in large quantities on both the surface and near-surface layer of the silicon.

As shown in Fig. 5, the formation of islands consisting of binary Ge,Sii.x compounds on the silicon surface leads to
an increase in the average roughness size [16]. This indicates that the binary GexSii.x compounds are forming on the
silicon surface due to the impurity germanium atoms, whose electric potential is higher than that of the original silicon.

The experimental results revealed that silicon samples doped with impurity germanium atoms exhibit a
ferromagnetic state at a temperature of T = 300 K (Fig. 6).

Studies of the dependence of the magnetic moment of silicon samples doped with impurity atoms of germanium on
the specific resistance of the material showed that in high-resistance samples (where the specific resistance is close to the
intrinsic conductivity p > 10° Q-cm) and in samples less than with p <4x10*Q-cm, a decrease in the magnetic moment is
observed. According to the results of studying the negative magnetoresistance in samples obtained in similar modes, a
similar picture of a noticeable decrease in the NMR is observed in silicon samples doped with impurity atoms of
germanium at the same specific resistances. On this basis, it can be considered that the NMR phenomena that are observed
can be directly related to the presence of magnetic ordering in these samples.
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Figure 6. Magnetization dependence on magnetic field of silicon samples doped with impurity germanium atoms at T= 300 K,
a) in samples of silicon Si <B, Ge>, p = 4x10* Q-cm, p-type (blue color) and original silicon (red color), b), v) finding the parameters
M;-saturation of magnetization, Mr-residual magnetization and He-coercive force.

DISCUSSIONS

Based on experimental studies, it has been shown that by controlling the parameters of the low-temperature diffusion
process, binary compounds of the GexSi;« type can be obtained with a thickness of up to 5-6 um, and with germanium
atom concentrations on the surface reaching up to 27%.

The formation of Ge,Sii.x binary compounds in silicon doped with germanium impurity atoms leads to a change in
one of silicon's fundamental parameters: the bond dissociation energy. The bond dissociation energy between germanium
and silicon atoms is higher than that of the germanium-germanium bond but lower than that of the silicon-silicon bond.

It has been established that, in addition to various combinations of Ge,Sii«x forming in the silicon crystal lattice,
neutral molecular compounds, such as Si»-GexBrSii_x, may also form. These compounds consist of tetrahedral clusters of
three silicon atoms surrounded by germanium atoms. The formation of such compounds contributes to the creation of
heterostructures of the type GeSii.x -Si on the surface and near-surface regions of silicon.

The results of the study also revealed that silicon samples doped with germanium impurity atoms exhibit
ferromagnetic properties at a temperature of T =300 K.
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CONCLUSIONS
Analysis of the study results revealed that in silicon samples doped with germanium impurity atoms, there is a wide
range of changes in the fundamental parameters of silicon, such as the width of the bandgap, mobility, and electronic
structure. These changes lead to an expansion of the spectral range of photosensitivity and the emergence of magnetic
properties, including ferromagnetism at relatively high temperatures (T = 300 K). This makes the doped silicon suitable
for the development of sensitive photodetectors, solar cells, and magnetic sensors.
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OI3NYHI TA MATHITHI BJACTHBOCTI KPEMHIIO, IETOBAHOI'O JOMIIIKOBUMU ATOMAMM 'EPMAHIIO
Hypymia ®@. 3ikpuanaes?®, ®epysa E. Ypaxosa?, Aximep P. Tomes®, Liocinain A. Kymies?, Temyp B. Icmainos?,
Monpomani A. A6ayranies?, Hemat HopkyJi0s®
“Tawkenmcoruti Oeparcasnuti mexniunuil ynisepcumem, 100095, sya. Yuisepcumemcewxa, 2, m. Tawxenm, Y30exucman
bAamanuxcoxa ginia Tawxenmcwvrozo depacasnozo mexniunozo yricepcumemy, m. Tawixenm, Yzbexucman
‘Hayionanvruii ynieepcumem Y36exucmany imeni Mipso Ynyebera, 100098, Vuieepcumemcoka eyn.4. Tawkenm, Y30exucman
VY naHiii po6oTi peICcTaBlIeHI pe3yJIbTaTH TOCIiKEHHs Ju(y311HHO JIEroBaHOT0 IOMIIIKaM1 aTOMiB repMaHito kpeMHiro. st udysii
JOMIILIIKOBHX aTOMIB TepMaHil0 BUKOPHCTOBYBABCS BHXiIHUI MOHOKpHCTaMiuHuit kpeMHii mapku KED-100, B sikoMy KOHIEHTpaLis
dochopy nopisrrosana Np=5-10"3cm3. Bubip Takoi KOHLEHTpaLlii TOMIIIKOBUX aToMiB (ochopy 6yB 0OIPYHTOBAHMI KOHIIEHTPALIECIO
aToMiB (ochopy, sKa MPaKTHIHO HE BIUIMBAE HA (hi3UUHI BIACTHUBOCTI OTPUMAHUX 3Pa3KiB KPEMHIIO, JETOBAHOTO AOMIIIKOBHUMH
aToMamu repmasiro (Si<Ge>) yepe3 BUCOKY PO3UHMHHICTD JOMIIIKH. aTOMIB TepMaHito B KpeMHii. JlocTiKeHHIM eneKTpOoQi3HIHIX 1
MarHiTHUX BJACTUBOCTEH KPEMHIiIO, JIETOBAHOTO JOMIIIKOBUMH aTOMaMM TepMaHio, BCTAaHOBJECHO, IO Ha IIOBEPXHI 1 B
IIPUITOBEPXHEBIH 30HI KPiM YTBOPEHHS HACHUCHUX IIapiB JOMIIIKOBI aTOMH T€pMaHII0 YTBOPIOIOTH TaKOX OiHapHi crioiyku GexSii-x.
Ha oCHOBI peHTreHiBCHKOTO E€HEeproANCIepCiHHOr0 MiKpOoaHali3y BCTAaHOBJICHO, II0 KOHIIEHTPALlsl aTOMIB KPEMHII0 Ha INOBEpXHi
cTaHoBUTh ~44,32 %, atomiB repmaniro ~38,11 %, aromiB kucHiO ~15,58 % i aromiB Byriemto ~1,98 %. Lli nani mokasanu, 1o
KIJIBKICTh aTOMIB FeépMaHil0 Ha OBEPXHi CTAHOBUTH Maiike MOJOBHHY KiIbKOCTI OCHOBHUX aTOMIB KpeMHit0. HasBHICTh JOMIIIKOBHX
ATOMIB repMaHilo MPU3BOJUTH A0 CHIBHOI 3MiHH (PyHIaMEHTAJIBHUX IAPAMETPIB BUXiJHOTO KPEMHI0. 3a pe3ysbTaTaMu J0CIiPKSHHSI
BCTaHOBJICHO, III0 B 3pa3Kax KPEMHi0, JJETOBAaHOTO JOMIIIKOBUMHI aTOMaMH TepMaHiio, pepoMarHiTHi BIaCTHBOCTI CLIOCTEPIraroThbes
BigHocHO BHcokux Temmepatyp (T=300 K). Bmepiue rampBaHOMAarHiTHi mapaMeTpH, Taki K Ms-HaMarHi4eHICTh HaCHUYCHHS, M-
3aJIMIIKOBA HAMarHideHicTs i He-koepuTHBHICTE, Oy BU3HAYEHI B 3pa3Kax KPEeMHiI0, JETOBAHHUX JOMIIIKOBUMHA aTOMaMH1 I'epMaHilo.

KunrouoBi cnoBa: cunikon,; komnayno, ougysis,; cepmaniil, Konyenmpayis;, 0omMiwKa; Qizuunuii Mmexauim
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The results of a study of the deformation characteristics of polycrystalline films from the (Bio.25Sbo.75)2Tes solid solution at one-sided
cyclic alternating mechanical stresses is presented. The films were obtained on a polyamide substrate by the method of thermal vacuum
condensation of molecular beams and had a columnar porous structure with the dimensions of individual crystalline grains of 2.0-2.5 pm. The
effect of static and cyclic deformations on the electrical resistance and volt-ampere characteristics of strain gauge films was studied in order to
manufacture strain gauges for fatigue damage accumulation on their basis. It was shown that at room temperature such films have an
abnormally high static strain sensitivity G = 103 arb. units and a significant hysteresis of their resistance change was detected at small numbers
of alternating deformation cycles. As a result of N = 5-10° deformation cycles, the linear section of the volt-ampere characteristic expands
from (0-5) V at N = 0 to (0-12) V. And the temperature coefficient of resistance in the range of 293 K-Tmin changes from
a=-56-10°K" to ¢=-2.5-10"K"" . Thecharacteristic value of Ty, at which a = 0, increases with the growth of N. The studied
strain gauge films can be successfully used as a sensor of fatigue stress accumulation in the temperature range of T =273-413 K and the
value of N=0-5-10°.

Keywords: Narrow-gap semiconductor (BixSbix):Tes; Porous polycrystalline films,; Strain sensitivity; Cyclic alternating strain;
Hysteresis of changes in electrical resistance with strain; Strain gauge of fatigue damage accumulation

PACS: 62.20.fg, 73.50.Dn, 77.84.-s, 85.50.-n, 91.60.Ba

INTRODUCTION

The strain gauge method for studying the properties of semiconductor materials is one of the most common and
informative methods for studying thin-film structures, which are widely used to manufacture electrical sensors [1-4],
pressure and displacement sensors [5-7]. From the point of view of the technical application of thin semiconductor films
as a strain-sensitive element, the current-voltage characteristic (CVC) plays a special role, in particular, it allows us to
judge their energy capabilities and suitability for strain gauge measurement. An important parameter is the maximum
permissible power consumption of the strain gauge under specified operating conditions. This is due to the fact that
semiconductor films are very sensitive to various types of radiation and temperature changes, and when passing high
currents through film samples, their excess Joule heating may occur, which is reflected accordingly in their operating
parameters. Thus, it can lead to a nonlinear CVC and, thus, to an increase in the error in the instrument readings. In
addition, to ensure safe operation of structures such as aircraft and prevent their destruction during operation, it is
necessary to know the number of deformation cycles that a given structure has experienced. In this regard, film strain
gauges of fatigue damage accumulation (FDA) based on narrow-band semiconductors [5-10] are successfully used,
changing their characteristics with an increase in the number of deformation cycles acting on them.

As is known [7-11], the main electrophysical characteristics of strain gauges are the initial values of electrical
resistance R, strain sensitivity G, and their changes under the influence of external factors, such as cyclic mechanical
deformation ¢, temperature T, frequency of the supply alternating voltage f etc. Recently, due attention has been paid to
the study of the features of low- and high-cycle fatigue of strain gauges made of low-dimensional structures at different
deformation amplitudes [12-16]. It should be noted that the authors and their colleagues have recently obtained interesting
results in the study of the strain gauge properties of thin polycrystalline films of narrow-band semiconductors [17-21].
Although it has been shown [9-11] that the nature of the anomalously high strain sensitivity G ~10* arb. units. of porous
films (Bi,Sh,_,),Tes is associated with the formation of microcracks at high deformation amplitudes #1073 , however,
the mechanisms of cyclic deformations at arbitrary amplitudes and amounts of stresses still remain unclear.

This work is devoted to the study of the influence of the number of cycles N and the amplitude € of alternating
deformation on the characteristics of films from a solid solution (Bi,Sb;_,),Tes according to the change in the value of
its electrical resistance and the strain gauge coefficient (SGC), determined by the expression

AR

G=2L 1)

Ro'€ >

where € = A?/¢, and A€ = £(&) — £, are the values of relative and absolute strain, AR = R(¢) — R,, and R, are the
electrical resistance of the sample at ¢ = 0.

Cite as: R.U. Siddikov, Kh.M. Sulaymonov, N.Kh. Yuldashev, East Eur. J. Phys. 1, 190 (2025), https://doi.org/10.26565/2312-4334-2025-1-19
© R.U. Siddikov, Kh.M. Sulaymonov, N.Kh. Yuldashev, 2025; CC BY 4.0 license


https://doi.org/10.26565/2312-4334-2025-1-19
https://portal.issn.org/resource/issn/2312-4334
https://periodicals.karazin.ua/eejp/index
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0009-0009-8324-1275
https://orcid.org/0000-0003-0790-1584
https://orcid.org/0000-0003-0226-3528

191
Strain-Resistive Properties of (Bi ,,Sb ..),Te, Films at One-Sided... EEJP. 1 (2025)

The current-voltage characteristic and temperature dependence of the resistance of (Biy,5Sbhg 75),Tes strain gauge
films under the action of static and cyclic alternating deformations (CAD) are considered with the aim of manufacturing
FDA based on them. It is shown that as a result of the action of N =5-10° strain cycles, the linear section of the current-
voltage characteristic expands from (0-5) V'at N =0 to (0-12) V. The studied films can be successfully used as FDA in

the temperature range of 7 =273-413 K and the value of N <5-10°.

TECHNOLOGY AND MEASUREMENT METHODS
Polycrystalline films of (Bi,Sbh;_,),Tes; with an area of 5 X 20 mm? were obtained by thermal evaporation in a
vacuum with a residual vapor pressure of (1 — 3) - 10~2 Pa from a mixture of powders Bi,Te; and Sh,Te; in a ratio of
x u (1 — x) mol %. The temperature of the substrate made of polyamide PM-1 varied in the range of Tg¢ = 323 — 423 K,

0
and the growth rate of the films was — W = 150 — 450 A / c. The most strain-sensitive (G = 103 arb. units.) films with

0
optimal performance characteristics were obtained at thicknesses of d ~ 3 — 5 um, Ts = 363 K, W = 200 A/c and at a
value of x = 0.25. The method for measuring the deformation characteristics of the films was chosen in the same way as
in [1, 7-9]. The samples were not subjected to preliminary heat treatment. The freshly prepared films had an unstable
SGC, caused by the presence of strong nonequilibrium internal mechanical stresses (IMS) [11]. With an increase in the
N number of CAD, the value of G decreases monotonically, which indicates the possibility of using the manufactured
films as FDA. Electron microscopic and X-ray structural studies [3, 7] showed that the grown (Big ;5Sbg 75),Tes layers
had a polycrystalline columnar and porous structure. The sizes of individual crystalline grains were 2 — 2.5 um.

To measure the deformation characteristics (DC), the studied films from (Big,5Sbg 75),Te; were glued to a beam
of equal resistance made of titanium alloy. The deformation of the films was carried out by bending the beam. In this
case, the value of the relative deformation € was calculated by the magnitude of the bending of the cantilever-fixed beam
according to the known expression [1]

£ = 3abAx /3, (2)

where a is the distance from the neutral axis of the cantilever beam to the film, b is the distance from the point of
application of the force to the middle of the film sample, Ax is the bending of the free end of the plate at the point of
application of the force, ¢ is the length of the plate between the support point and the point of application of the force.
The deformation value varied in the range from € = +2:107 to £ = -2-10° arb. units.

Strain measurements were made at different temperature ranges of the environment. In order to reduce the
measurement error, it is necessary to manufacture strain gauges with minimum temperature coefficients of resistance and
strain sensitivity.

a = dR/R%dT, a' = dG/GdT, 3)

where R? and G° are the resistance and SGC at a temperature of T, = 273° K in a given mechanical state of the films.
The study of these parameters of semiconductor strain gauges will to a certain extent help to explain the nature of the
physical processes occurring in such a heterogeneous structure as a porous polycrystalline film subjected to mechanical
deformation [7, 8].

The temperature dependence of the tensometric parameters of the films (Big,5Sbg75),Tes produced was
investigated in the range 293-455 K. It turned out that at high substrate temperatures Ty = 413 K and high condensation

0
rates W~400 A/c denser films with a small SGC are obtained. The resistance of such films has a metallic dependence
with temperature (a = 0.85 - 10~*K 1) and it remained practically unchanged after exposure CAD.

RESULTS OF THE EXPERIMENT AND THEIR DISCUSSIONS

1. The region of small values of N.

Here we first present the results of the study of the absolute AR = R(e) — R, and relative AR(g)/R, changes in the
resistance of freshly prepared samples with a small number of cycles of mechanical loading with a change not only in
value but also in sign. For example, at the first stage, we will consider the region of tensile deformation from € = 0 to
& = &g, at the second stage we will obtain in the direction of deformation removal, i.e. when changing € from g, to 0, at
the third and fourth stages we radiate the region of compression deformations, first from € = 0 to € = —¢;, and then from
e=—¢g, to £e=0 and complete one cycle of alternating deformations. The strain-sensitive films made from
(Big25Sbg75),Tes; withstood quite large numbers CAD before noticeable mechanical destruction. It is obviously of
interest to study DC films in extremely small and large quantities N CAD.

Fig. 1 shows DC at small values of &V, and here the change in R film was first studied only at 4-x cycles of tensile
deformation (0 < £ < 0.9 - 10~ 2arb. units. ), and then at 4-x cycles of compressive deformation (—0.9 - 1072 < £ < 0).
It is seen that when we first smoothly increase the load to €, and then also smoothly remove it to 0, we observe a residual
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change in the relative resistance of 4AR%;(N)/R,. This value is different for stretching and compression, which reflects
the presence of IMS in the film. It is seen that in this case IMS is negative (compressed &, < 0), in addition, it decreases
monotonically with the growth of V.

Thus, in films (Biy,sShg 75),Tes, a significant hysteresis of resistance change Ry () is observed with one CAD
(N = 1) with an unclosed end. The following hysteresis loops directly continue the previous one and shift to the region
of large values R, and the absolute value of the vertical displacement AR for the next loop decreases monotonically

(Fig. 2).
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Figure 1. Deformation characteristics of freshly prepared film Figure 2. Hysteresis of the change in resistance of the film
(Big25Sbg.75),Tes under 4-x cycles of tensile deformation from (Big ,5Sbg.75),Tes under the influence of CAD. The
(curves 1-4 with arrows indicating the direction of loading) and open hysteresis with dashed lines corresponds to the second
compression (curves 1'-4") at room temperature CAD (N=1)

Fig. 3 shows the dependence of the change in resistance and SGC on the number CAD in the region 1 < N < 4. It
is evident that the value of G decreases sharply, and R increases, with an increase in the number CAD at low N, and then
passes to a smooth monotonic decline. Apparently, the initial sections of the dependence R,(N) and K. (N) are due to
strongly nonequilibrium IMS films (Biy,5Sbg 75),Te; without preliminary heat treatment.

2. The region of large values of the number of deformation cycles. Stabilization of the strain gauge parameters
of films.

Figure 4 shows the static deformation characteristics of the films before and after exposure to cyclic alternating
loads in large quantities (N > 1). It can be seen that before exposure to deformation cycles, the film resistance increases
almost linearly under the action of tensile deformation, while the dependence of the resistance on compressive
deformation is nonlinear, and the value of the strain-sensitivity coefficient under compressive deformation is noticeably
less than under tensile deformation (curve 1).
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Figure 3. Change in resistance R and SGC with the growth of Figure 4. Deformation characteristic of the relative change in
the number CAD in the area of 1 < N < 4 resistance of films from (Big,5Sbg 75),Tes before (curve 1)
and after (2) cyclic deformation. For curve N = 5 - 10°
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After exposure to deformation cycles (N = 5-10%), the nonlinearity of the static DC film decreases, its strain
sensitivity increases during compression deformation, and decreases during tension (curve 2), i.e. the asymmetry
practically disappears.

Fig. 5 and Fig. 6 show the dependence of the relative change in resistance AR/R, and the strain-sensitivity
coefficient G on the number of deformation cycles at different deformation amplitudes €. It is evident that with an increase
in the number of alternating deformation cycles and its amplitude, the relative change in resistance increases, while their
strain-sensitivity G decreases, and at values (N = 5 - 10°) in the dependences R(N), G(N), a tendency toward saturation
is observed.
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Figure. 5. Relative change in the resistance of strain films Figure 6. Dependence of G films on the number of
(BiySby_y),Tes from the number of cycles of alternating deformation cycles at relative deformation amplitudes of
deformations N, at different deformation amplitudes £-1073: €103 1-4£02510-+0.511-+0.75and IV -+ 1.0.

[-+0.251-40.51-+0.75and IV -+ 1.0

In our opinion, the experimental facts obtained here can be explained on the basis of a model of the film as a system
of microcontacting conducting grains, the dielectric gap between which changes with deformation. Indeed, after the action
of the required number of cycles of alternating deformation, the width of the gap between the crystalline grains increases
as a result of abrasion of the contacting surfaces of the grains, leading to an increase in the film resistance and the removal
to one degree or another of the preliminary IMS. The latter, in turn, determines the tendency toward a linear and
symmetrical form DC of the film under the action of deformation cycles.

Therefore, it can be assumed that in the manufactured films (Bi, ,5Sbg 75), Tes, high values of resistance and strain-
sensitivity coefficient are correlated with the value of IMS, the dielectric gap and the size of the crystallites. The action
of CAD leads to an increase in the change in the value of resistance and strain-sensitivity coefficient under compression,
and to a decrease in the value of G under tension, as well as a change in the shape of the static deformation characteristic.

3. Effect of cyclic deformations on the temperature dependence of film resistance.

The temperature dependence of the electroresistance of the polycrystalline film (Biy ,5Sbg 75),Tes and the influence
of the current CAD can be qualitatively described on the basis of the linear model of microcontacting [7,8,11,21],
according to which the resistance of the film is represented as the sum of the connected resistance of the intercrystalline
interface R, and the individual crystalline levels R,

i

Rﬁlm :Rcr +Rp Z(R +Rport) . (4)

i

Here R, is the film resistance due to the volume of crystalline grains and depends on the temperature as
Rcr :Rz(‘)r |:1+acr(T_T0):| > (5)

characteristic of metal resistors made of massive monocrystalline material, R’ - the resistance of a dense film at
T, =273 K . We believe that the film resistance, caused by the presence of pores (interface potential barriers), will change

with temperature as
R, =R, -exp(E,,[kT) (6)

por

is the height of

where R(;O, is some characteristic resistance of the porous film, weakly dependent on temperature, £,
the micropotential barrier, k is the Boltzmann constant.
Then, for the temperature coefficient of electrical resistance of the porous film, from (3-6) we obtain the

phenomenological expression
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E
a, R, -—""-R,(T)
cr cr kT por
o, = . @)
Sfilm R +R°

por

por

From this it is clear that if at the value 7 =T the condition &, R’ < T

‘R, (T") is satisfied, then the porous film

initially has a negative value of the temperature coefficient of resistance and at some 7'=7, >T " it turns to zero, and
then changes sign (i.e. acquires a metallic character of electrical conductivity). From (7) we find that 7, . can be roughly
estimated by the formula

Eor Ror T
T = g% 8)

lo} Rgr weakly depend on CAD, and the interface resistance R (T o)

cr 2 por

In practice, it can be assumed that £

por 2

increases with increasing N, then in accordance with formula (8), the value of T, grows like 7,;, ~\/R,, (T,,N) and

at large N ~5-10° experiences a tendency to saturation, which is observed in the experiment [11].

4. Effect of cyclic deformations on the current-voltage characteristics of films.

The effect of static deformation on CVC films was studied by us [13] in the range of relative deformation values up
to 0.9 - 10~ 3arb. units., the corresponding curves are shown in Fig. 7. They show that CVC of the samples is linear in
the region of low stresses. With increasing stress, the linearity of the current-voltage dependence is disrupted, which
occurs, for example, in the undeformed state at U=5 V (curve 4). This stress, at which nonlinearity CVC occurs, depends
significantly on the sign and level of deformation.

4
1, mA 1, mA
8T 14 4

.

>

U NN

N

INNNNN
A\ NN
AN VNN

2NNy
/:/ : /AZAé,/' ’
o : %44/

g u,v ; 4 6 8 1‘0 1‘2 1‘4 u,v

Figure 7. Volt-ampere characteristic of film (Biy ,5Sbg75),Te;  Figure 8. Volt-ampere characteristic of film (Big ,55bg.75).Te3
on polyimide substrate IIM-I, under the action of static after exposure to N =5-105 cycles of alternating loading.
deformation: &=0 (curve 1), = 0.3:103(2,2"), + 0.6 (3,3"), 0.9  Curves 1-4 and 2’-4’ correspond to curves 1-4 and 2’-4".

(4,4"). Curves 2-4 were taken under compression, and 2’-4’-

under tension

Studies of the current-voltage characteristics (CVC) of films (Big,5Sbg.75),Tes subjected to CAD are shown in
Fig. 8. It is evident from the figure that the CVC of the film change significantly after exposure to cyclic deformations
(= 5-10°). All curves taken at different values of relative deformation & clearly reflect increases in film resistance. The
action of N = 5 10° cycles of alternating deformations leads to an increase in the voltage drop across the film with a
constant source of almost 10 V, i.e., two-fold.

Since the distances between them increase under the action of cyclic deformations as a result of abrasion of the
contacting surfaces of the crystalline grains, this leads to the expansion of the linear section CVC of the film. It is known
that strain gauge measurements must be made in the linear region CVC. In this case, it is necessary to take into account
the possibility of an error associated with the fact that a fairly large current can flow in the devices, which heats up the
strain gauge and also causes the appearance of a nonlinear section CVC. In this case, not the nominal resistance is
measured, but the static resistance corresponding to a certain point CVC. To reduce the current through the strain gauge,
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an additional resistance can be included, previously measured with sufficient accuracy. The measuring current through
the strain gauge in this case should be an order of magnitude lower than the current causing a change in the electrical
conductivity mechanism in the film or heating of the strain gauge body. The magnitude of this current can be roughly
determined by CVC. Usually this is the current value where CVC begins to deviate from the linear dependence.

CONCLUSIONS
The changes in the resistance value of SGC porous films with increasing number of deformation cycles can be
explained by the growth of the dielectric gap between crystallites and micro-wear of their contacts. The model describing
the electrical conductivity through micro-contacting surfaces of crystallites, based on the theory of percolation, explains
the high values of SGC films and the nonlinearity of their static deformation characteristics. The polycrystalline films of
narrow-gap ternary compound (Bij ,5Sbhg 75) studied here, obtained by thermal evaporation in a vacuum at the above-
mentioned optimal process parameters, can be successfully used as FDA for testing and monitoring the parameters of

aircraft structures in the temperature range of 7 =273—413 K and the value of CAD N <5-10°.
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TEH3OPE3UCTUBHI BJIACTHBOCTI IINIIBOK (Bio.25Sbo.75):Tes TP OJJTHOCTOPOHHIX HUKJITYHUX
3HAKO3MIHHUX JE®OPMANIAX
Pycramaxon Y. Cinniko, Xycan6oii M. Cynaiimonos, Ho3sip:kon X. IOngames
Depeancokutl norimexuivnull incmumym, @epeana, Y36exucman

HaBomsaTbest pe3ynbTaTé  JOCHIKEHHS JedopMaliiHUX XapaKTepHCTHK IOJMIKPHCTATiYHUX IUIBOK 3 TBEPIOrO PO3YHHY
(Bio,25Sbo,75)2Te; mpu 0AHOCTOPOHHIX LUKIIYHUX 3HAKO3MIHHUX MeXaHiuHMX Hanpyr. [ITiBKy BUXOAMIM Ha MOJaMiAHIH miaKmami
METO/IOM TepMOBaKyyMHOI KOHJEHcalil MOJEKYIAPHHX Iy4KiB i MajiM CTOBIYACTY IHOPHCTY CTPYKTYPY 3 PO3MipaMu OKPEMHX
KpUcTamiyauX 3epeH 2,0-2,5 MxM. BuBYaBcs BIDIMB CTAaTHYHMX Ta HUKIIYHHUX AedopMaiiil Ha eIEKTPUYHUHA OMip Ta BOJBT aMIICpHi
XapaKTePUCTUKH TEH30PE3UCTUBHUX IUTIBOK 3 METOIO BUTOTOBJICHHS Ha 1X OCHOBI TEH30/1aTYHKIB HAKOITMYEHHS BTOMHUX YIIKOJKEHb.
IMokasaHo, 110 NpU KIMHATHIN TeMmeparypi Taki IIiBKM MAalOTh aHOMAIBLHO BHCOKY CTaTHUHy TeH30uyTnuBicts G = 10° Bimn. on. i
BHUSIBIISIETHCSL CYTTEBUH TiCTEPE3HC 3MiHU IXHBOTO ONOPY IIPU MAJIMX KUJIBKOCTSIX NUKIIIB 3HAKO3MIHHUX Jledopmartiit. B pesynsrari it
N = 5-10° uuknie gedopmariii jiniliHa AiISHKA BOJLTAMIIEPHOT XapaKTEPUCTUKU po3mmproeThes Bix (0-5) mpu N = 0 mo (0-12) B.
Temneparyphuit koeditient onopy B intepsani 293 K-TminaMiHtoeTbes Bina = —5,6 -+ 103K~ joa = —2,5 - 10~*K 1. Xapakrepue
3HaueHHS Tppip, TIpU sikoMy a = 0, 30inbmryeTsest 3i 3poctanHsaM N. JlochipkeHi TEH30pEe3UCTHBHI IUTBKH 3 YCIIXOM MOXYTH OyTH
BUKOPHCTaHi SIK IaTYMK HAKOTIMYEHHs BTOMHUX HANpPYT B inTepBani Temneparyp T = 273 — 413 K i3nauenni N = 0 — 5 - 105,
KoarouoBi cioBa: gysvrozonnuti nanienpogionux (BixSbix)2Tes;, nopucmi nonikpucmaniyni niieku; meH304ymMAusiCmb, YUKIIUHA
3HAKO3MIHHA Oepopmayis,; eicmepe3uc 3MiHU eeKmpuyHO20 Onopy 3 0eopmayii,; men300amuux HAKONUYEHHS BIMOMHUX YUKOONCEH
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ZnS and CuGaS: are materials with a wide range of applications in modern optoelectronics. These materials are used for IR windows
as well as lenses in the thermal band, where multispectral maximum transmission and lowest absorption are required. Precisely
because of these characteristics, extensive and accurate optical research is necessary. This work has developed an ellipsometric
approach for ZnS/GaAs and CuGaS2/GaP film/substrate systems to address direct ellipsometry tasks. The proposed approach enables
us to determine the effects of lattice mismatch on the optical indicatrix of the stressed film being considered through ellipsometric
parameters.

Keywords: Lattice mismatch, Thin film; Ellipsometry

PACS:42.25.p

INTRODUCTION

In modern optoelectronics, ZnS and CuGaS2 materials are widely used for IR windows, as well as lenses in the
thermal band, where multispectral maximum transmission and lowest absorption are required. It is these properties that
require extensive and precise optical studies of the materials.

In recent two decades ellipsometric approach has gained a worldwide recognition as the most correct approach for
description of light wave [1-5]. The ellipsometry method accurately studies the optical parameters of multilayer systems
both theoretically and experimentally. At the same time, it can provide extensive information about the optical
parameters of two different liquids [6-8]. Applications of are nowadays very numerous and are spread out from in-sity
control in planar technologies to precise determination of optical function of solids. Ellipsometry is well known as one
of the powerful methods to control thin film and surface parameters [9-12]. A huge variety of problems which are or
could be solved by ellipsometric study is very persuasive and has provoked our present trial to explore a possibility of
ellipsometric investigation of the photo-elastic effect which should take place in thin film/substrate systems because of
lattice mismatch.

In this work ellipsometric approach have been developed for ZnS/GaAs and CuGaS,/GaP film/substrate systems
to solve direct ellipsometry task. The proposed approach allows to finding through ellipsometric parameters the lattice
mismatch effect on optical indicatrix of the considered stressed film.

1. PHOTOELASTIC EFFECT IN STRESSED FILM
The photoelastic effect due to stress (t) or deformation (r) which corresponds to this stress is written in matrix
form as

Anjj = it = PijkiTi, in tensor form, Anm = Tmntn = Prnln

where T, = ik, 1 = 1,2,3; Tt = 2, 0 = 4,5,6; and pmn = Pijki, 1 = 1,2,3; pmn = 2piu, 1 =4,5,6. Here A is the change of
the polarization constant N, due to stress or deformation, mm, and pmn are the piezooptic and photoelastic coefficients,
correspondingly; t, and r, are the stress and deformation, correspondingly.

To write down the equation of the photoelastic effect in the stressed film it is necessary to know symmetries of the film

and substrate, as well as their orientation. For the sake of certainty, let us consider ZnS (43m)/GaAs((43m)) and

CuGaSy( 42m )/GaAs( 43m ) [13] systems with interface surface perpendicular to [001] direction (z-direction) in both cases.

1.1. ZnS/GaAs system
Before stress, in a coordinate system where z is directed perpendicular to the interface and x and y axes lie in the
plane of interface, the equation for polarization constants in the film can be written as

n (Pty*+z?) =1 (1)

After the stress, t, due to the lattice mismatch is applied along x and y directions, we have
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[ t t 0 0 0 0]
A771 ﬂ’-ll ﬂlZ ”IZ 0 0 0
AnZ ”]2 ﬂ’-ll ”IZ O O O
Any my, m, m O 0 0 ()
Ag, 0 0 0 =z, 0 0
Ap, 0 0 0 0 m, O
A7, O 0 0 0 0 =]
and
[+ (o Dty +H [+t = 1 (3

Taking into account the relationship for 7, [8] and that 1) equals 1/N? (N is the refractive index) and supposing that

everywhere An<<n, we have for optical indicatrix that

24y i
- @)
NZ[I—NZ (p11+p12)rJ N (I_N Plzr)

2

i.e., initially optically isotropic film turned into optically uniaxial film with optical axis C along the normal to the
interface. The ordinary and extraordinary refractive indexes of the last film are

+
N, —N(I—Nz (Pll 2p12)rJ (5)
and
N,=N(1-N’p,r) (5%,
respectively.
1.2. CuGaS2/GaP system

CuGaSe film is a uniaxial film, and the equation for polarization constants before stress can be written as
No(x*+y?)tnez’=1.
Stress induced by the lattice mismatch along x and y and the An; are related as

t t 0 0 0 0
A771 ﬂll ”12 ”13 0 0 0
An, my my my; 00 0
Any my my oy 000 (6)
Ap, 0 0 0 7z, O 0
A7, 0 0 0 0 m, O
A7, 0 0 0 0 0 7z
and
MoH(mitm)tC+ Mo+ )ty >+ et (2ms )] 2°=1 ©)
For optical indicatrix we then have
2 2 2
+
- F =1 ®)
(Putpo)r] N (1=N.pyr
NOZ[I—NOZ 11 5 12 j ( 31 )

i.e the film is again uniaxial with the same orientation of the principal axes. However, refractive indexes of ordinary and
extraordinary beams are changed to

=18 L e, 1) ©

2. ELLIPSOMETRIC APPROACH FOR ZnS/GaAs AND CuGaS:/GaP SYSTEMS
In anizotropic systems we have the most general relationship between p- and s- components of the complex
amplitude of the reflected (r) and incident (i) waves [14]
E)=R, E,+ R,E, (10)

sps

E'=R E +R_E (107

spp 557
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Er RSS Ei RYY
= L1

E Ry E’.’ +1
RS 'S E.;

where Rpp/Rss, Rps/Rss and Rsp/Rss are the relative coefficients of reflection, which we have to be determine by
solving Wave Equation [9]

or

AE-graddivE+(2m/2.)?D=0. (12)

It follows from section 1 (see 1.1 and 1.2) that we shall consider an isotropic substrate and a uniaxial film on, with
the same z axis for the film and film/substrate system. It follows from Eq. (12) that in this case the x- and y-
components of the electrical vector obey the following equations:

2 2 aZE 2
gea—Ef+8o (21) g —k}|E =0, ,and —*+ (2—”j g —kl |E =0. (13)
0z A 0z A ’

Where, ky=const= (2n/A)sing, and £,=(n.-ik,)? and e.=(n.-ik.)* are the complex diagonal components of the dielectric
function tensor. Now let us consider s-component of the incident wave. In this case Ey=Es;Ex=Ez=0; Hy=0. Using the
Abbeles method, from solutions of the Eq. (8) the following matrix of tangential components of electric and magnetic
field can be constructed:

T

MS(O,d)Z[ stz | 8o (14)

52170522 &[eﬂ@, ) :Il[eftﬁn +euz,]
2 2

where &, 2277[62’1[80 —sin’¢ and g, =4/, —sin’¢.

Now tangential components in the interfaces between the film and ambient and between the film and substrate can

be connected through matrix
g? 0)= i ( ) =M (0,d S( ) 15

Hereafter let us distinguish between thick and thin substrate. In the thick or absorptive substrate, we have no
waves reflected from the interface between substrate and ambient and this case, as it will be seen afterwards,
corresponds to the situation in ZnS/GaAs system. In the thin substrate, we have waves reflected from its bottom
boundary and this will modify the total reflected field. (This case will correspond to the experimental situation in
CuGaS,/GaP system).

2.1. Thick substrate

R = —(my, +gm.v22)+gsub (msll +8my, ) oA (16)

. (m.v21 _gmsZZ)_gsub (m.vll _gmsll)

g= COS¢9 and gxub = Vgsub _Sinz ¢ : (17)

2.2. Thin substrate

where:

In this case Ry will be given by the relation (9)

M, (0,d,, +d) =[’"S“ "
m

sub
521

SIZJZM(dsub’d)M(O’dsub)' (18)
ms22

Here M (dsup,d) is the same as matrix (14), matrix (0, dsw) has the form similar to that of matrix (14) in which &y and go
must be replaced by s, and gsu, respectively, i.e.
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i [ — oom ]
M (0.d,)=| 2 o , (19)
g;_ub[e—fswh — :| E[e—iamb 4 @i :|

27[ ’ ) , .2
Where 5Su/7 = Tdsub gsub —sm ¢ and gsub = gsub —Ssin ¢

Similary to R it is easy to show that Ry, can be written in both cases (thin and thick substrate) so as it is shown in
the next subsection.

2.3. Thick substrate
_ gsub

_(mpZI _gmpZZ) (mpll _gmpl2)
R — sub e*2ik:d (20)

w (mpm +gmp22)+gsub

M, (0,d)= , 1)

, :27”51 W and g, = Se—{?jsinzcb (22)

2.4. Thin substrate

where,

In this case Mp(dsuw,d) equals

Ir . ; £ . .
_[e—l&m + ela.suh :I _ _Zsub [e—u?mh _ eleub :|
2 2gxub
MP (0’ dsub ) = g 5 5 1 5 S (23)
_ Ssub e—i oub ei b - e_i sub ei sub
e I ey
The ratio of gsuw/€su must be replaced by g=cos@. The coefficients m can then be obtained from
m m
Ml’ (O’dxub +d) :[ N plzJ:M‘” (dSu/nd)Ml’ (O’dS“b) : (24)
M, Myy

3. DIRECT ELLIPSOMETRY TASK FOR ZnS/GaAs AND CuGaS:/GaP

Direct ellipsometry task implies a computation of ellipsometric angles y and A of the system under consideration
using analytic expressions obtained in Section 2. Our main target is the photoelastic effect in stressed film/substrate
system. To calculate the magnitude of the effect in y-and A-units we will do the following. First, we will calculate
and A for unstressed film/substrate systems at different thicknesses of the film d. After that we will calculate y and A
for stressed film/substrate system with above values of the thicknesses and different values (pmat, r is known) of the
photoelastic effect. In both cases we will constract A=f(y) dependencies and will estimate the smallest value of the
photoelastic effect, which we are still be able to detect.

3.1. Unstressed ZnS/GaAs system
ZnS/GaAs system presents an isotropic film/substrate system for which the principal equation of the ellipsometry
(tanye'*=R,/R;) is very well known and given by

28, -2id, 26, -2i6,
w_Tu,te ey, I+e ey, hy
tany Xe" = X > (25)

26, -2if 26, -2if
I+e e To1pT12p Tos T € e Nag
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ia2
gﬁlm sin ¢

gﬁlm_ -2
&y —SIN *p—\e,, —sin’ @ B E _ COSP—,[E, —sin” )
123 b r12p - ) ) ] r()ls - 2 5
\/gf"lm sin ¢+\/€ —sin’ ¢ E,,SIn" @ &y SIN° @ cos¢+\/€ﬁlm—sm o
gsub_i-’- gﬁlm -
gﬁIWl gsub

o =ﬁxd><\/\/a2 +b*+a, S5, = ﬁde\/\/a2+b2 -a,

2 2 . 2 _ 2 g2 _
a= nﬁlm kflm s ¢ ’ gﬁlm - nﬁlm kﬁlm lznﬁlmkﬁlm b gsub - nsubksub lznsubksub

Let us select the experimental wavelength in region where sensitivity of a Jobin-Ivon spectroscopic ellipsometer is
high and the substrate is absorptive enough to avoid formation of the reflected beam from the bottom boundary of the

substrate.

3.2. Unstressed CuGaS:/GaP system
There exists a possibility to simplify the problem by selecting the experimental wavelength at A=6400 A where
No=N. (isotropic point) and uniaxial optical idicatrix turns into sphere. It is easy to show that in this case,
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The other coefficients are given by

’ [ )

sm —Sin —COS

r23p = \] sub cos ¢ / 1- + V sub cos ¢ r 25— ¢ ¢
gsub sub \ 8 - Sln ¢ + Ccos ¢

film(sub) __ \/Eﬂ. 2 2  film(sub) __ \/Eﬂ- 2 2
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2 2
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3.3. Selection of experimental angle of incidence
The change of polarization angles due to the change of the dielectric constant of the film is observable if the

following conditions is fulfilled:

5y/min é‘n(/%:: min aa_l// - 5Wel > 0 ’
film
and
A =lon® [ s |50 27)
min /‘ Im,min a el
film

Where 8% are the minimal value of the change of the dielectric constant of the film,dy / dn m and OA/0n,, =~ are

film min

the first derivatives, dye and dA. are the threshold sensitivities of the employed ellipsometer. As seen from Fig.1, the
optimum sensitivity for ¢ and A is attained at around pseudo-Brewster angle for all considered systems. It is natural
(Fig.1) that the higher the film thickness the larger response of the ellipsometric angles is.
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Figure 1. First derivatives of the ellipsometric parameters as function of incidence angle ¢ at various film thicknesses d

3.4. ZnS/GaAs after stress
It follows from Sections 2.3 and 2.4 that after stress the principal ellipsometry equation can be rewritten as
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X E
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sub Sub ge ge 0
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. E
and
putp
£ = n?ilm (l_n;lmpnreff )2 s, &= n?ilm (1_”;1»« - > 2 e/r') . (30)

In similar way the principal ellipsometry equation is obtained for a stressed CuGaS,/GaP system.

4. CONCLUSIONS

The ellipsometric description of the lattice parameter mismatch effect consists of the results of solving the
ellipsometric straight problem for ZnS/GaAs and CuGaS,/GaP semiconductor systems. The photoelastic effect resulting
from the elastic deformation of materials with different lattice parameters in contact with each other (at the atomic
level) is described in this work. The thicknesses of dislocation-free layers in which the photoelastic effect is observed
due to the mismatch of the lattice parameters (pure photoelastic effect occurs only in such layers due to the mismatch of
the lattice parameters) were evaluated. Amplitude coefficients of reflection from (ZnS/GaAs or CuGaS,/InP) internal
boundary and (vacuum/ZnS or CuGaS;) external boundary were determined. The relationship between the optical
anisotropy and the optical parameters of the initially isotropic ZnS layer after straining was studied in detail.
Analogously, the relationship between the new value of the optical anisotropy of the CuGaS; layer, which was initially
uniaxial, but retained the uniaxial character of the optical anisotropy even after applying the voltage, and the variable
parameters of the system was found. The calculated photoelastic effect and its dependence on the thickness of the layers
are given in the ellipsometric image, which is more convenient for conducting an ellipsometric experiment.
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ONTHYHI JOCJILIKEHHSA CUCTEM ZnS/GaAs TA CuGaS2/GaP
X.H. AxmagoBa®><, M.A. Mycaes®, H.H. Xamimosa®
“Incmumym ¢hizuxu Minicmepcmea nayku i oceimu Asepbatioscancekoi Pecnybnixu, baxy, AZ-1143, Azepbaiiosncan
b Azepbatiosncancokutl depoicasnuil yuisepcumem nagpmu ma npomucnogocmi, baxy, AZ-1010, Azepbaiioscan
“Xazapcokuii ynieepcumem, baxy, AZ 1096, Azepbatioxcan

ZnS i CuGaS; € maTepialaMu 3 LIMPOKUM CIIEKTPOM 3aCTOCYBaHHS B CydacHii onroenekrpoHiui. i MaTepiann BUKOPUCTOBYIOTHCS
1uist [Y-BiKOH, a TaKOX 14 JIIH3 Y TEIUIOBOMY Jlialla3oHi, Ae noTpibHe 6araTocnekTpaibHe MaKCHMAIIbHE POITyCKaHHS Ta HaliMeHIIe
norivHanHg. Came depe3 I XapaKTEepUCTHKHM HEOoOXifHi OOUIMPHI Ta TOYHI ONTHUYHI AOCHiIKEeHHs. Y wii po6oTi po3pobiieHo
eNITICOMETPUYHUN MiAXid i cucTeM ImmiBKa/migkmanka ZnS/GaAs i CuGaSy/GaP nnst BupimeHHS 3aBAaHb HPSAMOI eTincoMeTpii.
3anponoHOBaHUK MiAXiM MO3BOJSE HYEpe3 ENIICOMETPHYHI MapaMeTpH BHU3HAYUTU BIUTUB HEY3TODKEHOCTI IPaT Ha ONTHYHY
IHIMKATPUCYy HANpPY>KEHOI IUIiBKH.

KuarouoBi cnoBa: neyszeoooicenicmo pewiimku, mouxa niisxa; enincomempis
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In this article, we analytically study the electrophysical features of the p-Si/n-GaAs radial heterojunction (RHJ) over a temperature
range of 50 K to 500 K, in increments of 50 K while considering various doping concentrations. The analysis encompasses band gap
narrowing (BGN)), the differences in the band gap between GaAs and Si as a function of temperature, and the built-in potential relative
to temperature. In particular, we focus on core p-Si with a radius of 0.5 pm and shell n-GaAs with a radius of 1 pm within the structure.
Our findings indicate that the thickness of the depletion region in the p-Si/n-GaAs (RHJ) increases with rising temperature. The band
gap difference between GaAs and Si is 0.31 eV at 300 K in our model, which is in good agreement with the experimental results.
Additionally, the conduction band offset AEc=0.04 eV and the valence band offset AEv=0.27eV were calculated at 300 K. When the
doping concentration changes from 2-10'° to 2-10'® band gap narrowing (BGN) decreases by 2 meV. Additionally, the built-in potential
of the p-Si/n-GaAs (RHJ) decreases by 76 mV with increasing temperature.

Keywords: Radial p-n junction; Light trap; External factors; Volt-farad,; Heterostructures; Radial heterojunction (RHJ); Band gap
narrowing (BGN), Cryogenic temperatures

PACS: 73.40. Lq, 73.61.Cw, 73.61.Ey, 72.20.Jv

INTRODUCTION

The rapid progress in semiconductor electronics research has led to substantial advancements in the design,
optimization, and functionality of modern devices. Key innovations, such as two-dimensional transistors [1], nanowires
[2], and notably, radial p-n junction structures [3,4], have expanded the potential for nanoscale applications. Among these,
radial p-n junctions offer distinct advantages over conventional planar configurations, particularly in submicron
nanowires [5,6]. Over the past two decades, these structures have gained prominence due to their superior optical and
electronic characteristics, making them highly suitable for applications in photodiodes, optical sensors [7], thermal
detectors, photovoltaic detectors [8], and solar cells [9]. By optimizing light absorption and carrier collection, radial p-n
junctions reduce optical losses, thereby enhancing energy conversion efficiency. Their perpendicular orientation for light
absorption and carrier transport further supports high-frequency applications, including high-speed electronics and
wireless communication. Radial junctions also play a critical role in high-speed photodetectors [10], avalanche
photodiodes [11], photovoltaic devices, gamma-ray detectors [12], and infrared sensors [13,14], where their structure
provides outstanding efficiency, speed, and sensitivity essential for advanced semiconductor applications. Given the broad
application range of these junctions, a detailed investigation of their electrophysical properties particularly ionization
processes and performance across diverse temperatures is crucial. Both theoretical modeling and experimental validation
are necessary to achieve the high reliability and accuracy required for these devices. While radial p-n and p-i-n junctions
have been widely explored, heterojunction structures are less extensively studied. Despite the development of new
semiconductor materials, GaAs remain the primary material for optoelectronic devices, while Si continues to be the most
widely used material due to its advanced technological development and abundance on the Earth's surface. From this
perspective, the p-Si/n-GaAs (RHJ) has been selected for this study. This work addresses this gap by focusing on the p-
Si/n-GaAs (RHJ) structure, analyzing its electrophysical properties through theoretical and analytical methods. We apply
mathematical modeling to investigate the behavior of the p-Si/n-GaAs (RHJ) under varying temperatures and external
voltages, offering insights into its performance characteristics and potential for future applications.

METHODS AND MATERIAL
We have selected a core of p-Si with a radius of 0.5 um and a shell of n-GaAs with a radius of 1 pm within the structure
as the object of this work. Based on the operating temperature of semiconductor devices made from Si and GaAs, the
temperature range was selected to be between 50 K and 500 K, in steps of 50 K. The interval d, , =r, <r <r, represents

the depletion region and this depends on temperature and external voltage and is represented by the expression (1):
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where, &,&,,,, are and dielectric constant of the Si and GaAs respectively, € =8.85-10"* F-m™" electrical constant.

Many articles have conducted theoretical work without considering the dependence of effective mass on temperature and
electric field. To address these shortcomings, we calculated the dependence of the effective mass of electrons and holes
on temperature using expression (2).

m,,, =m@®)-(1+ B, (T -6)) ©))

Where, m(6) is mass , f3,, is the temperature coefficient of the effective mass (which can be determined

experimentally or from theoretical models). 6, and 6, are Debye temperature GaAs and Si respectively.

Figure 1. This figure shows a 2D cross-section of the submicron radial p-n junction structures. The light gray area represents the n-
type GaAs region, the dark gray area represents the p-type Si region, and the very light gray area denotes the depletion region

Figure 1 shows the cross-sectional view of the selected p-Si/n-GaAs (RHJ) sample, cut along the Z-axis. Where r
denotes the radial dimension, oe*and ee” represents the densities of ionized N, donor and N acceptor atoms
respectively, at the interface of the radial p-n heterojunction within the depletion region. If full ionization case N, =N,
N, =N,.InFigure 1, the interval 0<r <r, represents the p-type quasi-neutral region (QNR), the interval r, <r<r,
represents the depletion region in the radial p-n heterojunction junction, the interval», <r» <2R represents the n-type

quasi-neutral region (QNR). In heterojunctions, there are differences in the conduction band AE¢ and valence band AEy
at the interface, and these differences change with temperature and concentration. As a result, there is a difference in the
band gap between Si and GaAs, as described by expression (3).

AE (T,n, p) = AE (T) = AEyq (n, p) 3)

Where, AEg(T) is the term that depends on temperature, and AEggn(n,p) represents band gap narrowing, which is
influenced by concentration, as described by expression (4).

Ay (1, p) = AN + BN +CN + DN 4

where A, B, C, and D are material-dependent semi-empirical coefficients [15]; the values for Si and GaAs are provided
in Table 1. The influence of temperature and concentration on electron affinity was also examined, as expressed by
equation (5).

(n,p)J )

;t(T,n,p)=;to—a-(T—%)+/1~ln[—
Neﬁ

The energy levels AEc and AEy are influenced by temperature. For instance, as temperature increases, the band gap can
change, affecting the thermal generation of charge carriers and the performance of devices like diodes and transistors.

AE,(T)=AE, (0)+T'(7GaAs - 7Sz‘) (6a)
AE.(T)=AE,(T)+AE,(T) (6b)

Here, y is a coefficient that describes how the valence band shifts with temperature. ¥, , 7 are-0.006 and -0.001 eV/K
respectively.
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Table 1. Coefficients A, B, C, D for Si and GaAs materials

Symbol Si GaAs Unit
n-type p-type n-type p-type
A 1.02:10° 1.11-10° 1.65-10° 9.77-10° eVem
B 415107 479107 238107 387107 eVem#
C 1451072 323102 1.83-10°1 341102 eVem??
D 1481072 1.81-1072 725101 484105 eVem??

The electrostatic potential difference in the p-Si/n-GaAs (RHJ) varies with changes in the external source voltage,
which can be expressed as follows (7):

0,(T)= AL, (T)—%TMM) ™

MiGans * Misi

Here, k is the Boltzmann constant, T is the absolute temperature in Kelvin, q is the charge of an electron, Na and Np
are acceptor and donor concentrations respectively, nis; and nicaas are intrinsic carrier concentrations of Si and GaAs
respectively. The results obtained using the formulas and material parameters outlined above are presented in the Results
and Discussion section, where the findings are analyzed in relation to the initial expectations.

RESULTS AND DISCUSSION
The effective mass significantly influences the movement of electrons and holes within the crystal. It varies with

temperature, affecting their behavior. Figure 2 illustrates the changes in the effective mass of electrons and holes in Si
and GaAs materials.
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Figure 2. Effective mass of electrons and holes in Si and GaAs as a function of temperature

The plot illustrates the temperature dependence of effective masses for electrons and holes in silicon (Si) and gallium
arsenide (GaAs) over a range from 50 K to 500 K. The effective mass of both carriers in each material increases slightly
with temperature. In Si, electron effective mass starts at approximately 0.46m. and hole mass at 0.29 me, both rising
gradually. For GaAs, electrons have a lower effective mass, starting around 0.067m., while holes begin at 0.5m. and
exhibit a more pronounced increase with temperature.
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Figure 3. Electron affinity of p-Si and n-GaAs as a function of temperature.
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Figure 3 illustrates that the electron affinity of both Si and GaAs decreases with varying doping concentrations over
a temperature range of 50 K to 500 K. The electron affinity of GaAs is higher than that of Si up to 350 K, but beyond this
temperature, the electron affinity of GaAs becomes lower than that of Si. Understanding the temperature- and doping-
dependent electron affinity of Si and GaAs is essential for optimizing band alignment, carrier transport, and device
stability in semiconductor applications. This knowledge enables the precise design of heterojunctions, doping profiles,
and materials selection, improving the performance and reliability of devices such as transistors, solar cells, and
optoelectronic components. These trends reflect material-specific characteristics, with GaAs showing a significant mass
disparity between electrons and holes, benefiting high-mobility and optoelectronic applications. Understanding these
variations is critical for optimizing electronic and optical device performance across a range of temperatures.

= Si Band Gap Narrowing v 4
= = GaAs Band Gap Narrowing v

0.15

AEggy (eV)

1515 1515 1517 1515 10‘19 10‘”

(n, p) (cm=3)
Figure 4. Band gap narrowing in Si and GaAs as a function of temperature.

Figure 4 illustrates the conduction and valence band energies as functions of temperature for Si AEgsnSi(p) and
AEgonGaAs(n). The blue curve represents AEggnSi(p), which increases from approximately 103 to 10?° cm™ as hole
concentration p rises. In contrast, the red dashed line represents AEggnGaAs(n), which follow a similar upward trend with
electron concentration n. This comparison highlights the distinct energy characteristics of Si and GaAs across a broad
range of carrier concentrations, providing crucial insights into their performance in semiconductor applications.
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Figure 5. Conduction and valence band energies of Si and GaAs as a function of temperature.

Figure 5 illustrates the temperature dependence of conduction and valence band energies in Si and GaAs over the
range of 50 K to 500 K, showing a decrease in both energy levels with increasing temperature. These changes significantly
impact electronic properties, including band alignment and carrier dynamics. Understanding these variations is crucial
for designing temperature-sensitive semiconductor devices, such as diodes, transistors, and heterojunctions, to ensure
optimal performance across wide temperature ranges. The energies of the conduction and valence bands in Silicon and
Gallium Arsenide exhibit a distinct dependence on temperature. Grasping these relationships is crucial for the effective
design and optimization of semiconductor devices. Figure 6 demonstrates that the band gap and built-in potential of Si
and GaAs decrease with increasing temperature, with GaAs showing a steeper decline in the band gap. These changes,
influenced by material-specific properties, play a crucial role in the temperature-dependent behavior of semiconductor
devices. These trends underscore the importance of temperature considerations in semiconductor device design. As both
the band gap and built-in potential decrease, it becomes crucial for engineers to optimize device performance, especially
in power electronics and optoelectronics, where thermal stability is vital.
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Figure 6. Differences of Band Gap and Built-in Potential as a function of Temperature

Figure 6 highlights the interplay between the band gap and built-in potential as a function of temperature, revealing
their critical role in determining the electrical behavior of semiconductor devices. This understanding is vital for
optimizing the performance of temperature-sensitive components like p-n junctions, LEDs, and solar cells. Our model
indicates a band gap difference of 0.31 eV between GaAs and Si at 300 K, consistent with experimental data. The
conduction band offset AEc is calculated at 0.04 eV, while the valence band offset AEv is 0.27 eV at the same temperature.
The plot illustrates how temperature affects two critical semiconductor parameters: Band Gap Differences and Built-in
Potential. As temperature rises from 50 K to 500 K, both the band gap and built-in potential decrease: Band Gap
Differences, the band gap narrows from approximately 0.35 eV to 0.26 eV due to increased lattice vibrations and thermal
excitation, which reduce the energy needed for electron transitions. A narrower band gap can increase intrinsic carrier
concentrations, enhancing conductivity but also potentially causing unwanted leakage currents in high-temperature
devices. Built-in Potential, the built-in potential decreases from about 1.66 V to 0.9 V, indicating a weakening of the
internal electric field. This change suggests that thermal effects significantly influence charge carrier dynamics,
potentially reducing the efficiency of devices reliant on strong potential barriers, such as diodes and transistors, in high-
temperature applications.

This analysis highlights the need for further research into the mechanisms behind these temperature effects and their
implications for specific device architectures. Figure 7 shows how the band gap for silicon (Si) and gallium arsenide
(GaAs) changes with temperature from 40 K to 500 K. GaAs start with a higher band gap of 1.52 eV at 40 K, decreasing
to about 1.35 eV at 500 K, indicating greater thermal sensitivity than Si. This temperature dependence in GaAs can affect
its performance at high temperatures but still makes it ideal for optoelectronic applications due to its direct band gap,
which benefits devices like LEDs and laser diodes. Overall, understanding these thermal properties helps in designing
reliable devices optimized for Si’s stability or GaAs’s high-frequency and optical capabilities.

Band Gap (eV)
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Figure 7. Band gaps of Si and GaAs as a function of temperature

Figure 8 shows that the intrinsic carrier concentration, for Si and GaAs rises exponentially from 50 K to 500 K due
to thermal generation of carriers. GaAs, with its narrower band gap, reaches higher #,(7) values, indicating greater

thermal sensitivity compared to Si. Here, majority carrier concentration p, =n, =N, =N, = 2-10"cm™ , minority
carrier concentration p, =n’ /N, and n, =n?/N,. Here, n,=1.7-10°cm™ is the intrinsic concentration, for GaAs,

n, =1.5-10"cm™ for Si at 300 K. This temperature-dependent behavior impacts conductivity, with higher temperatures
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potentially affecting device stability. Si’s stability is ideal for general electronics, while GaAs’s thermal sensitivity and
direct band gap make it well-suited for optoelectronic and high-frequency applications, especially in controlled settings.
These insights are essential for optimizing device design across different thermal conditions.
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Figure 8. Intrinsic carrier concentration of Si and GaAs as a function of temperature.

CONCLUSIONS

In conclusion, our analytical study of the p-Si/n-GaAs radial heterojunction, specifically with a core radius of 0.5 um
and a shell radius of 1 um, provides significant insights into its electrophysical features over a temperature range of 50 K
to 500 K. We observed that the thickness of the depletion region increases with rising temperature, reflecting the complex
dynamics within the heterojunction. At 300 K, the band gap difference between GaAs and Si was determined to be
0.31 eV, which aligns closely with experimental data, while the conduction band offset was calculated at AEc = 0.04 eV
and the valence band offset at AEy = 0.27 eV. Additionally, our analysis showed that band gap narrowing (BGN) decreases
by 2 meV as doping concentrations increase from 2-10' to 2:10'8. Moreover, we found that the built-in potential of the
p-Si/n-GaAs heterojunction decreases by 76 mV with an increase in temperature. These quantitative findings highlight
the importance of considering both the geometric parameters and doping concentration in the design and optimization of
radial heterojunctions, providing a solid foundation for future advancements in semiconductor device applications.
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AHAJITHYHAA AHAJII3 OCOBJIMBOCTEM PAIIAJIbHUX TETEPOIIEPEXO/IIB GaAs/Si: BIINB
TEMIOEPATYPHU TA KOHIIEHTPAITIT
Hoxomkin 1. Adaynaes?, Iopoxiv B. Canae®®
“Hayionanohuii docnionuyvkuil ynisepcumem TIIAME, gizuxo-ximiunui gpaxynomem, Tawxenm, Y30exucman
b3axiono-Kacniticoxuiil ynisepcumem, baxy, Azepbaiiocar

V wiif crarTi MM aHANITHYHO JOCITIIKYEMO eleKkTpo(i3uuHi 0coOIMBOCTI pajaianbHOrO rereporepexony p-Si/n-GaAs y amiama3oHi
temneparyp Bix 50 K 1o 500 K 3 xpoxom 50 K, BpaxoByroun pi3Hi KOHIIEHTpaii JIeryBaHHS. AHaJi3 OXOIUIIOE 3BY)KEHHS €HEPreTUIHOL
LIUTHHMY, PI3HULIO B eHepreTHyHil mimmHi Mk GaAs 1 Si sk QyHKIII0 TeMneparypH, a Takok BOYIOBaHHMI ITOTEHINAJ 3aJICKHO Bif
TeMIeparypu. 30KpemMa, MH 30CepeIlKyeEMO yBary Ha sipi 3 p-Si 3 pamiycom 0,5 MM Ta obononIi 3 n-GaAs 3 pamiycom 1 MKM y
cTpykTypi. Hami pe3ynsTaTs MokasyioTs, II0 TOBIIMHA o0acTi 301 HeHHs B p-Si/n-GaAs 30UIBIIYETECS 31 3pOCTaHHIM TEMIIEpaTypH.
PisHuist enepreruynoi mimuman Mik GaAs i Si cranoButh 0,31 eB mpu 300 K y wmamiit mozeni, mo mo0pe y3rokyerhcs 3
eKCIIEpUMEHTAIBHUMU pe3ynsraraMu. Kpim Toro, 3cyB 3ouu npoBigHocTi AEc=0,04 eB Ta 3cyB BanentHoi 30Hu AEv=0,27 ¢B Oynu
o6umcyeni npu 300 K. Tlpu 3mini koHueHTpauii jerysanns Big 2-10'5 mo 2-10'® 3pyskeHHs eHEPreTMUHOT IIIMHY 3MEHIIYETHCS Ha
2 meB. JlonarkoBo, BOynoBanuii notenuian p-Si/n-GaAs 3MeHIIyeTbest Ha 76 MB 3i 301IbLICHHAM TeMIEPATypH.

KurouoBi ciioBa: padianvruii p-n nepexio; ceimiosa nacmka,; 308HiWHI pakmopu, 80nem-gapad; eemepocmpykmypu, paodiaibHuil
2emeponepexio, 38YHCeHHs eHePeeMUYHOT WIUHU, KPIO2EHHI meMnepanypu



