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This study investigates the fabrication and performance of SnO- thin films for gas sensing applications, utilizing a deposition method
at 2 bar pressure and 8 ml/min flow rate. A multilayer structure was developed, comprising 14 layers, each with a thickness of 250 nm,
optimized for sensitivity and stability. The gas sensor, featuring a film heater and sensitive elements doped with a 1% silicon additive,
demonstrated a wide operational temperature range (20-370 °C). Characterization of resistance changes revealed significant hysteresis
before isothermal annealing, with resistance values stabilizing after prolonged exposure to 370 °C. Post-annealing, the sensor exhibited
three orders of magnitude higher resistance, indicating improved stability and electronic transport properties. Doping with a IN AgNO3
solution significantly enhanced sensitivity to ammonia, with a detection threshold of 500 ppm, while sensitivity to alcohol vapors
decreased, indicating selectivity. Experimental results confirm that local doping and thermal treatment effectively enhance the
metrological characteristics of SnO2-based sensors, making them suitable for detecting toxic gases.
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INTRODUCTION

Gas sensors of the resistive type based on metal oxide semiconductors (tin dioxide, zinc oxide) offer a number of
advantages compared to other gas sensors: they allow for the detection of many inorganic and organic gases in the air, have
a fast response time, and high sensitivity [1-3]. However, the problem of integrating such sensors into mass production
remains unresolved, as it is quite difficult to simultaneously achieve stability, selectivity, and high sensitivity [4, 5].

Typically, tin dioxide (SnO,) is deposited on a cold substrate, resulting in an amorphous film structure, and prior to
working with a long-stored sensor, an extended high-temperature annealing process (above the sensor's operating
temperatures) is necessary for the crystallization of the film, desorption of residual gases, and stabilization of its electrical
parameters [6-8].

The aim of this study is to investigate the influence of isothermal annealing modes and Ag doping on the stability
of gas sensing properties of tin dioxide films and to improve the metrological characteristics of gas sensors.

MATERIALS AND METHODS

The experimental method involved the deposition of SnO; films at an air pressure of 2 bar with a speed of 8 ml/min.
The distance from the spraying head to the preheated silicon substrate was 85 cm [9]. The SnO; film was applied in a
single layer for 18 minutes. Multilayer deposition of the SnO, film occurred every 1 minute with a subsequent 30-second
break to restore the substrate temperature. In this way, 14 layers were obtained. The sample for investigation is a gas
sensor crystal with dimensions of 1x1 mm?, manufactured using microelectronic technology [10]. Its structure includes a
film heater, two sensitive elements based on tin dioxide with a 1% atomic silicon additive (film thickness 250 nm,
sensitive element area size 200x320 um?), and contacts for the sensitive layer in the form of a platinum pin structure with
a distance of 10 pm between contacts [11-13].

Studies were conducted on the dependence of resistances of sensitive elements on the voltage at the heater U=0V,
Ohm: alpha-temperature power supply) during heating and cooling. The temperature of different crystals at the same
applied voltage may vary, so calibration of the sensor heater was carried out before starting the work. The following
formula is used to convert the value of the heater voltage to temperature [14]:

Ry, = Ryo(1+ a(T —Ty)) (D

where Ry - resistance of the heater when voltage is applied to it. Ruo - resistance of the heater when U = 0 V,
a - temperature coefficient of resistance, C'; T — temperature of heating, °C; T, = 20°C, room temperature.

The Table 1 shows the operating temperature of the sensor under corresponding voltages applied to the heater. The
operating temperature range of this sample is within 20-370°C.

Table 1. Relationship between temperature and voltage on the heater (power supply).

U,V 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5
T,°C 19 50 60 95 127 146 204 245 282 326 367
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RESULTS AND DISCUSSION

Figure 1 shows the dependencies of R(U) obtained before annealing. It should be noted that the resistances during
both heating and cooling do not return to their initial values. The difference in resistance values of the SE amounts to
115% (52 kOhm). Isothermal annealing allows achieving less dispersion in resistance values.

Investigation of the change in resistances of the SE sensor over time during isothermal annealing (Fig. 2) has been
conducted. Annealing was carried out at Tconst = 370°C. It is evident that the resistance of the SE increases, and after 4
hours of annealing, stabilization occurs. The annealing time of the sensor after storage may vary from half an hour to
several hours of continuous exposure to high temperature.
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Figure 1. Relationship between Rsg and the heating voltage U  Figure 2. Relationship between the resistance of the sensor Rsg
during the heating and cooling processes conducted prior to and time during isothermal annealing
annealing the sensor (Red-heating, blue-cooling)

Furthermore, the dependence of the Rgsg values on U after isothermal annealing was investigated (Fig. 3). It was
found that as a result of annealing, the resistance of the sensitive element returns to its original state after heating and
cooling. However, compared to the values obtained before annealing, the resistances are three orders of magnitude higher.
In order to determine the range of controlled gas concentrations, it is necessary to study the dependence of sensitivity on
gas concentration [15-17]. Experiments have previously been conducted to investigate the influence of doping with
various concentrations of silver, and a IN solution of Ag was chosen as optimal. Figure 4 shows the dependencies of gas
sensitivity on ammonia concentration within the range of 500 to 5000 ppm. At room temperature, a sample with doping
of the sensor layer with a IN solution of Ag (Rsg,1) and a control layer without doping (Rsg,2) was investigated.
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Figure 3. Relationship between Rsk and the voltage on the ~ Figure 4. Dependence of the gas sensitivity of the doped sample 1N

heater Ugp during heating and cooling processes conducted solution on the introduced concentration of ammonia vapors at

after the annealing of the sensor. (Red-heating, blue- T=210°C: Rsg.1 - sensitive sensor element with an undoped surface

cooling) (control sample - red curve); Rsg2 - sensitive sensor element with a
doped surface (blue curve)

It has been established that the change in resistance of the doped sample (Rsg,2) is 20% at an ammonia concentration
in the air of 500 ppm, while Rsg,i (control) shows no reaction within this range. Additionally, the graph demonstrates a
significant difference, approximately threefold, when comparing the sensitivity of the two elements at higher ammonia
concentrations.

During the measurements, it was noted that after silver doping, the sensor's sensitivity to alcohol vapors decreases.
An experiment was conducted to establish this relationship, as depicted in Fig. 5, to determine the influence of
Cs = 3000 ppm when applying voltage to the gas sensor.
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As shown in Fig. 4, after doping the surface of SnO,, its sensitivity decreased by a factor of 3, while the temperature
of maximum sensitivity remained practically unchanged, making it possible to create a selective microelectronic sensor
for ammonia and alcohol.

A series of experiments was conducted to study the effect of doping on the selectivity of the sensor to different
gases. The first part of the experiments involved determining the saturation time of the film with toxic ammonia vapors
and, consequently, the maximum sensitivity. For this purpose, the sample was placed under a sealed dome, into which
toxic gas vapors with concentrations of Cs=2000 ppm were introduced. The processes of interaction between ammonia
and the semiconductor surface represent a prolonged process with a time delay of approximately 10-12 minutes.

The second part of the research involves establishing the dependence of S, on the applied heating voltage and the
operating modes of the sensor element, where the highest sensitivity to alcohol vapor (Cs=2000 ppm) is observed. The
gas sensor's built-in heater was supplied with voltages ranging from 0.5 to 5 V in steps of 0.5 V, using the DC Power
Supply HY3005 for heating the sensor's active surface. Resistance values were measured from the sensitive elements
using Mastech MY 64 multimeters [18]. It was found that the same sensor exhibits sensitive properties to different gases
in different modes. Therefore, the next step was to conduct an experiment to determine the sensitivity of the doped sensor
to two toxic gases simultaneously.

The gas sensor with the application of a doping substance at a concentration of 1N was investigated. Subsequently,
samples were placed under the sealed dome of the measuring setup, and vapors of gases such as alcohol and ammonia
were introduced at concentrations of 2000 ppm. The results of the effect of AgNOs impurities and operating modes on
the sensitivity of the tested sample are shown in Figure 5.

Figure 6 can be divided into 3 parts: I - far left, II - central/middle, III - far right. In the first part, the steady state of
the gas sensor is demonstrated without any external influences. In the second part of the graph, two toxic gases were
introduced. The behavior of the curve in this segment indicates that the sensor film exhibits a sensitivity peak at room
temperature (response to ammonia). Then, in segment 3, voltages ranging from 0.5 V to 5 V were applied in steps of 0.5 V.
Subsequently, from the behavior of the curve, it is evident that the sensitive element's surface undergoes annealing and
thermal stabilization. At a voltage value of U=5V, a second peak appears, corresponding to the reaction of the
semiconductor film SnO, to alcohol vapors.
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Figure 5. Effect of doping (1N solution) on the sensitivity to ~ Figure 6. Sensitivity of the gas sensor doped with silver to
alcohol vapor Cs=3000 ppm when applying voltage to the gas  a mixture of two gases - alcohol (2000 ppm) and ammonia
sensor. (before — red curve, after — blue curve) (2000 ppm)

As a result of the research, a technique for local doping of SnO> sensing layers in microelectronic sensors has been
developed. It has been demonstrated that SnO; sensing layers doped with AgNOs are sensitive to ammonia vapors at room
temperature. The type of dependence of gas sensitivity on the concentration of ammonia in the range of 50 ppm to
5000 ppm has been determined. Sensitivity thresholds of SnO; films doped with 1N solution have been identified, which
amounted to 500 ppm of ammonia in the air. Through experimentation, the selective response of the microelectronic
sensor to vapors of two toxic gases simultaneously has been proven.

CONCLUSION
Therefore, these studies confirm that isothermal annealing improves the stability of gas sensor operation, increasing
Rsk and releasing oxygen chemical bonds on the surface of the sensitive SnO, layer, thereby enhancing the electronic
transport properties of the film. Doping Ag into the sensor layers of SnO, in gas sensors allows to improve the
metrological characteristics (sensitivity, selectivity, power consumption) of the samples and makes them a good material
for creating a selective indicator of toxic and explosive gases.
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T'A304YYTJIUBI BJJACTUBOCTI IIIBOK JIOKCHUZY OJIOBA
Hypitain FO. FOnycauie
Anouscancoruil deporcasHutl ynieepcumem imeti 3.M. Babyp, Anoudscan, Y3bexucman

VY wiit poOOTi AOCHIKYETHCS BUTOTOBICHHS Ta €(EKTHBHICTh TOHKUX IUTBOK SnO: A JAaTYMKIB Ta3y 3 BUKOPHCTAHHSIM METOIY
OCaKEHHS TP TUCKY 2 0ap 1 MBHIKOCTI MOTOKY 8 MiI/XB. Byio po3pobieHo GararomapoBy CTpyKTYpy, IO CKIaAaeThes 3 14 mapis,
KOJKEH 3 SIKHX Ma€ TOBIUHY 250 HM, ONTUMi30BaHUX JUIS Yy TIUBOCTI Ta CTa0iIbHOCTI. ['a30BUI aTUNK, SIKUI Ma€ ITiIBKOBHUH HarpiBay
1 9yTIMBI eneMeHTH, jerosani 1% 100aBKOIO KpeMHiro, MPOJEMOHCTPYBaB IMUPOKUH Jiama3oH pobounx temmeparyp (20-370°C).
XapakTepycTHKa 3MiH OIIOpY BHSBHJIA 3HAYHUH TICTEPE3UC Iepe i30TepMIYHIM BiJIIaIoM, a 3HAYCHHS OIOpY CTadiIi3yBaics Micis
tpuBanoro BBy 370°C. Ilicas Bigmamy AaTYMK MPOJEMOHCTPYBAaB Ha TPH IOPSIKH OUTBIINKA OMip, IO BKa3y€ Ha MOKPAIlEHY
CTabIIBHICTD 1 eNeKTpOoHHI TpaHcnopTHi BractuBocti. JomyBauns 1N po3zunnom AgNO3 3HAYHO MiABUIIIIIO Yy TJIUBICTh 0 aMiaky 3
noporom BusiBnieHHst S00 ppm, TOAI SIK UyTIAUBICTD 10 MapiB CIIUPTY 3HU3KIACS, 10 CBIAYUTH PO CEINEKTHBHICT. EKCrIepruMeHTaNbHI
Ppe3yabTaTH HiATBEPAKYIOTh, IO JIOKAJIbHE JIETYBaHHS Ta TEpPMiuHa 00poOKa e()eKTUBHO MOKPAIIYIOTh METPOJIOTIUH] XapaKTEPUCTHKH
JATYHKIB HA OCHOBI SnO2, poOisuu IX MPUIATHUMH JJIS BUSBJICHHS TOKCHYHHUX Ta3iB.

KuarouoBi ciioBa: cazosuil oamuux; diokcud onoea; cpibno; amiax; cnupm; memnepamypa,; OioKcuo 0106d
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The volt-ampere characteristics of the sensitive elements of gas sensors are investigated and plotted in coordinates corresponding to
various mechanisms of the transfer current. It has been established that the prevailing mechanism of current transfer in the section from
0to 6 V is Om’s law, in the interval (3 - 6) V the Mott’s law is fulfilled, and at higher voltages deviations from these laws are observed.
It is determined that the laws of Om and Mot confirm the mechanism of the flow of currents limited by the space charge.

Key words: Tin dioxide; Sensor, Heterojunction; Gas sensing; Sensitive element
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INTRODUCTION
Currently, microelectronic gas sensors are widely used for environmental monitoring, ventilation and air
conditioning systems, household devices, and the automotive industry [1,2]. They are also employed to determine the
maximum permissible concentrations of hazardous gases in mining, chemical, and metallurgical industries [3,4]. Among
a wide range of metal oxide semiconductors, tin dioxide is considered the most promising sensing material [5]. Gas-
sensitive resistive-type sensors are manufactured using tin dioxide, which detect the presence of gases in the air by
measuring changes in resistance between contacts.

The miniaturization of gas sensors, while maintaining operational voltages, increases the electric field in the gap
between contacts. This stimulates the migration of ion-adsorbed gas particles across the active layer surface, influencing
the overall characteristics of gas-sensitive devices and enabling gas analysis and recognition [6,7].

Research into the electrophysical characteristics of metal-oxide-semiconductor structures typically involves
measuring their volt-farad characteristics (often at high frequencies) for dielectric oxide layers and their volt-ampere
characteristics (IVC) under direct current for oxide layers with relatively high conductivity. This study presents
experimental results on the current transport mechanism in heterojunctions based on SnO,/Si.

EXPERIMENTAL METHOD
The results of the study of current flow mechanisms in SnO, films based on the investigation of the current-voltage
characteristics of test structures are presented. The object of the study is the sensitive element of a gas sensor. The crystal
of the gas sensor, measuring 1x1 mm?, contains the following elements: on an oxidized silicon substrate, a heater and
contacts for the sensitive layer in the form of an intersecting pin structure, made based on Ti-Pt, and two gas-sensitive
elements based on tin dioxide, doped with 1 at. % silicon [8]. The resistance of the heater is -29.8 Ohms. The sensitive
elements have resistances of 4.2 and 4.6 MOhms, respectively.

For the research, the following equipment was used: two power sources (DC Power Supply HY 3005), three
multimeters (MASTECHMY64), and a measuring stand [9-10]. The current through the gas-sensitive element is
controlled by the voltage drop across the standard load resistance connected in series with the gas-sensitive element. The
voltage applied to the sensitive element ranged from 0 to 30 V with a step of 1 V. As the voltage on the sensitive element
increased, the current through the sensitive element also increased. The current values on the sensitive element ranged
from 0 to 4.5 mA.

RESULTS AND DISCUSSION
Figure 1 shows the volt-ampere characteristic of the gas sensor’s sensitive element, measured at room temperature
in the voltage range from 0 to 31 V. It was found that with a change in voltage from 1 to 31 V, the current changes from
0to4.19 mA. From Figure 1, it can be seen that the volt-ampere characteristic of the sensitive element can be conditionally
divided into 3 sections, each with a different slope: section 1 from 0 to 6 V, section 2 from 6 to 17 V, section 3 from 17
to 31 V.
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Figure 1. Volt-ampere characteristic of the gas sensor’s sensitive element, measured at room temperature
in the voltage range (0 - 31) V.

To evaluate the current conduction mechanisms, the volt-ampere characteristics were transformed into the following
coordinates: I/U = F(U) - Ohm’s law [11,12], I/U"? = F(U'?) - Poole-Frenkel mechanism [13-15], I/U? = F(U?) - Mott’s
law[16] (Fig. 2-4).
In the voltage range of (0 - 6) V (Fig. 2), rectification of the volt-ampere characteristic in the coordinates I/U = F(U)
occurs, which means that Ohm’s law is satisfied.
The construction of the I/U"? = F(U"?) coordinate corresponds to the Poole-Frenkel mechanism (Fig. 3). The current-
voltage characteristic constructed in these coordinates linearly increases over the entire voltage range, and therefore the
Poole-Frenkel mechanism does not work in this case.
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Figure 2. Volt-ampere characteristic of the sensitive element (SE1)
of the gas sensor in the I/U = F(U) coordinates within the voltage
range of (0 - 6) V
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Figure 3. Volt-ampere characteristic of the sensitive
clement (SE1) of a gas sensor, plotted in the coordinates
I/U'2 = F(U"?) within the voltage range of (6 - 20) V

Figure 4. Volt-ampere characteristic of the sensitive element
(SE1) of the gas sensor, measured at room temperature, in
the coordinates I/U>=F(U?) in the voltage range (0-6)

In the voltage range of (3-6) V or (9-30) V (Fig. 4), rectification of the volt-ampere characteristic in the coordinates
I/U? = F(U?) occurs, which means that Ohm’s law is satisfied. With further increase in voltage in the coordinates I/U? =
F(U?), the function shows an increasing trend and no leveling off is observed.
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It is known that the main physical mechanisms of charge carrier transport in semiconductors are: currents obeying
Ohm’s law; currents limited by space charge; currents determined by barrier (Schottky) emission; the volume mechanism
of Poole-Frenkel - enhanced by the electric field ionization of impurity centers; electron tunneling through thin layers of
insulators and semiconductors; hopping conductivity through impurities in semiconductors [17-19]. The traditional
analysis of current transport mechanisms in solids is based on the measurement of static volt-ampere characteristics [20].
In the low voltage mode, while the average concentration of free charge carriers is approximately equal to the equilibrium
concentration, Ohm’s law will be observed. Its characteristic feature is the linearity of the VAC structure, the dependence
of j = oE or I = U/R and its rectification in the coordinates I/U = f(U). At higher voltages, the volt-ampere characteristic
begins to obey the quadratic law of Mott and the VAC structure rectifies in the coordinates I/U?=F(U?). The linearity of
the VAC in the coordinates I/U"?=F(U"?) is characteristic of the Poole-Frenkel effect. Obviously, there may be conditions
when both two or more charge transport mechanisms can act simultaneously.

CONCLUSIONS

The voltammetric characteristics of gas sensor sensitive elements were investigated and plotted in coordinates
corresponding to different mechanisms of charge transfer. It was established that the predominant charge transfer
mechanism in the range of 0 to 6 V follows Ohm’s law, while in the range of 3 to 6 V, Mott’s law applies. Therefore, in
the voltage range from 0 to 6 V, the simultaneous manifestation of Ohm’s and Mott’s laws confirms a current flow
mechanism limited by space charge. At higher voltages, deviations from these laws were observed.

The results obtained can be applied in gas sensing technology to determine the operating temperature of sensors,
facilitating the recognition of gas types.
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Molecular docking and molecular dynamics methodologies were employed to design and evaluate delivery systems for the
antineoplastic agent doxorubicin (DOX) utilizing human serum albumin (HSA) as the carrier. To engineer a drug delivery system
(DDS) with dual imaging modalities, complexes of the radionuclide technetium-99m (TCC) and near-infrared (NIR) fluorescent dyes,
including indocyanine green (IG), methylene blue (MB), heptamethine cyanine dye AK7-5, and squaraine dye SQ1, were integrated
into the protein nanocarriers. The highest binding affinities to the proteins were identified for TCC [*™T¢]Tc-diisopropyl iminodiacetic
acid (TcDIS), [*™Tc]Tc-hydrazinonicotinic acid-H6F (TcHYN), [*™Tc]Tc-Mebrofenin (TcMEB), as well as the fluorescent dyes IG
and SQ1. Molecular docking analyses revealed that most technetium complexes (TCCs) bind to HSA domain I, with some exceptions
showing affinity for domains I and III or domain III alone. Ternary and quaternary protein-ligand systems were explored using multiple
ligand docking approaches. In ternary systems, DOX binding sites were identified either in domain I or in a region spanning multiple
domains, depending on potential overlap with TCC binding sites. For quaternary systems incorporating NIR fluorophores, binding
affinities decreased in the order: IG > SQ1 > AK7-5 > MB. Molecular dynamics simulations of HSA-DOX-MB and HSA-DOX-IG
complexes demonstrated stable associations between the components, with consistent center-of-mass distances and minimal
perturbation of HSA structure. These findings support the potential of HSA as a suitable carrier for developing dual-modality imaging
nanocarriers incorporating both radionuclide and fluorescence imaging capabilities.

Keywords: Drug delivery systems; Human serum albumin; Doxorubicin; Technetium complexes; Fluorescent dyes; Molecular
docking; Molecular dynamics

PACS: 87.14.C++c, 87.16.Dg

The development of targeted drug nanocarriers has emerged as a critical strategy in enhancing the therapeutic
efficacy of anticancer agents while mitigating their systemic toxicity [1,2]. Among these, protein-based drug delivery
systems (PDDS) have garnered significant attention due to their exceptional biocompatibility, biodegradability, and
ability to accumulate in tumor tissues via the enhanced permeability and retention (EPR) effect [3,4]. Proteins offer unique
advantages as drug delivery vehicles, including their natural abundance, renewable sources, and the presence of multiple
functional groups for drug loading and targeting modifications. Albumin, a naturally occurring protein, has emerged as a
promising carrier for drug delivery due to its biocompatibility, non-immunogenicity, and ability to bind and transport a
wide range of therapeutic agents [5,6]. The use of albumin-based delivery systems offers several advantages, including
prolonged circulation time, enhanced permeability and retention effect, and the potential for passive and active targeting
of tumor tissues. In recent years, the integration of multimodal imaging modalities into drug delivery systems has gained
significant attention [7,8]. Such systems not only facilitate the monitoring of drug distribution and accumulation in real-
time but also provide valuable insights into the pharmacokinetics and pharmacodynamics of the therapeutic agents. In
this study, we employed computational tools, specifically molecular docking and molecular dynamics simulations, to
design albumin-based multimodal delivery systems for doxorubicin. Our approach involved the incorporation of
radiopharmaceuticals, specifically technetium-99m (**™Tc) coordination complexes, and near-infrared (NIR) fluorescent
dyes, including indocyanine green, methylene blue, heptamethine cyanine dye AK7-5, and squaraine dye SQI. The
integration of these imaging modalities aims to enhance the precision of drug delivery and enable the simultaneous
tracking of therapeutic and diagnostic agents.

METHODS
Human serum albumin (HSA) in its dimeric form (PDB ID: 1AO6) was used as a main component of the designed
PDDS. A therapeutic component of the examined drug delivery systems was represented by one of the most widespread
antitumor drug doxorubicin (DOX), anthracycline antibiotic whose antineoplastic properties arise mainly from its abilities
to intercalate into DNA, inhibit topoisomerase II, disrupt gene expression, generate reactive oxygen species and produce
damage of cell membranes [9]. To design the PDDS, in the present study we used 12 *™Tc-based radiopharmaceuticals
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(Fig. 1): [*™Tc]Tc-Sestamibi (TcSES), [*"Tc]Tc-Tetrofosmin (T¢TET), [*™Tc]Tc-Medronate (TcMED), [*™T¢]Tc-
dimercaptosuccinic ~ acid  (TcDMSA),  [*™Tc]Tc-diethylenetriaminepentaacetate ~ (Tc-DTPA),  [*™Tc]Tc-
mercaptoacetyltriglycine (TcMAG), Pertechnetate [*™Tc]TcO4— (TcPER), [*™Tc]Tc-Exametazime (TcEXA), [*"Tc]Tc-
diisopropyl iminodiacetic acid (TcDIS), [*™"Tc]Tc-ethylene cysteine dimer (TcECD), [**™Tc]Tc- hydrazinonicotinic acid-
H6F (TcHYN), [*™T¢]Te-Mebrofenin (TcMEB). To create the dual-labelled PDDS with both nuclear and optical imaging
modalities, the examined protein systems were loaded by the binary combinations of the above *™Tc complexes and four
NIR fluorescent dyes (FD), Methylene Blue (MB), Indocyanine Green (IG), cyanine AK7-5 and squaraine SQ1 (Fig. 2). To
identify the most energetically favorable binding sites for TCC, DOX, FD in the HSA, HSA-Lz, HSA-TRF, HSA-Hb protein
systems the molecular docking studies were performed using the HDOCK server.60 Prior to the docking procedure, the
structures of HSA dimers and its complexes with Lz, TRF and Hb were relaxed through 1 ns MD simulations. The structures
of ligands were built in MarvinSketch (version 18.10.0) and the geometries were further optimized in Avogadro
(version 1.1.0). The selected docking poses were visualized with the UCSF Chimera software (version 1.14) and analyzed
with Protein-Ligand Interaction Profiler [10]. The molecular dynamics simulations were performed to evaluate the stability
of some of the examined protein-ligand assemblies, viz. the ternary complexes HSA — DOX — IG and HSA — DOX — MB.
The input files for MD calculations were prepared using the CHARMM-GUI input generator [11]. The .itp files of DOX, IG
and MB were obtained from the corresponding .mol2 files, using the CHARMM General Force Field, followed by the
correction of the dye/drug partial charges according to those assigned by RESP ESP charge Derive Server [12]. The drug-
dye-protein complexes were solvated in a rectangular box with a minimum distance of 10 A from the protein to the box
edges and 0.15 M NaCl (neutralizing ions) were added to the systems. The TIP3P water model was used. The molecular
dynamics simulations and analysis of the trajectories were performed using the GROMACS software (version 2023.3) with
the CHARMM36m force field in the NPT ensemble with the time step for MD simulations 2 fs. The calculations were
performed at a temperature of 310 K using the V-rescale thermostat. The minimization and equilibration of the systems were
carried out during 50000 and 125000 steps, respectively. The time interval for MD calculations was 1 ns HSA — DOX — MB
complex and 10 ns for HSA — DOX — IG complex. The correction of MD trajectories after the MD run, was performed using
the gmx trjconv GROMACS command. The visualization of the snapshots of MD runs and calculations of the protein
backbone root-mean-square deviation (RMSD), the protein solvent-accessible surface area (SASA), and the distances
between the centers of mass of protein and ligand were performed in VMD.
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Figure 1. Chemical structures of Technetium-99m complexes
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Figure 2. Chemical structures of fluorescent dyes

RESULTS AND DISCUSSION
At the first step of the study, we compared the binding affinities of different **™T¢ pharmaceuticals for HSA. Shown
in Fig. 3 are the best score complexes of TCC with the albumin dimer. A polypeptide chain of HSA monomer contains
585 amino acid residues with three homologous domains: I (amino acid residues 1-195), II (amino acid residues 196-
383), and III (amino acid residues 384-585). Each of these three domains consists of two subdomains (A and B), stabilized
by 17 disulfide bonds. It is generally recognized that the majority of drugs bind to HSA through the two sites known as
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Sudlow sites I and II, which are located in hydrophobic cavities of subdomains I1A and IIIA, respectively [13]. It appeared
that the binding sites for the five TCC (TcMED, TcEXA, TcECD, TcDMSA, TcDTPA) are situated on the domain I,
within the region extending from LEU115 to LYS190 and all contain 7 identical amino acid residues LEU1;5, ARGy17,
TYRi3s8, ILE142, TYRy61, LEU 132 and ARGiss (Fig. 3., Table 1). The consistency in binding location suggests a common
structural recognition mechanism for these TCCs by HSA, which may be attributed to the physicochemical properties
shared among these compounds. This finding is particularly relevant as it indicates a potential competitive binding
scenario among these TCCs, which could influence their pharmacokinetics when administered concurrently or in close
succession.

A high degree of similarity is observed also for TcTET and TcDIS, which both form contacts with the residues of
the domains I and IIT (ASN19, ARGy14, LEU) 15, ARGlas, LY S190, GLU425, GLUs20, ILEs23). Likewise, the complexes of
TcSES and TcMEB with HSA share similar amino acid residues GLUjsg, LY S195, ARG215, ARG222, GLU392, VALjo3,
HSDus and TYRus,. This divergent binding pattern implies a potentially different mode of interaction for these TCCs
with HSA. The distinct binding site for TcSES and TcMEB suggests that these compounds may not directly compete with
the majority of TCCs for HSA binding, potentially allowing for their use in combination with other ®"Tc¢ pharmaceuticals
without significant pharmacokinetic interference. The binding site for TcPER is located in the domain I, while the
interface residues of the complex HSA-TcMAG encompass all protein domains.

TeDIS
TcDMSA

Figure 3. The most energetically favorable complexes of TCC with HSA

Table 1. The interface amino acid residues and the types of interactions involved in the binding of technetium 99m complexes (TCC)
to human serum albumin (HSA)

TCC HSA-TCC interface residues Types of interactions

TcSES TYRis0a*, GLU1s3a, PHE156a, PHE 1574, ARG160a, GLU 1884, ALA191aA, SER1924, | Hydrophobic interactions,
LYS195a, GLN196a, LYS199a, ARG218a, ARG2224, HSD2ssa, GLU2924, VAL293a, | hydrogen bonds
LYS436a, HSD440a, TYR4524

TcTET ASNi1098, ARG114B, LEU115B, ARG14s8, LY S1908, GLU4258, ARGu288, Hydrophobic interactions,
GLUs2os, ILEs238 hydrogen bonds

TcMED LEU115a, ARG117a, TYRu1384, ILE1424, HSD146a, PHE149A, LEU 1544, PHE 1574, Hydrogen bonds
TYRi61a, LEU1g2a, ASPi1g3a, LEU1gsa, ARGigea, ASPi1g7a, GLY 1894, LY S190a

TcMAG ASP107a, ASP10sa, ASN109a, ARGiasa, HSD146a, PRO147a, TYR148a, LY S190a, | Hydrogen bonds, salt bridges
ALA191aA, SER193A, ALA194a, ARG1974, GLU425A, ASNasga, GLN4s9A

TcEXA LEUi11sa, VAL116a, ARG117a, PRO118a, MET1234, PHE 1344, LY S1374, Hydrophobic interactions,
TYRi3sa, LEU139a, GLU141a, ILE142a, ARG1454, TYR161a, PHE 1654, LEU1s24, | hydrogen bonds
ARGisea

TcECD LEUu11s8, ARG1178, PRO118B, MET 1238, PHE 1348, LY S1378, TYR1388, GLU1418, | Hydrophobic interactions,
ILE 1428, TYR1618, LEU1828, ASP1838, LEU1858, ARG186B hydrogen bonds, salt bridges

TcDMSA LEUu1sa, VAL116a, ARG117a, PRO118a, MET 1234, TYR138a, ILE1424, HSD146a, | Hydrogen bonds, salt bridges
PHE149a, LEU154a, PHE1574, TYR161a, LEU1824, LEU1854, ARG186a, ASP1874,
GLUis8a, GLY 1894, LY S190a

TcDIS ASNi109a, PRO110aA, LEU112A, ARG114A, LEU115A, ARG1454, HSD1464, Hydrophobic interactions,
ARGis6a, LY S190a, PRO421a, GLU4254, GLUs204, ILEs23A hydrogen bonds

TcPER TYR308, HSDs78, THR688, PHE708, GLY 718, LEU748, GLU9s58, ARGoss, Hydrogen bonds
ASNogog, PHE 1028

TcDTPA LEUi1sa, VAL116a, ARG117a, PRO118A, MET 1234, PHE 1344, LEU 1354, Hydrogen bonds, salt bridges
LYSi137a, TYRi38a, GLU1414, ILE 1424, TYRi61a, LEU1824, ARGl186A

TcHYN GLUszs3a, LEU387a, ASN391a, LEU394a, LEU4074, VAL409A, ARGa4104, Hydrogen bonds, n-stacking, salt
TYR411a, LEUs30a, LEUs53a, GLU4924, SER489A, LY Ss414, GLUs424, LY Ss4sa | bridges

TcMEB GLUiss, LYS1958, TRP2148, ARG2188, GLN2218, ARG2228, GLU2928, Hydrophobic interactions,
VAL293B, GLU294B, ASN29s5B, LY S4368, HSD440B, LY S444, PROu1478, CYSa4gB, | hydrogen bonds, salt bridges
ALA4498, ASP4s18, TYR4s28

Meanwhile, TcHYN, which in contrast to the other TCC, possesses a specific peptide (YLFFVFER) in its structure
(Fig. 1), binds to HSA on the domain III, with some of the interface residues (ARG410, TYR411, SER489) belonging to
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the Sudlow site II. Furthermore, as judged from the comparison of the best docking scores (BDS) for the HSA-TCC
complexes (Fig. 4), TCHYN has the highest affinity for HSA, with BDS values following the order TcCHYN > TcDTPA
> TcDIS > TcMEB > TcDMSA > TcSES > TcTET > TcMED > TcMAG > TcECD > TcEXA > TcPER. The highest
affinity of TcCHYN for HSA suggests that peptide conjugation could be a promising strategy for enhancing the albumin-
binding properties of radiopharmaceuticals, potentially leading to improved in vivo stability and target tissue
accumulation.

Albumin
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TcPER
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TcDMSA M Figure 4. The best docking score values obtained for the

TcECD TCC complexes with HSA
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At the next steps of the investigation, we employed the multiple ligand docking approach [14] to explore the ternary
(HSA-TCC-DOX) and quaternary (HSA-TCC-DOX-FD) protein-ligand systems. The ternary systems were obtained by
the docking of doxorubicin to the best score complexes of TCC with HSA (Fig. 5). The following features of the ternary
systems are worthy of mention: i) when the HSA binding sites for TCC and DOX do not overlap, the DOX binding site
is located in the domain I of HSA molecule, encompassing 16 residues from the region flanked with PRO,3 and ARGise
(site HSA13.186) (Fig. 5, A); ii) when the HSA binding sites for TCC and DOX overlap with each other (as in the cases
of TcMED, TcEXA, TcDMSA and TcDTPA), DOX binds to another HSA site containing 23 amino acid residues from
the region flanked with ASP97 and GLNyso (Fig. 5, B).
A
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Figure S. The highest affinity binding sites for DOX in the HSA-TCC systems

Next, to obtain the systems with dual imaging modality, the best score complexes HSA-TCC-DOX were docked
with one of four NIR fluorophores, two traditionally used dyes, methylene blue and indocyanine green, and two emerging
fluorophores, heptamethine cyanine dye AK7-5, and squaraine dye SQ1. A comparative analysis of the docking results
obtained for the quarternary systems (HSA + TCC + DOX + FD) indicates that the affinities of the examined dyes for
HSA/HSA-DOX decrease in the row: IG (BDS =-207.2/-190.3) > SQ1 (BDS =-186.1/-185.9) > AK7-5 (BDS = -162.4/-
162.9) > MB (BDS =-127.1/-117.3). This hierarchy of binding affinities provides crucial information for the selection of
optimal fluorophores in the context of technetium-based dual-modality imaging systems. While the amino acid
composition of the fluorophore binding sites varied across different technetium complexes and protein components, a
consistent pattern emerged, allowing for the identification of predominant interaction sites for each system. Notably, a
specific albumin site, designated as HSA1s.136, was identified as the preferential binding region for MB in both HSA-
DOX and HSA-TCC-DOX complexes (Fig. 6). This finding suggests a potential interaction between the technetium
complexes and the fluorophores, which could have implications for the overall stability and efficacy of the dual-modality
imaging system.

At the last step of the study, we performed the molecular dynamics simulation of two of the examined complexes,
to assess their stability in aqueous solution. Because of the problems associated with the parametrization of *™T¢
complexes the MD simulations were carried out for the systems HSA-DOX-MB and HSA-DOX-IG. As illustrated in
Fig. 7, DOX and FD remain bound to HSA during the simulation time (1 ns for MB and 10 ns for IG).
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Figure 6. The most energetically favorable docking poses in the complexes with HSA-TCC-DOX-MB

The persistence of DOX and fluorescent dye (FD) binding to HSA throughout the simulation periods (1 ns for MB
and 10 ns for IG) suggests a stable association between these components. This stability is further corroborated by the
relatively consistent center-of-mass distances observed between the protein and ligands. The IG system exhibited
distances ranging from 2.4 to 2.8 nm, while the MB system showed distances between 2.3 and 2.7 nm. DOX maintained
the closest proximity to HSA, with distances varying from 2.2 to 2.5 nm. These findings indicate that all ligands remain
in close association with HSA, with DOX potentially exhibiting the strongest interaction (Fig. 8, A, B).

Figure 7. The snapshots of HSA-DOX-MB (A, B) and HSA-DOX-IG (C, D) complexes corresponding to the timepoints of 0 ns
(A, C); 1 ns (B) and 10 ns (D).

The structural integrity of the HSA molecule in the presence of DOX, MB, and IG was assessed through Root Mean
Square Deviation (RMSD) and Solvent Accessible Surface Area (SASA) analyses. The results suggest that the albumin



452
EEJP.4(2024) V. Trusova, et al.

structure remains largely unperturbed upon ligand binding, as evidenced by the absence of significant fluctuations in these
parameters (Fig. 8, C-F). This structural stability is crucial for maintaining the functional properties of HSA as a drug

carrier.
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Figure 8. The distances between the centers of mass (A, B), RMSD (root mean square deviation) of the protein backbone atoms (C, D)
and SASA (solvent accessible surface area) (E, F) calculated for the systems HSA-DOX, HSA-DOX-MB and HSA-DOX-IG.

Taken together, our findings indicate that HSA is suitable for the development of the DOX nanocarriers with both
radionuclide and fluorescence imaging modalities.

CONCLUSIONS

The collective findings from this study provide strong evidence supporting the suitability of HSA as potential
platform for developing DOX nanocarriers with dual imaging modalities. The demonstrated stability of these complexes,
coupled with their ability to incorporate both radionuclide and fluorescence imaging agents, presents a promising avenue
for advancing targeted drug delivery systems with enhanced diagnostic capabilities. It is important to note, however, that
while these results are encouraging, further studies are warranted to fully elucidate the long-term stability,
pharmacokinetics, and in vivo efficacy of these systems. Additionally, the impact of technetium complexes on the overall
stability and functionality of these nanocarriers remains to be explored, necessitating the development of more accurate
parametrization methods for *™Tc in future MD simulations.
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KOMIT'IOTEPHE JOCJIIKEHHSI CUCTEM JOCTABKMH JIIKIB 3 PAJJIOHYKJIIJHUMH
TA ®JYOPECHEHTHUMHA MOJAJBHOCTSIMH BI3YAJI3AIIIL. I. CHCTEMH HA OCHOBI AJIbBYMIHY
JJIs1 JOCTABKH JOKCOPYBIIIUHY
B. Tpycora?, V. Tapa6apa?, I. Kapuayxog®, A. 3enincoknii®, B. Bopu®, I. Ymakos®, JI. Cizenxo, I'. T'openko?®
“Kaghedpa meouurnoi ¢izuxu ma 6iomeouynux Hanomexnonozitl, Xapkiscvkuil Hayionanvhul yHisepcumem imeni B.H. Kapa3zina
M. Ceob00u 4, Xapxis, 61022, Ykpaina
bHayionanenuii nayxosuii yenmp «Xapxiscokuti hisuxo - mexniunuii incmumymy, Xapxis, eyn. Axademiuna, 1, 61108, Yipaina

Meroau MOJEKYJISIPHOTO JOKIHTY Ta MOJEKYJSPHOI AWHAMIKH OyJIM BHUKOPHCTaHI JUId AW3aliHy Ta OLIHKH CTaOiIBHOCTI CHCTEM
JOCTABKH aHTHHEOIUIACTHYHOTO areHTta JokcopyOinuny (JJOKC) 3 BuUKOpHCTaHHSAM JIFOJICBKOTO CHpOBaTKOBOro ansoyMiny (JICA) six
HaHoHocis. [ cTBopenHs cucremu noctaBku JikiB (CJJI) 3 xommoHeHTaMH IyaibHOI Bizyamizallii, KOMIUIEKCH paIiOHYKIIiTy
texueniro-99m (TCC) Ta GmmwkuboinpauepBornx (BU) duyopecienTHnx 6apBHUKIB, BKIIOYa0OuM iHAoriaHiHoBuil 3enenuit (13),
metmiienoBui cutiit (MC), rentameTuHOBHH 1iaHiHOBHIT OapBHIK AK7-5 Ta ckBapainoBuii 6apBauk SQ1, Oyiu iHTerpoBaHi B 6171KOBI
HanoHocii. Halisuii criopizuenocti 1o 6inkis Oynu Bussieni s TCC [*™Tc]Te-aiizonponin iminoourosoi kuciotu (TcDIS),
[®™T¢]Te-rinpasunonikotunoBoi kucnotu-HOF (TcHYN), [*"Tc]Tc-Mebpodeniny (TcMEB), a Takox 1 (IyopecleHTHHX
OapBHUEKIB 13 Ta SQ1. Pe3ynpraTéi MONEKYISIPHOTO JOKIHTY TOKA3aJIH, IO OUIBIIICTE KOMIUIEKCIB TEXHELIIO 3B’ I3YIOTHCS 3 TOMECHOM
I JICA, 3a pmeskuMH BHHSTKAaMH, IO IOKa3ylOTh crHopimHeHicTs no nomeHiB I ta III a6o mmme no nomeny III. Tpu- Tta
YOTHPUKOMIIOHEHTHI CHCTEMH OUIOK-TraHa OyJM JOCTIJDKEHI 3a JIOMOMOTOK METOJOJIOTIT MHOXXHHHOTO JIOKIHTY Jiranmis. Y
TPUKOMITIOHEHTHHX cucTeMax Mmicis 3B’ sa3yBaHHs JJOKC Oynu inenTugikoBani abo B nomeHi I, abo B 001acTi, 110 OXOILTIOE KilbKa
JIOMEHIB, 3aJIS)KHO BiJ] TOTEHI[IHHOTO MepeKpuTTs 3 MicisimMu 3B’ s13yBaHHs TCC. /111 YOTHPUKOMIIOHEHTHHX CHUCTEM, L0 BKJIIOYAIOTh
BY dayopodopu, criopinHeHicTs 38’ s13yBaHHs 3MeHIIyBanacs B mopsaaky: 13 > SQ1 > AK7-5 > MC. Anaini3 npodiniB MoJeKysipHOT
nuHamikd  komiutekciB BCA-JIOKC-MC Tta BCA-JJOKC-I3 mnpopemoHCTpyBaB CTabiNbHICTh OCIIKYBaHHX KOMILICKCIB 3
HE3MIHHUMH BIJICTaHSAMH 1O IEHTPY Mac Ta HE3HAYHUMH MOpyuieHHSAMH CTpyKTypu BCA. OTpumaHi pe3ynpTaTH CBiI4aTh MPO
nmoteHmiax BCA sk HaHOHOCIS JIKapcbKHX 3aco0iB 3 MOJANBHICTIO AyalbHOI Bisyamizalii Ha OCHOBI pamioOHyKIigy Ta
¢iryopecrieHTHOTO OapBHUKA.

KuwouoBi cioBa: cucmemu oocmasku 1iKi6, JHOOCOKULL CUPOBAMKOBUIL  ANbOYMIH; OOKCOPYOIYUH, KOMNIEKCU MeXHeyir;
@ryopecyenmui 6apeHuKYU, MONEKYIAPHUL OOKIH, MONEKYAAPHA OUHAMIKA



454

EasT EUROPEAN JOURNAL OF PHYSICS. 4. 454-462 (2024)
DOI:10.26565/2312-4334-2024-4-55 ISSN 2312-4334

POLYPHENOL-MEDIATED MODULATION OF AMYLOID-LIPID INTERACTIONS

U. Tarabara?, ®V. Trusova®*, ©M.H. Thomsen®, ®G. Gorbenko?
“Department of Medical Physics and Biomedical Nanotechnologies, V.N. Karazin Kharkiv National University
4 Svobody Sq., Kharkiv, 61022, Ukraine
b4A4U Energy, Aalborg University, Niels Bohrs Vej 8, 6700 Esbjerg, Denmark
*Corresponding Author e-mail: valerija.trusova@karazin.ua
Received September 11, 2024, revised October 30, 2024; accepted November 15, 2024

Forster resonance energy transfer (FRET) between the membrane fluorescent probes pyrene and TDV was employed to investigate the
modulation of amyloid-lipid interactions by polyphenols. The effects of various polyphenols, including quercetin, curcumin, gallic and
salicylic acids, on the complexation between the amyloid fibrils derived from N-terminal fragment of apolipoprotein A-I (ApoA-IF)
and insulin (InsF), and liposomes composed of phosphatidylcholine (PC) and its mixtures with cardiolipin (CL), cholesterol (Chol), or
phosphatidylglycerol (PG) were investigated. The incorporation of polyphenols resulted in decreased energy transfer efficiency,
indicating a significant alteration in the spatial relationship between amyloid fibrils and lipid membranes. The magnitude of this effect
was found to be dependent on lipid bilayer composition, the chemical nature of the polyphenols, and the type of amyloidogenic protein.
Notably, curcumin exhibited the most pronounced impact across all systems, with a particularly strong effect on ApoA-IF compared
to InsF. This differential response suggests protein-specific mechanisms of interaction and highlights the potential for targeted
therapeutic approaches. Our findings provide novel insights into the intricate interplay between polyphenols, amyloid fibrils, and lipid
membranes, contributing to the fundamental understanding of amyloid-related pathologies and opening new avenues for the
development of polyphenol-based therapeutic strategies in amyloid-associated disorders.

Key words: Amyloid fibrils; Lipid bilayer; Polyphenols; Férster resonance energy transfer

PACS: 87.14.C++c, 87.16.Dg

Amyloid-membrane interactions are pivotal in the pathogenesis of numerous neurodegenerative diseases,
including Alzheimer’s and Parkinson’s diseases [1,2]. These interactions can lead to membrane disruption, altered
cellular homeostasis, and ultimately, cell death. The amyloid fibrils, which are the aggregates of misfolded proteins,
can insert into lipid bilayers, causing structural perturbations that compromise membrane integrity. This disruption is
often accompanied by the formation of ion-permeable pores, which can lead to dysregulated ion homeostasis and
trigger apoptotic pathways [3]. Understanding the mechanisms underlying amyloid-membrane interactions is crucial
for developing therapeutic strategies aimed at mitigating the amyloid toxicity. Various factors and substances can
influence the complexation of lipids with fibrillar species, including lipid composition, membrane fluidity, and the
presence of small molecules such as polyphenols. Lipid composition, for instance, can significantly affect the binding
affinity and insertion depth of amyloid fibrils into the membrane. Cholesterol, a major component of cell membranes,
has been shown to either stabilize or destabilize amyloid fibrils depending on its concentration and distribution within
the bilayer [4,5]. Polyphenols (PF), which are abundant in various fruits and vegetables, have garnered attention for
their potential to modulate these interactions [6,7]. These compounds can interact with both amyloid fibrils and lipid
bilayers, altering their structural and functional properties. The consequences of these interactions may be profound,
as they can affect membrane integrity, ion channel function, and cellular signaling pathways, thereby contributing to
the progression of amyloid-related diseases. A wide arsenal of experimental techniques is employed to analyze
biomolecular interactions, each offering unique insights into the dynamics and mechanisms at play. Among these
techniques, fluorescence spectroscopy stands out due to its high sensitivity, specificity, and ability to provide real-time
data on molecular interactions [8,9]. Fluorescence spectroscopy allows for the detection of subtle changes in the
environment of fluorescent probes, making it an invaluable tool for studying complex biological systems. In the present
study, we utilized one of the fluorescence spectroscopy modalities, Forster resonance energy transfer (FRET), to
investigate the impact of different polyphenols on amyloid-lipid interactions. FRET is a powerful technique that
enables the measurement of distances between two fluorophores in the range of 1-10 nm, making it ideal for studying
interactions at the molecular level. The aim of the present study was to ascertain whether the efficiency of the Forster
resonance energy transfer between the membrane fluorescent probes pyrene and TDV can serve as an indicator of
polyphenol effects on fibril-lipid interactions. The lipid bilayers employed in our experiments were composed of
distinct combinations of phosphatidylcholine (PC), cholesterol (Chol), cardiolipin (CL), and phosphatidylglycerol
(PG). Amyloid fibrils were prepared from apolipoprotein A-I (Apo-IF) and insulin (InsF). This methodological
approach enabled elucidation of the modulatory role of polyphenols on amyloid-membrane interactions, thereby
providing significant insights into their potential therapeutic applications.
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METHODS

The bovine insulin, Tris, thioflavin T (ThT), cholesterol (Chol), quercetin (QR), curcumin (CR), salicylic (SA) and
gallic acids (GA) were purchased from Sigma-Aldrich (St. Louis, MO, USA). The phosphonium dye TDV was kindly
provided by Professor Todor Deligeorgiev (University of Sofia, Bulgaria). The N-terminal (1-83) fragment of
apolipoprotein A-I with amyloidogenic mutation G26R was kindly provided by Professor Hiroyuki Saito (Kyoto
Pharmaceutical University, Japan). All other reagents were of analytical grade and used without further purification.

The insulin amyloid fibrils were prepared by incubation of the protein solution (10 mg/ml) in 10 mM glycine buffer
(pH 2.0) 24 hours at 37 °C under continuous orbital shaking. The fibrillization of N-terminal fragment of apolipoprotein
A-I was conducted at 37 °C with constant agitation on an orbital shaker after the protein dialysis from 6M guanidine
hydrochloride solution into 10mM Tris-HCI buffer, 150 mM NaCl, 0.01% NaNs, pH 7.4. The fibril growth was monitored
through measuring the intensity of ThT fluorescence at excitation and emission wavelengths of 440 and 484 nm,
respectively. Hereafter, the fibrillar forms of insulin and N-terminal fragment of apolipoprotein A-I are referred to as InsF
and ApoA-IF, respectively. The large unilamellar vesicles were prepared from egg yolk phosphatidylcholine (PC) and its
mixtures with beef heart cardiolipin (CL), cholesterol and phosphatidylglycerol (PG) in different molar proportions: neat
PC, 11 mol% CL (CL11), 30 mol% cholesterol (Chol30), 11 mol% CL, 30 mol% Chol (CL11Chol30) and 20 mol% PG
(PG20). The thin lipid films were obtained by evaporation of appropriate lipid solutions in ethanol, then hydrated with
1.2 ml of 10 mM Tris-HCI buffer (pH 7.4) and extruded through a 100 nm pore size polycarbonate filter. The
concentration of lipids in the stock liposomal suspensions was 10 mM. The fluorescence measurements were carried out
in 10 mM Tris-HCl buffer (pH 7.4) with a Shimadzu RF-6000 spectrofluorimeter (Shimadzu, Japan) using the 10 mm
path-length quartz cuvettes. In the FRET measurements the fibril-liposome mixtures containing pyrene in concentration
5.1 uM were sequentially titrated with TDV solution in buffer. The fluorescence spectra were recorded from 360 to 640
nm with the excitation wavelength 340 nm. The excitation and emission band passes were set at 5 nm. The ratio of
vibronic bands in the pyrene fluorescence spectra (I,/I3) was calculated from the intensities at 374 nm (peak 1) and 383
nm (peak 3). The excimer-to-monomer fluorescence intensity ratio (E/M) was determined by measuring fluorescence
intensity at the monomer (391 nm) and excimer (474 nm) peaks.

The stock solutions of polyphenols, viz. quercetin, curcumin, salicylic and gallic acids (Fig. 1), were prepared in
dimethylsulfoxide in concentration 620 M.
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Figure 1. Chemical structure of the examined polyphenols and fluorescent probes
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RESULTS AND DISCUSSION

Figs. 2 and 3 illustrate the pyrene emission spectra in amyloid-lipid systems in the presence and absence of
polyphenols at increasing concentrations of TDV. The data clearly demonstrate that as the concentration of TDV
increases, there is a corresponding decrease in the fluorescence intensity of pyrene. This inverse relationship is indicative
of the Forster resonance energy transfer occurring between the two membrane fluorescent probes, since TDV absorption
spectrum strongly overlaps with the emission spectrum of pyrene excimers (Fig. 2, F).

The introduction of various polyphenols into the system significantly influenced the energy transfer process. The
extent of this influence varied depending on several factors, including the chemical nature of the polyphenols, the specific
composition of the liposomes, and the type of protein involved in the amyloid formation.
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Figure 2. Pyrene fluorescence spectra in the systems PC+ApoA-IF+TDV (A) and PC+ApoA-IF+PF+TDV (B-E) measured at
different concentrations of TDV. The overlap between pyrene emission and TDV absorption spectra (F). Lipid concentration was
67 uM, Pyrene concentration was 5.1 uM. ApoA-IF concentration was 1.1 um. PF concentrations were — quercetin/curcumin —
2 uM, gallic acid/ salicylic acid — 20 uM

To assess the impact of polyphenols quantitatively, the energy transfer efficiency was calculated in all systems under
study (Figs. 4, 5). The results reveal a notable influence of liposome composition on FRET efficiency between pyrene
and TDV in amyloid-liposome systems.
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Interestingly, the FRET efficiency remained virtually consistent regardless of the amyloid fibril type, whether
derived from apolipoprotein A-I or insulin, suggesting that the specific protein composition of the fibrils does not
significantly affect energy transfer in these systems.
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The most striking observation was the marked variation in FRET efficiency across different lipid compositions. Neat
PC bilayers exhibited a baseline FRET efficiency of ~30%, which served as a reference point for comparison with more
complex lipid mixtures. The incorporation of cardiolipin (CL) into PC bilayers resulted in a dramatic increase in FRET
efficiency to 60%, representing a two-fold enhancement compared to pure PC systems. This substantial increase may be
attributed to CL unique molecular structure and its ability to alter membrane curvature and fluidity [10], potentially
facilitating closer proximity or more favorable orientation between the donor and acceptor fluorophores.
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Conversely, the addition of Chol to PC bilayers did not affect FRET efficiency. This observation suggests that well-
known membrane-ordering effect of the sterol does not significantly influence the spatial relationship or energy transfer
dynamics between pyrene and TDV in this context. However, the combination of PC, Chol, and CL yielded an
intermediate FRET efficiency of ~50%, indicating a complex interplay between these lipid components. This result
implies that while cholesterol alone does not enhance FRET efficiency, it does not completely negate the positive effect
of cardiolipin when both are present in the membrane. The inclusion of PG into PC bilayers also led to a substantial
increase in FRET efficiency, reaching ~55%. This enhancement, albeit slightly less pronounced than that observed with
CL, suggests that negatively charged lipids generally promote more efficient energy transfer in these amyloid-liposome
systems. The observed findings can be interpreted through several mechanistic lenses. First, the increased FRET
efficiency in CL- and PG-containing bilayers may be due to electrostatic interactions between the negatively charged
lipids and the amyloid fibrils, potentially altering the fibril orientation or proximity to the membrane surface. Second,
changes in membrane fluidity and curvature induced by these lipids could modify the distribution or mobility of the
fluorophores within the bilayer, thereby affecting their average separation distance and, consequently, FRET efficiency.
Furthermore, the differential effects of various lipid compositions on FRET efficiency may reflect alterations in the
membrane physical properties, such as thickness, lateral pressure profile, or phase behavior. These changes could
indirectly influence the interaction between amyloid fibrils and the liposome surface, thus modulating the spatial
relationship between the donor and acceptor molecules.

Next, we evaluated the impact of different polyphenols on amyloid-lipid complexation. To this end, the changes in
the systems liposomes+amyloid+PF were calculated relative to the systems without PF (Figs. 6, 7).
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Analyzing these results, the following tendencies emerged: i) the incorporation of polyphenols into amyloid-lipid
systems resulted in decrease of energy transfer efficiencys, ii) the effect of polyphenols on amyloid-lipid interactions depends
on lipid bilayer composition, chemical nature of polyphenols and the type of the protein, iii) for all systems there is no
correlation between the increase in TDV concentration and the magnitude of polyphenols impact, iv) curcumin induced the
changes in energy transfer efficiency in all systems under consideration. Furthermore, in the case of ApoA-IF in all types of
lipid membranes except Chol30, the influence of quercetin, salicylic and gallic acids were within the experimental error, and
only in Chol30 the changes in the efficiency of energy transfer were noticeable not only for curcumin but also for gallic and
salicylic acids. In turn, in the presence of InsF, the statistically significant effect of polyphenols was observed for all
polyphenols. Finally, the impact of curcumin on amyloid-lipid interactions is more pronounced in the case of ApoA-IF.

The most salient finding is the observed decrease in energy transfer efficiency upon incorporation of PF into the
amyloid-lipid systems. This reduction in FRET efficiency suggests that polyphenols may modulate the spatial relationship
between the amyloid fibrils and the lipid membranes, potentially altering the proximity or orientation of the fluorophores
within the system. Several mechanisms may account for this phenomenon. First, PF are known to interact directly with
amyloid fibrils, potentially inducing conformational changes or disrupting fibril structure [11]. Such interactions could lead
to a reorganization of the amyloid-lipid interface, thereby increasing the average distance between the FRET donor (pyrene)
and acceptor (TDV) molecules. This increased separation would result in reduced energy transfer efficiency, as FRET is
highly sensitive to the distance on the nanometer scale. Furthermore, PF may exert their effects by modulating the properties
of the lipid membranes themselves. Many polyphenolic compounds have been shown to interact with lipid bilayers, altering
membrane fluidity, curvature, or lateral organization [12,13]. These changes in membrane properties could indirectly affect
the binding or orientation of amyloid fibrils at the lipid interface, again leading to altered FRET efficiency.

The magnitude of the polyphenol-induced effect was found to be dependent on a complex interplay of factors,
including the lipid bilayer composition, the chemical nature of the polyphenols, and the type of amyloidogenic protein.
This multifactorial dependence underscores the intricate nature of these interactions and suggests that the modulation of
amyloid-lipid complexation by polyphenols is not a simple, uniform process but rather a nuanced phenomenon influenced

by the specific molecular characteristics of all components involved.
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Among the polyphenols studied, CR demonstrated the most pronounced and consistent effect across all systems
under consideration, exhibiting a remarkable ability to reduce FRET efficiency. This observation not only aligns with
previous studies highlighting curcumin potent ability to interact with amyloid fibrils and modulate their behavior but also
extends our understanding of its effects in complex, membrane-associated systems [14]. The superior efficacy of curcumin
in reducing FRET efficiency may be attributed to its unique molecular structure, which includes two aromatic rings
connected by a flexible linker region, conferring both hydrophobic and hydrophilic properties. This amphipathic nature
could allow CR to interact more effectively with both the amyloid fibrils and the lipid membranes, potentially disrupting
their association or altering their relative orientations through multiple mechanisms. Furthermore, CR ability to modulate
oxidative stress and inflammation, processes often associated with amyloid pathology, may contribute to its pronounced
effects in these systems [15].

The dependence of polyphenol effects on lipid bilayer composition suggests that the membrane environment plays
a crucial and multifaceted role in mediating amyloid-lipid interactions. Different lipid compositions may alter a myriad
of physical properties of the membrane, such as fluidity, curvature, surface charge, and lateral organization, which in turn
could affect the binding of amyloid fibrils and the distribution of polyphenols within the system in complex and potentially
synergistic ways. For instance, the presence of negatively charged lipids like CL or PG might enhance electrostatic
interactions between the membrane and positively charged regions of the amyloid fibrils, potentially influencing the
ability of polyphenols to disrupt these associations. Additionally, the incorporation of cholesterol could modulate
membrane fluidity and the formation of lipid rafts, potentially creating specialized microenvironments that influence the
interaction of both amyloid fibrils and polyphenols with the membrane.

Of particular interest is the observation that CR exerts a more pronounced impact on amyloid-lipid interactions in
the case of ApoA-IF compared to InsF.This differential effect can be attributed to several factors related to the structural
and physicochemical properties of these amyloidogenic proteins. ApoA-I, being an amphipathic protein with a high a-
helical content, possesses a unique structural plasticity that allows it to interact with lipids and undergo conformational
changes. This inherent flexibility might render ApoA-IF more susceptible to CR-induced perturbations. Curcumin, with
its amphipathic nature and ability to intercalate into lipid bilayers, may disrupt the delicate balance of hydrophobic and
hydrophilic interactions that stabilize ApoA-IF, leading to more pronounced effects on fibril structure and stability. The
pronounced effect of curcumin on ApoA-IF may also be attributed to its ability to modulate lipid-protein interactions.
Curcumin has been shown to alter membrane fluidity and organization, which could indirectly affect the binding of ApoA-
IF to lipid surfaces. Given that ApoA-I plays a crucial role in lipid metabolism and transport, its interaction with lipid
membranes is likely more sensitive to curcumin-induced changes in membrane properties compared to insulin. The
observed differences in CR impact on ApoA-IF and InsF interactions with lipid membranes may also have implications
for understanding the role of these amyloidogenic proteins in their respective pathological contexts. ApoA-I is associated
with atherosclerosis and cardiovascular diseases, while insulin is linked to type 2 diabetes. The enhanced susceptibility
of ApoA-IF to CR-mediated modulation suggests that curcumin or its derivatives might be particularly effective in
targeting ApoA-I-related amyloidoses.

CONCLUSIONS

In summary, our findings indicate that the efficiency of FRET between pyrene as a donor and TDV as an acceptor
is sensitive to the variables such as 1) lipid composition of the model membranes; ii) the structural peculiarities of amyloid
fibrils; and iii) the chemical nature of polyphenolic compounds. The observed reduction in FRET efficiency upon
polyphenol incorporation suggests a significant and nuanced modulation of amyloid-lipid interactions, which could have
important implications for understanding and potentially mitigating the membrane-mediated toxicity of amyloid species
in various pathological conditions. These findings not only expand our fundamental understanding of the biophysical
principles governing amyloid-membrane interactions but also open new avenues for the development of targeted
therapeutic strategies in amyloid-related disorders.

Acknowledgements
This project has received funding through the EURIZON project, which is funded by the European Union under grant agreement No.
871072.



462
EEJP. 4 (2024) U. Tarabara, et al.

ORCID
Valeriya Trusova, https://orcid.org/0000-0002-7087-071X; ®Uliana Tarabara, https://orcid.org/0000-0002-7677-0779
Mette Hedegaard Thomsen, https://orcid.org/0000-0001-6805-7247; ©Galyna Gorbenko, https://orcid.org/0000-0002-0954-5053

REFERENCES
[1] R. Budvytyte, and G. Valincius, Biochem. Soc. Trans. 51, 147 (2023). https://doi.org/10.1042/BST20220434
[2] J. Viles, Angew. Chem. 62, €202215785 (2023). https://doi.org/10.1002/anie.202215785
[3] A. Camilleri, C. Zarb, M. Caruana, U. Ostermeier, S. Ghio, T. Hogen, F. Schmidt, A. Giese, and N. Vassallo, Biochim. Biophys.
Acta. 1828, 2532 (2013). https://doi.org/10.1016/j.bbamem.2013.06.026
[4] A. Ali, K. Zhaliazka, T. Dou, A. Holman, and D. Kurouski. J. Phys. Chem. Lett. 14, 10886 (2023).
https://doi.org/10.1021/acs.jpclett.3c02613

[5] I Cook, and T. Leyh, J. Biol. Chem. 299, 105445 (2023). https://doi.org/10.1016/j.jbc.2023.105445
[6] H. Sanders, B. Jovcevski, M. Marty, and T. Pukala, FEBS J. 289, 215 (2022). https://doi.org/10.1111/febs.16122
[7] J.Khalifa, S. Bourgault, and R. Gaudreault, 20, 603 (2023). https://doi.org/10.2174/0115672050277001231213073043
[8] C.Riyer, and S. Scarlata, 450, 79 (2008). https://doi.org/10.1016/S0076-6879(08)03405-8
]

F. Dos Santos Rodrigues, G. Delgado, T. Santana da Costa, L. Tasic. BBA Adv. 3, 100091 (2023).
https://doi.org/10.1016/j.bbadva.2023.100091

M. Phan, and K. Shin, Biophys. J. 108, 1977 (2015). https://doi.org/10.1016/j.bp;j.2015.03.026

Nian, Y. Zhang, C. Ruan, B. Hu, Curr. Opin. Food Sci. 43, 99 (2022). https://doi.org/10.1016/j.cofs.2021.11.005

A. Cassano, G. De Luca, C. Conidi, and E. Drioli, Coord. Chem. Rev. 351, 45 (2017). https://doi.org/10.1016/j.ccr.2017.06.013

[1
[11] Y.
[1 .

[13] M. Karonen, Plants. 11, 1809 (2022). https://doi.org/10.3390/plants11141809

[14] J. Jakubowski, A. Orr, D. Le, P. Tamamis, J. Chem. Inf. Model. 60, 289 (2020). https://doi.org/10.1021/acs.jcim.9b00561
[15] C.-F. Lin, K.-H. Yu, C.-P. Jheng, R. Chung, C. Lee, Pathogens, 2, 506 (2019). https://doi.org/10.3390/pathogens2030506

0]
1]
2]

BILJIMB MOJI®EHOJIIB HA B3AEMO/IIIO AMUIOITHUX ®IEPUI 3 TINIIHUMUA MEMBPAHAMN
V. Tapa6apa?, B. Tpycosa?, M.X. Tomcen®, I'. 'opGenxo?
“Kagheopa meouunoi ghizuxu ma 6iomeoudnux Hanomexnonoziu, Xapkiecokuii nayionansnuil ynieepcumem imeni B.H. Kapasina
M. Ceob00u 4, Xapxis, 61022, Ykpaina
bYuieepcumem Aanvobopey, eyn. H. Bopa 8, 6700 Ec6 epe, Janis

Meroxn ®ropcrepiBcskoro pezonancHoro neperocy eneprii (OPIIE) mixk MeMOpaHHUMHU (IIyOpPECLEHTHHIMH 30HIaMU ITiPEHOM Ta
TDV 6yB 3acTocoBaHUil y SIKOCTi aHAUIITHYHOTO IHCTPYMEHTY JUISL JOCIIPKEHHS MOJYJIIOI0YOTO BILUIMBY ITOJi()EHONIB Ha B3a€MOJIIO
aminoinHux ¢iGpun 3 ninigHuMu MeMOpaHamu. Byiio BHBYEHO e(eKTH pi3HUX MONi()EHONIB, BKIIOYAIOYM KBEPLETHH, KYPKyMiH,
rajoBy Ta CaJiIMIOBY KHCIIOTH, Ha KOMIUICKCOYTBOPEHHS MK aMijIoitHUMH (QiOpHiIaMu, OTpUMaHUMHU 3 N-TepMiHAIBHOTO (parMeHTy
anouninonpoteiny A-I (ApoA-IF) Ta incyniny (InsF), i ninocomamu, 1o cknagamucs 3 pocoarummixomniny (PX) ta iioro cymireit 3
kapaionininom (KJI), xonecrepunom (Xom) abo docharuaunriineposom (PI). BriarodeHHs nonipeHOIB MPU3BEI0 A0 3HUKCHHS
e(eKTUBHOCTI MEPEHOCY eHeprii, 10 BKa3ye Ha 3MiHy IPOCTOPOBOrO PO3TAIlyBaHHS aMiIoimHUX (GiOpui Ta JimigHUX MeMOpaH.
BenmunHa 1p0r0 eeKTy 3anexana Bif CKIAAY JiMiAHOTo Gimapy, XiMiyHOT IpUpOIU TOMi()EeHOMIB Ta THITY aMiJIOiZOTeHHOTO OiKa.
Oco0MuBO BHpaKeHHUH BIUIMB MaB KypKyMiH, SIKHH JEMOHCTPYBaB HaWCHIIBHIIINNA eeKT y BCiX CHCTEMax, 30KpeMa y TMPUCYTHOCTI
ApoA-IF nopisusHo 3 InsF. Ile#t nqudepenmiifoanuii BIATyK CBIIUUTH PO OLTOK-crieru(pivyHi MeXaHi3MU B3a€MOJii Ta BKaszye Ha
MOXJIMBICTE PO3POOKH IUICCIIPSIMOBAHUX TEPAaNEeBTHYHUX MinxofiB. OTpuMaHi pe3yibTaTH HANAIOTh HOBI YSBJICHHS IPO CKIIAJHY
B3a€EMOJIII0 MiX ToJieHonamu, aMmitoinHumMu GidpraMu Ta JiMiAHUMH MeMOpaHaMy, IO Crpuse pyHIaMEHTaIbHOMY PO3YMIHHIO
aMiJIoiloreHe3y Ta BiIKPHBA€ HOBI LIUISIXU VISl CTBOPEHHS TEPAaNeBTHYHUX CTPATEridi Ha OCHOBI NMONi()EHONIB Yy JIIKYBaHHI aMijoin-
acoLiiOBaHNUX 3aXBOPIOBAHb.

KuarouoBi cinoBa: aminoioni ¢iopunu; ninionuii 6iwap, nonigpenonu; @bopcmepiscokuli pe30HAHCHUL NEPEHOC eHepail
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A theoretical analysis of the frequency-temperature dependence of the coefficient of single-photon absorption of polarized radiation in
narrow- and wide-bandgap semiconductors has been conducted, considering intraband optical transitions and the temperature
dependence of band parameters. It has been shown that with a fixed frequency, the single-photon absorption coefficient initially
increases with temperature, reaches a maximum, and then decreases. The maximum value shifts towards lower frequencies for both
narrow- and wide-bandgap semiconductors when considering the temperature dependence of the bandgap width and the effective mass
of holes. It was determined that in semiconductors with a zinc-blende lattice structure, the consideration of the temperature dependence
of the band parameters leads to a decrease in the amplitude value of the frequency and temperature dependence of the single-photon
absorption coefficient. As the temperature increases, the absorption threshold decreases, which is noticeably observed when taking into
account the Passler formula. Each type of optical transition contributes differently to the frequency, temperature, and polarization
dependencies of Ks%?zh (w,T).

Keywords: Temperature dependence of band parameters; Bandgap width; Effective mass of holes; Passler and Varshni formula;

Narrow- and wide-bandgap semiconductor; Single-photon absorption coefficient; Coherent saturation effect
PACS: 71.20.—b, 71.28. +d

INTRODUCTION

Intraband light absorption, caused by vertical inter-subband optical transitions in diamond-like semiconductors, has
been studied for quite some time [1-3].

In works [4-9], theoretical studies have been conducted on one- and multiphoton absorption associated with both
interband and intersubband optical transitions. Specifically, in [4, 6-9], the spectral-temperature dependencies of the
multiphoton absorption coefficient and its linear-circular dichroism in semiconductors with cubic symmetry were
investigated. In [10, 11], the saturation of photocurrent in topological insulators induced by direct optical transitions in
regions of high intensity was discovered. In [12], a quantum-mechanical theory of the intensity-dependent edge
photocurrent in graphene was developed; in [13], the polarization dependencies of one- and multiphoton interband
transitions in two-dimensional monomolecular transition metal dichalcogenides were calculated.

The analysis of the theoretical calculations of the single-photon absorption coefficient of polarized light presented
below indicates that considering the coherent saturation effect will lead to a unique frequency-temperature dependence.
Therefore, it is of interest to theoretically study the light absorption caused by single-photon transitions from the branches
of heavy and light holes to the spin-orbit split-off subband, taking into account the coherent saturation effect [5-9].

ABSORPTION OF LIGHT CAUSED BY SINGLE-PHOTON TRANSITIONS FROM THE HEAVY AND
LIGHT HOLE BRANCHES TO THE SPIN-ORBIT SPLIT-OFF SUBBAND.
The spectral, polarization, and temperature dependencies of the absorption coefficient due to single-photon
transitions from the heavy and light hole branches of the valence band to the spin-orbit split-off subband are determined
by the expression:

_2mhe W) _ f) @) AV
K® = ITZE (flh,fc - Soj) |Zlh,m=i1/2; somr=+1/2 Mip m; SO,mr(k)| 5(E50,E ~Epe h(u), 1
Considering the coherent saturation effect [5-9, 14], we obtain:

KD = %”hw% p(hw)f (T, w)((Ry) + (R)), &

where

) 23 1D Nk
R, = |MSO,+1/2,lh,J_rl/2(k)+MSO,—1/2,lh,i1/2(k)|
L=

b
@ [, (D) 2y (D Nk
\/1+4h2w2|MSO,+1/2,lh¢1/2(k)+MSO,—1/2,lh,i1/2(k)|

(€))

Cite as: R.Y. Rasulov, V.R. Rasulov, F.U. Kasimov, M.A. Mamatova, East Eur. J. Phys. 4, 463 (2024), https://doi.org/10.26565/2312-4334-2024-4-56
© R.Y. Rasulov, V.R. Rasulov, F.U. Kasimov, M.A. Mamatova, 2024; CC BY 4.0 license


https://doi.org/10.26565/2312-4334-2024-4-56
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0002-5512-0654
https://orcid.org/0000-0001-5255-5612

464
EEJP. 4 (2024) Rustam Y. Rasulov, et al.

nrkink

2
p(hw) = u_kS /(w2h?) is the density of states, k. = (2u_[hw — Ago]/R2)V/2, <|M(1) > is the square of the matrix
element of the optical transition type MS%,nEis the optical transition matrix element for the transition of type |nl_c)) -

cngphiow’

2T(1)T(1)
2m|B|

|n'E') averaged over the solid angles of the wave vector k. The parameter o, = 6® , where [, = , and

I(w) is the intensity (frequency) of the light. The functions fL%) represent the distribution functlons of charge carriers
(where L=1 (hh) corresponds to heavy holes, L=2 (/h) corresponds to light holes, and L=SO corresponds to holes in the
spin-orbit split-off subband). The energy dispersion of holes in branch L is given by E,;; = —h?k?/2m,[15,16]. The
parametrs e'J_r = ey, T €y, €y €y, are the projections of the polarization vector € onto the Ox' and Oy’ axes, perpendicular
to the wave vector k of the holes. The reduced effective mass of the holes is S8 = mgom, /(mge — my).

In particular, for single-photon transitions from the light hole branch to the spin-orbit split-off subband, the value R is
written as:

2 -1/2
%, _3(‘”*") B2k?|e_|? [1+4h2 () sz23|e’_|2] , )
_ (eA0\? p2y2 ' ” edo\? n21200. 2 vz
m_—(;)Bk(% +4e)1+4h22(h)Bk(9e + 4e'?) 5)

where 4B = h?my,my;, /(my,;, — my,). If the contribution of the coherent saturation effect to light absorption is neglected

(a, = 0) and averaging is performed over the solid angles of k from (4, 5), then the expression becomes polarization-
independent:

(0) (0)\ _ (€40 21,2 2 22 (edo Z 22
<m+>+(m_)_(ch)3k<9e +40'2) = 2 (%) p2g2, 6)
Then (1) takes the form:
44m (eA
KO = 92 (20500 5 ) £ (8, )B2K. )
From Table 1, it can be seen that the reduced effective mass of holes uSom = % involved in optical
SO~ Mhh

transitions from the heavy hole branch to the spin-orbit split-off subband takes a negative value for several A3B5

. . . 2
semiconductors. This, in turn, leads to the wave vector of the charge carriers ks%(";l)h = [2u$O" A2 (hw — ASO)]l/

involved in such optical transitions becoming an imaginary quantity. For this reason, unlike the optical transitions from
the light hole branch, transitions from the heavy hole branch to the spin-orbit split-off subband are forbidden.

Since optical transitions are allowed from the light hole branch to the spin-orbit split-off subband of the valence
band, we will further analyze the frequency and temperature dependencies of the single-photon absorption coefficient.

h2k? h2k?
+ Ago — Py hw = 0 the wave vector is determined by the
L

Then, according to the law of energy conservation:

expression kg),L [2pSoP =2 (ho — Aso)]l/2

From (6) and (7), it can be seen that the single-photon absorption coefficient does not depend on the degree of light
polarization; therefore, linear-circular dichroism is not observed during single-photon absorption. To account for the
effect of coherent saturation on absorption, it is necessary to perform calculations based on (2) and (3).

Table 1. Numerical values of band parameters for some semiconductors [17]

Quantities GaAs InSb InAds
Eg eV 1.519 0.235 0.417
Ao, eV 0.341 0.81 0.39
m./my 0.067 00135 0026
mgo /Mg 0.172 0.11 0.14
Aso/Eqy 0.24b 4.65 1.1
my, /mg 0.09009 0.0152 0.027027
myp/mg 0.34965 0.26316 0.33333
ar,meV /K 0.5405 032 0276
Br, K 204 170 93
-1.94 -0.23 -2.90

Now, we will calculate the frequency-temperature dependencies of the single-photon absorption coefficient using
the following expression for the single-photon absorption coefficient, associated with optical transitions from the light
hole branch to the spin-orbit split-off subband:

4me

2 N -\ 2 - -
KD = P Znn'E|ePSO.lh(k)| (fzh,E - fso,%)‘s(ESO (k) - Elh(k) - h(‘))' ®)
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Next, we assume the energy dispersion of light and heavy holes as Em(E) = —h%k?/(2m,,) and Ehh(E) =
— h2%k?/(2my,;,), while in the spin-orbit split-off subband it is Eg, (E) = —Ago — h2k?/(2mg,), where myy, (my;,) are
the effective masses of light and heavy holes, respectively, and, Ag,- is the spin-orbit splitting energy, with numerical
values for various semiconductors provided in [17]. Then, from (8), we obtain:

22 e?

@ _ A
Ksoun = 3 chn ho hz 2( ) fzn k(l) —exp(—hw/kpT)]
or
2 2
@ 11_e? (mpp—munmso) hw=-Aso (Mpn=1un @ _ ,—hw/kgT
KSO,lh 12 chng, (mgo—mlh mlh) hw ( mpn ) k“’ flh,kg,l)(l € 5 )’ (9)
@ _ (SO,lh) -2 — __mgg  hw-Aso

where k,,’ = [2/1 h?(hw — ASO)] lh K = exp (k T) ex p[ S — ](see Fig. 1).

f;lk”)(loj

a)

Figure 1. The frequency-temperature dependence of the distribution function of light holes f @ (T), involved in single-photon

transitions in GaAs (a) and InAs (b), considering the temperature dependence of the bandgap width E, (T) and the effective mass of
charge carriers using the Varshni formula. The function f h k(l)(T) represents the distribution function of light holes at E;(T = 0).

The Fermi energy Ep. is determined by the relation:

-1
=21 kg \7T32( 35 3/2 372 —=S0
eksT =—p (ﬁ) (mhh +my)° +mhe kBT | (10)
where p is the hole concentration. Note that in our case, hw » kT, so e "@/k8T « 1.
Thus, the frequency (x = Aw/Agp) and temperature (y = kgT/Agp) dependencies of the single-photon absorption

coefficient can be written as:

_ meo x—1
ARCTEoTES

mso~™Mip ¥

11
y3/2(m3/2+ml3,{2+m§éze—1/Y)’ an

“1
Ks((l),)lh(w' T) = Kél)%(x —1)1/2

where
3/2,2 4 5/2 2
1113/ “e* (mpp—myp) Mso  h°p

6 chng (mso-mip)S/2 m>/*m2, Aso’

K&V =

In further calculations, we assert that the temperature dependence of the bandgap width is determined by the Varshni
formula [17]:

2
Eg(T) = Eg(T = 0) = Y7 7 (12)
and by the Passler formula [18]:
2T 1/p
E(T)—E(T—O)——[1+ )) —1]. (13)
p

According to the multiband Kane model, the effective masses of electrons in the conduction band (m,) and holes
in the spin-orbit split-off subband (mmgy) depend on temperature and are expressed as [17]:

mo/me = [142F + 2 (Bgo = 2L +2850) (Ego — 22) " (Bgo — 2+ 850) | (14)

B+T
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E T\ 1 T -1
my/mge = [1’1 - ?PASO (EgO - %) (EgO - % + Aso) ]» (15)

where E;q = E;(T = 0). For quantitative calculations, the numerical values of the parameters yr, Ty, @, 0, p are taken
from [18].

Using the numerical values of the band parameters for GaAs and InAs (see Table 1), when the temperature changes
from 10 K to 300 K, the effective mass of electrons in the conduction band decreases by 0.053% and 0.051%, respectively,
and the effective mass of holes in the spin-orbit split-off subband decreases by 0.01% and 0.04%, respectively. Although
these changes are minor, considering E, (T) leads to significant changes in the frequency-temperature dependence of the
absorption coefficient.

As seen from equation (8), the temperature dependence of Ks%,)zh is determined by the temperature dependence of

f e (T), while the frequency dependence is determined by the term %kg)p(hw)exp (—ﬁhwk;iso), In
this context, Figure 1 presents the frequency-temperature dependence of the distribution function of light holes involved

in single-photon transitions in GaAs and InAs. It shows that, at a fixed frequency, the distribution function f, ) initially
Mo

increases with temperature, reaches a maximum, and then decreases. Specifically, at hw = 1,01Ag, in GaAs (InAs), the
function f k@ reaches its maximum at a temperature of 90 K (60 K). Figure 1 also shows that the functions f @ (M=
f e (T, E, (T)) and f @ M=f @ (T, E,(T) = 0) differ significantly at low frequencies across all temperatures,

but converge at high frequencies. Furthermore, the temperature dependence of the band parameters is prominently
observed at low frequencies. The calculations do not account for the contribution of the coherent saturation effect in

f i (T) and flh_kg) (D.

The frequency-temperature dependence of the single-photon absorption coefficient K_g((l,?lh (0, T) (Réé?lh(w, T)) in
InSb (a, b) GaAs (c, d) (see Figure 2) was calculated according to (14), using the Varshni formula (plots a, c) and the
Passler formula (plots b, d), where Ks((l),)zh (0, T) (&%?m (w, T)) is the absorption coefficient with (without) considering
the temperature dependence of E,; (T) and the effective masses of holes. The contribution of the coherent saturation effect

is not accounted for, and the amplitude value of ks%,)m (w, T) was normalized to unity.

AN
Vi

K, (0.T)

1.57
>~ (1 K&) :y(w'T)
Ks(‘o).m (Q’T) [

151K o'

Klli

50.1h

kY (o0.7)

50,1

0.57

ho/E, ’ holE

Figure 2. Frequency-temperature dependence of Ks%?m (w,T) in InSb (a, b) and GaAs (c, d), where Ks%?m (w, T) was calculated

using the Varshni (plots a, ¢) and Passler (plots b, d) formulas. Ks(é?m(w,T) (ks%?zh(“" T)) is the absorption coefficient with
(without) accounting for the temperature dependence of E,4(T) and the effective masses of holes.
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From Fig. 2, it is evident that at a fixed frequency, Ks%,)m (T) increases with temperature, reaches a maximum, and
then decreases. This temperature-dependent behavior of Ks(é?m(w, T) (Eg)’)lh(a), T)) is described by the analogous
behavior of the corresponding distribution function. It is noted that in the frequency range Agp < hw < 1,3Ag, the
absorption coefficient Ks(é?lh (w,T) is greater then Ks(é‘)lh (w,T), whereas for hw > 1,3Ag, the plots of Ks((l)’)lh (w,T) and
R, T) merge.

It is worth noting that in narrow-gap crystals, if the dependencies E,(T), mgo(T), m.(T), are considered, the
dependence Ks((l)’)lh(w, T) increases sharply (see Fig. 2). This can be explained by the sharp increase in the quantity

Mph—Mip 2 Mph—Mip 2 mso Mip 1/2 : : : . . . . .
(m — ) ( ) ( ——- Aso) with increasing temperature (particularly in InSb, this quantity increases up
SO—Mip Mhh mso—mip

to 10 times).

3. CONCLUSIONS
From the above-mentioned results and Figures 1-2, it is evident that, at a fixed frequency, the coefficient of one-
photon absorption in the semiconductors GaAs and InAs initially increases with temperature, reaches a maximum, and
then decreases. The maximum value, considering the temperature dependence of E(T), mgo (T), m(T) shifts towards
lower frequencies, and this shift is sensitive when accounting for (13) for both narrow-gap and wide-gap semiconductors.
It is also noted that considering the temperature dependence of band parameters leads to a reduction in the frequency

and temperature dependence of the one-photon absorption coefficient Ks%,)lh(“” .

As the temperature increases, the absorption threshold (edge) decreases, which is noticeably observed when
considering the Passler formula. It has been shown that each type of optical transition contributes differently to the

frequency, temperature, and polarization dependencies of Ks%?m (w, T), as some optical transitions are forbidden.
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JI0 TEOPIi BHYTPIIIHBOI'O OJJTHO®OTOHHOI'O MOTJIMHAHHSI CBITJIA Y HAIIBITPOBITHUKAX
I3 CTPYKTYPOIO IIMHKOBOi OGMAHKHU
Pycram IO. Pacy.os?, Bokco6 P. Pacysos?, ®oppyx Y. Kacumor®, Maxuiiio A. MamartoBa?
“Pepeancokuti depocasHull yuigepcumem, Pepeana, Y3bexucman
bAnouoicancoruii deporcasnuii ynisepcumem, Anoudican, Ysbexucmar
[IpoBeneHo TeopeTHUHMIT aHAII3 YaCTOTHO-TEMIICPATypHOI 3aJIeKHOCTI KoedilieHTa OgHO(OTOHHOTO MOTTIMHAHHS ITOJISIPH30BaHOTO
BUIIPOMIHIOBAHHSI y BY3bKO- Ta LIMPOKO30HHHX HAIBIIPOBIJAHHMKAX 3 ypaxXyBaHHSAM BHYTPIIIHbO30HHUX ONTHUYHUX INEPEXOIIB Ta
TEMIepaTypHOi 3aJIC)KHOCTI 30HHUX MapameTpiB. [lokasaHo, mo npu (ikcoBaHiil 4acToTi KOe(IllieHT 0MHO(GOTOHHOTO TOTJIMHAHHS
CIIOYATKy 3pOCTAE 3 TEMIIEPATYPOIO, JOCIATa€ MAaKCUMyMY, a OTIM 3MEHIIYyeThCsI. MakcUManbHe 3HaYeHHS 3MIlly€eThCs B 01K HIDKIMX
YacTOT K JUIsl BY3bKO30OHHUX, TaK i JJIs MIMPOKO30HHUX HAIBIPOBIIHHWKIB MPH PO3IJSAl TEMIIEpaTypHOI 3aleKHOCTI MIMPUHU
3abopoHeHOi 30HM Ta e(eKTHBHOI MacH IipoK. Bu3HaueHo, 1110 B HamMiBOPOBIAHHKAX 31 CTPYKTYPOIO TPATKH ILIMHKOBOI OOMaHKH
BpaxyBaHHsS TEMIEPATypHOI 3aJEKHOCTI MapaMeTpiB 30HH NPU3BOAMTH 10 3MEHILICHHS aMIUIITYZHOrO 3HAYCHHS YacTOTHOI Ta
TEMIIEPaTypPHOI 3aJeKHOCTI KoedimieHTa OAHO()OTOHHOTO TOTJIMHAHHA. 3 MIABUIICHHAM TEMIIEPAaTypH TMOPIT IIOTIMHAHHS
3HIJKYETBCS, 10 TIOMITHO CIIOCTepiraeThesi mpu BpaxyBaHHI (opmymn Ilacciepa. KokeH THn OnTHYHOTO Iepexomy IO-piZHOMY

o - (1
BIUIMBA€ Ha 4acTOTY, TEMIEPaTypy Ta NOJIAPU3ALIiHHI 3a]€XKHOCTI Ks(o)m (w,T).

KurouoBi cioBa: memnepamypua 3anesxcnicmes napamempie 30Hu; wupuna 3a60poHeHol 301U, eghekmusHa maca Oipok; gopmyia
Taccaepa ma Bapwini; 6y36K0- ma wupoKo30HHUL HANIBNPOGIOHUK, KoeDiyienm 00HOGOMOHHO20 NOIUHAHHA, eeKm KO2ePeHMHO20
Hacuyenms
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The current study aims to synthesize and characterize nanocomposite films of chitosan and titanium dioxide in terms of molecular
structure, thermal and optical properties for use in food packaging and optoelectronic applications. The Fourier-transform infrared
(FTIR) spectroscopy was used to study the interaction between the TiO2-NPs and chitosan and the analysis confirmed that TiO2-NPs
interacted with chitosan and demonstrated good compatibility. Differential scanning calorimetry and thermogravimetric analysis
revealed that increasing the concentration of TiO2-NPs improved the thermal stability of the nanocomposites. The linear optical
properties in the UV-Vis range (200-800 nm) were measured spectrophotometrically. Below 400 nm, the transmittance spectra of the
nanocomposites show decreased degrees of transparency, indicating their capacity to entirely block UV-light transmission. Tauc's
model was used to identify the types of electronic transitions in the samples. The single-oscillator model was utilized to investigate
the dispersion energy and parameters. Nonlinear optical properties were also investigated. UV-Vis in the region (360-410 nm), the
analysis revealed that increasing the concentration of TiO2-NPs from 0 to 12 wt% reduced the absorption edge from 2.716 to
2.043 eV, decreased the direct (3.282 to 2.798 eV) and indirect (2.417 to 1.581 eV) energy band gaps, increased the Urbach energy
from 0.692 to 1.295 eV, decreased the dispersion energy from 11.324 to 5.621 eV, decreased the single oscillator energy from
6.308 to 5.393 eV, and improved the other linear and nonlinear parameters. The findings support the usage of CS/TiO:
nanocomposite films in the packaging industry and a variety of optical applications.

Keywords: Chitosan; TiO2 Nanoparticles, Chitosan/TiO2 Nanocomposites;, FTIR Analysis; Thermal Stability; Linear/nonlinear
Optical Properties

PACS: 78.20.Ci; 36.20.Kd; 73.50.Gr; 77.22._d; 78.30.Jw

1. INTRODUCTION

Polymers and nanocomposites have grown in importance due to their wide range of applications, including
photonics, biotechnology, packaging, drug delivery, and optoelectronics [1,2]. Overuse of synthetic polymers and
nanocomposites in the packaging sector has become a severe global environmental problem in recent decades due to
their nonbiodegradability [3,4]. The increasing concern about the environment has prompted the industry to try to
replace non-biodegradable petrochemical-based plastics with biodegradable ones. Strategies for improving biopolymer
characteristics involve matrix reinforcement. Some package optimization solutions have been proposed, including
altering pack sizes and constructing active and intelligent packaging that preserves food quality while increasing shelf
life [5,6]. Polymer/biopolymer composites, on the other hand, have been shown to function as passive or active optical
components in optoelectronics [7,8]. Furthermore, nanocomposites are useful and have been used in a variety of sectors,
including physical, biological, biomedical, and pharmacological applications. They can be utilized in films having a
high index of refraction, thin film transistors, solar cells, light-emitting diodes, optical waveguides, and photochromic
materials. Biopolymers derived from biomass, including proteins, polysaccharides, and biodegradable polymers, are
commonly employed in the fabrication of bio-based films and thin membranes [9-11]. The combination of diverse
polymers, organic and/or inorganic particles, and polymers is a strategic approach to improving material performance
and enabling the creation of unique composite systems that increase the performance of the parent polymer. One way
for creating a novel material with diverse properties is to mix solutions of several polymers together. These qualities are
primarily determined by the properties of the original homopolymers as well as the compound makeup. Recently, there
has been a hunt for newer materials for sophisticated technology that have fixed properties. Organic and polymeric
materials have been the subject of much research as promising candidate media for optical information transmission,
optical data storage, optical switching, and processing [12]. The organic compound has special applications, particularly
in nonlinear optics (NLO), electronic/optoelectronic materials, and optical communication. All nonlinear optics research
works to develop a material with good nonlinear optical (NLO) properties while also meeting all technological
requirements [12,13]. NLO materials, which have a large nonlinear absorption coefficient that is primarily determined
by the imaginary part of the third-order nonlinear susceptibility and a higher nonlinear refractive index that is directly
related to the real part of the third-order nonlinear susceptibility, are used in optical limiting and optical switching
technology [14].
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Polysaccharides utilized to make edible films include cellulose, starch derivatives, pectin derivatives, seaweed
extracts, microbial fermentation gums, and chitosan [15]. The future potential of biopolymers, particularly those derived
from renewable resources, has long been recognized. These biopolymers are predominantly employed in the food industry.
Biopolymers used as coatings in food packaging offer the benefits of being biocompatible, biodegradable, and increasing
the quality of fresh foods while also being environmentally friendly packaging. Chitosan, a deacetylated derivative of
chitin, is a well-known biopolymer and the second most abundant linear polysaccharide after cellulose [16-19]. Chitosan is
a renewable substance derived from crustacean skeletons (crab, shrimp, and lobster), molluscan organs, the exoskeleton of
marine zooplankton species such as coral and jellyfish, insect cuticles (butterflies and ladybugs), yeast cell walls, some
mushroom envelopes, and fungi [20,21]. Chitosan's main-chain contains highly reactive hydroxyl (-OH) and high-density
amine (-NH,) groups, which can donate a free pair of electrons, make it soluble in diluted aqueous acetic solvents, and
make it useful in a variety of applications and readily available for chemical reactions. Chitosan biopolymer is an attractive
substance that is thought to be a great adsorbent due to its high nitrogen and oxygen content [22]. Chitosan can be made in
a variety of geometries, including films, microspheres, nanospheres, and sponges. Chitosan's chemical and biological
properties include being biocompatible with living tissues, biodegradable, bioadhesive, absorbable, nontoxic, a good film-
forming biopolymer, naturally decomposed by body enzymes, and capable of binding to metal ions [23-26]. Chitosan's
unique qualities make it useful in a wide range of biotechnological applications, including medical and environmental
protection. It has been discovered in industrial and agricultural fields, either alone or in combination with other natural
polymers [27-31]. Chitosan's polycationic structure makes it effective for immunoadjuvant, anti-thrombogenic,
immunoenhancing, antitumoral, antiviral, antibacterial, antifungal, non-allergic, and anti-cholesteric properties [26,31,32].
Chitosan has been thoroughly researched for various potential uses including pharmaceutical, drug and gene delivery,
dressings for wounds, treatment for cancer, burned skin, skin natural regeneration, functional coatings, beauty products,
biological engineering, surgical tools, food industries, filtration of water for heavy metal adsorption, juice clarification and
deacidification, food extended shelf life and preserving from microbial deterioration, food quality advancement, additives
for food, and biodegradable packaging films formation [32-35]. Pieklarz and Modrzejewska [36] suggested that chitosan-
based treatments could be used to prevent and treat viral infections, including COVID-19, due to their antiviral properties.
The US-Food and Drug Administration (US-FDA) has designated chitosan as a generally recognized as safe (GRAS) food
additive [28]. The hydrophilic characteristics of chitosan and other biopolymer films may limit their practical applications.
Composite chitosan films exhibited superior hydrophobic properties compared to pure films [37]. Chitosan-based films,
made through casting, can be utilized as active food packaging with added components and are considered safe food
preservatives globally [28,32]. Combining chitosan with other biopolymers can increase its packaging material
characteristics [38,39].

Nanoparticles (NPs) research has increased dramatically in recent years. Nanotechnology is concerned with the
production and application of metal and metal oxide nanoparticles up to 100 nm in size. Because of their small size and
unique features, metal and metal oxide nanoparticles have gained popularity in recent years. Nanoparticles have unique
properties based on their size, shape, and morphology, allowing them to interact with plants, animals, and
microbes [40-42]. Nanoparticles (NPs) are widely used in a variety of applications, including materials science, paints,
agriculture, food industries, cosmetics, medicine delivery, and diagnostics [43,44]. They are also finding use in
biomedicine, electronics, photography, optical electronics, optical data storage, information technology, biological
sensing, and catalysis [21,43,45,46]. Inorganic metal NPs such as Fe, Cu, Ti, Ag, Au, Pt, and Zn, as well as metal oxide
NPs such as CaO, CuO, ZnO, FeO, SiO,, and TiO,, have been shown to be potentially useful compounds due to their
appealing characteristics [28,44,47,48]. The dispersion of nanoparticles in the polymer matrix is critical for increasing
structural, optical, and mechanical properties. TiO, is a flexible and chemically inert metal oxide that has shown
promise due to its photocatalytic activity, high chemical stability, cheap cost, biocompatibility, and antibacterial
properties [5,49,50]. TiO, is commonly employed in a variety of applications, including medicinal, biomedical,
antibacterial, ethylene scavenger, ecological, and clean energy [28,51]. In addition, the US-FDA has approved TiO, for
use in human food, medicines, and products that contact food [52].When being subjected to UV-light at
wavelengths <385 nm, TiO, produces reactive oxygen species like hydroxyl radicals ("OH), and superoxide ions (O} "),

capable of destroying microbial cells and killing microorganisms, as well as ethylene ultraviolet degradation [28].
According to Mohammad et al. [43], TiO,-NPs and ZnO-NPs effectively scatter UV radiation and have been found to
be particularly useful as UV blockers, which assist in protecting against skin cancer caused primarily by UV radiation,
as well as photocatalysts in solar cells, exhibits and detectors, photosynthesis, and sunlight protection. Numerous
research has reported that TiO;nanoparticles at low content (<5%) can enhance the physical-thermal properties of
biocomposite films [28,31,53]. TiO,-NPs have attracted consideration in the oil and gas industry because of their
potential for purifying water and, more recently, as additives in recovery fluids to improve current improved oil
recovery methods by modifying the surface tension or interfacial interactions [54-57]. One of the main downsides of
TiO,-NPs is their propensity to agglomerate, which reduces their photocatalytic ability [28]. According to
Anaya Esparza et al. [51], the interaction of TiO,-NPs with biopolymers such as starch, gums, and chitosan can aid to
minimize TiO, spontaneous agglomeration, hence improving the functional aspects of composites.

On the other hand, the antibacterial, moisturizing, mechanical, and antioxidant capabilities of pure chitosan film
have been deemed inadequate in practical applications. To overcome these limitations, metal oxide NPs were added
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during film creation to create chitosan-based composite films with good physicochemical and biological
properties [5,58,59]. Thus, composite films made of chitosan reinforced with nanoparticles have received a lot of
attention for a variety of applications [11,15]. Recently, there has been a surge of interest in hybrid composites and their
prospective applications, particularly CS/TiO, nanocomposites, which have intriguing technical characteristics as well
as potential applications [5,24,51]. A number of research studies have reported that incorporating TiO,-NPs into
chitosan raised hydrophilicity, enhanced the mechanical characteristics of the composite film, reduced the transmission
of light in the range of visible light, and indicated to be announcing composites in a variety of applications [5,28,51,60-63].
These CS/TiO, nanocomposites have applications in the biomedical field as scaffolding compounds for liver tissue
engineering, clinical skincare as functional antimicrobial substances such as photobacteriocidal and artificial skin
alternatives, restored tissues, healing of wounds, cancer detection and therapy, developed delivery of drugs, operating aids,
and biological sensors for extracted fruits [31,43,51,64]. Razzaz et al. [65] and Spoiald et al. [66] observed that CS
functionalized with TiO, nanoparticles displayed adsorbent properties for treating wastewater for the elimination of heavy
metal ions; Saravanan et al. [67] reported that CS/TiO, nanocomposites showed great effectiveness in degrading against
methyl orange dye; Kaewklin et al. [17] achieved success in fabricating CS/Ti0, nanocomposite films for tomato
conservation; and Siripatrawan and Kaewklin [64] created and analyzed multifunctional active packaging for food using
CS/TiO; nanocomposites for use as an antibacterial film in postharvest uses for preserving fresh produce.

In order to achieve the current study's objective, and in continuation of previous studies, especially by the same
author(s), which were published previously, and with the addition of some theoretical analyses of the results obtained
for the possibility of applying these compounds in many medical and industrial fields, the solution casting process was
used for preparing pure CS and CS/TiO, nanocomposite films with various TiO,-NP concentrations (4, 8, and 12 wt%).
The molecular structure of the films was examined with the FTIR technique. DSC and TGA/DTGA thermograms were
used to assess the thermal stability of the films. The kinetic parameters were evaluated using the Coat-Refdfern method.
The optical characteristics of the produced nanocomposite films were measured spectroscopically in the UV-Vis range
(200-800 nm). The linear optical parameters, including absorption coefficient (a), extinction coefficient (K), and
refractive index (n), as well as dispersion parameters such as dispersion energy (Eq) and average energy gap (E,), were
determined. The films' nonlinear optical properties, including third-order susceptibility (), refractive index (ny), and
absorption coefficient (fc), were also evaluated. The results were discussed, and the potential for employing the
produced nanocomposite films in biodegradable food packaging and optoelectronic applications was investigated.

2. EXPERIMENTAL PART
Materials and preparation of CS and CS/TiO: nanocomposite films

Chitosan (CS) powder with a molecular weight of 900 kg.mol”!, particle size >100 mesh, deacetylation >75%, free
of E. coli and Salmonella, creamy white color, odorlessness, and purity >98% was acquired from Avondale
Laboratories Supplies & Services Ltd. Titanium dioxide (TiO») nanopowder with a particle size <100 nm (catalog
number 718467), white color, and purity >99% was supplied from Sigma-Aldrich (China). Glacial acetic acid was
obtained from Avondale Laboratories Supplies & Services Ltd. (Banbury, UK).
The film casting technique was used to manufacture

[ Chitosan €) povder ) pure chitosan (CS) and CS/TiO, nanocomposite
v Ml g i atieing films [5,8,50]. To prepare the chitosan (CS) film, dissolve
aaneons soluion | | 241/25°C 1 g of chitosan powder in 100 mL of a 1% (v/v) acetic
[ CS homogencous somtion ) acid aqueous solution. Stir continuously with a magnetic
| stirrer (100 rpm) for 24 hours at room temperature
| Filtering | (~25°C). Filtration was used to remove the insoluble
Filtered CS solution Filtered CS solution masses from the dissolved solution. CS thin films were
= "“"S""“:_de; produced by casting the solution onto Petri dishes and
l 1h/25°C drying in an oven at 40°C for 48 hours before peeling off
Casting S+ Ti0: NP: colution ] from the plate. For the preparation of the CS/TiO»
Casting . . . :

nanocomposite films, various weights of TiO,-NPs
Foured the solution l [ o e ] (0.04 g, 0.08 g, and 0.12 g) were added to the as-prepared
Kept in an oven Kept in an oven CS solutions. The solutions were thoroughly mixed
PP proipptod before being sonicated for 1 hour using a digital
After drying, After drying, ultrasonic cleaner (CD-4820 170W/42 kHz, China) to

CS film was gently removed CS/TiO2 nanocomposite film .. . .
from the dish was gently removed from the dish eliminate agglomeration and achieve homogeneous

solutions [5,8]. The solutions were then poured into Petri
dishes and dried in an oven at 40°C for 48 hours. After
drying, the films were gently removed from the plates and
stored in vacuum desiccators at room temperature until
used. The thicknesses of the films were measured using an Insize 3109-25A Digital External Micrometer (China) with
an accuracy of +2 um, covering a range of 0-25 mm. Figure 1 depicts a schematic of the casting technique employed in
the current study to produce pure chitosan (CS) and CS/TiO, nanocomposite films.

Figure 1. Flowchart of the process used to prepare CS and
CS/TiO2 nanocomposite films by casting technique
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Characterization methods

FTIR absorption spectra of CS and CS/TiO, nanocomposite films were measured using a Fourier transform
infrared spectrometer (Nicolet-380, UK). Spectra were acquired in the 4000-400 cm™ range at room temperature using
32 scans, with a resolution of 4 cm™' and an accuracy of £1%.

The differential scanning calorimetry (DSC) of the manufactured films was carried out with a differential scanning
calorimeter (Shimadzu DSC-50, Japan) with a measuring temperature range of 25 to 650°C. Thermogravimetric
analysis (TGA/DTGA) of the films was performed using a thermogravimetric analyzer (Shimadzu TGA-50H, Japan)
with a measuring temperature range of 25-750°C. The thermograms were recorded in an atmosphere of nitrogen with a
flow rate of 30 cm*minand a heating rate of 10°C-min’!. The starting sample weight was around 6.5 mg. The
temperature at the maximum decomposition rate (T.) and weight loss (%) were estimated for each decomposition stage
for the samples using TGA and DTGA thermograms. Each sample was packed snugly into an aluminum pan, with an
empty pan acting as a reference. Prior to analysis, the equipment was calibrated with calcium oxalate as a standard
reference.

The UV-Vis optical absorbance, transmittance, and reflectance spectra of the prepared films were recorded at
room temperature using a UV-Vis-NIR double beam spectrophotometer (Shimadzu V-530, Japan) covering the range
200-2500 nm with standard illumination "C" and a 2 nm bandwidth with accuracy +0.05%. The collected spectra were
used to determine linear and nonlinear optical characteristics, as well as related parameters.

3. RESULTS AND DISCUSSION
Fourier transform infrared (FTIR) spectroscopy
To determine the potential interaction between the TiO,-NPs and the CS chains, FTIR spectra have been recorded
in the 4000-400 cm™ region. A comparison of the FTIR absorption spectra of pure CS and CS/TiO, nanocomposite
films is shown in Figure 2.
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Figure 2. FTIR absorbance spectra of pure CS and CS/Ti0O2 nanocomposite films

The FTIR spectra were in agreement with those previously reported by other researchers
[32,37,39,45,51,55,64,66,68]. The broad absorption peak centered at around 3209 cm' was assigned to stretching
vibrations of the hydroxyl (-OH) and amine (-NH) groups. The two peaks between 3000 and 2800 cm™ (asymmetric at
~2921 cm! and symmetric at ~2857 cm!) were due to the C—H stretching vibration of the methyl group. The peak at
~1642 cm™ was corresponded to C=0O stretching vibration (amide I). The peak at ~1536 cm™! was due to in plane N-H
bending vibration (amide II). The peak at ~1401 cm™! was assigned to deformation vibrations of C—H and —OH groups.
The peaks in the range of 1150-1000 cm™ were corresponded to asymmetric of C-O—C (at ~1148 cm™') and symmetric
C-O (at ~1062 cm™") stretching vibrations. The peak at ~1021 ¢m™ was assigned to C-O stretching vibration, and also
indicated bending vibration of Ti-O-C. The weak peak at ~898 cm™! was due to C—H stretching of the glycoside linkage
and N-H (amide III). A shoulder corresponding to C-N stretching (amide III) at around 1334 cm™ was observed.
Furthermore, Hussein et al. [50] and Filippo et al. [69] identified two characteristic absorption peaks at approximately 1532
and 1456 cm™!, corresponding to the symmetric and asymmetric stretching vibrations of the carboxyl groups, respectively.
The figure also showed that all of the produced nanocomposite films had remarkably similar spectra, with mostly of the
peak characteristic of the CS film. The FTIR spectra of pure CS and CS/TiO, nanocomposites show separate peaks for
both CS and TiO,-NPs in the composite. The spectra of the nanocomposites showed that the broader and stronger peak
shifted somewhat to lower wavenumbers. The changes in spectra between the pure CS sample and the CS/TiO»
nanocomposites revealed the interaction between CS and TiO,-NPs due to minor differences in angles, bonding energies,
internal stresses, and crystal level during the formation of the nanocomposites. As the concentration of TiO,-NPs in the
film increased, so did the small peaks at low wavenumbers in the range 700-500 cm! (at about 523-504 cm™ and at
~680 cm™), indicating the bending vibration of Ti-O-Ti for the interactions of CS-TiO, [50,64,66]. A new shoulder was
appeared at around 579 cm’! belongs to the amide group and a new peak at ~553 cm’! was formed corresponding to the
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stretching group. This demonstrated that that -OH and/or -NH; from the CS chains can interact with the acidic groups of
the TiO,-NPs to establish covalent bonds or hydrogen bonds, hence improving TiO, nanoparticle incorporation in the CS
matrix [5,28,70]. The findings suggest that TiO»,-NPs are primarily incorporated into the CS matrix in the amorphous area
of chitosan [51,64].

The degree of structural organization of the films under study was evaluated using the following IR
indices [71,72]: (1) the total crystallinity index (TCI), which provides the crystallinity ratio; (2) the lateral order index
(LOI), which correlates the number of crystalline components and amorphous regions in the sample; and (3) the
hydrogen bond intensity (HBI), which connects the crystalline structure and the degree of homogeneity of the molecules
as measured by chain movement and bonding distance. TCI, LOI, and HBI can be assessed using the following
relationships [73,74]:

— H1336 , LOI — Ar]427 , and HBI — A3333 (1)
2896 Ar A

896

TCI

1336

where His36 and Hagee are the band heights of the O—H bending and C-H stretching vibrations, respectively, at 1336 and
2896 cml; Arj47 and Argee are the areas of the bands at 1427 and 896 cm!, respectively, which correspond to O-H,
C-H bending, —CHzdeformation, C—O deformation, and —CH, rocking; Ass33 and A3z are the absorbance of the bands
at 3333 and 1336 cm’!, which correspond to the O-H stretching and bending vibration modes, respectively.
Furthermore, the energy of the hydrogen bond (En) of the —OH stretch group was determined with the following

formula [71,72,74]:
1 v -V
E, =|— ° 2
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where K is a constant (= 3.8095x10J1), v, is the standard frequency of the free -OH group at 3650 cm’!, and v is the
frequency of the bound —OH group of the sample. Table 1 shows the calculated values for the IR indices (TCI, LOI, and
HBI), as well as Ey. It was discovered that the CS/12 wt% TiO, nanocomposite exhibited greater TCI and HBI values
and a lower LOI value than other nanocomposites when compared to the pure CS sample, indicating decreased
crystallinity. This observed tendency can be related to the differences in accessibility of the discrete crystalline and
amorphous areas of the film, as well as its key chemical components. The table shows no discernible change (~5%) in
En values between nanocomposites and pure CS samples. The presence of TiO,-NPs on the CS network, as well as the
formation of hydrogen bonds between CS and TiO»-NPs, which increase the extent of hydrogen bonding between
molecules in the CS, can be attributed to changes in the IR indices and Ey of the prepared nanocomposites [71,72].

Table 1. Values of TCL, LOI, HBI, and Eu for pure CS and CS/TiO2 nanocomposites

Sample TCL LOI HBI En (kJ)
Pure CS 0.8293 48.3333 0.5751 31.6986
CS/4wt% TiO2 1.1515 14.9608 0.5859 30.4212
CS/8wt% TiO2 1.2074 12.2963 0.6226 30.3583
CS/12wt% TiO2 1.4520 8.0494 0.7641 30.2668

Thermal properties
One of the most practical techniques for determining the miscibility and thermal properties of composite polymers
was differential scanning calorimetry (DSC) [50]. Figure 3 depicts the DSC thermograms obtained to investigate the
thermal behavior of pure CS and CS/TiO, nanocomposites. It was obvious that all films disintegrated in similar way up
to 600°C.
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Figure 3. DSC thermograms of pure CS and CS/TiO2 nanocomposite films

The thermogram for pure CS can be analyzed as follows: a broad endothermic peak between 25 and 125°C and an
exothermic peak between 260 and 320°C [50,66]. The endothermic peak at ~65°C may be owing to the evaporation of
water absorbed by the hydrophilic groups of chitosan [24]. The exothermic peak had a decomposition temperature of
around 290°C, may be due to thermal decomposition of CS [24,66,75]. Furthermore, the thermograms of the
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nanocomposite samples revealed one endothermic peak between 25 and 125°C and two exothermic peaks. The
exothermic maxima ranged from 240 to 320°C and 420 to 480°C. The endothermic initial stage resulted in the loss of
largely adsorbed water molecules. When TiO,-NPs are dispersed in the CS matrix, the intensities of the exothermic
peaks increase, which may correspond to weight loss caused by polysaccharide disintegration and loss of the hydroxyl
group [50,76]. The area under the peak rose, indicating that the enthalpy of melting decreased as the amount of
TiO,-NPs increased. The decomposition temperature of the second stage shifts toward lower temperatures, showing the
establishment of an intermolecular interaction and variation in internal mechanisms caused by the induced influence of
TiO,-NPs on the CS structure of the network.

Thermogravimetric analysis (TGA) is an extremely useful tool for determining the heat stability of polymers and
nanocomposites [50,77,78]. Chitosan is highly sensitive to several types of degradation, including heat
decomposition [11,24]. Figure 4 shows the TGA (a) and DTGA (b) thermograms of pure CS and CS/TiO,
nanocomposite films at temperatures ranging from 25 to 750°C.
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Figure 4. (a) TGA and (b) DTGA thermograms of pure CS and CS/TiO2 nanocomposite films

DTGA curves represent the rate of weight loss during thermal degradation. Pure TiO>-NPs in powder form remain
stable up to 750°C (no curve depicted) [79]. As shown in Figure 4a, all films followed a similar decomposition
approach, and the TGA thermograms reveal three stages of weight change [5,50,77,78]. A small weight loss was
observed between 25 and 110°C, followed by a steady weight loss above 150 to 750°C. When the temperature reached
110°C, the weight loss during the first decomposition stage was approximately 13 to 10% of the original weight, which
could be attributed to the vaporization of absorbed water and residual acetic acid in the polymer matrix [24,77,78,80].
Water absorption in the CS/TiO, nanocomposite was related to the presence of hydroxyl and amino groups, which
interact with water molecules via hydrogen bonding. The second decomposition stage is more intense thermal
deposition, which occurs at temperatures ranging from 150 to 400°C and results in a rapid weight loss of 44 to 42%,
which could be attributed to the thermal and oxidative decomposition of the CS matrix (the main component of the
nanocomposite) [66,80]. At temperatures above 400 to 750°C, films incorporating TiO,-NPs experienced a third
degradation step, resulting in a weight loss of around 16%. As previously described by Corazzari et al. [75], a crucial
process connected with the pyrolytic disintegrate of chitosan was demonstrated in the temperature range of 200-450°C
and entailed the release of H,O, NH3, CO, CO,, and CH3COOH. The second and third thermal stages may be caused by
chain fragmentation, saccharide ring degradation, depolymerization, and the disintegration of acetylated and/or
deacetylated chitosan units [8,80,81]. DTGA curves in Figure 4b show more accurate differences in the thermal
behavior of CS and CS/TiO; nanocomposite films. Nearly no remarkable variation exists in the DTGA peak positions.
The DTGA peak temperature of the pure CS sample was ~273°C [24], while the CS/TiO, nanocomposite had a peak
temperature of ~274°C. Table 2 summarizes the maximum temperature (Tn), weight loss (%), total weight loss (%), and
residual weight (%) values for CS and CS/TiO, nanocomposites at the three degradation stages. The residual weight of
nanocomposites rose as the concentration of TiO,-NPs increased, indicating that the presence of TiO,-NPs changes the
degradation mechanism of the CS matrix. Additionally, the nanocomposite films were more thermally stable than the
CS sample. Many ecarlier studies have reported similar behavior [8,24,50,80]. In general, these findings validated the
inclusion of TiO>-NPs in the CS matrix of the produced films, which increases the thermal stability of the
nanocomposite, and revealed that thermal stability was directly proportional to nanoparticle concentration.

Table 2. Maximum temperature (Tm), the weight loss (%) for the three decomposition stages, the total weight loss (%), and the
residual weight (%) of pure CS and CS/TiO2 nanocomposites

First stage Second stage Third stage
Sample (25-110 °C) (110-400 °C) (400-750 °C) Total Residue
Tm (°C) Weight Tm (°C) Weight Weight loss Welg:l t loss (%)
loss (%) loss (%) (%) (o)
Pure CS 58.054 12.633 273.084 43.539 16.460 72.632 27.368
CS/4 wt% TiO2 58.054 11.008 273.934 42.845 16.270 70.123 29.877
CS/8 wt% TiO2 58.054 10.328 273.934 42.747 16.755 69.830 30.170

CS/12 wt% TiO2 57.044 10.192 273.934 41.710 16.258 68.160 31.840
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Kinetics of thermal decomposition
There is a growing interest in producing thermoplastic biopolymers, particularly those generated from renewable
sources, for use in a variety of applications, including food packaging and optoelectronic devices. The TGA/DTGA
technique plays an essential role for determining the decomposition processes, temperature, and kinetic characteristics
of solid materials. The kinetics of thermal degradation processes were represented using different equations that took
into account the unique properties of their mechanisms [8,82]. The activation energy for the primary thermal
decomposition for TGA measurements can be calculated using the Coats and Redfern equation as follows [8,83]:

1H[Mj=_i+ln(ﬁ]’ 3)
T RT | ¢E,

where T is the absolute temperature, g is the fractional weight loss at the specific temperature (T), n is the order of
reaction, E, is the activation energy, R is the universal gas constant (= 8.31445 J.K"\mol), q is the linear heating rate
(dT/dt), and f is the frequency factor. The values of f and g can be estimated using the following formulae [8,82]:

w, - w
g=——", (4)
w, - w,
kT AS
f =mexp(_J , (5)
h R

where wi, wr, and wrare the initial mass, current mass at temperature T, and final mass of the sample, respectively, Ty is
the maximum temperature of the decomposition stage, y is the transmission coefficient (=1 for monomolecular
reaction), e is the Neper number (=2.7183), h is the Planck's constant (=6.6261x10-* J.s), kg is the Boltzmann's constant
(=1.3806x10"23 J. K1), and AS is the entropy activation. For n # 1, Eq. 3 can be rewritten as [8,82,83]:

1(MJ __E, [ﬁJ . ©)
T RT qE,
Using Equation 5, AS can be estimated as follows [8]:
AS = RIn| —" |, (7
yekBT:’l/I

The thermodynamic equations are used to compute the enthalpy activation (AH) for total thermal motion and the
Gibbs free energy (AG) for system stability as follows [8]:

AH =E,—RT, , ®)
AG=AH-T,,AS. Q)
Figures 5 and 6 show the fluctuation of ln[—ln(l— g)] / T? against 1/T for pure CS and CS/TiO, nanocomposites

throughout the first and second breakdown stages.
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Figure 5. In [—ln (1- g)} / T? against 1/T in the first decomposition stage for pure CS and CS/TiO2 nanocomposite films

Pure CS CS/4 w2 TiO2 CS/8 wt%o TiO2 CS/12 wt%% TiO2
UT (K'Y UT (K'Y UT (K'Y UT (K
o mg a m Mg 9o oMo @ Mo oa e
PR I Mo R e e PR [P
ol Ry ooaoe o =R e e om oo
KR RV R R K R KR RN RV R KRR b e s B T
HHHHHHHHHHHHHHHHHHHH
12.84 12.84 12.84 12.84
~ -12.88 ~ -12.88 ~ -12.88 ~ -12.88
= 12.92 = 12.92 1= 12.92 = 12.9
) )
o -12.96 o -12.96 o -12.96 o -12.96
i 13.00 i 13.00 ﬂ 13.00 i 13.00
é 13.04 & 13.04 e 13.04 a 13.04
13.08 13.08 13.08 13.08
1312 13.12 13.12 13.12

Figure 6. In [—111 (1- g)] / T? against 1/T in the second decomposition stage for pure CS and CS/TiO2 nanocomposite films
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Table 3 summarizes the values of activation energy (E,) and frequency factor (f) for all films based on the slope,
intercept, and regression (r?) of the fitted straight lines of each degradation stage. The values of AS, AH, and AG were
computed using Equations. 7-9 and were listed in the table. The data in the table showed that the calculated activation
energy values (E,) of the nanocomposite samples increased in the first decomposition stage and decreased in the second
as the TiO,-NPs content increased, indicating that the nanocomposite sample had some form of chemical and/or

physical rearrangement of the initial structure, bringing it into thermodynamic equilibrium.

Table 3. The kinetic parameters for of pure CS and CS/TiO2 nanocomposites based on CR approach

Sample Ea f(Hz) AS AH AG
(kJ.mol!) (kJ.mol'L.K}) (kJ.mol ") (kJ.mol )
First decomposition stage

CS 37.906 1.023x10* 0.995 -0.177 35.145 94.049

CS/4wt% TiOa 38.330 1.546x10* 0.995 -0.174 35.577 93.151
CS/8wt% TiOa 40.159 3.057x10% 0.996 -0.168 37.406 93.1041

CS/12wt% TiO2 40.334 3.379x10* 0.998 -0.167 37.581 93.002

Second decomposition stage

CS 46.669 1.748x103 0.999 -0.196 42.129 149.269
CS/4wt% TiOa 46.503 1.724x103 0.999 -0.197 41.956 149.332
CS/8wt% TiOa 43.1439 0.759x103 0.999 -0.203 38.596 149.706
CS/12wt% TiOs 40.542 0.380x103 0.999 -0.209 35.994 150.251

According to the kinetic data from the DTGA curves (Figure 4b) and the data in Table 3, all of the
nanocomposites exhibit negative activation entropy values, confirming that the generation of activated complexes is
directly related to entropy variation. The association between E, and f values in Table 3 verified the existence of the

compensating phenomena, also known as the isokinetic effect [82] as illustrated in Figure 7a and b.
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Figure 7. Frequency factor (f) versus the activation energy (Ea) in (a) first and (b) second decomposition stages for pure CS and

Figure 8a and b demonstrates a linear relationship between (AS) and (AH), indicating the presence of the
compensating phenomena in CS/TiO, nanocomposites. This linear relation may be due to structural changes that occur
when increasing the temperature of the polymeric material to achieve equilibrium. A similar tendency has already been
seen for other polymer composites [8,84,85]. The acquired results could be employed in thermal degradation
optimization, as well as to improve the thermal stability of the nanocomposite under examination, potentially leading to

CS/Ti0O2 nanocomposite films

intriguing technological applications.
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Figure 8. AS versus AH in (a) first and (b) second decomposition stages for pure CS and CS/TiO2 nanocomposite films

The study of optical properties has significance for understanding the nature of materials utilized in food
packaging and electrooptical applications. UV-Vis optical absorption spectra are one of the most effective tools for

UV-Vis optical characterization
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revealing significant information about the films under investigation. Figure 9a depicts the absorption spectra of pure
CS and CS/Ti0; nanocomposites in the UV-Vis range of 200 to 800 nm.
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Figure 9. (a) Absorbance, (b) transmittance, and (c) reflectance spectra against wavelength for pure CS and CS/TiOz
nanocomposite films

The absorption spectra for the films may be separated into two regions: 1) the first zone of significant absorption
occurs between 200 and 360 nm, and 2) the second region of the absorption edge begins between 360 and 800 nm. The
absorption spectra of pure CS decrease rapidly in the UV region as the wavelength increases, with an absorption
shoulder centered at ~290 nm, corresponding to the forbidden n — m* transition. The absorbance decreases slightly in
the visible range. As the amount of TiO,-NPs in the nanocomposite film grows, the UV absorbance rises significantly,
and the shoulder shifts to a longer wavelength. A new peak of TiO,-NPs was identified at ~352 nm in the CS/12 wt%
TiO, nanocomposite sample. This observation implies that the TiO,-NPs and CS matrix are complexed via hydrogen
bonding via OH groups [45]. In the visible region, absorbance increased as compared to pure CS film. This
improvement is due in significant part to the addition of TiO,-NPs at a concentration of 12 weight %. These observed
increases in absorbance across the entire UV-Vis range (200-800 nm) can be attributed to an increase in composite film
density, which leads to an increase in refractive index due to increased polarization. Figure 9b and ¢ shows the spectrum
characteristics of the optical transmittance and reflectance, respectively, of the produced films. Figure 9b indicates that
the CS spectrum in the UV zone has transmittance values ranging from ~0.02 at 200 nm to ~38% at 360 nm. According
to Souza et al. [3], chitosan film is an effective UV light barrier and they reported that T% values at 200 and 360 nm
were approximately 0.02 and 38%, respectively. The spectra of the CS/TiO, nanocomposites show transmittance values
close to 0% in the UV spectrum. The inclusion of TiO,-NPs changed the barrier block at longer wavelengths. The
optical transparency of the CS/12wt% TiO, nanocomposite decreased to ~0.005% at 360 nm, and UV light was nearly
completely blocked. One of the most essential features of films designed for various food packaging categories is their
UV-visible light barrier [3,86]. The acquired data reveal that all of the nanocomposite films under research have
UV-blocking properties, making them suitable barriers against UV radiation and enhancing the shelf-life of light-
sensitive foods by avoiding photo-oxidation [28,64]. Additionally, Figure 9a and b shows a considerable rise in
absorption and decrease in transmittance across the whole spectrum as the concentration of TiO,-NPs increased. This
result could be attributable to a decrease in film transparency caused by variations in molecular composition [50].
Incorporating TiO,-NPs with CS in the film matrix resulted in increased adsorption capacity in the visible region. As a
whole, including TiO,-NPs into the CS network dramatically reduces UV transmission, making them extremely useful
for applications that require UV protection, photocatalytic characteristics, and antibacterial effects when exposed to UV
light. In the visible range (400-800 nm), the decrease in transmittance as TiO,-NPs concentration increases may be
explained by the possibility of increasing TiO,-NPs agglomeration, which may prevent light transformation throughout
the film due to TiO,-NPs incorporation into the CS matrix [18,87]. Figure 9¢ displays the reflectance spectra of the
prepared films. The reflectance values declined as the amount of TiO,-NPs increased. This could be attributed to the
inclusion of TiO,-NPs in the CS network, which resulted in reduced reflection due to the smaller sizes of the
nanoparticles relative to the wavelength of visible light, indicating low light scattering ability [28,50].

The opacity and transparency of composite films possess important characteristics, particularly when they are
intended for use as food packaging materials. The opacity and transparency of pure CS and CS/TiO2 nanocomposites
can be determined using the following relationships [3,18,86]:

Opacity = Ago , (10)
Transparency = 'IOg(ZA, (11)

where Agoo is the absorbance at 600 nm, %Teqo is the percentage transmittance at 600 nm, and d is the film thickness in
millimeters. Table 4 presents a comparison of the opacity and transparency values of pure CS and CS/TiO;
nanocomposites. As noted, the higher the opacity value, the lower the transparency of the film. The opacity value of
pure CS film is 1.601 mm', which increases considerably as the amount of TiO»-NPs increases, reaching a maximum of
18.336 mm! for the CS/12 wt% TiO, nanocomposite. Transparency values reduced dramatically from 30.666 to
2.774 mm™! when the concentration of TiO,-NPs was raised from 0 to 12 wt%. This rise in opacity (reduction in
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transparency) values was caused by the interaction of TiO,-NPs with the CS matrix, which is responsible for the
compact and higher polymeric chain network that prevents the passage of UV and visible light. These findings can be
explained by the fact that when TiO,-NPs interacted with CS chains, a discontinuity formed in the CS matrix, resulting
in a more disordered structure [3,18,86].

Measurements of optical transmittance (T) and reflectance (R) were utilized to evaluate optical parameters,
including absorption coefficient (o), extinction coefficient (K), and refractive index (n). The absorption coefficient (o)
is a crucial optical characteristic that determines how far light can travel within a film before absorption. It is also an
important parameter for determining the absorption edge, kind of transition, and energy gap. The absorption coefficient
of the manufactured films has been calculated using the following formula [88,89]:

1. (1-Ry
where d is the thickness of the film.
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Figure 10a shows a plot of the absorption coefficient (a) versus incident photon energy (hv) for pure CS and
CS/TiO; nanocomposite films. Increasing the photon energy and TiO,-NP concentration to 12 wt% leads to an increase
in o value. To calculate the absorption edge (Ecq) values, extrapolate the linear parts to oo = 0 on the hv-axis and the
computed values are listed in Table 4. The Ecq value for pure CS was shown to decrease toward lower energy
values (higher wavelengths) as the concentration of TiO,-NPs increased. Ecq values decrease from 2.716 to 2.043 eV as
the concentration of TiO,-NPs increases from 0 to 12 wt%. This was closely correlated with the production of charge-
transfer complexes in nanocomposite films [21]. The observed decrease in Ecq value could be related to the
enhancement of the amorphous phase, resulting in changes in the structure of the CS/TiO, nanocomposites [8,90].
Further, the decrease in Eeq may imply the presence of intra- or inter-molecular interaction between Ti* ions and
neighboring OH groups in the CS matrix [50]. Also, this observation suggests that the electronic polarization values of
the nanocomposites change, demonstrating the decrease in the optical energy band gap values and changes occurring in
the band structure of the CS/Ti0O, nanocomposites [8,90,91].

The Urbach energy (Ey) describes the order of a matter system by calculating the width of the tail of local states in
the forbidden gap. It can be determined using the Urbach empirical formula as follows [92,93]:

ha=ina+2 (13)

E,
0, represents a pre-exponential factor. Figure 10b shows a plot of {n o against hv for pure CS and CS/TiO;
nanocomposites. Table 4 lists the calculated Urbach energy (Eu) values based on the reciprocal slopes of the fitted lines.
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The Ey values rise from 0.692 eV for pure CS to 1.295 eV for the CS/12 wt% TiO, nanocomposite. This increase in Ey
values indicates that a disruption in the band structure occurred, increasing structural disorder and enhancing the
amorphous phase of the film. In addition, detailed information on the density of defects (DOF) and relaxation of the
distorted bonds can be obtained by computing the steepness parameter (S) and electron-phonon interaction strength
(Ee-p) using the following relations [92,93]:

kBT, and E, -2 , (14)
Ey 38

where kg and T represent Boltzmann's constant and room temperature (=298 K), respectively. Table 4 gives the
computed values for S and E..,. The steepness parameter (S) values decreased from 0.037 to 0.020, while the electron-
phonon interaction strength (E..,) values increased from 17.929 to 33.583 as the concentration of TiO,-NPs increased
from 0 to 12 wt%. Thus, the inclusion of TiO,-NPs into the CS network may be responsible for the inverse change
between S and E..,, causing the ionicity and anion valence of the CS/TiO, nanocomposite change. Additionally, these
variations in S and E.., show that the density of defects (DOF) increases around the absorption edge, confirming the
improvement of the amorphous phase of CS with increasing TiO,-NP concentration [8,92,93].

S=

Table 4. Optical parameter values: opacity, transparency, Eed, Eu, S, Ee-p, Edg, Eindg and Nec of pure CS and CS/TiO2 nanocomposites

Opacity Transparency Eea Eu Eag Einag

Sample (mm) (mm) (V) (V) S Eep (eV) (eV) Nee
Pure CS 1.601 30.666 2.716 0.692 0.037 17.929 3.282 2417 110
CS/4 wt%TiO2 9.421 17.633 2.303 1.135 0.023 29.428 3.050 1.807 127
CS/8 wt%TiO2 13.153 11.411 2.206 1.214 0.021 31.463 2.943 1.651 137
CS/12wt%TiO2 18.336 2.774 2.043 1.295 0.020 33.583 2.798 1.581 151

The energy band gap of a material is determined by its greater absorption spectra (first region), which is strongly
influenced by the absorption coefficient (o). Tauc's relation was used to compute the optical energy band gap (E.) as
follows [45,94,95]:

(ahv)? =B(hv-E,), (15)

where B is a constant known as the band-tailing parameter (Tauc's slope) and p is the power factor that describes the
sort of electronic transition. Exponent p can have values of 2 or 1/2, corresponding to direct or indirect allowed
transitions, respectively. Figure 10c and d show graphs of (ohv)? and (ahv)"? versus hv for pure CS and CS/TiO
nanocomposites, respectively. The direct (Eq4z) and indirect (Eingg) energy band gaps can be calculated by extending the
linear portions to (ahv)? = 0 and (ahv)!”> = 0 on the hv-axis. Table 4 summarizes the computed values of Eqy and Eingg .
As TiO,-NP concentrations increase, the Eqe and Eingz values decrease. As the TiO,-NPs content increases from 0 to 12
wt%, Eqgg values decrease from 3.282 to 2.798 eV and Eingg values decrease from 2.417 to 1.581 eV. The decrease in
energy band gap could be due to an excessive amount of localized states in the band structure. These declines in the
values of Eq; and Ejngg could be attributed to increased disorder within the nanocomposite film's structure. This disorder
creates new vacant energy levels in the band gap, allowing electrons to move more easily between the valence and
conduction bands [45].It may also be related to the existence of electronic interaction between TiO,-NPs and CS
polymer, resulting in an increase in absorption intensity [90]. The decreases in Eci, Eqe and Einge values of
nanocomposite films suggest changes to the CS microstructure and band structure, possibly due to the formation of new
optical transition clusters. Figure 10e and f shows the variance of E4; and Einge versus Eu, respectively. The energy band
gap reduces as the value of Ey increases, indicating a direct correlation with Eq4; and Einge. These findings are consistent
with previous research, as band gap lowering can lead to the formation of localized states in the optical band gap as a
result of defects forming in the CS matrix [93,96]. Using these two approaches, the following linear fitting relationships
can be estimated:

E, =3.804-0.725E,, (16a)

E,q =3.391-1.409E, . (16b)

It was discovered that increasing the Urbach energy of the film indicates a decrease in the values of the optical
energy band gap. This observation supports the assumption that introducing TiO,-NPs will enhance the number of traps.
The following equation can be used to compute the number of carbon atoms per cluster (N¢) in pure CS and
CS/Ti0, nanocomposites using the direct optical energy band gap (Eq4,) values [97,98]:
1.1834x10°
cc T Ejg :

The calculated N values are shown in Table 4. The N, values increased from 110 for pure CS to 151 for the
CS/12 wt% TiO; nanocomposite. The rise in N¢. values may be due to the resultant conjugation between CS matrix
monomer units following the incorporation of TiO,-NPs. This result can be related to the existence of more defects in
the CS matrix as the TiO,-NP content increases, resulting in the formation of additional low energy levels, lowering the
optical band gap and improving N values. Abdelfattah et al. [8] and Ahmed et al. [98] reported a similar trend. As a
result, the observed variations confirm the increasing disorder degree in nanocomposite samples where the optical band

amn
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gap is compositionally dependent [97,98]. The decreased energy gap values of CS following the incorporation of TiO,-
NPs make it a promising material for optoelectronic devices. Moreover, based on the results, it is clear that CS/TiO,
nanocomposites could be used in the design and manufacture of custom packaging materials to block sunlight and
prevent the formation of toxic substances, unpleasant odors, and flavors, preserve food color, and prevent photo-
oxidation of fats in food products if used as active food packaging materials [28].

Linear optical parameters

Many of the optical parameters that contribute to the effective use of polymeric nanocomposites in a variety of
industrial, medical, and optoelectronic applications are directly related to the extinction coefficient (K) and refractive
index (n) parameters [8,91,98,106]. The optical parameters K and n were determined to obtain an understanding of the
polarization and optical variations in the produced nanocomposite films. The extinction coefficient (K), a parameter that
represents the fraction of energy lost as a result of absorbing or scattering due to the interaction between the incident
photon and the charge of the medium, can be described as follows [50,90]:

K =%. (18)
4r

Figure 11a shows the relationship between the extinction coefficient (K) and wavelength (A) in pure CS and
CS/Ti0, nanocomposites. The behavior of K varied significantly across all nanocomposite samples as compared to the
pure CS film. It was demonstrated that K values altered on the order of 1073, K values in nanocomposite films increase
with rising UV wavelengths. This increase in K value reveals that electromagnetic waves cannot pass through this
region, which can be explained by the fact that some of the energy was scattered or reflected by these nanocomposites,
causing damping and decay. In contrast, as seen in Figure 11a, the K value decreased in the visible range and the
extinction coefficient (K) behaves similarly to the absorption coefficient (a); see Figure3a. Furthermore, as noted in
Equation 18, K is directly proportional to o, which explains the reduction in values of K as the wavelength increases.
On the other hand, increasing the concentration of TiO,-NPs incorporated into chitosan in the nanocomposite film to
12 wt% resulted in a significant rise in K values as the absorbance of the manufactured nanocomposites was enhanced.
This indicates that the extinction coefficient is determined by the defects in structure and free electron densities present
in the nanocomposite under consideration. This discovery verifies the results of the transmittance spectra, as well as the
previously indicated opacity and transparency values. As a result, the acquired K values show that the manufactured
films have no surface imperfections that enhance roughness, making them a good choice for optoelectronic
devices [99].

The refractive index reveals how an incoming photon persuades molecules to polarize. The improved design of
optoelectronic devices necessitates a thorough examination of the material's refractive index behavior. The refractive
index (n) can be determined using Fresnel's relation as follows [14,50]:

C1+R 4R : (19)

n= R
1-R \V(1-R)

Figure 11b illustrates the relationship between refractive index (n) and wavelength (A) in pure CS and CS/TiO,
nanocomposites. It was found that the refractive index decreases significantly in the UV zone while remaining rather
steady as the wavelength increases. This unremarkable decrease in the visible region could be explained to the fact that
the molecules in the sample do not obey the applied electromagnetic field alternations due to their inertia [87].
Furthermore, increasing the TiO,-NPs content in the CS matrix reduces the nanocomposite's refractive index values,
which can be attributed to a decrease in the free charge carrier concentration and polarizability of the nanocomposite
samples [100]. The interaction of TiO,-NPs with CS molecules may modify the CS refractive index, and the variations
in the refractive indices of the film components may affect the film's transparency (opacity) [50].
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Figure 11. (a) The extinction coefficient, K, and (b) the refractive index, n, versus wavelength, A, for pure CS and CS/TiO2
nanocomposite films
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Wemple and Di-Domenico dispersion parameters
Dispersion parameters are useful in assessing the optical properties of any material for use in the construction
of photoelectronic devices [8,91]. The observed dispersion in the refractive index in Figure 11b can be applied to
determine the dispersion energies using the Wemple-DiDomenico model (single-oscillator model). The following
relation relates the refractive index (n) and photon energy (hv) [8,92,98,101]:

o -1yt = Be ()
Ed EoEd

where Ej is the effective energy of dispersion, which quantifies the average strength of inter-band transitions in the film,
and E, is the single effective oscillator energy (the WDD-gap), which provides quantitative information about the film's
overall band structure. Figure 12a displays the graphical relationship between (n>-1)' and (hv)? for pure CS and
CS/TiO; nanocomposites. The WDD parameters (E, and E,) can be determined using the (n>-1)'-axis intercept (Eo/Eq)
and the negative slope (1/E.Eq) of the straight line fit, as can be seen in Table 5.The following equations were used to
calculate dispersive parameters based on Eq and E,, such as oscillation field strength (f), Wemple-DiDomenico optical

energy band gap (E:,VDD ), static refractive index (no), and static dielectric constant at infinite wavelength (&) [102,103]:

f=EE,, EZDD:—”, no= [l +—%~, and &,=n] (21)
2 E

Table 5 shows the computed oscillator parameters for CS and nanocomposite films. The table demonstrates that
the values of Ey4, E,, f, no, and &, decrease when TiO,-NPs concentration increases. By increasing the percentage of
TiO,-NPs from 0 to 12 wt%, the Eq values reduce gradually from 11.324 to 5.621 eV, while the E, values decrease from
6.308 to 5.393 eV, resulting in a decrease in direct band gap energy (E,¢) values and being compatible with increases in
Urbach energy (Ev). To establish a correlation between direct band gap energy (E4,) and effective oscillator energy (E,),
the table revealed that the ratio Eo/Eqgwas found to be in the range 1.922—-1.828 (E, = 1.9 E4,), which coincides with the
prediction of the Wemple-DiDomenico model for the current CS and CS/TiO, nanocomposite films. This finding in the
Eo/Eg ratio shows thermally created defects that produce localized states around energy band gaps, which have a
significant impact on the optical characteristics of nanocomposite films [91,92,102]. The table shows that increasing the
content of TiO,-NPs from 0 to 12 wt% reduced the oscillation field strength (f) — f represents the interaction strengths
between the material and the electromagnetic radiation — values from 71.429 to 29.412 (eV) 2, indicating a weaker

composition of the nanocomposite film. The E;VDD values decrease from 3.154 to 2.697 eV when the TiO,-NPs

(20)

concentration is increased from 0 to 12 wt%, which could be attributable to variations in atom diffusion rates in the
nanocomposites and imply that the number of atoms in the previously identified interstitial has altered. The values of

E;VD " are consistent with the values of the direct energy band gap (Eq) (see Table 4). This result suggests that the

inclusion of TiO,-NPs reduces the system's average bonding strength or cohesive energy while increasing the disorder
degree in the CS matrix [102,104]. The computed static refractive index (no) values decreased from 1.672 to 1.418 as
the concentration of TiO,-NPs increased from 0 to 12 wt%. The static dielectric constant (&) values decreased from
3.642 to 2.702 as the amount of TiO,-NPs increased from 0 to 12 wt%. These observations could indicate an increase in
structural disorder, which alters the optical properties of the film.
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Figure 12. (a) (n>--1)"! versus (hv)%, (b) (n>-1)"! versus A2 and (c) n? versus A? for pure CS and CS/TiO2 nanocomposite films

The first optical moment (M.;) and second optical moment (M.3) of CS and CS/TiO, nanocomposite films, which
measure the process of light-material interaction, were computed using the estimated Eq and E, values from the
following equations [8,98]:
and M, = Ag;‘ .

(22)
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Table 5 also included the computed M.; and M.; values for all samples. It has been found that while the transition
moments M_; and M.; are mainly determined by the values of Eq and E,, their values follow similar trends and decrease
as the TiO,-NPs content increases. When the concentration of TiO,-NPs was increased from 0 to 12 wt%, M. reduced
from 1.795 to 1.011, and M3 decreased from 0.045 to 0.035 (eV)?. This result validates the structural dependency of
the optical properties of the nanocomposites under study, as well as the enhancement of the amorphous phase of the
CS/Ti0O; nanocomposite [8,98].

Table 5. The evaluatedvalues of Eq, Eo, Eo/Eqgratio, f, ;" , no, &5, M-1, M3 ko, So, &1, N/m*, N andawy, for pure CS and CS/TiO>

nanocomposites

Dispersion Samples
parameters Pure CS CS/4wt% TiO: CS/8wt% TiO: CS/12wt% TiO:
Ed (eV) 11.324 7.179 6.148 5.621
Eo (eV) 6.308 5.575 5.422 5393
Eo/Egeratio 1.922 1.828 1.842 1.928
f(eV)y 71.429 39.999 33.333 29.412
E;™ (V) 3.154 2788 2711 2.697
no 1.672 1.512 1.461 1.418
& 2.795 2.287 2.134 2.011
M.i 1.795 1.287 1.134 1.011
M (eV)?2 0.045 0.041 0.039 0.035
Ao (m) 1.988x107 2.230x107 2.307x107 2.258x107
So (m2) 4.541x10" 2.588x1013 2.131x10" 1.982x10'3
&L 3.642 3.163 2.982 2.702
N/m* (mkg™!) 8.840x10% 8.789x10% 8.557x10% 7.584x10%
N (m?) 3.543x1026 3.523x1026 3.430x10% 3.040x102
oy (Hz) 1.601x10'5 1.596x10'5 1.571x10'3 1.483x10'5

The average oscillator wavelength (A,) and average oscillator strength (S,) were determined using the following
Wemple-Didomenico formulae [8,98,101]:
2 2
=1y ==y ——2 32, ana s, = D
(ny =1) .

Graphing the relationship between (n>-1)! and A?yields a negative slope (-1/S,) line that intersects the A2-axis at

(23)

(1/S, Xi ) (Figure 12b). The parameters A, and S, were computed and shown in Table 5. As TiO,-NPs concentration

increases from 0 to 12 wt%, A.values increase from 198.8 to 225.8 nm, while S, values decrease from 4.541x10" to
1.982x10" m2. According to Hassanein [105], A, is inversely proportional to E,, and since E, is directly proportional to
Eg, Ao will be inversely proportional to E,. However, S, is directly proportional to Eq, therefore S, will be directly
proportional to Eg.

The refractive index (n) data can be examined to calculate the lattice dielectric constant at a longer wavelength
(eL), taking into account dispersion vibrations and free carriers. The following equation represents the relationship
between the refractive index (n) and wavelength (L) [8,98]:

eZ
n=¢g, - [

2
dne c

ml) 2, (24)
where g is the lattice dielectric constant, €, is the free space permittivity (= 8.854x1072F-m™ or C2>-N-"'m?), ¢ is the
speed of light in space (= 3x103m's™), e is the electron charge (= 1.602x10"? C), and (N/m*) is the ratio of charge
carrier concentration (N) and effective mass (m*). Figure 12c depicts the graphical representations of n?> and A2 for pure
CS and CS/TiO, nanocomposites. Table 5 summarizes the calculated e and N/m* values based on the intersection and
slope of fitted lines. Assuming m* = 0.44 m. (m. is the electron's rest mass = 9.109x1073! kg), the value of N is
computed and listed in Table 5. The table reveals that increasing the TiO,-NPs concentration from 0 to 12 wt%
decreases g1 from 3.642 to 2.702, N/m* ratio from 8.840x10°¢ to 7.584x10°°m™> kg™!, and N values from 3.543x10?° to
3.040x10% per m®. Table 5 indicates that g values are lower than g values, possibly due to the polarization process
caused by light and decreased charge carrier concentrations [8,106,107].

The plasma frequency (w,); corresponds to the typical electrostatic oscillation frequency in response to a small
charge separation; of CS and CS/TiO; nanocomposite films was calculated using the classical Drude dispersion model
and the ratio N/m* as follows [8]:

0= |—. (25)
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Table 5 lists the computed ®, values. Increasing TiO,-NPs content from 0 to 12 wt% causes a decrease in ®, values
from 1.601x10" to 1.483x10'> Hz. High o, values were attributed to high free carrier concentrations, as ®, is mainly
determined by charge carrier concentration (N). Adding more TiO,-NPs reduces the time-variation of the electric field
caused by resonance effects, resulting in lower frequency values [98,105].

Nonlinear optical parameters
The study of nonlinear optical properties of materials such as nanocomposites is crucial for predicting their ability
to be used in a wide range of optical applications, including internet access, optical regulators, optical networks, optical
switching equipments and frequency conversion devices [8,93,102]. The nonlinear optical polarizability (P) within the
material was obtained by expanding the power sequence of the entire applied optical field (E) [8,93]:

P=yYE+ yPE + y9E + ... (26)

where ¢V is the first-order linear susceptibility, ¥ is the second-order nonlinear susceptibility, and ¥ is the third-order
nonlinear optical susceptibility. The following semi-empirical relation was used to calculate the first-order linear
susceptibility (x{") based on the linear refractive index (n) [12,95]:
W n’ -1
y ( )

Using WDD-dispersion energies (Eq and E,) and Equation 20, ¥V can be expressed as:
7= EE, . (28)
4z [E] = (hv)’]
At the limit hv — 0 (n = ny), using Equations 27 and 28 one obtains:
m — (ng _1) — Ed . (29)
ar ArE,

The nonlinear optical (NLO) properties of a material are expressed by its third-order nonlinear susceptibility (x®)
and nonlinear refractive index (n,). According to Miller's principle and WDD model, ¥® can be approximated using the
following expression [14,95,102]:

o =Ax") (30)

where A is a constant factor independent of photon energy (about 1.7x10'%su for all materials). For hv — 0, x® can be

expressed as:
2 ) s\ 1
% s _A(”o J _6_8“015(01] . 31
4 E

The nonlinear refractive index (n,) and nonlinear absorption coefficient (B.) were calculated using the following
equations [12,98,102]:

1277
= (32)
0
487y
P = nzc;/g, ' 33)

Figure 13a-d shows the spectrum distributions of ¥V, ¥, n,, and B. versus wavelength (1) for pure CS and
CS/TiO, nanocomposites, respectively. The values of ¥V, ¥, n,, and PB. decrease dramatically with increasing
wavelength (decreasing photon energy) and TiO,-NP concentration. As the percentage weight of TiO,-NPs increased,
the refractive index (n) decreased, resulting in decreases in ¥V, ¥, np, and B values. This suggests that using a higher
concentration of TiO,-NPs may help to change the local polarization and reduce the number of free charge carriers in
the nanocomposite film. Table 6 gives the computed values of ¥V, ¥®, and n; at hv — 0, for pure CS and CS/TiO,
nanocomposites. The predicted value of ¥V decreases from 0.143 for the pure CS sample to 0.080 for the CS/12 wt%
TiO,-NP nanocomposite. The table shows a significant decrease in ¥ values from 70.826x10%esu for pure CS to
7.126x1075 esu for a CS/12 wt% TiO,-NPs nanocomposite, which is strongly associated with other parameters. As
TiO,-NPs concentration increased from 0 to 12 wt%, n, values reduced from 15.970x10°3 to 1.894x10'? esu. The
reduction in n, values supports the decrease in static refractive index (ng) values of the CS/TiO, nanocomposite samples
as the TiO,-NP concentration increases. The observed changes in susceptibility and nonlinear index of refraction values
were considered to be caused by variations in the samples' band gap values and densities. Because n, values are on the
order of 107'2-10°!3, intense light beams were required to make a substantial influence. The acquired results revealed a
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substantial association with the other linear parameters evaluated for the prepared samples. The nonlinear parameter
results show that the investigated CS/TiO, nanocomposites can serve as a good advancer in a variety of optical
applications [8,98,109].

022 3.0E13
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—=— CS/4wt% TiOs )

020 —+— CS/8wt% TiO: 25E13 . ggﬁgﬁﬁ ligi
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Figure 13. Plots of: (a) 3" and (b) ¥ against hv; (c) n2 and (d) B¢ versus A, for pure CS and CS/TiO2 nanocomposite films
Table 6. Values of 3V, ¥®, and nafor pure CS and CS/TiOz nanocomposites

Dispersion Samples
parameters " " -
Pure CS CS/4 wt% TiO2 CS/8 wt% TiO2 CS/12 wt% TiO2
D 0.143 0.102 0.090 0.081
1 (esu) 70.826x10°15 18.704x10°1 11.265x10°13 7.126x10°1
2 (esu) 15.970x10-13 4.663x10°13 2.907x10°13 1.894x10°13

Optical dielectric constants and optical conductivities
When a material is electronically activated by UV-Vis radiation, the optical dielectric constant can be explained
using the electronic excitation spectrum of any material [84,98,98]. The complex dielectric constant (¢*) and its
components [real part (g;) and imaginary part (g;)] represent the decrease in the speed of light and the absorption energy
of the electric field caused by the dipole movement of molecules in films. The complex dielectric constant (¢*) and its
components (& and &) can be calculated using the refractive index (n) and extinction coefficient (K) data as
follows [93,98]:

e¥=¢g +i€, €=n"—-K and &=2nkK. 34)

Figure 14 shows how the real, & (a) and imaginary, & (b) dielectric constants for pure CS and CS/TiO;
nanocomposites vary with wavelength (A). As demonstrated in Figure 14a, & increased with photon energy,
corresponding to the behavior of the refractive index (see Figure 11b). The polar nature of CS/TiO, nanocomposites
causes fluctuations in the incident electromagnetic wave field, resulting in a dispersion region in the photon energy
range of 3.6-6.2 eV (<350 nm) for all samples. The observed higher &, values were attributable to the high contribution
of the free charge carrier. The spectra, on the other hand, tend to behave consistently at lower photon energies (i.e., in
the visible region). Due to inertia, molecules in this region are unable to follow oscillations in the incident field,
resulting in nearly constant & values. The dispersion region of a nanocomposite plays an important role for optical
networking and device design, as the real dielectric constant () affects electron mobility during light transformation
and slows photon propagation. Figurel4a shows that when the amount of TiO,-NPs in the nanocomposite film of the
CS matrix increased, the values of & decreased. This indicates that the incorporation of TiO»-NPs into the CS/TiO,
nanocomposite enhanced the energy dissipative and disruptive rates of incident light on the film, indicating a reduction
in the speed of light propagation within the films. The imaginary dielectric constant part (g;) reflects energy absorption
from dipole motion and measures the disruptive rate of light waves through the material. Figure 14b indicates that &;
values steadily increase in the visible region as photon energy and TiO,-NPs content increase. The variance in & values
was related to the dipolar polarization of the nanocomposite [108]. Because of the direct relationship between &; and K,
the trend of ¢; in prepared films mimics the behavior of K. Additionally, Figure 14a and b shows that &, values are
significantly higher than €;. The discrepancy in & and g;values indicates interactions between free electrons and photons
in the nanocomposite films under investigation. Furthermore, the observed differences in the optical dielectric constant
values of the CS/TiO, nanocomposite samples compared to pure CS verify the presence of more density of states
(DOS), resulting in increased polarization and higher dielectric constant values [90,98].
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Figure 14. Plots of: (a) &, (b) &, (c) Oopt, and (d) celec against hv for pure CS and CS/TiO2 nanocomposite films

The optical and electrical conductivities of the manufactured films were determined in order to understand more
about their optical response. The optical (copt) and electric (Geiec) conductivities of the produced films were estimated
using the following equations [93,102]:

_anc 2/10'Up

=——, and 0, =

opt > elec

ar o

. (35)

Figure 14 displays graphs of Gop (€) and Geiec(d) versus photon energy (hv). It was found that both Gy and Gepec
behave differently. Figure 14c shows that increasing the photon energy and TiO,-NPs content in the CS/TiO;
nanocomposite improves the o, of the films. Additionally, the spectral behavior of G, in the films is comparable to
that of &; (Figure 14b).

High photon energy (low wavelength) in the UV range causes a dramatic increase in o, for all films, indicating a
strong interaction between charge carriers and energetic photons. In addition, nanocomposite films exhibit higher
optical conductivity and absorbance than pure CS film. The produced nanocomposites exhibit high
photoresponsiveness, with coy values of the order of 10'2. This suggests that the band gap has decreased while
conductivity increased, indicating that the composite film has a longer conjugation length. This finding indicates that
the concentration of charge carriers in the CS/TiO> nanocomposites has increased, as well as the enhancement of
electron excitation due to an increase in film absorption coefficients and incident photon energy [98,102]. Figure 14d
reveals that the electrical conductivity (Gelec) values of the samples are on the order of 10°. G values decrease with
increasing photon energy up to ~4.1 eV (~300 nm), then increase with increasing photon energy to ~6.2 eV (~200 nm).
Furthermore, increasing the concentration of TiO»-NPs in the nanocomposite film to 12 wt% reduces Geiec values. This
observed behavior could be attributed to the variance in charge carriers generated by the rising amount of TiO»-NPs in
the produced nanocomposite. The results for optical and electrical conductivities were matched, indicating potential for
optical applications.

4. CONCLUSION

In the current study, innovative pure chitosan and chitosan/TiO, nanocomposite thin films with differed TiO,-NP
concentrations (4, 8, and 12 wt%) were successfully created applying the solution casting method. The produced films
were analyzed using FTIR, thermal analysis, and UV-Vis optical spectroscopy methods. FTIR examination confirmed
that there is an interaction between CS and TiO,-NPs, as well as alterations in the structure of CS caused by the
presence of TiO,-NPs. These changes were observed in the intensities and positions of the absorption peaks of CS/TiO,
nanocomposites as compared to the pure CS sample. Analysis of DSC data revealed that when the amount of TiO,-NPs
increased, there was an intense interaction between the —OH groups of CS and TiO; nanoparticles, confirming the
miscibility of the nanocomposites. TGA and DTGA results showed that increasing TiO>-NP concentrations increased
the thermal stability of the nanocomposite due to chemical interactions between the CS-polymer and TiO»-NPs.
Spectroscopy was used to investigate the linear and nonlinear optical properties of pure CS and CS/TiO,
nanocomposites films in the UV-Vis range between 200 and 800 nm. According to the data, all of the nanocomposite
films contain UV-blocking characteristics that are below 360 nm, making them ideal UV light barriers. The Tauck
equation and the Urbach postulate were used to calculate the allowed energy band gaps, both direct (Eqe) and indirect
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(Eindg), as well as the Urbach energy (Eu). The absorption edge values (Ecq) of the CS/12 wt% TiO, nanocomposite were
determined to be 2.043 eV, less than 2.716 eV for pure CS. The Ey, values reduced dramatically from 3.282 eV for pure
CS to 2.798 eV for the CS/12 wt% TiO> nanocomposite. Eingz values decreased from 2.417 to 1.581 eV when the TiO»-
NPs content increased from 0 to 12 wt%. Ey values increased from 0.692 to 1.295 eV as TiO,-NP concentrations
increased from 0 to 12 wt%. The observed alterations in Ecq, Edg, Eindgg, Eu, S, Ec-p, and N might be attributed to internal
domain differences caused by structure disorder and a decrease in the crystallinity degree of CS. These changes can
alter the overall number of potential states. Furthermore, the decrease in direct and indirect energy band gaps was
explained in terms of localized states and defects, as confirmed by the Urbach energy. Increasing the concentration of
Ti0,-NPs in CS nanocomposite significantly improved optical parameters such as extinction coefficient (K), refractive
index (n), real (g;) and imaginary (&;) optical dielectric constant parts, and optical and electrical conductivities (Gop and
Oelec)- In addition, the dispersion properties of the nanocomposites were investigated using the theoretical single
oscillator model. The nanocomposites' both nonlinear and linear properties [3", ¥, n, and B.] were increased. The
observed innovative results of the linear and nonlinear optical characteristics of the examined nanocomposites indicate
that CS/Ti0, nanocomposite films are promising materials for further investigation for usage as packaging materials for
food and in a variety of applications involving optical electronics.
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[ToToune nOCTiKEHHS CIIPIMOBAaHE HA CHHTE3 Ta XapaKTEPUCTUKY HAHOKOMITO3UTHHX IUTIBOK XiTO3aHY Ta JIOKCHIY THTAaHY 3 TOUKH
30py MOJISKYJSIPHOI CTPYKTYpH, TEIUIOBHX Ta ONTHYHMX BIACTHBOCTEH JUI1 BHKOPHCTaHHS B YIAKOBII IPOXYKTIB Ta
OINTOENIEKTPOHHKX 3aCTOCYyBaHb. [H(ppauepBoHa criekTpockomist 3 neperBopeHHsM Dyp’e (FTIR) Oyna BukopHucTaHa IyIsi BUBUCHHS
B3aemonii Mixk TiO2-NPs i xito3aHoMm, i aHami3z miarBepaus, mo TiO2-NPs B3aeMomisuin 3 XiTO3aHOM i MPOJIEMOHCTPYBAIH XOPOLTY
cyMicHicTb. JludepeHuianpHa ckaHyoua KaJoOpHUMETpPis Ta TEPMOrpaBiMETPUYHHI aHaJI3 MMOKa3ayy, 0 301IbLUICHHS KOHIIEHTpALil
TiO2-NP mnoxkpamiye TepMiuHy cTabinbHICTh HaHOKOMMO3UTIB. JIiHiiHI onTuyHi BnactuBocTi B mianasoni UV-Vis (200-800 um)
BuMiproBaiu criekrpodoromerpudno. Himkdue 400 HM creKTpH HpOITyCKaHHS HAHOKOMIIO3UTIB IEMOHCTPYIOTh 3HIDKCHHUI CTYIiHB
TIPO30POCTi, MO BKa3ye Ha iX 3[JaTHICTH MOBHICTIO OJOKyBaTH mpormyckanHs Y@-citTna. Mogens Tayka Oyma BHKOpHUCTaHA ISt
imeHTH}IKALI] THIIB €IEKTPOHHUX MEPEXOIiB y 3pa3kax. MoJenab 0IHOTO ocnuIsTopa Oyina BUKOPUCTaHA IJISI TOCHIIKEHHS eHepril
Ta mapametpiB amcrepcii. Takox Oymm mocmimpkeHi HenmiHiHO-onTW4HiI BiactuBocTi. UV-Vis B obmacti (360-410 HM), aHami3
Moka3sas, 1o 30inbmenHs konuenTpanii TiO2-NPs Big 0 mo 12 mac. % 3meHmye kpait noriauHanus 3 2,716 mo 2,043 eB, 3meHmye
npsive (3,282 no 2,798 eB) 1 menpsmi (Bix 2,417 mo 1,581 eB) eneprernuni 3a6opoHeHi 30Hu, 30UTbIIIIM eHeprito Ypbaxa 3 0,692
1o 1,295 eB, 3menmmnu enepriro aucrepcii 3 11,324 mo 5,621 eB, 3meHummim eHeprito ogHoro ocuuisiropa 3 6,308 no 5,393 eB i
MOKPAIINIIH 1HIII JTiHiiHI Ta HeNmiHiNHI mapaMeTp . Pe3ynpTaTi miaTBEepKYIOTh BUKOPUCTAHHS HAHOKOMIO3UTHHX M1iBoK CS/Ti02
B MaKyBaJIbHiil MPOMHCIOBOCTI Ta PI3HOMaHITHIX ONTUYHUX 3aCTOCYBaHHSX.

KuarwuoBi caoBa: ximoszan; Hawouacmunxu TiOz wuanoxomnosumu ximosaw/TiOz;  FTIR awnaniz;, mepmocmadinbHicmy,;
JUHIUHI/HeNiHitinG onmuyHi 6nacmugocmi
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Numerical simulation based on Full Potential-Linearized Augmented Plane Wave calculations (FP-LAPW) is implemented in
WIEN2K code to study the fundamental structural and optoelectronic properties of the Wurtzite ternary alloy structure /nxGal-xN
(x=0.125, 0.375, 0.625 and 0.875) matched on GaN substrate using a 16-atom supercell. The generalized gradient approximation of
Wu and Cohen, the standard local density approach, and the Tran-Blaha modified Becke—Johnson potential was applied to improve the
band structure and optical properties of the concerning compounds. Whenever conceivable, we compare the obtained results by
experiments and computations performed with diverse computational scheme. In those alloys, the essential points in the optical spectra
display the passage of electrons from the valance band to the unoccupied states in the conduction band. The results lead that
Becke-Johnson potential will be a promising potential for the bandgaps engineering of III-V compounds which supplied that those
materials had crucial absorption coefficients that lead to the application for optoelectronics components, especially solar cells.
Keywords: Full Potential-Linearized Augmented Plane Wave (FP-LAPW); InsGaixN; Tran and Blaha modified Becke-Johnson
potential (TB-mBJ); Wurtzite; Solar cells

PACS: 71.15.m, 71.15.Ap, 71.15.Mb, 71.20.b, 71.55.Eq, 78.20.Ci

1. INTRODUCTION

[11-Nitrides elements such as AIN, GaN, InN and their alloys, have all the coveted physical properties for prodigious
of tomorrow's optoelectronic devices [1], which developed one of the numerous studied subjects of semiconductors,
essentially due to their diverse applications in optoelectronics and high-power/high-temperature electronics.

Significant III-V semiconductors are in the Zinc-blende structure; however, the IlI-nitrides exist in the Wurtzite
phase; though, their metastable Zinc-blende structures were more described and studied [2]. The AIN, GaN and InN
crystallize in the stable structure Wurtzite (Wz) [3], this structure is broadly employed because of the band gap nature
(direct) in [I-nitride semiconductors [4].

In contrast, IlI-nitrides (III-Ns) have started to accomplish significant consideration toward the photovoltaic
application [5]. InN is a suited semiconductor material since its base temperature necessity, enormous carrier mobility
and little electron effective mass that affords the application in photovoltaic devices [6]. The band gap of InN was lately
found to be 0.7 eV rather than the previous considered 1.3 eV. Since the band gap of In,Ga,_, N comprising the whole
spectrum variation, tunable by 0.7 eV for InN to 3.4 eV for GaN. Therefore, permitting the design of multi-junction solar
cell with ideal band gap for maximum efficiency [7].

The Wurtzite structure is suitable for growing most Ill-nitride semiconductors [8]. Growth of InGaN with adequate
elevate In incorporation (in fact to attain green emission) has established problematic, while: The lattice mismatch among
GaN and InN equal approximate 11% [9]. InN and In-rich InGaN alloys have not been investigated thoroughly because
of difficulties associated with the growth of these compound [10]. By expanding the thickness of InGaN layer with high
indium (In) content to absorbing light, the material quality turns out to be much more dreadful [11]. Indium gallium nitride
(InGaN) based alloys are widely applied in the domain of optoelectronics, such as light-emitting diodes (LEDs) and laser
diodes (LDs). Recently, InGaN-based alloys concerned much research attention in solar cell application [11]. To date, the
InGaN heterojunction solar cells using a semi-bulk absorber (multi-layered InGaN /GaN structure) [12]. Textured surface
has been performed on InGaN-based solar cells [13]. In,Ga,_,N/GaN double heterojunction solar cells [7].

To supplement the existing experimental and theoretical studies and to afford a basis [14] for explaining notions for
new components and their applications, the calculations of the structural, electronic properties and the optical spectra of
Wz In,Ga,_, N ternary alloys in this framework are presented using first-principles calculations.
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The recent theoretical calculations and studies now a day are done utilizing DFT (density functional theory), it has
become an important tool in the treatment of many-body problems in atomic, molecular, solid state, and nuclear physics
including optical properties of many-body systems [15].

Toward deeper knowledge, slightly extensive experimental and first-principles calculations studies for the ternary
alloys In,Ga,_,N with x varying 0 < x < 1 have accomplished in the research to perform a significant
matching, [4, 16-18]. Therefore, our study could provide as a source of perspective for future searches.

The most prominent interest of DFT lies in its ability to execute computations without empirical parameters as
inputs, whose relieves up application exceedingly from constraints set by experiments [19], the first-principles
calculations based on DFT was performed in the WIEN2k code [20].

After the introduction, the paper has been arranged in three sections. In Section 2, we concisely illustrate the
computational method applied in this study. The important results accomplished for the structural, electronic, and optical
properties of In,Ga,_,N ternary alloys are exhibited and discussed in Section 3. Subsequently, the conclusions in
Section 4.

2. COMPUTATIONAL DETAIL
The precise and important theoretical solution of the structural, electronic, optical, and magnetic properties of metals

and semiconductors is the Kohn-Sham formation [21-23].
The nitrides compounds crystalize in Zinc-blende (space group F43m) and Wurtzite structure (space group P63mc),
Fig. 1 illustrate the stable structure Wurtzite of the binary InN and GaN obtained by the WIEN 2k code.
(b) — i

-

- o i - s . .
Figure 1. [llustration of a 1x1x1 conventional hexagonal cell- Wurtzite: (a) InN Figure 2. Illustration of a 2x2x2 Wurtzite
and (b) GaN. Ing 375Gag g5 N supercell

The current calculations in this study of the physical properties of the Wurtzite ternary alloy A, B;_,N (In,Ga,_,N),
so that x signifies In composition, were performed by the FP-LAPW method based on the DFT executed in the WIEN2k
package [24]. To model A, B;_, N Wurtzite alloy, we used a 16-atom A, Bg_,,Ng supercell, (2 X 2 x 2) that is twice the
size of a primitive Wurtzite unit cell in base plane direction [4]. The realized model of crystal structures of
ternary In,Ga,_, N alloys is shown in Fig. 2.

The exchange and correlation effects were handled applying three different approximations: the Wu and Cohen
Generalized Gradient Approximation (GGA-WC) functional [25,26], the Standard Local Density Approach (LDA), and
the Tran and Blaha modified Becke-Johnson exchange potential (TB-mBJ) [25,27,28] is performed to procure a larger
band gap value that is generally underestimated by LDA and GGA [25]. For the total and partial Densities Of States
(DOS) we considered the orbitals of In (4d'%5s?5p"), Ga (3d'%4s*4p") and N (2s22p?) as valence electrons.

An entirely relativistic calculation moreover scalar relativistic approximation for core and valence state,
respectively, without spin-orbit interaction, were employed. In the interstitial region, the plane wave cut-off value of
RMT - K0 = 7 was used [6], where RMT is the minimum radius of the Muffin-Tin spheres are set to 2.04, 1.84, 1.70
atomic units (a.u) for In, Ga and N respectively, and K4, provides the magnitude of the largest K vector in the plane
wave basis [29]. The maximum [ quantum number of the wave function expansion inside the atomic sphere was defined
t0 Lpgx = 10 [24], for the Fourier expansion the charge density was extended to G4, = 12 (a.u) ™. The Brillion Zone
(BZ) integration has been formed applying Monkhorst-Pack Special K-points approach [30].

3. RESULTS AND DISCUSSION
3.1 Structural properties

First, we performed the structural properties of the binary compounds InN and GaN in the both structures Wurtzite
(Wz) and Zinc-blende (Zb). The InN and GaN are reported by (1x1x1) conventional hexagonal cell (Wurtzite) and face
centered cubic (Zinc-blende).

The computed total energies within GGA as a function of the volume were employed for the perception of theoretical
lattice constant and bulk modulus. The equilibrium energy Ey, the Bulk modulus By, its first derivative By', and the balance
volume at zero pressure Vg, by fitting the calculated total energy to the Murnaghan’s equation of state (EOS) [31], which
is allowed with WIEN2k package.
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From Fig. 3 we noticed that the Wz phase was found to be more stable than the Zinc-blende phase for the InN and
GaN compounds. The calculated lattice constants and bulk modulus are arranged in Table 1.

(a) (b)
~161513,50
u —=— Zb InN -54369,60 —n—Zb GaN
i . e
6151355 *— W7 InN * Wz GaN
o -54369,65 - .
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\ \\ = L\
= NN, Z
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Figure 3. Total energies as a function of volume for the (a) InN and (b) GaN for Zb and Wz phases.

Table I. Lattice constant a and ¢, bulk modulus B and its first derivative B* of InN and GaN, compared to other experimental or
theoretical data, the lattice mismatch 4(a,) and 4(c,) are indicated in the table.

Material ~ a(A) c(A) Ala,)  A(cy) B(GPA) B
Our  Other Exp Our  Other Exp Our Other Our  Other
InN 3.57 3.59* 3.53° 580 5.78  5.69° 0.04 0.11 123.41 -- 4.18 --
3.544  3.51¢ 5.70¢  5.66° 0.06 0.14
3.540  3.55¢ 5718 5.74¢ 0.02 0.06
GaN 321 323*  3.19° 524 5260 5.18 0.02 0.06 176.80 -- 4.20 --
3.18%  3.15¢ 5.18°  5.14¢ 0.06 0.10
3.19¢  3.18° 5.18¢  5.18° 0.03 0.06
3.18f 5.18f

“Ref [32], PRef [33], Ref [34], ‘Ref [35], °Ref [36], Ref [37]

The obtained lattice constant parameters a and ¢ for the Wurtzite InN and GaN were somewhat_bigger than the
experimental lattice constant parameters, the shift in lattice parameter set as 4(a,) and A4(c,). For further details, no
experimental data were possible for the Bulk modulus By and its first derivative By'.

The element configuration of ternary alloy In,Ga,_,N acts a notable part in both physical properties and the
epitaxial growth process. To study the fundamental structural properties of the ternary alloys In,Ga;_,N matched on
GaN substrate for composition of 0 < x < 1, we have considered all studied of the ternary alloys in Wz phase which
is the stable compared with Zinc-blende whereas the ternary alloys In,Ga,;_, N with 16 atoms with 25% intervals of x.

Reviewing the Vegard’s law validity for the Wurtzite ternary alloy In,Ga;_,N, the lattice constant is commonly
denoted as a linear function depend on x concentration of the compounds. The Vegard’s law [38] is applicable for the
both a and c lattice parameters as below:

AnyGas_y N = XAy + (1 = X)agan,

Cing6azxN = XCmn + (1 — X)Cgan-

M
@)

The obtained lattice constants of In,Ga,_, N are summarized in Table II, its clearly observed that the lattice constant
a and ¢ are in inversely proportional relation with the Indium incorporation.

Table II. Lattice constant a and ¢ calculated by The Vegard’s law of In,Ga;_, N, compared to other experimental work results.

Materials a(A) c(A)
Our Exp Our Exp
IM9.125Gog7s N 3.4 3.20a 531 5210
IM.375G o625 N 333 3.30a 5.45 535
Ing,625Go.375 N 3.43 3.38a 5.59 5497
Ino575Gag125 N 3.52 3.47a 5.73 5.64°

“Ref [4]

3.2 Electronic properties

The energy band gap of a semiconductor is an essential key which is extremely useful for their efficient employment
in optoelectronic and different photonic devices. Its small variation can completely modify the utilization in the
optoelectronic devices. Therefore, the knowledge of the character of the band gaps of the current materials and their
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precise values whether by experiments or calculations are not only significant for their technological applications as well
as their band gap tailoring [2].

It is entirely comprehended that the most accurate GGA and LDA undervalue the band gap of semiconductors, the
reason is the regardless of the quasiparticle excitations in DFT. To defeat this obstacle, the mBJ approach was employed
to produce a band gap approaching the experiment value.

The bandgap energy formula of the In,Ga,_,N is depicted as below:

Eg(x) =x-Es(InN) + (1 —x) - Eg(GaN) — b -x- (1 —x), 3)

where Eg(x) , E;(InN), E;j(GaN) are the bandgap energy for the respective In,Ga,_,N , InN and GaN, and b is the
bandgap bowing parameter [39], the Vegard’s law is convenient for the lattice constants of relaxed InGaN. Recent studies
propose that the bowing parameter values depend to the indium incorporation, so that for 0 < x < 0.5 the bowing is
l4eV,and for 0 < x < 1, the bowing be 1.15 eV or 2.5 eV [4].

Accordingly, the calculated results completed of energy at the point I' of high-symmetry on the Brillouin zone for
the studied binary and ternary compounds using the WC-GGA, LDA, TB-mBJ are summarized in Table III, together with
previous experimental results.

Table III. Energy band gap Eg of GaN, InN and In,Ga,_,N calculated with WC-GGA, LDA, TB-mBJ and Vegard’s law compared
to other experimental or theoretical data.

Materials Eg (eV)
WC-GGA LDA TB-mBJ Vegard’s law Calculations Exp
bowing 1.11 bowing 2.5
InN 0.00 0.00 0.77 -- -- 0.70° - 0.77°
Ing125Gapgzs N 1.24 1.31 2.58 2.61 2.46 2.880-3.10°¢
Ing375Ga0625 N 0.49 0.55 1.68 1.91 1.58 1.95P-2.62°¢
Inge25Ga0375 N 0.03 0.08 1.17 1.35 1.02 1.38P
Ingg75Gag 125 N 0.00 0.00 0.82 0.93 0.77 0.85"
GaN 1.67 1.75 3.01 - - 3.50% -3.42b-3.42¢

aRef [16]. P Ref [4]. “Ref[18].

It is obviously noticed that the calculated band gap values (Table III) with TB-mBJ display a clear improvement
over the previously calculated values using Vegard’s law.

Fig. 4 present the band structure of the considered ternary alloy In,Ga,_,N, the high-symmetry lines through the
first irreducible Brillouin zone estimated within mBJ approach.

The Valance Band Maximum (VBM) and the Conduction Band Minimum (CBM) appear at the I" point showing
that the studying materials have a direct band gap. Those results correspond properly through the precedent experimental
and theoretical searches.
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Figure 4. Band structures within TB-mBJ for (a)[n 1,5Gagg75 N , (b) Ing 375Gag 625 N ,(¢) Ing 625Gag 375 N and
(d) Ing g75Gag 125 N
(continued on the next page)
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Figure 4. Band structures within TB-mBJ for (a)lng 1,5Gagg75 N , (b) Ing375Ga0 625 N ,(¢) Ing 625Gag 375 N and
(d Ingg75Gag 125 N .

The data of energy band gap using the WC-GGA, LDA and TB-mBJ approximations depicted in Table III are plotted

in Fig. 5.
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Figure 5. Band gap energy as a function of Indium concentration.

This last one displays that at small Indium composition, a notable bowing can be achieved however at huge indium

composition, the bowing could be negligible.

Therefore, the Band gap energy can be characterized as a function of the Indium composition, the Eg is fitted and

expressed by the following equations:

Eg"¢-G64(x) = 1.68 — 4.13x + 2.46x2,

Eg'P4(x) = 1.76 — 4.15x + 2.39x2,

EgTB-mBJ(x) = 3.03 — 4.25x + 1.98x2.

“
(6))
(6)
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These equations are related to the formula (3), where the bowing b= 2.46, 2.39 and 1.98 corresponding the
respective approximations WC-GGA, LDA and Tb-mBJ.

The information of the electron density of states (DOS) is wanted to comprehend and simplify, the calculated band
structure to know the contributing atomic states, the total and the partial DOS of the studied ternary Ing ;,5Gagg7s N,
Ing375Ga0 625 N, Ing 625Ga0 375 N and Ing g75Gag 125 N respectively are plotted in Fig. 6, which are estimated using the
TB-mBJ scheme. We have considered the inner-shell electrons in the valence electrons of In (4d'°5s*5p'), Ga
(3d"%4s?4p"), and N (25*2p>) shells [40].

(b)
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Figure 6. Total and partial densities of states for (a) Ing125Gagg75 N, (b) Ing375Ga0625 N, (€) INge25Ga0375 N and
(d) Ing g75Gag 125 N compounds

It is obviously shown from Fig. 6, the state’s lesser E the valence band be divided by two region the narrow range
between -13.08 eV to -11.06 eV, mainly originates from the hybridization of In s/p, Ga s/p and N /s states. The wider
region from -6.08 eV to Fermi level contain two peaks, the first between -6.08 to -4.10 eV is mainly occupied by N /p,
Ga /s and In /s states while the second from -4.10 eV approaching to fermi level is densely dominated by N /p, Ga P/d
and In p/d states.
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The studied ternary compounds note a definite energy gap among the valance and the conduction energy bands of
2.58, 1.68, 1.17 and 0.82 eV for the Ing,5Gaggss N, Ing375Gageas N, IMger5Gag375 N and Ing g75Gag 125 N
respectively, the alloys system preserving its semiconductor character. Hence, the dominant conduction electron states
possess a composition from several N /p, Ga s/p/d and In s/p.

3.3 Optical properties

The optical properties are straightly correlated to the electronic band gap of a semiconductor, characterizing the
interaction of electromagnetic radiations with a material. The dielectric function (w) acts an essential part in exploring
the optical properties of a compound.

To provide an excellent optical properties of the WZ semiconductors, a 480 k-points was achieved into the
irreducible part of Brillouin zone (BZ) integration using the TB-mBJ exchange potential for the Ingq,5Gaggss N,
Ing 375Ga0,625 N, Ing 625Ga0,375 N and Ing g75Gag,125 N .

The dielectric function can be written as e(w) = & (w) + i&,(w), illustrates the material response to the photon
spectrum, where the imaginary part of the dielectric function €, (w) signifies the optical absorption in the crystal, those
able to acquire from the momentum matrix elements through the occupied and unoccupied eigenstates. It signifies the
diversity of inter-band transitions in a semiconductor and the real part & (w) of the dielectric function is related to the
imaginary part €,(w) by employing the Kramers Kronig (KK) relations [41].

2 © a L .
glw) =1 +;Pf0 Z%(Zz)dw. @)

Different optical properties can be determined from the dielectric function, selected the refractive index n(w), the
extinction coefficient k(w), the reflectivity R(w), and the absorption coefficient a(w), within the following

relations [42]:
n(w) = [Hra ®)
K(w) — |E((D)|;£1((u)’ (9)

_ ((@)-1)?+k(w)?

R(w) = ((@)+1)2+k(0)2’ (10)
a(w) = T k(w). (11)

Where, A is the wavelength of light in the vacuum.
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Fig.7 (a) show the real part of dielectric function &; (w), afford the static dielectric constant &;(0) presented in
Table IV. The inversely proportional relation between the &; (0) and E; can be defined by the Penn model [43],

e~ 14 (hwy/Ey)*. (12)
Where, w,, is the plasma frequency, and i = h/2m ( h is the Planck constant).

Table IV. Collected the peak positions of e2(w), static dielectric constant ¢;(0), refractive index n(0) and Static reflectivity R(0) for
Ing125Gaggzs N, Ing375Ga0,625 N, INg,625G 00375 N and Ingg75Gag 125 N.

Materials Critical points Static dielectric constant Static refractive Static
index reflectivity

A B C D E 1(0) n(0) R(0)

Ing125Gagg;s N 258 755 893 1022 12.05 4.49 2.11 0.128

Ing375Gag 625 N 1.68 7.07 864 960 11.65 4.93 222 0.144

Ingg25Gag 375 N 1.17 6.06 824 919 11.11 5.33 2.30 0.156

Inggr;5Gag1,s N 082 556  7.89 871 10.75 5.88 242 0.172

&; (w) rises within a small energy margin, then decreases for values less than one, the lower values of &; (w) occurs
at 13.02, 12.53, 11.93 and 11.36 eV for the Ing 1,5Gagg75 N, Ing375Ga0625 N, IMg625GA0375 N and Ing g7;5Gag 15 N,
respectively. These values correspond to the higher values of the reflectivity shown in Fig.7 (a). Furthermore, when
&; (w) attains a stability when getting energy more than (>22, 18, 17and 16) eV for the respective ternary Ing 1,5Gag g75 N,
Ing 375G 625 N, INg 625Ga0 375 N and Ing g75Gag 15 N, designating that the incident photons cross the material without
any notable interaction.

From Fig.7 (b), the calculated &, (w) spectra reveal that the first crucial point A, further set as optical’s absorption
edge occurs at 2.58 ¢V, 1.68 eV, 1.17 ¢V and 0.82 ¢V which represent the direct optical transitions for the respective
compounds Ing 1,5Gagg75 N, INg375Ga0 625 N, INg 625Ga0 375 N and Ing g75Gag 1,5 N . The electronic optical transitions
(represented by peaks B, C, D and E given in Table IV among the valence band and conduction band at 5.~ /"1 symmetry
point, originate the absorption region.

As provides in Fig. 8 (a), the reflectivity reached the maximum in the photon energy range (12.53 to 16.55) eV,
(11.84 to 15.40) eV, (11.51 to 15.06) eV and (10.88 to 14.56) eV for the compounds /1 1,5GAgg75 N, INg375GA0625 N,
Ing625Gag 375 N and Ing g;5Gag 1,5 N respectively.

This Prominent reflectance is explained to the resonance plasmon rising in the Ultraviolet range. Furthermore, the
In integration decrease proportionally the maximum value of the reflectivity as below 0.48, 0.46, 0.45 and 0.44 (a.u) for
the respective In concentration (x = 0.125, 0.375, 0.625 and 0.875).
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The refractive index follows the pattern of &; (w) , It is seen from the Fig.8(b) that n(w) spectra increase and reach
apeak value 0of 2.67 at 6.48 eV ,2.60 at 5.72 €V, 2.52 at 5.23 eV and 2.57at 0.93 eV for the respective Ing1,5Gagg75 N,
Ing375Gag 625 N, Ing 625Gag 375 N and Ing g;5Gag 15 N compounds. Beyond the maximum, the spectra decrease inferior
to 1. As the bandgap is decreased when we increase the In amount, while n(0) alter vice versa with the band gap of the
compounds as mentioned in the Table III. The Refractive index inferior than unity (vg = c/n) exhibits that the group
velocity of the incident radiation is bigger than the lightspeed c [44,45]. It signifies that the group velocity shift to negative

domain and the material turn into superluminal for high energy photons.
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Figure 8. Reflectivity R(w) (a) and (b) Refractive index n(w) for Ing 1,5Gagg75 N, Ing375Ga0625 N, Ing 625Gag 375 N

and In0‘875 Gaoylzs N .

It is clearly from the absorption a(w) spectra plotted in Fig. 9, that the absorption edge occurs at the energy values

2.58, 1.68, 1.17 and 0.82 eV for the compounds Ingq,5Gaggss N,

Ing375Ga0 625 N, IMge5GaA0375 N and
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Ingg75Gag 15 N, respectively. These previous values are identical to the energy gaps of I'v — I'c. The absorption
coefficient is the most important characterizing the solar cells, the maximum a(w) is 248.41, 231.96, 219.30 and 211.55
for In concentration of (x = 0.125, 0.375, 0.625 and 0.875), therefore confirm [46] study, that for In poor region (x less
or equal 25%) of the In,Ga,_, N may allow the possibility of appropriate bandgap engineering for solar cell utilization.

275 275

—In, . Ga N Ga_ N
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Figure 9. Absorption coefficient a(w)for Ing 1,5Gag 875 N, INg375Ga0 625 N, Ing 625Ga0 375 N and Ing g75Gag 125 N

T T T v - ;
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4. CONCLUSIONS

Theoretical study of structural, electronic and optical properties of III-Nitrides alloys based on ‘‘FP-LAPW”’
calculation method, implementing LDA, GGA and mBJ approximations. These ternary compounds Ing1,5Gag75 N,
Ing375Ga0 625 N, INg 625Ga0 375 N and Ing g75Gag 1,5 N have Wurtzite structure. The bandgaps nature of these materials
is direct ['v — T'c. It is inferred that mBJ is an adequate theoretical method for the computation of the band structures of
III/V materials. The findings require that mBJ will be a favorable potential for the bandgaps engineering of III/V
compounds. In those alloys, the critical points in the optical spectra reveal the passage of electrons from valance band to
the unoccupied states in the conduction band. The zero-frequency edge of &, (0) and n(0) show a reversed link with the
bandgaps. From the interpretation of optical graphs, it is provided that those materials are implemented for optoelectronics
components [In poor region (x less or equal 25%) of the In,Ga,;_,N ] in ultraviolet energy ranges and for solar cells
application.
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UncenpHEe MOZICIIOBAHHS Ha OCHOBI PO3PaxyHKiB ITIOBHOI JIiHeapH30BaHoi po3mmpenoi miockoi xsuii (FP-LAPW) peanizoBano B koxi

WIEN2K s BUBYeHHS (pyHIaMEHTAJIBHUX CTPYKTYPHHX i ONITOEJIEKTPOHHHX BIACTHBOCTEH MOTPiiHOT CTpYKTYypH crutaBy Wurtzite

InxGaixN (x = 0,125, 0,375, 0,625 i 0,875) y3romxkeno Ha migkiaani GaN 3a 1onoMorow 16-aTOMHOI CyMepKOMIpKH. Y3araibHEHE

rpanienTHe HabmwkeHHst By Ta Koena, crangaptHuil minxia okansHol mwiibHOCTI Ta Tpan-Braxa MmoaudikoBanuii morenuian bexke—

JIxoHCcOHa, OyaM 3aCTOCOBaHI Ul MOKpPALIEHHS 30HHOI CTPYKTYpU Ta ONTHYHMX BJIACTMBOCTEH BigmoBinHMX cronyk. Komu ne

MOJKJIMBO, MH TIOPIBHIOEMO OTPUMaHI pE3yJbTaTH 3a JONOMOTOI0 EKCIECPHMEHTIB 1 OOYHCICHb, BHKOHAHUX 3a Pi3HAMHU

00YHCITIOBATIBHUMHE CXeMaMH. Y IHX CIUIaBaX OCHOBHI TOYKH B ONTHYHHX CIEKTPaX BiZOOpaXaroTh MEPEXi/ eNeKTPOHIB i3 BaJICHTHOT

30HM [0 HE3alOBHEHUX CTaHIB y 30HI MHpoBimHOCTI. Pe3ympratm cBimuats mpo Te, mo mnoreHmian beke J[xoncoma Oyne
6araToo0iLTIOUNM MOTEHI[IATIOM ISl po3poOKu 3a00poHeHHX 30H croiyk III-V, ski nokasanu, mo 1i MaTepiaan MaroTh BHPIMIATbHI

Koe(illieHTH MOTJIMHAHHS, SIKi IPU3BOASATH 10 3aCTOCYBAHHS JUIsl KOMIIOHEHTIB ONTOSNIEKTPOHIKU, OCOOIMBO COHSYHUX €JIEMEHTIB.

KurwuoBi cinoBa: nosrna nomenyitino-nineapusosana oonosuena niocka xeuisi (FP-LAPW), InxGaixN; Tpan i Baaxa moougixosanuii

nomenyian bexe-/oconcona (TB-mBJ); sopyum, conauni enemenmu
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This work examines mass transfer and MHD free convective flow across a stretching sheet in the presence of a heat source and a
chemical reaction. The sheet's stretching action propels the flow, while a magnetic field applied perpendicular to the flow direction
influences it. The effects of gradients in temperature and concentration on buoyant forces are also taken into account. The continuity,
momentum, energy, and concentration equations are among the coupled nonlinear partial differential equations that regulate the system.
Similarity transformations are used to convert these equations into a system of ordinary differential equations, which are then
numerically solved using bvp4c techniques. In this investigation, magnetic, buoyancy, chemical reaction rate, and heat source factors
are the main parameters of interest. The outcomes show the influence of these parameters on the boundary layer's temperature,
concentration, and velocity profiles. To quantify the mass transfer rate, heat transfer rate, and shear stress at the sheet surface, the skin
friction coefficient, Nusselt number, and Sherwood number are calculated. By manipulating the magnetic field, chemical reactions,
and heat generation, the work offers important new insights into how to best utilise MHD flows in industrial processes, such as polymer
manufacturing, chemical reactors, and cooling systems.

Keywords: MHD; Stretching Surface; Heat source; Chemical reaction; bvp4c

PACS: 47.55.P-, 44.05.+¢, 82.80.Dx, 44.40.+a

INTRODUCTION

An intricate and crucial subject in fluid mechanics, especially for industrial and engineering applications, is the study
of magnetohydrodynamic (MHD) free convective flow and mass transfer over a stretching sheet with a chemical reaction
and heat source. Heat transfer, chemical processes, magnetic fields, fluid dynamics, and heat transfer are all intricately
entwined in the study of MHD free convective flow and mass transfer across a stretching sheet and with a heat
source [20-21]. These studies' main goal is to comprehend how these variables affect flow and transfer characteristics,
which can help create industrial processes that are more productive and efficient. Improved heat and mass transfer rates,
flow separation control, and overall engineering system performance are all aided by this research.

Stretching sheets are surfaces that extend in a specific direction and are frequently modelled as moving with either
a linear or nonlinear velocity. Owing to its applications in industrial operations including metal processing, polymer
extrusion, and electronic device cooling, the study of fluid flow over a stretching sheet is a significant problem in fluid
mechanics [4-5]. When comparing the analysis of fluid flow across a stretching sheet with slip conditions to the traditional
no-slip boundary condition, more intricacy is added. Where the premise of no-slide may not hold true, slip conditions are
crucial to understanding different types of micro- and nanoscale fluxes [14-16]. Double stratification's impact on heat
transmission and magnetohydrodynamic (MHD) Williamson fluid boundary layer flow over a stretching or contracting
sheet submerged in a porous medium is a complicated topic with important implications in a range of industrial and
technical operations [17-18]. It is a crucial procedure to investigate how radiation affects flow and heat transfer across an
unstable, stretched sheet. The interplay of radiative heat transfer, fluid flow, and heat transfer in the boundary layer that
forms over a stretching sheet whose velocity varies with time is the subject of the problem [23].

A fluid's density, viscosity, and electrical conductivity can all change as a result of a chemical reaction occurring
within it. The heat source and chemical kinetics may be coupled if the reaction rate is temperature-dependent. It is
examined how a chemical reaction magnetohydrodynamics (MHD) viscous fluid flows steadily over a two-dimensional
boundary layer with suction and injection over a diminishing sheet by Y. Khan [2]. Mahabaleshwar et al [12] studied the
influence of a magnetic field on mixed convection heat transfer through Casson fluid flow across a porous material when
thermo-diffusion mechanisms involving carbon nanotubes are present. Examining the interaction between molecules and
the dissipation of viscosity in MHD convection flow across an infinite vertical plate embedded in a porous material using
the Soret effect by Goud et al [19]. The temperature distribution inside the fluid is impacted by the presence of a heat
source. This in turn may affect the fluid's electrical conductivity, density (by thermal expansion), and pace of chemical
reaction [3]. K. Raghunath et al [7] examine the effects of radiation absorption and thermos diffusion on an unsteady
magnetohydrodynamic flow past a moving plate that is infinitely vertical and permeable while thermal radiation, heat
absorption, and a homogenous chemical reaction are present and the suction is varied. The steady free convection of an
electrically conducting viscous and incompressible fluid in the coexistence of magnetic and suction/injection parameters
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is studied in a vertically oriented porous channel with a line/point heat source/sink (point/line heat generation/absorption)
at various channel positions by Jha et al [8]. Ramudu [9] investigates how a constant convective magnetohydrodynamic
shear-thickening liquid stream across a vertically extended sheet is affected by viscous dissipation stimuli.

Studying the movement of a species (solute) inside a fluid is known as mass transfer in the context of MHD free
convective flow over a stretching sheet with a chemical reaction and heat source. Reaction kinetics, convection, and
diffusion all work together to control this process. Applications in industrial and technical processes, such as material
processing, chemical reactors, and cooling systems, require a thorough understanding of these interactions. The behaviour
of the concentration, temperature, and flow fields under different circumstances can be predicted by numerically solving
these equations [1]. Aspects of mass and heat transport in MHD flow across an exponentially stretched sheet involving
chemical reactions was studied by Paul and Das [13]. In the presence of a steady transverse magnetic field, the impact of
a chemical reaction on the free convective flow and mass transfer of a viscous, incompressible, and electrically conducting
fluid over a stretching surface is examined by Afify [22].

The novelty of this study is that it looks into 2D, steady flow, heat and mass transfer over a stretched sheet that has
a heat source and a chemical process going on. According to the author’s best knowledge, no researcher has earlier studied
the combined effects of heat source and chemical reaction with the boundary conditions used in this article. Additionally,
the hall effect is not taken into account since only a weak magnetic field is being addressed. To do the analysis, we usually
have to solve a set of linked partial differential equations that control the flow, concentration, and temperature of the fluid
while taking magnetic fields, gravity, chemical processes, and heat generation into account. Additionally, the new findings
are thought to be pretty good when compared to earlier research.

MATHEMATICAL FORMULATION

We examine the mass transfer and steady free convective flow of an electrically conducting, viscous, and
incompressible fluid across a stretching sheet. The sheet is being stretched at a rate proportionate to the distance from the
fixed origin, x=0, by applying two equal and opposing forces along the x-axis. Figure 1 illustrates the imposition of the
uniform transverse magnetic field Bo along the they-axis. There is very little magnetic field created by the electrically
conductive fluid moving. For tiny magnetic Reynolds numbers, this assumption is correct. Additionally, it is believed that
there is no external electric field and that the electric field created by charge polarisation is very small. Neglect is given
to the pressure gradient and viscous dissipations. Viscous dissipations and the pressure gradient are disregarded. It is
believed that the species concentration and temperature will disappear far away from the sheet and are kept at specified
constant values, T,, and C,,,.

[ =}

u=ax

4___4—40—>—>——>

Figure 1. Coordinate system and Physical model of the problem

With the Boussinesq approximation and these presumptions in place, the governing equations for the laminar
boundary layer flow's continuity, motion, energy, and species diffusion are as follows:
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The boundary conditions are

u(x,0) = ax, v(x,0) =0, T(x,0) = constant =T,,, C(x,0) = constant = C,,
u(x,0) =0, T(x,0) =0, C(x,0)=0.
Steam function is:

= L, =¥

u= = .
oy’ ox

Similarity transformations are:

1

Yy = @yixfa), n=(2y 6=1, ¢==X
The non-dimensional equations are:
"+ ff" = f?+Gro + Gep — M*f' =0,
0" + Prfe' — PrS6 =0,
¢ +Sc(f¢’ —yp™ = 0.
Boundary conditions are:
fO=0 f(O=1 60)=1 ¢0=1 atn=0,
fl0)=0, 6()=0, $(=)=0 atn- oo,

Solution Method

(&)
(6)
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®)
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(10)
(11)

(12)
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The dimensionless quantities are used to convert the equations (1) to (4) with boundary conditions (5) to (6) into
non-dimensional equations (9) to (11) with boundary conditions (12) to (13) that may then be solved in MATLAB using
the BVP4C method. Numerical values for the fluid's temperature, velocity, and species concentration can also be found
using this method. Analysis is also done on the different skin friction, Nusselt, and Sherwood numbers.

RESULTS AND DISCUSSION

The paper provides a thorough examination of how different parameters affect mass transfer and MHD free
convective flow across a stretching sheet that has a heat source and a chemical reaction. By improving our knowledge of
the intricate relationships between mass transfer across a stretching sheet and MHD free convective flow, this research
will help build more effective and regulated industrial and chemical processing methods. Below is a discussion of the

various impacts of these distinct parameters.

1
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Figure 2. Velocity variation for M Figure 3. Temperature variation for M Figure 4. Concentration variation for M

Figures 2-4 illustrate how various fluid distributions vary in relation to the magnetic parameter. With increasing M,
the temperature and fluid concentration will rise while the velocity will fall. Increases in M also result in increases in the
Lorentz force opposing the flow, which accelerates the flow's deceleration. The fluctuation of various fluid distributions

for the Prandtl number is shown in Figures 5-7.
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With an increase in Pr, the fluid's concentration will rise, but its velocity and temperature will fall. In comparison
to thermal diffusivity, momentum diffusivity becomes increasingly prominent as the Prandtl number rises. The velocity
profile close to the shrinking sheet decreases as a result of the thinner velocity barrier layer. A rise in the Prandtl number
signifies a comparatively low thermal diffusivity. As a result, there is a thinner thermal barrier layer and a lower
temperature profile due to less effective heat conduction. As the thermal boundary layer gets thinner in concentration
profiles, an increase in the Prandtl number may cause the concentration boundary layer to get bigger. This may lead to a
rise in the chemical species concentration in the vicinity of the surface.
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Figure 5. Velocity variation for Pr Figure 6. Temperature variation for Pr  Figure 7. Concentration variation for Pr

Variations for the different fluid distributions for the heat source parameter are described in Figures 8-10. When a
heat source is present, the fluid's temperature tends to rise. This can lower the fluid's density and, consequently, the
buoyant forces that propel the flow. Convective heat transfer, which extracts heat from the boundary layer more
effectively, may be the cause of the temperature profile's drop. The changed diffusion processes are responsible for the
increase in the concentration profile. By altering the local temperature gradients, the heat source can have an impact on
the diffusion of chemical species, which in turn affects the concentration boundary layer. The concentration of the
chemical species close to the surface may rise as a result of this impact. When considering the effect of the chemical
reaction parameter (y), it describes the rate of chemical reaction within the fluid are shown in Figs. 11-13. The velocity
profile often decreases as the chemical reaction parameter increases because of the increased reactant consumption, which
might lessen the flow's overall driving forces. More heat is produced when the chemical reaction parameter is increased,
which raises the temperature profile inside the boundary layer. Reactant consumption rate increases are indicated by
increases in the chemical reaction parameter. Because the chemical species are being transformed into products more
quickly, the concentration of those species within the boundary layer decreases as a result.
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Figure 8. Velocity variation for § Figure 9. Temperature variation for S
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Table 1 explains the validity of our work. Given that the Nusselt number values are identical to those of previously
published studies, our study is validated, taking all factors into account.

Table 1. Comparison of —8'(0) value with previously published papers

M Y Afify [22] Present study

0.1 0.2940 0.2941

0.5 0.2261 0.2263

1.0 0.1081 0.1082

0.1 0.4826 0.4826

0.5 0.4518 0.4518

1.0 0.4231 0.4231

Table 2. Variations of f"'(0), —08'(0) and — ¢'(0) for different parameters

S n Pr Y M Sc (0 -6'(0) —-¢'(0)
1 2 0.71 0.1 0.1 0.1 0.3963 1.0181 0.2197
2 0.4344 1.5672 0.2186
5 0.4543 1.9692 0.2181
1 0.4344 1.5672 0.2186
2 0.4366 1.5671 0.2252
3 0.4368 1.5671 0.2239
0.1 0.3279 0.5836 0.2236
0.72 0.4351 1.5783 0.2185
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S n Pr Y M Sc (0 —0'(0) —¢'(0)
1.0 0.4514 1.8623 0.2181
0.1 0.4344 1.5672 0.2186
0.5 0.4271 1.5675 0.1971
1.0 0.4182 1.5679 0.1721
0.1 0.4344 1.5672 0.2186
0.5 0.5707 1.5638 0.2147
1.0 0.9332 1.5552 0.2053
0.1 0.4344 1.5672 0.2186
5 0.6719 1.5583 1.3022
10 0.7055 1.5574 1.7409

The fluctuation of physical parameters for various parameters is displayed in the Table 2. The skin friction parameter
will go down with G but will increase with S,n, Pr, M, and Sc. as S, Pr,and G The Nusselt number grows but falls as
n, M, and Sc increase. The Sherwood number goes down with S, Pr, G, and M but goes up with n and Sc. Because of
the increased Lorentz force, the skin friction coefficient usually increases as M increases. Depending on how much the
magnetic field promotes or inhibits the formation of thermal boundary layers, the Nusselt number may go down or up.
Since the Sherwood number is dependent on convective mass transfer, which is controlled by the magnetic field, it
fluctuates similarly to the Nusselt number. Changes in the concentration profile can impact the Sherwood number when
a chemical reaction is taking place. The kind of response can also affect the Nusselt number and, consequently, the thermal
boundary layer. Friction on the skin Increased viscosity brought on by the heat source parameter's influence causes the
coefficient to rise. Because of variations in the surface temperature gradient, the heat source parameter directly affects
the Nusselt number. A stronger temperature gradient causes the Nusselt number to rise, although thermal saturation might
cause it to fall. Sherwood numbers may rise if the boundary layer stabilises but may drop with less mass diffusion.

CONCLUSIONS
A magnetic field has been used to study the effects of a heat source, chemical reaction, and mass transfer on free
convective flow and the mass transfer of a viscous, incompressible, and electrically conducting fluid over a stretching
surface. A similarity transformation has been used to translate the governing equations with the boundary conditions into
a system of non-linear ordinary differential equations with the necessary boundary conditions. The bvp4c approach has
also been utilised to obtain numerical solutions for the similarity equations. It can be inferred from the current study that

»  The fluid's temperature and velocity are both lowered by the heat source parameter, but its concentration
profile is also raised.

» The fluid's temperature profile rises when the chemical reaction parameter is increased, but the fluid's velocity
and concentration drop.

» The fluid's temperature and concentration profile rise along with the fluid's decreased velocity when the
magnetic parameter is raised.

» Skin-friction increases with increasing S, n, Pr, M and Sc; but it decreases with increasing y.
»  With increasing S, Prand y, the coefficients of Nusselt number increases; it decreases with n and Sc.
» Sherwood number drop with growing S, Pr,y and M; but it increases with n and Sc.

The expansion of this field's theoretical, computational, and applied aspects may be the main focus of future research
prospects. For other applications that are important to industry, expand the research to non-Newtonian fluid models like
Casson or viscoelastic fluids. To investigate coupled effects, incorporate Hall currents and heat radiation into the MHD
equations. Expand the research to include turbulent flow regimes and look at the system's stability analysis. Examine how
adding nanoparticles such as metallic oxides or graphene to nanofluids might improve mass and heat transmission.
Investigate three-dimensional stretching sheets to more accurately simulate intricate systems, including industrial sheets
or biological membranes.

List of symbols Subscripts

B,: imposed magnetic field w: wall condition

a: stretching rate constant o0: constant condition

Cp: specific heat oo: free stream condition

C: concentration

D: diffusion coefficient Greek symbols

S: Heat source parameter 9: kinematic viscosity

Gce: local modified Grashof number B: coefficient of thermal expansion
f: similarity function P: stream function

n: order of reaction p: density

ko: reaction rate constant o: electric conductivity

g: acceleration due to gravity 0: dimensionless temperature

Gr: local Grashof number B coefficient of expansion with concentration
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k: thermal conductivity ¢P: dimensionless concentration
Sc: Schmidt number n: similarity variable
T: temperature y: non-dimensional chemical reaction parameter
M: magnetic parameter
Pr: Prandtl number
(x,y):  Cartesian coordinates
(u,v): velocity components along (x,y) —axes
ORCID

Sunmoni Mudoi, https://orcid.org/0009-0000-2170-5235; ©Satyabhushan Roy, https://orcid.org/0009-0005-7899-7351
Dipak Sarma, https://orcid.org/0009-0007-1463-242X; ©®Ankur Kumar Sarma, https://orcid.org/0009-0003-6209-8859

(1]

(7]

(8]
(9]
[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

(20]

REFERENCES
R. Kandasamy, K. Periasamy, and S. Prabhu, “Chemical reaction, heat and mass transfer on MHD flow over a vertical stretching
surface with heat source and thermal stratification effects,” International Journal of Heat and Mass Transfer, 48(21-22),
4557-4561 (2005). https://doi.org/10.1016/j.ijheatmasstransfer.2005.05.006
Y. Khan, “Two-Dimensional Boundary Layer Flow of Chemical Reaction MHD Fluid over a Shrinking Sheet with Suction and
Injection,” Journal of acrospace engineering, 27(5), (2014). https://doi.org/10.1061/(asce)as.1943-5525.0000274
S. Mishra, G. Dash, and M. Acharya, “Mass and heat transfer effect on MHD flow of a visco-elastic fluid through porous medium
with oscillatory suction and heat source,” International Journal of Heat and Mass Transfer, 57(2), 433-438 (2013).
https://doi.org/10.1016/j.ijheatmasstransfer.2012.10.053
M. Gnaneswara Reddy, P. Padma, and B. Shankar, “Effects of viscous dissipation and heat source on unsteady MHD flow over
a stretching sheet,” Ain Shams Engineering Journal, 6(4), 1195-1201 (2015). https://doi.org/10.1016/j.asej.2015.04.006
K. Bhattacharyya, “Effects of heat source/sink on MHD flow and heat transfer over a shrinking sheet with mass suction,”
Chemical Engineering Research Bulletin, 15(1), (2011). https://doi.org/10.3329/cerb.v15i1.6524
P. Jalili, S.M.S. Mousavi, B. Jalili, P. Pasha, and D.D. Ganji, “Thermal evaluation of MHD Jeffrey fluid flow in the presence of
a heat source and chemical reaction,” International journal of modern physics B/International journal of modern physics b, 38(08),
2450113 (2024). https://doi.org/10.1142/s0217979224501133
K. Raghunath, M. Obulesu, and K.V. Raju, “Radiation absorption on MHD free conduction flow through porous medium over
an unbounded vertical plate with heat source,” International journal of ambient energy, 44(1), 1712-1720 (2023).
https://doi.org/10.1080/01430750.2023.2181869
B.K. Jha, M.M. Altine, and A.M. Hussaini, “MHD steady natural convection in a vertical porous channel in the presence of
point/line heat source/sink: An exact solution,” Heat transfer, 52(7), 4880—4894 (2023). https://doi.org/10.1002/htj.22903
A.C.V. Ramudu, K.A. Kumar, and V. Sugunamma, “Application of heat transfer on MHD shear thickening fluid flow past a
stretched surface with variable heat source/sink,” Heat Transfer, 52(2), 1161-1177 (2023). https://doi.org/10.1002/htj.22734
N.J. Mishra, and N.T. Samantara, “Effect of Non-Linear Radiation and Non-Uniform Heat Source/Sink on Flow over a Linear
Stretching Sheet with Fluid Particle Suspension,” CFD Letters, 15(2), 42-53 (2023). https://doi.org/10.37934/cfdl.15.6.4253
S.A. Lone, A. Khan, H. Alrabaiah, S. Shahab, Zehba Raizah, and 1. Ali, “Dufour and Soret diffusions phenomena for the
chemically reactive MHD viscous fluid flow across a stretching sheet with variable properties,” International journal of heat and
fluid flow, 107, 109352—109352 (2024). https://doi.org/10.1016/j.ijheatfluidflow.2024.109352
U.S. Mahabaleshwar, K.N. Sneha, and A. Wakif, “Significance of thermo-diffusion and chemical reaction on MHD Casson fluid
flows conveying CNTs over a porous stretching sheet,” Waves in random and complex media, 1-19, (2023).
https://doi.org/10.1080/17455030.2023.2173500
A. Paul, and T. K. Das, “Thermal and mass transfer aspects of MHD flow across an exponentially stretched sheet with chemical
reaction,” International Journal of Ambient Energy, 1-27 (2023). https://doi.org/10.1080/01430750.2023.2179110
C.A. Nandhini, S. Jothimani, and A.J. Chamkha, “Effect of chemical reaction and radiation absorption on MHD Casson fluid
over an exponentially stretching sheet with slip conditions: ethanol as solvent,” European Physical Journal Plus, 138(1), (2023).
https://doi.org/10.1140/epjp/s13360-023-03660-8
M.P. Preetham, and S. Kumbinarasaiah, “A numerical study of two-phase nanofluid MHD boundary layer flow with heat
absorption or generation and chemical reaction over an exponentially stretching sheet by Haar wavelet method,” Numerical heat
transfer. Part B, Fundamentals/Numerical heat transfer. Part B. Fundamentals, 85(6), 706-735 (2023).
https://doi.org/10.1080/10407790.2023.2253364
Z. Khan, E.N. Thabet, A.M. Abd-Alla, and F.S. Bayones, “Investigating the effect of bio-convection, chemical reaction, and
motile microorganisms on Prandtl hybrid nanofluid flow across a stretching sheet,” Zeitschrift fiir angewandte Mathematik und
Mechanik, (2023). https://doi.org/10.1002/zamm.202300509
R. Geetha, B. Reddappa, N. Tarakaramu, B.R. Kumar, and M.I. Khan, “Effect of Double Stratification on MHD Williamson
Boundary Layer Flow and Heat Transfer across a Shrinking/Stretching Sheet Immersed in a Porous Medium,” International
journal of chemical engineering, 2024, 1-12 (2024). https://doi.org/10.1155/2024/9983489
R.M. Kumar, R.S. Raju, M.A. Kumar, and B. Venkateswarlu, “A numerical study of thermal and diffusion effects on MHD
Jeffrey fluid flow over a porous stretching sheet with activation energy,” Numerical heat transfer. Part A. Applications/Numerical
heat transfer. Part A, Applications, 1-22 (2024). https://doi.org/10.1080/10407782.2024.2319344
B.S. Goud, Y.D. Reddy, and K.K. Asogwa, “Inspection of chemical reaction and viscous dissipation on MHD convection flow
over an infinite vertical plate entrenched in porous medium with Soret effect,” Biomass Conversion and Biorefinery, (2022).
https://doi.org/10.1007/s13399-022-02886-3
B.M. Cham, N. Shams-ul-Islam, M. Saleem, S. Talib, and S. Ahmad, “Unsteady, two-dimensional magnetohydrodynamic (MHD)
analysis of Casson fluid flow in a porous cavity with heated cylindrical obstacles,” AIP advances, 14(4), (2024).
https://doi.org/10.1063/5.0178827



510
EEJP. 4 (2024) Sunmoni Mudoi, et al.

[21] M. Mahboobtosi, et al., “Investigate the Influence of Various Parameters on MHD Flow characteristics in a Porous Medium,”
Case studies in thermal engineering, 104428104428 (2024). https://doi.org/10.1016/j.csite.2024.104428

[22] A.A. Afify, “MHD free convective flow and mass transfer over a stretching sheet with chemical reaction,” Heat and Mass
Transfer, 40(6-7), (2004). https://doi.org/10.1007/s00231-003-0486-0

[23] M.A. El-Aziz, “Radiation effect on the flow and heat transfer over an unsteady stretching sheet,” International communications
in heat and mass transfer, 36(5), 521-524 (2009). https://doi.org/10.1016/j.icheatmasstransfer.2009.01.016

MACOINEPEHOC TA BIBHHWI MI'Jl KOHBEKIIMHAM MOTIK YEPE3 JIUCT IO PO3TATYETHCS
3 JI’)KEPEJIOM TEILIA TA XIMIYHOIO PEAKIIEIO
Cyunmoni Mynoii?, Carbsnoxyman Poii?, Jlinak Capma?, Auxyp Kymap Capma®?
“@akynomem mamemamuxu, Ynieepcumem Kommon, I yeaxami-781001, Inoia
bcDaKyﬂbmem mamemamuxu, Koneooswe baoci Banikanma Kakami, Haeaon, bapnema-781311, Inois

VY wiit po6oTi po3rsagaeTsest MacooOMin 1 MIT/] BiTbHHI KOHBEKTUBHHHI MOTIK depe3 Juct LL[O po3TaryeThes 3a HasIBHOCTI pKepea
Teruia Ta XiMiyHoi peaxuii. Jlis po3TsAryBaHHs JIMCTa HNPHCKOPIOE IOTIK, TOMAI SK MAarHiTHe IoJie, NMPUKIIaICHE MEePNeHANKYISIPHO
HAIpsIMKy TIOTOKY, BIUIMBA€ Ha HBOTO. Tak0X BPaxOBYETHCS BILUIMB T'PAJI€HTIB TEMIIEPATYpH Ta KOHLEHTpALii Ha BHIITOBXYBAaJIbHI
cuiy. PiBHSAHHS Oe3repepBHOCTI, IMITYJIBCY, €HEpril Ta KOHIEHTPALlil Hale)XXaTh [0 0B’ 13aHNX HEeNHIHHNX qudepeHIiaIbHIX PIBHIHb
y YaCTHHHHX INOXiJHUX, SIKI PETYNIOITH cucTeMy. IlepeTBopeHHs MoAi0HOCTI BUKOPUCTOBYIOTHCS IS IEPETBOPEHHS [IUX PIBHSHD Y
CHCTeMy 3BHYAiHUX AU(EpeHLiaIbHAX PIBHSIHB, SIKI MOTIM YHCEIBHO PO3B’SI3YIOTHCS 3a JOMOMOroi0 MeToxAiB bvpdc. V upomy
JOCIIIDKEHHI OCHOBHUMH ITapaMeTpaMH, 110 MPEACTaBIsIIOTh iHTepeC, € MarHiTHe IoJie, MIaBy4icTh, MIBUAKICT XIMIYHOI peakiii Ta
JDKepeso Tema. Pe3ynpTaTh MOKa3ylOTh BIUIMB IMX IApaMeTpiB Ha TeMIeEparypy, KOHIEHTpamilo Ta Mpogili MBHIKOCTI
MPUKOPAOHHOTO Imapy. s KiNbKICHOTO BH3HAYEHHs IIBUAKOCTI MacoOOMiHY, HIBHIKOCTI TEIIOOOMiHY Ta HAalpyrd 3CyBY Ha
MOBEPXHI JINCTA PO3PaXOBYIOTh KoeillieHT LIKipHOTo TepTs, uncio Hyccenbra ta yncio [llepyna. MaHimy Ir0r04i MarHiTHIM I10JIEM,
XIMIYHUMH peakLisiIMi Ta BUAUICHHSM TeIlia, po0oTa MPOIOHYE HOBE BaXKJIMBE YSABICHHS PO T€, K HAWKpalle BUKOPUCTOBYBATH
norokd MI'J] y mpoMuciioBrX Hporecax, TaKUX sIK BUPOOHUITBO TIOJIIMEPiB, XIMIYHI PEaKTOPH Ta CUCTEMH OXOJIO/DKSHHS.
Kurouosi cinosa: MIJ/[; nogepxms, wo posmscyemscsi; 0dcepeio menaa, Ximiuna peaxyis, bvp4c
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B-Lactoglobulin (B-1g), the predominant whey protein, is renowned for its nutritional and functional attributes, including its ability to
bind hydrophobic and charged molecules. These properties make B-lg a promising candidate for applications such as drug delivery
systems, nutraceutical carriers, and nanocomposites for environmental remediation, particularly in detecting and removing heavy
metals. Despite its potential, the impact of heavy metal binding on B-1g's structure and stability remains insufficiently explored, posing
challenges for its advanced applications. In this study, molecular dynamics (MD) simulations were employed to investigate the
structural and dynamic responses of -Ig to the binding of heavy metal ions—Cd?', Ni**, Co*", Pb*', and Pt*'. A series of 200-ns MD
simulations for the metal-protein complexes was conducted at 300 K using GROMACS software and the CHARMM General Force
Field. Key structural parameters analyzed included backbone root-mean-square deviation (RMSD), radius of gyration (Rg), solvent-
accessible surface area (SASA), and root-mean-square fluctuations (RMSF). The results demonstrated that binding of Cd?, Ni?*, Co**,
Pb?*, and Pt** destabilized the protein's structure, with notable effects observed in critical regions such as the EF loop, H-strand, and
AB loop. The extent of destabilization varied depending on the specific heavy metal ion. These findings emphasize the need for detailed
residue-level analyses to fully elucidate the structural changes induced by metal binding and their implications for B-1g's functional
properties. This work provides valuable insights into the behavior of B-lg under heavy metal binding and lays the groundwork for
developing B-lg-based nanosystems for environmental and biomedical applications.

Keywords: Protein-metal interaction; Heavy metals;, Molecular dynamics

PACS: 87.14.Cc, 87.16.Dg

Rapid industrialization and urbanization have significantly increased the discharge of heavy metals into global water
resources. Even at trace concentrations, heavy metals pose serious health risks by damaging bones, nerves, and enzymes,
and contributing to various severe health conditions [1,2]. To address this issue, a range of methods has been developed
over the years for the removal of toxic heavy metals, including ion exchange [3,4], reverse osmosis [5], complexation
precipitation [6,7], and adsorption [8,9]. Among these, adsorption stands out as an efficient, environmentally sustainable,
and cost-effective solution, particularly when low-cost adsorbents are utilized [8,9]. Within the realm of adsorption,
biosorption has gained prominence. This approach employs biopolymer-based biomass—such as chitosan, alginate,
cellulose, starch—to bind and remove pollutants passively from aqueous solutions [10,11]. Among various biosorbents,
protein-based nanomaterials have emerged as particularly promising candidates for heavy metal adsorption, owing to
their diverse amino acid functional groups, which exhibit strong metal-binding properties [12-21]. The ability to induce
the supramolecular assembly of protein molecules and tailor the structural properties of newly formed two- or three-
dimensional structures at the molecular level opens new avenues for designing customized materials for various
applications. A wide range of structures, including fibrils, spherical condensates, and gels, can be generated, spanning
sizes from the nanoscale to the macroscopic scale. These supramolecular assemblies' structure, mechanical properties,
charge, polarity, water accessibility, and stability can be precisely adjusted by controlling the growth conditions [12-21].
Recent advancements in protein-based adsorbents, including proteins and peptides functionalized derivatives and protein-
derived nanomaterials have demonstrated exceptional removal efficiencies for a wide range of heavy metals [12-21]. To
exemplify, Yu et al. developed a hybrid membrane for detecting and separating mercury ions by combining gold
nanoclusters, bovine serum albumin (BSA) nanofibers, and graphene oxide with a mercury removal efficiency of up to
90.4% [13]. The soy protein-based polyethylenimine hydrogel was found can effectively adsorb Cu(Il) ions from aqueous
solution even in the presence of co-existing competitive heavy metal ions, such as Zn(II), Cd(Il), and Pb(Il) [14]. The
excellent Pb (II) ions adsorption efficiency was previously observed for bovine serum albumin micro-sized amyloid-like
spherical particles [ 15] and soy protein microsponges [16]. Costal et al demonstrated the efficiency of tunable biopolymers
based on elastin-like polypeptides composed of either one or two hexahistidine clusters for Cd(II) removal [17]. In
particular, hybrid membranes combining activated carbon and amyloid fibrils, self-assembled from various proteins such
as B-lactoglobulin, soy protein, globulin, silk, and albumin, have shown exceptional effectiveness in purifying wastewater
contaminated with heavy metals and radioactive compounds. [18-21]. More specifically, a hybrid membrane with
activated carbon successfully removed over 99.5% of gold, mercury, lead, and palladium, both individually and in mixed
aqueous solutions, and achieved 99% removal of arsenites and arsenates from prepared solutions and real contaminated
water [18-21]. The isothermal thermal calorimetry (ITC) measurement performed by Peydayesh et al. also demonstrated
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the more than 99% removal efficiencies of hybrid protein-carbon membranes also for chromium, nickel, silver, and
platinum ions [18].

Among the various proteins employed in the composition of protein-based nanomaterials for heavy metal removal,
B-lactoglobulin has emerged as a particularly promising, readily available, and low-cost candidate [18—20]. Numerous
studies have highlighted B-lactoglobulin's ability to interact with various heavy metal ions, especially in the context of
amyloid-carbon hybrid membranes [18-20]. However, to the best of our knowledge, little is known about the
intermolecular interactions between heavy metal ions and B-lactoglobulin. Motivated by the protein's capacity to bind
specific heavy metal ions, in our recent studies we identified the binding sites for heavy metal ions (Cu?*, Fe**, Mg,
Mn?*, Zn?*, Cd*", Fe*", Ni**, Hg?*", Co*, Cu*, Au', Ba?', Pb*, Pt**, Sm**, and Sr?*) on B-lactoglobulin and explored the
possible interactions involved in protein-ion binding [22]. Building on our previous work, the present study employs
molecular dynamics simulations to elucidate the influence of selected heavy metal ions (Cd*", Ni**, Co*, Pb*", Pt**) on
the structure and dynamics of B-lactoglobulin.

MOLECULAR DYNAMICS SIMULATIOS

Molecular dynamics simulations and trajectory analyses were conducted using GROMACS software (version 5.1)
with the CHARMM36m force field. The three-dimensional X-ray crystal structure of bovine p-lactoglobulin was obtained
from the Protein Data Bank (https://www.rcsb.org/) under c. Input files for the MD simulations were prepared using the
Solution Builder module of the web-based CHARMM-GUI interface [23]. The system was solvated using a TIP3P water
rectangular solvation box, ensuring a minimum distance of 10 A between the protein and the box edges. Six distinct ion-
protein systems were prepared for simulation. The control system consisted of the protein and 7 Na+ ions, added to
neutralize the protein’s net charge. Heavy metal ions were introduced into the system and randomly distributed according
to the following scheme:

Table 1. The composition of systems containing bovine B-lactoglobulin and heavy metal ions

Metal Number of metal ions Number of CI
Cd**: 4 1
Co’": 3 2
Ni?': 4 1
Pb%": 4 1
Pt2": 4 1

The molecular dynamics simulations and analysis of the trajectories were performed using the GROMACS
software (version 2023.3) with the CHARMM36m force field in the NPT ensemble with the time step for MD simulations
2 fs. The calculations were performed at a temperature of 300 K. The minimization and equilibration of the systems were
carried out during 50000 and 250000 steps, respectively. The Berendsen algorithm was used for thermostat and barostat
during the equilibration phase. The LINCS algorithm was applied to constrain the lengths of hydrogen-containing
bonds.The time interval for MD calculations was 200 ns. The GROMACS commands gmx rms, gmx gyrate, gmx rmsf
were used to calculate the protein backbone root-mean-square deviation (RMSD), protein radius of gyration (Rg), root-
mean-square fluctuations of the C-alpha atoms (RMSF). Visualization of the snapshots of the MD runs and analysis of
the protein secondary structures and protein solvent-accessible surface area (SASA) were performed in VMD.

RESULTS AND DISCUSSION
p-lactoglobulin

B-Lactoglobulin, the predominant protein in wheys, is highly valued in the food industry for its remarkable nutritional
and functional properties. Each B-lactoglobulin monomer consists of 162 amino acids, has a molecular weight of 18.3
kDa, and features a hydrophobic core formed by eight anti-parallel B-strands, creating a characteristic calyx-shaped f3-
barrel [24]. These structural attributes, combined with its multiple high-affinity binding sites for hydrophobic and charged
molecules, make f-lactoglobulin an excellent candidate for advanced applications. Notably, it shows great potential in
the development of: i) nanocarriers for delivering drugs, nutraceuticals, and bioactive compounds; and ii) nanocomposites
for detecting and removing heavy metal ions [18-20, 25]. The development of lactoglobulin-based nanosystems for
environmental applications relies on a detailed understanding of the protein’s metal-binding properties. Experimental
approaches to identifying protein metal-binding sites, characterizing protein-metal interactions, and studying metal-
induced changes in protein structure can be challenging. However, computational methods offer a relatively fast and
efficient alternative for characterizing protein-ligand interactions.

In this study, molecular dynamics simulations were conducted to examine the influence of selected heavy metal ions
(Cd*, Ni**, Co*", Pb**, and Pt**) on the structure and dynamics of B-lactoglobulin. Representative snapshots from a 200
ns simulation of heavy metal binding to B-lactoglobulin are presented in Figure 1. Notably, the binding propensity of
these metals to the protein under identical simulation conditions differed significantly. Cd** and Co*" exhibited a higher
binding affinity for B-lactoglobulin compared to ¢ ions added to the system formed stable interactions with the protein
within the first 30 ns of the simulation and remained within the protein’s binding pocket for the remainder of the
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simulation time. In contrast, only two Ni?* ions and one Pb?*" or Pt*" ion established metal-protein contacts throughout the
simulation. These findings align with previous experimental observations by Peydayesh et al., who demonstrated a
stronger binding affinity of silver compared to chromium for similar protein systems [18]. Moreover, the higher binding
propensity of Cd?* relative to Pb?* has also been reported for B-lactoglobulin dimers and B-lactoglobulin-carbon composite
nanomaterials [26].

0 ns 100 ns 200 ns
Control system

Figure 1. Representative snapshots of the metal-protein complexes
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The selectivity and strength of interactions between metal ions and protein binding sites can be effectively explained
using the Hard and Soft Acids and Bases (HSAB) theory [27]. According to HSAB theory, metal ions preferentially bind
to protein sites that match their relative hardness or softness. In general, the interactions between hard acid metals and
hard basic sites are predominantly ionic, whereas covalent bonds typically form between soft acid metals and soft basic
sites. These distinct interaction types influence the structural integrity of proteins. For example, metal complexes
interacting with bovine serum albumin (BSA) can disrupt disulfide bonds, leading to changes in the protein’s secondary
structure, including a significant loss of a-helical content and eventual unfolding [29]. Furthermore, metal-protein
interactions can alter the local polarity around exposed tryptophan residues due to molecular rearrangements, affecting
the protein’s structural and functional properties [29].

Therefore, in the initial stage of our study, we evaluated the overall stability of the protein over the simulation period
by analyzing the time evolution of several structural parameters, including the protein backbone root-mean-square
deviation (RMSD), radius of gyration (Rg), root-mean-square fluctuations (RMSF) of the C-alpha atoms, and solvent-
accessible surface area (SASA). Figure 2 illustrates the temporal changes in the backbone RMSD, providing insight into
the dynamic stability of the protein throughout the simulation.
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Figure 2. Time course evolution of the root-mean-square deviation

As shown in Figure 2, the calculated RMSD values for the Cd?*, Ni**, and Co**-containing systems remained below
0.2 nm, except for brief fluctuations observed in the Ni*'/lactoglobulin system during the first 50 ns and in the
Co*'/lactoglobulin system between 80 ns and 115 ns. In contrast, the Pb*" and Pt** ion-protein systems exhibited less
stable trajectories compared to the other heavy metals studied. The RMSD time profile for the Pb*"/lactoglobulin system
reveals two distinct phases: i) slight fluctuations around 0.18 nm during the first 100 ns of the simulation and ii) a transient
increase in RMSD values to 0.22—0.25 nm over the subsequent 30 ns, followed by a decrease back to approximately 0.17
nm, where it stabilized and fluctuated for the remainder of the simulation. For the Pt?>*/lactoglobulin system, a significant
increase in RMSD values was observed starting at ~30 ns. The RMSD then converged and equilibrated, fluctuating around
an average value of 0.26 nm for the remainder of the simulation. The higher RMSD values observed in the
Pt**/lactoglobulin and Pb*7/lactoglobulin systems relative to their initial structures suggest potential conformational
changes in the protein, with these changes being more pronounced in the presence of Pt**. However, the minimal
fluctuations (small standard deviation) in backbone RMSD during the final 50 ns of the simulation indicate that the
systems ultimately reached equilibrium and remained stable under the simulation conditions.
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Figure 3. Time course evolution of the radius of gyration

The radius of gyration (Rg) is a key parameter for assessing a protein's structural compactness. Lower Rg values
indicate a more tightly folded polypeptide chain, whereas higher Rg values reflect a more expanded or open protein
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structure. The Rg for heavy metal/protein complexes was calculated and plotted over simulation time to evaluate changes
in protein compactness, as illustrated in Figure 3. The results suggest that the protein structure remained relatively stable
throughout the simulations, with an average Rg of 1.49 nm observed for all systems except for Pt*/lactoglobulin, which
exhibited a slightly higher average Rg of 1.52 nm. However, specific trends in Rg patterns are noteworthy. The Rg values
for Cd**, Ni**, Co*", and Pb*" containing systems displayed a decreasing trend during the first 50 ns, indicating an initial
increase in the structural compactness of lactoglobulin. Following this period, the Rg values stabilized, reflecting the
preservation of compactness for the remainder of the simulation. A slight increase in Rg value was observed throughout
the simulation for Pt**, suggesting the occurrence of potential Pt-induced spatial rearrangements in the side chains of
amino acid residues and potentially within the secondary structures of B-lactalbumin.

The secondary structure of B-lactoglobulin (B-1g) consists of approximately 15% o-helix, 50% B-sheet, and 15-20%
reverse turns [24]. Its globular structure is formed by nine B-strands (A—I) arranged into two B-sheets, along with three
turns of a-helix. At neutral pH, these f-sheets form a conical barrel known as the calyx, with strand A linking the sheets
on one side and strands D and E providing a secondary connection [24]. The a-helix is situated between strands A and H,
followed by strand 1. The protein’s structure is stabilized by disulfide bonds: Cys106—Cys119 linking strands G and H,
and Cys66—Cys160 linking strand D to the C-terminal [24].

To determine the dynamic behavior of amino acid residues, the RMSF values of the C-alpha atoms of protein in the
presence of heavy metal ions were calculated (Figure 4).
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Figure 4. Time course evolution of the root-mean-square fluctuations and the solvent-accessible surface area for the metal-
protein complexes

The RMSF analysis provided insights into the fluctuations of amino acid residues in all heavy-metal/protein
systems under study, identifying regions of the protein that exhibited greater spatial fluctuations due to ion binding.
Specifically, in the Pb**/lactoglobulin system, significant residue fluctuations were observed exclusively in the N-terminal
region (residues V2-L10). Similar patterns of higher fluctuations in regions with minimal secondary structure were noted
for other metal ions: Cd*" (residues A86-E89), Co*" (residues N63—C66 and P126-D130), Pt** (residues E62-D64 and
E112-Q115), and Ni?* (residues E112-Q115). Of particular interest is the EF loop (residues D85-E90), which acts as a
gate regulating access to the binding site [24]. At low pH, this loop adopts a "closed" conformation, inhibiting or
preventing ligand binding. Conversely, at high pH, the loop transitions to an "open" state, enabling ligands to penetrate
the hydrophobic binding site [24]. The binding of all studied heavy metals, except Pb**, was associated with noticeable
fluctuations in the H1 helical region (residues 30-36), with Pt*" inducing the most significant changes. Interestingly, the
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AB loop region plays a critical role in stabilizing the B-lactoglobulin structure through an ion pair interaction between
Asp33 of one subunit and Arg40 of the other [24]. Thus, the observed increase in residue fluctuations within this region
suggests that heavy metal ions may destabilize the tertiary protein structure by disrupting these key stabilizing
interactions. Additionally, increased fluctuations in the amino acid residues of the H-strand region were observed in the
presence of Cd?*, Ni**, and Pt**. This region includes the Cys119 residue, which forms a disulfide bond with Cys106—a
critical interaction that stabilizes the overall protein structure [24]. In addition, Co** binding to the B-lactoglobulin caused
an increase in fluctuations in the amino acid residues of the B strand (residue E45-P50).

A key factor influencing the interfacial properties of proteins is their solvent-exposed surface. To evaluate
changes in the environment of B-lactoglobulin residues during the simulation, the solvent-accessible surface area (SASA)
per residue was calculated (Figure 4). The analysis revealed no significant differences in SASA values across most
protein-metal complexes. For the majority of systems studied, SASA fluctuated within the range of 87-95. However, a
slight increase in SASA was observed for the Pt**/lactoglobulin complex during the simulation, suggesting a potential
alteration in protein conformation specific to the presence of Pt>*.

Molecular dynamics simulations of B-lactoglobulin in the presence of heavy metals (Cd**, Ni?*, Co*", Pb*", and
Pt**) reveal their partial destabilizing effects on the protein's tertiary structure, even at low concentrations. The integrity
of the tertiary structure is highly sensitive to the dihedral angles of amino acid side chains, which can be significantly
altered upon metal binding [30,31]. These alterations disrupt torsional angles, disturb hydrogen bonding networks, and
may propagate changes to secondary structural elements such as a-helices or B-sheets, ultimately affecting the protein's
overall stability and conformation. Additionally, heavy metal binding has been shown to induce structural rearrangements
by promoting the separation of non-polar groups from water, thereby encouraging the formation of new hydrophobic
interactions [31,32]. While our results indicate that the secondary structure remains largely intact, the tertiary structure
undergoes modifications due to metal interactions. However, further investigations are necessary to fully elucidate these
structural changes and their implications for B-lactoglobulin functionality.

CONCLUSIONS

The present study utilized molecular dynamics (MD) simulations to explore the effects of heavy metal ion
binding (Cd?**, Ni**, Co*", Pb*', and Pt**) on the structure and dynamics of B-lactoglobulin. The 200 ns MD simulation
results performed at 300 K using GROMACS software and the CHARMM General Force Field indicate that Cd*" and
Co*" exhibited the strongest binding affinity among the studied metals, forming stable interactions within the protein’s
binding pockets. In contrast, Ni**, Pb*", and Pt** showed lower binding stability, with fewer ions maintaining contact
throughout the trajectory. The analysis of root-mean-square deviation (RMSD) and radius of gyration (Rg) revealed
varying degrees of structural destabilization upon metal binding. Pt>* had the most pronounced destabilizing effect, as
evidenced by increased RMSD and Rg values. Residue-level root-mean-square fluctuations (RMSF) analyses revealed
that metal binding particularly affected regions important for B-lactoglobulin’s stability including the EF loop, AB loop,
H-strand, and H1 helix. Overall, the study underscores the sensitivity of B-lactoglobulin’s tertiary structure to heavy metal
binding. The destabilizing effects observed, particularly with Pt**, highlight the need for further residue-level
investigations to fully elucidate the mechanisms underlying metal-induced structural changes.
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B3A€EMOJIs1 BAYXKKMX METAJIIB 3 B-JTIAKTOIIOBYJIIHOM: JOCJIIUKEHHA METOIOM
MOJIEKYJISIPHOI AMHAMIKHA
0. Kutnsakiscska, Y. Tapabapa, K. Byc, B. Tpycosa, I'. 'op6enko

Kageopa meouunoi gizuxu ma 6iomeduunux nanomexnonoziu, Xapkiecokuii nayionanvnuil ynieepcumem imeni B.H. Kapasina

M. Ceoboou 4, Xapxie, 61022, Vrpaina

B-JlaxrormoOynin (B-1g), ocHOBHHMIT OIIOK CHPOBAaTKH MOJIOKA, BiOMHH CBOIMM BHHATKOBUMH XapUOBHMHU Ta ()YHKIIOHAIBHUMH
BIIACTHBOCTAMH, 30KpeMa 3JaTHICTIO 3B’SI3yBaTH TiIpodoOHI Ta 3apspKeHi MOJEKyIH. 3aBISKH MM BIACTHBOCTAM [-lg € Bkpait
NIePCTIEKTUBHUM JUISL pO3pOOKH CHCTEM JIOCTABKH JIIKAPCHKHX MPENapaTiB 1 HAHOKOMITO3HTIB I €KOJIOTIHHOI peMeiaril, 30Kkpema st
BUSIBJICHHSI Ta BHJAJEHHS BaXKMX MeraiiB. [lompu Horo moTeHIian, BIUIMB 3B’S3yBaHHS BaKKMX METATIB Ha CTPYKTYpy Ta
cTabinbHICTh P-1g 3anuimaeThcss HEJAOCTATHHO BUBUCHUM, IO CTBOPIOE TPYJHOLI Uil MOr0 MPaKTHYHUX 3aCTOCYBaHb. Y LbOMY
JOCIIKeHHI OyJIn BUKOPHUCTAHO METOJ MOJISKYIsipHOi quHaMiku (MD) st aHammi3y CTpYKTYpHHX Ta AMHaMidyHHX peakuiit B-lg Ha
3B’s13yBanHs Baxxkux MeTaniB—Cd?*, Ni?*, Co*", Pb?* ta Pt**. Cepist 200-Hc cumyJsiuiit MD [u1s1 KOMIUIEKCiB MeTas-01/10K MPOBOJHIACS
mpu 300 K 3a momomororo mporpamuoro 3adesneueHHss GROMACS ta cunosoro nonss CHARMM. OcHOBHUME pOaHaTi30BaHUMU
CTPYKTYPHUMH MapaMeTpaMu OyJI epeIHOKBAPAaTHYHE BiIXWICHHS OCTOBY JIAHLIIOTA, pajiyc iHepii, mioma NoBEepXHi, JOCTYITHA
JUIL PO3YMHHUKA Ta CepelHBbOKBaIpaTHuHi ¢uiykryamii. Pesymbraté moxaszamm, mo 3B’s3yBanHs Cd*, Ni*', Co*', Pb** Ta Pt*
CIPHYMHSIIO JecTadimizanito CTpykTypHu Oinka, i3 momitHuM BmmBoM Ha EF-mermro, H-manmior ta AB-merns Oinky. CrymiHb
JecTabinizanii 3ajiexaB BiJl KOHKPETHOTO i0HA Ba)KKOTO MeTaiy. L{i BUCHOBKH MiIKPECIIOI0Th HEOOXIAHICTh AETANBHOTO aHali3y Ha
PIiBHI 3aJMIIKIB aMIHOKHCIIOT JUIsl TIOBHOTO PO3YMIiHHSI CTPYKTYPHHMX 3MiH, BUKJIMKAHHUX 3B’S3yBaHHSIM METaliB, Ta 1X BIUIMBY Ha
¢byHkuionansHi BractuBocti B-1g. OTpumaHi pe3yabTaTu MalOTh BaXKIMBE 3HAUCHHS Y KOHTEKCTI pO3yMiHHSI MeXaHi3MiB B3aemouii 3-
lg 3 BaxkKkMMH MeTajaMH i Uisi po3poOKH HAHOCHCTEM Ha OCHOBI [3-1g [U1s exosoriuHuX Ta 6i0MEIMYHHUX 3aCTOCYBaHb.

KurouoBi cioBa: 63aemodis 6inoxk-meman; 8ax3cKi Memanu,; MONEKYIAPHA OUHAMIKA
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In this plasma model, consisting of ions, electrons, and positrons have been theoretically investigated when both the electrons and
positrons are obeying q-nonextensive velocity distribution. The reductive perturbation method is used to obtain Korteweg de Vries
(KdV) equation describing the basic set of normalized fluid equations. The existence of ion-acoustic solitary waves depending on
nonextensive parameter, electron to positron temperature ratio, ion to electron temperature ratio and streaming velocity are investigated
numerically. It has been found that solely fast ion-acoustic modes can produce the coexistence of small amplitude rarefactive solitons.

Keywords: g-nonextensive distribution; Reductive perturbation method; KdV equation
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1. INTRODUCTION

The investigation of ion-acoustic solitary waves in a plasmas with nonextensive electrons [1] and positrons are
tremendously descrived by Korteweg-de Vries equation. Almost all the systems behaved in statistical mechanics with
Boltzmann-Gibbs(BG) statics have been generally extensive [2]. In extensivity, there are two obvious exceptions which
are small system or clusters of particles and long range interparticle forces. Small system is consisting of a finite number
particles and in this system thermodynamic limit is not used and for long range interparticles, nonextensivity holds for
Coulomb electric or Newtonian gravitational forces. However, in recent years, numerous researcher have been showing
their interest regarding the study of particle distribution in plasma using the Boltzmann Gibbs (BG) statistics. Renyi [3]
was first recognized in generalization of the Boltzmann-Gibbs(BG) statistics and subsequently developed by Tsallis [4].
By citing this approach many researchers have worked nonextensive distribution for the number density of the particles
in plasma [5-21]. Latter, this Boltzmann-Gibbs(BG) statistics is known as an additional parameter ¢ and it is used to a
number of nonextensive systems. The g-nonextensive distribution function shows distinct behaviors and it is based on the
values of g, which determines the quantity of the nonextensivity of the system being recharged. If ¢ < 1 which is known as
superextensivity and it indicates the plasma with higher number of superthermal particles compared to that of Maxwellian
case. If g > 1 which is known as subextensivity, the distribution function shows the plasma with large number of low-speed
particles compared to that of Maxwellian case. It may be useful for ¢ < —1 where g-distribution is unnormalizable. Again,
if g = 1 then the distribution function is reduced to common Maxwellian-Boltzmann velocity distribution [22].Numerous
astrophysical plasma events include the formation of positrons in the plasma. In astrophysical objects electron-positron-ion
plasma can be found such as in polar region of neutron stars, active galactic nuclei, the semiconductor plasmas, quasars
and pulsar magnetosphere, the centre of Milky way galaxy, the early universe, intense laser fields etc. Moskalenko &
Strong [23] studied in cosmic-ray nuclei interact with atoms in interstellar medium. Influence of Temperature and Positron
Density on Large Amplitude Ion-acoustic Waves in an Electron—Positron—Ion Plasma was examined by Nejoh [24]. In
a nonextensive electron-positron-ion plasma, Ghosh et al. [25] have investigated the dynamic structures of nonlinear ion
acoustic waves. lon acoustic solitary waves in plasmas including relativistic thermal ions, positrons, and nonextensively
distributed electrons have been investigated by Hafez er al. [26]. Danehkar [27] has investigated electrostatic solitary
waves in a plasma of electron-positron pairs with suprathermal electrons.

In this research, the propagation behavior of nonlinear ion-acoustic solitary waves in a three-component plasma
made up of inertial ions, nonextensive electrons and positrons is investigated theoretically. In this paper, the nonlinear
ion-acoustic waves are investigated using the reductive perturbation approach. The format of the paper is as follows: the
Introduction is given in Section (1); the Basic Governing Equations in Section (2); Derivation of the Korteweg-de Vries
equation and Its Solution in Section (3); and Results and Discussions in Section (4), and at the end References are included.

2. BASIC GOVERNING EQUATIONS

In this paper we consider one-dimensional collisionless three component plasma consisting of ions, electrons and
positrons. We assume that ions are extensive but electrons and positrons both are nonextensive that means both are obeying
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g-nonextensive distribution. The nonlinear dynamics of the ion-acoustic waves is governed by the following normalized
continuity and motion equations for ions, electrons, positrons and the poisson equations are

on;  0(nv;
ni (nv):O

ar dx 1
FTRAG R o L @)
%”"%”pi%zo 3)
ne = a[l+ (g~ D] W
np = B1 - op(g - Dg] T “
227(5 =a-B-ni+(a+pBop)sip+ (a—Poy)s2d” + (@ + Boy)s3p” + ... (6)
where
5= U*9) :(1+q)8(3—q)’
= UFDB-9)6-39) (@)

48

where parameter g is the real number greater than -1 and it stands for the strength of nonextensive ion; « is the electron to
ion density ratio; (3 is the positron to ion density ratio; n, n, and n; are the electron, positron and ion number density; v;
is the fluid velocity; p; is the ion pressure and ¢ is the electric potential. We, normalize n;, n. and n,, by their unperturbed
densities n;o, n.o and n,( respectively; v; by the ion-acoustic speed C,; = KT, /m; ; and ¢ by KgT,/e. The space and
time variables are in units of the ion Debye lengh Ap; = \KpT, /4nn;e?, and the ion plasma period w;} = \m; [4nn;e?,
respectively. Here, K}, is the Boltzmann constant; o = T; /T, is the ion to electron temperature ratio; o, = 1. /T), is the
electron to positron temperature ratio.

3. DERIVATION OF THE KORTEWEG-DE VRIES EQUATION AND ITS SOLUTION
To derive the KdV equation from the set of equations (1)-(6) we use the stretch variables:

n=ex-Ni), T=€ (8)

where N represents the wave’s phase velocity and the following flow variable expansions are expressed in terms of the
smallness parameter €

ni =1+ en; +62ni2+e3ni3 +...
Ne = 1 + €ngy + €2y + EMp3 + . . .
n,=1+enp + 62np2 + e3n,,3 +...
Vi =Vjo+€ev; + Ezviz + 63V,'3 + ...
pi=l+epn+epn+eps+t...
P=€p)+ 2P+ P+ erpy+ ...

€))

Following the standard perturbation method with the use of transformation (8), expansions (9) in the normalized set of
equations (1)-(6) and the boundary conditions n;; = 0, v;; = 0, ¢; = 0 at |5 — oo, we obtain the lowest order
perturbation in € as

o b1 B
njp = m s NMel = asidy,
(N = i)
Vil = Vvl -3 V_O)lz "y W= —Bopsi¢i, (10)
l
3
Pi1t = #12
(N =vi0)* =30

Again, using (8) and (9) in equation(6), we obtain the coefficient of €” and €! as
a-B=1 (11)
niy — (@ + pop)sipr =0 (12)
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Using the expression of #;; from (10), the expression for phase velocity N is obtained as

N:vwi\/1+30'(a+ﬁ0'p)s1 (13)

(a +:30'p)sl

Again, equating the coefficients of second higher order terms of € from (1)-(6) we get,

on;y Onip  0vip  0(nj1vir)
— — (N —v; =0 14
a1 ( vio) an + an + on (14)
vy 0vip vy dviy Opin  O¢o ¢,
ot (N =vio) an (N = vio)niy an Vil an o an an n;1 an (15)
dpi Opi . ,0vin dvii dpi
— = (N—=vjp))— +3——= +3pi1— ; =0 16
91 ( Vio (977 + an +3pi1 677 + Vi1 67] (16)
. . ... 0vpp opi2 . .
Now, putting the values of n;1, v;1 and p;; in (14), (15) and (16) and eliminating e and on we obtain the following
n n
equations
; 2(N —v; 1 —v0)?
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Using the relation (12) and entering the values of (;1’2, "2 and P2
n

in (21), we ultimately obtain the Korteweg-de

on
Vries(KdV) equation as
9 9 ¢
— +Ap— +B = 22
e + A¢ an + o 0 22)

where the nonlinear coefficient A and the dispersion coefficient B are given by

. 3(N = vig)? = 252(a = Bo3) [(N = vi0)? = 30| 4 B [(NV =vi)? = 3]

2(N = vi) [(N = vi)2 = 30| 2(N = vio)

From the expressions of A and B, we have 2(N —vjp) [(N —vig)? - 30'] 0

In order to determine the stationary solitary wave solutions of the KdV equation (22), we introduce the variable
x =1 - Ct, where C| represents the wave’s velocity in the linear y-space. With this, the solitary wave solution can be
obtained by integrating the KdV equation (22) as

1 = o sech? ()K() 23)

Here, ¢9 = 3C;/A is the wave amplitude of the soliton and it is proportional to the soliton speed C;; A = 2+/B/Cj is the
width, and is inversely proportional to the soliton speed C;.

4. RESULTS AND DISCUSSIONS

In this present plasma system, ion-acoustic solitary waves in plasma comprising g-nonextensive electrons and
positrons through the KdV equation are discussed. In our investigations, only fast ion-acoustic mode is found to exist. We
have examined numerically, the influences of plasma parameters such as nonextensive parameter (g), the positron to ion
density ratio (), electron to ion density ratio (@), electron to ion temperature ratio (o), positron to ion temperature ratio
(0p) and ion streaming velocities (v;) on the variations of nonlinear term A and dispersion term B given in (22). In our
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Figure 1. The variation of (a) A and (b) B versus 3 for different values of o.

investigation, for all the cases, we consider —1 < g < 0 and v;o < 5; otherwise no solitons found to exist in this model of
plasma.

Fig. [la-1b] shows the numerical analysis of the variation of the nonlinear term A and the dispersion term B versus
B for various values of oo = 0.1,0.3,0.5,0.7, for fixed o, = 0.05, v;o = 2.5, ¢ = -0.9, C; = 0.5 and a = 1.1. In Fig.
[1a], we observe that A is negative and grows as o increases, while in Fig. [1b] B is positive, indicating that it increases
as o increases.
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Figure 2. The variation of (a) A and (b) B versus g for different values of o7,.

Fig. [2a-2b] revels that the nonlinear term A and the dispersion term B are varying with S for various values of
op = 0.03,0.05,0.07,0.09 for fixed o = 0.1, v;0 = 2.5, ¢ = =0.9, C; = 0.5 and @ = 1.1. For all values of o, the
nonlinear term A is negative (Fig.[2a]), and dispersion term B is positive (Fig.[2b]).

The variation of (a) A and (b) B versus a for various values of o, = 0.03,0.05,0.07,0.09 with o = 0.1, v;o =
2.5, g = -0.9, C; = 0.5, and B = 0.1 are plotted in Fig. [3a-3b]. Fig. [3a] shows that A is negative and decreases
nonlinearly as o, increases, while Fig. [3b] shows a compressive reduction as o, increases.

In Fig.[4a-4b] we observe the variation of amplitude (¢¢) and width (A) versus nonextensive parameter g with
different values of o~ = 0.1,0.3,0.5,0.7 and o), = 0.05, v;o = 2.5, ¢ = -0.9, C; = 0.5 and o = 1.1. In (Fig.4a) we find
that amplitude is rarefactive and linearly decreasing as the increasing values of o, and width (Fig.4b) is increasing linearly
as well as 0.

In Fig.[5a-5b] we have seen the variation of amplitude (¢p) and width (A) versus nonextensive parameter g with
different values of o, = 0.03,0.05,0.07,0.09 with o, = 0.05, v;o = 2.5, ¢ =-0.9, C; =0.5and « = 1.1. In (Fig.5a) we
find that amplitude is rarefactive and linearly increasing for the increasing values of o, and width (Fig.5b) is decreasing
linearly as well as op,. In Fig.[6a-6b] we shown the variation of amplitude (¢9) and width (A) versus streaming velocity
v;o with different values of oo = 0.1,0.3,0.5,0.7 and o, = 0.05, v;o = 2.5, ¢ = 0.9, C; = 0.5, « = 1.1. In (Fig.6a)
we observe that the amplitude is rarefactive and linearly decreasing as the increasing values of o and width (Fig.6b) is
increasing linearly as well as o.

The variation of amplitude (¢9) and width (A) versus streaming velocity v;o with varying values of o), =
0.03,0.05,0.07,0.09 for fixed o = 0.1, vip = 2.5, ¢ = —0.9, C; = 0.5 and @ = 1.1 are shown in Fig. [7a-7b].
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Figure 4. The variation of (a) ¢ and (b) A versus g for different values of o .

The amplitude is rarefactive and increases linearly as o, increases, while the width decreases linearly as o, increases.

Again, the variation of solitary wave potential ¢ (y) given in (23) versus y are plotted in the Fig.[8a-8b] with different
values of (a) o), = 0.03,0.05,0.07,0.09 with o = 0.1, v;o = 2.5, ¢ = -0.9, V=0.5 and (b) o = 0.1,0.3,0.5,0.7 with
op = 0.05, vio = 2.5, g = -0.9, C; =0.5and @ = 1.1. For both the positron to ion density ratio 8 and electron to
ion density ratio @, we have observed that the ion-acoustic soliton propagates rarefactively and that the amplitude of the
solitary pulse increases (Fig.8a). We have also observed that as o~ grows, the width of the solitary pulse increases slightly
and the amplitude decreases.
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Figure 5. The variation of (a) ¢ and (b) A versus g for different values of o).
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YTBOPEHHS IOHHO-AKYCTUYHUX OJUHOYHUX XBWJIb V IIJIA3BMI 3 HEEKCTEHCUBHUMUI
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VY wiif Mogeni Mmaa3sMu TEOPETUYHO JOCIHIAKEHO i0HH, €JIEKTPOHU Ta IO3UTPOHH, KOJIU 1 €JIEKTPOHU, 1 MO3UTPOHU MiJAKOPSIOTHCA (-
HEEeKCTEHCHBHOMY PO3MOJiTYy IBUAKOCTEN. MeTos BiJHOBHOrO 30ypeHHsI BUKOPHCTOBYETHCS TSI OTpUMaHHs piBHAHHSA KopTtesera e
Dpiza (KdV), mo onucye 6a3oBuii HaGip HOPMaTi30BaHUX PiBHSHB piauHU. YKCETPHO TOCHIKEHO iICHYBaHHS 10HHO-aKyCTUYHUX O[IH-
HOYHMX XBHJIb 3aJI€KHO Bijl HEEKCTEHCHBHOIO ITapaMeTpa, BiIHOIIEHHs TEMIIEpaTyp eJeKTPOHA JJO MMO3UTPOHA, BiTHOLIIEHH S TeMIIepaTyp
10Ha [0 eJIEKTPOHA Ta IUBUAKOCTI MOTOKY. Bys10 BUABIEHO, 11O JIMIIIE IBUAKI I0HHO-aKYCTHUHI MOJY MOKYTb BUKJIMKATH CIiBICHYBaHHS
PO3PIKEHUX COJIITOHIB MJIOT aMIUTITY/IH.
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This paper aims to investigate, how the Bianchi Type-V cosmological model can be solved using the generalized ghost pilgrim dark
energy postulated by the Brans-Dicke theory of gravitation (Phys. Rev.124, 925 1961). To discover the answers, we rely on the
assumptions of (i) the correlation between metric potentials and (ii) the exponential relationship between scale factor and scalar field.
The generalized ghost pilgrim dark energy model has been found to be correlated with the polytrophic gas dark energy model. A few
physical quantities have been used to explain the solutions' physical behavior.

Keywords: Brans-Dicke theory of gravitation, Bianchi Type-V cosmological model; Ghost Pilgrim Dark Energy
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1. INTRODUCTION

The cosmos is expanding more quickly than previously assumed, which is the most remarkable finding in
contemporary cosmology. High Red shift Supernova is provided the first indication of this expansionary behavior,
which was evidence by a wide range of astronomers. According to Cosmic Microwave Background Radiation (CMBR)
and supernovae surveys radiation, dark energy and dark matter are the three primary constituents of the cosmos. Dark
matter (DM) is an unidentified form of matter that exhibits the same clustering features as ordinary matter, whereas
dark energy (DE) is an unusual form of an unidentified repulsive force.

The Bianchi V model is a natural extension of the homogeneous and isotropic Friedmann-Robertson-Walker
(FRW) models that allows for a certain form of anisotropy. This model implies homogeneity but not isotropy, making it
a helpful tool for investigating how deviations from perfect isotropy may affect the universe's evolution. Because scalar
fields are sensitive to the universe's expansion rate, an anisotropic model such as Bianchi V can show behaviors that
differ from those observed in isotropic environments. Bianchi models, notably Bianchi V, enable researchers to evaluate
the potential level of anisotropy and its impact on observable values. This model bridges the gap between idealized
isotropic models and more realistic cosmological phenomena, allowing researchers to investigate how minor
anisotropies and curvature influenced the early universe's history and current condition.

Among the different dynamic models for dark energy, the equation of state (EoS) parameter is seen as the best
choice to serve as dark energy. The Quintessence K-essence is popular DE models. Phantom, quantum, tachyon,
holographic DE, age graphic DE, two fluids DE, anisotropic DE and so on. The solution came from the phantom dark
energy, which is a scalar field with negative kinetic energy. A phantom-like dark energy results in everything crashing
as our universe approaches its big-rip ending. The pilgrim dark energy model (PDE) was proposed by Wei [1]. This
idea was supported by the idea that the strong repulsive force of DE makes it possible to prevent the development of
black holes (BHs). The investigations of Babichev et al. [2] support the same conclusion, namely that BH mass
decreases as a result of the phantom accretion event. To create a black hole free phantom universe, several authors have
suggested several methods. Sharif and Jawad [3,4] have researched the interacting PDE in universes with both flat and
non-flat configurations and various IR cutoffs. Sharif and Rani [5] and Jawad and Debnath [6], as well as Jawad [7],
have conducted research on PDE cosmological models within different modified theories of gravitation. The connection
between PDE and scalar field models was explored by Jawad and Majeed [8]. Jawad et al. [9] conducted a study on the
properties of several newly developed versions of PDE within the DGP braneworld. Feng and Shen [10], Movahed and
Sheykhi [11], S.D. Katore, and D. V. Kapse [12], Zubair and Abbas [13], Fayaz and Hossienkhani [14], Honarvaryan
and Moradpour [15] have explored the different elements of ghost and generalized ghost dark energy (GGDE) models.
The GGDE density is referred to as generalized ghost pilgrim dark energy (GGPDE) in the terms of PDE.

The Brans and Dicke [16] developed a scalar-tensor theory of gravity to integrate Mach's principle into Einstein's
theory of gravitation. The Brans and Dicke theory suggest that all types of matter interact equally with a scalar field that
has dimensions inversely proportional to the gravitational constant. The Brans-Dicke theory is an important scalar-
tensor theory that has been widely used in contemporary cosmology, as highlighted by Banerjee and Pavon [17] and
Bertolami and Martins [18]. The extended chaotic inflation (Linde [19]), the potential challenge of a 'graceful exit'
(Pimental [20]) and an inflationary universe (Johri and Mathiazhagan [21]), all stem from the Brans-Dicke scalar-tensor
theory.

Setare [22] investigated the holographic dark energy in non-flat Brans—Dicke cosmology. Vagenas and Setare [23]
have examined the cosmological dynamics of interacting holographic dark energy models. Kiran, Reddy and Rao [24]
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have recently conducted research on Brans-Dicke theory of gravitation, specifically focusing on minimally interacting
holographic DE models. Regarding the HDE cosmological model, Rao [25] has taken into consideration the Brans-
Dicke theory of gravitation. Because they are homogenous and anisotropic, cosmological models of the Bianchi type
are crucial for understanding how the universe isochronizes over the course of cosmic history.

The idea behind the construction of cosmological models is the same as ours and Bhardwaj et al. [26]. The process
differs slightly when energy momentum tensors are included. Furthermore, the assumptions used to obtain the solutions
are different. They compared their results with observational data, but we compared our results using mathematical
results. We are inspired by their work, yet our results are not the same.

In this paper, there are various astrophysical reasons to adopt anisotropic models in the current epoch. In general
relativity, isotropic solutions (such as the Friedmann-Lemaitre-Robertson-Walker metric) are not the sole universe-
modeling possibilities. Anisotropic models, like Bianchi cosmologies, provide mathematically sound answers to
Einstein's field equations. Studying these solutions broadens our understanding of the types of worlds that are
theoretically feasible under general relativity, even if they do not appear to apply to our universe. Analyzing anisotropic
models may help us understand how an initially anisotropic state might change into the isotropic cosmos we see today
or whether there are still theoretically significant traces of this early anisotropy that are too faint to detect today.

In this paper, we will be exploring the Bianchi type-V GGPDE model within the context of the Brans-Dicke
theory of gravitation. Section 2 of the paper will present the metric and field equations for the Bianchi type-V within the
Brans - Dicke theory of gravitation. Section 3 is devoted to presenting the solutions obtained from the field equations,
along with a discussion of the calculations of different physical parameters. These solutions are the basis for our
comprehension of the behavior and dynamics of the GGPDE model within the framework of the Bianchi type-V space-
time cosmological model. Section 4 delves into the subject of sound speed. Section 5 discusses the analysis of the

@, — @, -plane. Section 6 offers conclusions, and Section 7 includes a detailed list of references cited in the paper.

2. METRIC AND FIELD EQUATIONS
The line element of the Bianchi type-V space-time cosmological model can be expressed as

ds’ =dr* —Dldx’ —D,’ e dy’ — D} e dz" . (1)

Where D,,D, and D, are functions of time t only.
The action for Brans-Dicke theory is given by

1 00 ) . 1 ;
s=—1\/- R—w—— |d" x+—|—-g L d x. 2
— g[(p p gL, ®)
Where L, stands for Lagrangian matter field, ¢ denotes the Brans-Dicke scalar field and @ is the Brans-Dicke
coupling constant.

The Brans-Dicke field equations can be expressed as follows

1

-8 _ 1 1
Ruv __Rguv = _];v - a)qo ? (Qu?v __guvq),l¢,1j__(¢)u:v _guvqo,l‘l) ’ (3)
2 @ 2 ¢

and

“

Here @ is constant, G, =R, _ER g, 1s the Einstein tensor , R, is Ricci curvature tensor, R is Ricci scalar and T, is
the energy momentum tensor of matter, ¢ is the Brans-Dicke scalar field, g, is the metric tensor of space time.

Brans-Dicke field equations can now be expressed as follows
, —8m._, o 1., low
G =T —w(ﬂz(g 0.0,-59, (Alco"j—;(g 0. =V0). 5)

Also, the energy conservation equation in the Brans-Dicke theory is
]’:Vuv — 0 ) (6)

The equation of the energy momentum tensors for matter and dark energy as follows
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Where T and T, are represents the energy momentum tensor for dark matter and dark energy respectively and are
defined as the energy momentum tensor for dark matter

T =diag (1,0,0,0) p, = diag (p,,0,0,0).
Th=T%=T%=0 and Tu=p,, - (®)

The energy momentum tensor for dark energy

T:v:diag(pGﬂpcap P )

T, =diag (19 — W5, =W, —W; )pG = diag(pGa_a)GpGa_wGpG’_a)GpG ) . )
Here the 7,, component reflects the energy density in the stress-energy tensor. The diagonal spatial components

(T,,,T,,,T;; ) correspond to pressures in each spatial direction (P, ,P, P, ).

Th=T%=T%=—0;p; and Ti4=p;, (10)
T, =T, +T, =diag(p,,0,0,0)+diag (PG, ~WsPg>~Ws s~ Pg ) »
T, =diag (Pg + P, =W P~ W6 Pg>—W5 Pg ) - (1D
Where p,, and p, are the energy densities of dark matter and the dark energy respectively and p, is the pressure of

the dark energy. p,,,p; and p, are dependent only on the variable time t.

m

Components of energy momentum tensors are
L'=0'=T"=-w,p; and I, = p, +p, . (12)

Substitute the values of Einstein tensor, metric tensor of Bianchi type-V space-time and energy momentum tensor
in Brans-Dicke theory, we obtain the field equations of the model.
The metric's field equations (1) can be represented using equation (12) as shown

D, D, D,D D,) ¢
ot T Wt Wit 3_%+9¢_2+¢)( +—3J+2=8—”TII=—8—”wGp6, (13)
D, D, Db, D 2¢ @D, D) ¢ ¢ ¢
ﬂ+&+Dle_L2+9‘/’_ 9 ﬂ+&]+2=8—”32=—8—” 5P (14)
D, D, DD, D! 2¢" o¢\D ) ¢ 9
b, D, DD, LZJFQ‘/’_J/’ ﬂ+&j+2:8_”r33:_8_” Do s (15)
D, D DD D, 2¢° @ D D) ¢ ¢ 4
DD DD, DD, 3 g ¢5+—2+&j=8—”T“=—(PG+P)» (16)
D,D, DD DD D; 29" ¢ D D, 3 2
22D D (17)
1 2 3
o(D D, D) 81
+) 2+ =24+=2 = +p. =3, . 18
¢ (D(Dl D2 D3 3+2w(pm pG GIOG) ( )
Energy conservation equation is
D D2+D + 0.+ D+D +D +o, D+D D =0 (19)
pm p D D D3 pG pG Dl D2 l)3 GIOG D D D :

Where notation dot () representing ordinary differentiation with respect to time t.
From (13) to (18), the equations 13, 14 and 15 represents rr components and equation 16 represents 00 component
of the field equations.
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3. SOLUTIONS OF THE FIELD EQUATIONS
Now, equations (13)-(18) constitute a system of six distinct equations containing eight unknown variables
D,,D,,D;,p, ,0;,p;and ¢,F;.
From equation (14), we have

D’ =D,D,. (20)
We assume that the metric potentials D, and Ds have a relationship
D,=D/". (21)

Here k is a constant and k#1.
A power-law relationship between scalar field ¢ and average scale factor a(t) of the form (Johri and
Sudharsan [27]; Johri and Desikan [28]),

po<la(®)]”.

Where n denotes a power index.

This form of scalar field has been the subject of investigation by numerous writers. We use the following
assumption to simplify the system mathematically, taking into account the physical importance of the previous
relationship.

p=g¢,[a®)]",
@ =[a(t)]" where @, =1. (22)

Where n represents a constant that is greater than zero.

The scalar field and the scale factor are deeply interlinked in Brans-Dicke scalar-tensor theory. Their relationship
determines the cosmic expansion rate, affects structure formation, and provides a pathway to test deviations from GR.
This interplay makes the connection fundamental to understanding both early-universe and late-time cosmology.

In Bianchi V models, the metric can typically be expressed in terms of distinct directional scale factors, which
represent the expansion along each spatial direction. These factors vary independently, leading to different expansion
rates in each direction. The effective or average scale factor is then often defined as the geometric mean of these
directional components:

a(t)=(D,D,D, )§ ) (23)

This definition provides a single parameter for describing the average expansion rate, even though the expansion is
anisotropic.

In the Bianchi Type-V cosmological model, the spatial volume can be described using the scale factors
D,,D, and D, .

The Volume scale factor V can be written as
V =[a(t)]’= D,D,D; .. (24)

Using equations (20), (21), (22), (24) and (14), we get

2

3 :[(3+n)(k+l) (e +e, :|[(3+n)(k+1)]' 25)
2
Where ¢ and c, are the integration constants.
From (21), we have
2k
D, =D/ = [(3 + n)2(k +1) (ai+e, )}[(3*-}1)(/64—1)] . 26)
From equations (20), (25) and (26), we have
(k+1)
D = {(3+n)2(k+l) (Clt+02):|[(3+n)(k+l)]_ @7

Therefore, the corresponding metric can be expressed as
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(k+1) 2k

3+n)k+1 [B+n)(k+1)] 3+n)k+1 [G+n)(k+1)]
ds2=dt2—[—( n)z( )(clt+c2)} dxz—ez”{—( n)2( )(clt+cz )} dy’

) (28)
3+n)(k+1 [(+m)(k+1)]
—e_zx[—( n)z( )(clt+cz )} dz’
We determine the universe's scale factor using equations (24), (25), (26), and (27) as
(k+1) \
B+n)(k+1D [G+m)(k+D)] Lasl
a(t) = [f@“"?z) =[e,(qt+¢,)] . (29)
Where c; = w .
Hence from equations (22) and (29), we have scalar field (¢) as
(k+1)n
(p=[c3 (qt+c, )] 2, (30)
From equation (29), we find the Hubble’s parameter as
7 k+1
o0 _alk+l) 31

a(t) B 2c, (clt+cz) ’

According to Sharif and Nazir [29], as well as Santhi et al. [30], and Rao and Prasanthi [31], the GGPDE is
defined as follows

po = (o H+or,H?) . (32)

Where v is the dimensionless constant.
Therefore, the energy density of GGPDE is derived from equations (31) and (32).

o (k+1) . (k+1)° )
[@alr) | e Y )
2¢c,(ct+c,) 4c(qt+c,y)
We can determine the energy density of matter using equations (6), (14), (25), (26), (27), (30), and (32). Then
n(k+1)
_e[e(enro)] ™ [ +ak+1 3¢ on’ (k+1) 3n(k+1) [mq(kﬂ) g G KD j
m - f1-2e, - 2
872’(232 (Clt +c, )2 2 |:C3 (Clt +e, )]% 8 4 2¢,(ct +¢,) 4czz(clt + c2)2
(34)
0.7 \\\\\\\\\, o -
Figure 1. The energy density ( Pe ) of GGPDE versus time t Figure 2. The energy density ( p,, ) of matter versus time t
Hence from equations (13) and (34), we have equation of EoS of GGPDE as
2(k+1)° 2 k+17  n?(k+1) ¢ [n(k+1)-2c
W = (k2+k+1)—c3(k+1)+wn (k+1) 9 n(k+1) + (k1) e[ (k1) -2 ]
8 e 2 4e, (et +¢,)
[c3(clt+c2 )] o
n (k+1) . (35

- |:c3(Ct1 ¢, ):| ‘o o

o et o (k41 ) e (ar+e)
2¢,(ct+c,) 4t (ct+c,)
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Hence from equations (18), (33) and (34), we find the pressure of GGPDE as

2(k+1) 2 k+1)°
n (k+1) (k2+k+1)—c3(k+l)+wn (8+ ) - G k+172@+n( 2+ ) +
b= —|:C3 (ct, +c, )] 26 e’ [03 (at+¢, )] o (36)
G~ 2 N
87 ¢ (et+e,) n’ (k+1)zcl[n(k+1)—2c‘3:|
4c, (clt +c, )
o <102 ‘ ‘ : o005 P!ot oft‘and FTG
| 0.04
Al
6L -0.045
30 | Q_o
M I -005
10 b
-0.055
a2l
-14 - - -0.06 . : :
0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
t t
Figure 3. The EoS (@) of GGPDE versus time Figure 4. The pressure (P, ) of the D.E versus time t

In the cosmological model of Bianchi type-V, the Volume scale factor V can be written as
3(k+1)

V=[a)] =[¢ (at+e,)] > .

The Hubble parameter represented by H; the Hubble parameter H is explicated as the speed at which the scale

factor a (t) evolves as time t progresses.
The Hubble's parameter can be calculated from equations (25) and (29) as follows

_a@ _ ¢ (k+1)
= a(t)  2¢(ct+c,) 3%)

(37

The deceleration parameter, represented by q is another major parameter in cosmology. The value of q decides
whether the cosmos is slowing down or speeding up. A positive value of q indicates the cosmos is slowing down while
a negative value of q indicates the cosmos is speeding up.

The definition of the Deceleration parameter q is

_ —a@
a(tyH?
From equations (29) and (38) as follows
—d 2c
= =—l+—=-1+ 39
= kel @)

2
where ¢, = ]

02}
015

01

H-Hubble Parameter

0.05 [

t-time

Figure 5. The Hubble’s Parameter (H) versus time t
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The statefinder Parameters (r,s): In order to differentiate between multiple D.E possibilities, Sahni and
Varun [32] suggested a new parameters called the statefinder parameter (r,s).The pair consists of the calculation of r
using the scale factor a(t) and its derivatives in relation to time (t) up to the third order, as well as combining 't' with the
deceleration parameter 'q' to create 's'.

The statefinder parameters are described as

) , \ 033{1_ 2c, }[ ey }_1

L3=C3{ _L}[l_i} and s = r—1 _ k+1 k+1 (40)

aH k+1 3(61_1] 3[_3+ CSJ
2 2 k+l1

As the statefinder depends on the scale factor the statefinder parameters are analyzed geometrically. The
Statefinder parameters are an essential tool in contemporary cosmology and is used to distinguish different models of
dark energy. In this particular scenario, different paths in the {r, s} plane illustrate the time progression of various dark
energy models. A popular region can be elucidated using the pair as follows: (r, s)=(1,0) which represents the Einstein-
de Sitter limit, which is connected with a matter-dominated universe, (r, s)=(1,1) analogous to the ACDM limit, which
is often associated with a universe controlled by dark energy with a cosmological constant, while s >0 and r<1 shows
the parameter space associated with quintessence and phantom DE, the analysis of any deviation of a D.E model from
these specific points is carried out in the {r, s} plane. Equation (40) display the diagnostic pairs (r, s) for the suggested
model.

Density Parameter: Usually, many researchers depict the total density parameter as being close to one i.e. Q=1.
Determining the density parameter is essential in establishing if > 1, Q <1, or exactly Q=1, since it ultimately dictates
the fate of the cosmos. If the value € is greater than 1, this indicates that the cosmos is closed and will eventually stop
expanding, collapsing in the future. If the value of Q <1, it indicates that the cosmos is open and is expected to keep
expanding indefinitely. If the value is Q = 1, it means that the cosmos is flat and has enough matter to slow down its
expansion, but it may possibly have enough to cause it to collapse.

The dimensionless density parameter described as

V=

Q=0,+Q, where Q, = 3’;;"2 and Q = 3’;{62 . @1

From equations (34) and (38) we have

n(k+1)

o’Lalet+e)] ™ |k +dk+1 3¢, _on(k+1) 3n(k+1)' |
2 2 k+1-2c; 2
o, - 87¢,’ (et +¢,) 2 [03 (et +0c, )] o 8 4 4‘3322(‘31’ + sz) (42)
y 3¢t (k+1)
aqk+1) | o A (k+1)°
2e,(ct+c,) a4t (et+c,)
From equations (33) and (38) we have
2 2
o —| %G (k+1) . o’ (k+1) )4’ (et+c,) . 43)
2¢,(¢t+c,)  4c? (clt+cz)2 3¢’ (k+1)2
From equations (42) and (43), we have density parameter defined as
n(k+1) 5 5 s
o ¢’ [03 (ct1+c2)} 2 4el (gt+c,) K +4k+1 3¢, _wnz(k+1) +3n(k+l) )
8wel(er+e,) 3 (k+1) 2 frlzte 8 4

[c3 (et+c, )] o

4. STABILITY ANALYSIS
We use the squared speed of sound to assess the stability of our model. The parameter squared speed of sound,

denoted as v, ,it is an essential factor in determining the stableness of the DE model. It is valuable in grasping the
stability of dark energy models and is dependent on its sign.
The dark energy model is considered as stable if v.>> 0 and the dark energy model can be classified as

unstable v’ < 0.
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The formula for squared speed of the sound is v,” = & .
Pa
From equations (30), (33) we find the squared speed of sound
3 k1) 2 : -2 Pont(k+1) e[ n(k+1)-2
i[c3(c1t+cz)] 2 (k2+k+1)—c3(k+l)+am (k1) G e +n(k+1) 4+ (k+1) Cl[n( ) 63]
lorx 8 = 2 4e, (et +¢,)
[c3 (ef+c, )] o 3
k+1-2¢))c kenm-2-26 g2 (1) ¢ e, [n(k+1) = 2, k)
V‘z _ —%[C} (C1l+C2) 26 + ! SSEZ' z][% (C1t+C2):| 2
el (k+1) ((@ek+) | e te+)? V[ (kD) |
2¢, (et +c, )2 2¢,(ct+e,) 4t (ct+e,) " 2¢ (et tey)

(45)
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Figure 6. The Density Parameters { versus time t Figure 7. The squared speed of the sound versus time t

5. w; —w';, PLANE
Caldwell and Linder [33] implemented a plane analysis of @, —®'; . The @, —®'; plane investigation is utilized
to analyze the dynamic characteristics of D.E models, where @' is the derivative in terms of In a. This method has
been used with the quintessence model, resulting in two models of planes. The region’s(a@,;<0,®';>0) interior
represents the thawed region, whereas the area beneath the region (@;<0,®';<0) represents the frozen region.

Calculate the derivative of the equation (35) when it comes to In a, we obtain the expression for @' as

2 _ n (k+1)-4c; 2 2 Y
PO {n(k+l) 463}[c3(clt+cz)]26x {alcl(kﬂ) .\ azzcl(k+1)2}
4r(k+1) 2¢, 2e,(ct+c,) A (ot +cy)
2(k+1)° 2 k+1Y’
(k2+k+1)—cs(k+1)+wn (k1) 4 +n( ) +
8 E+-2e; 2

[03 (et +e, )] o
n*(k+1)¢, [n(k+1)—263]
4c,(ct+c,)

_7_1 n(k+l)—4cy
_cfy{ o (k+1) | o (k+1)’ } { o, ach(k+1)}[c (et +e )]M
— 37 2

2¢3

87 | 2¢,(ct+c,) 4ct(t+c,) (gt+c,) clet+e,) (46)
wn® (k+1)2 o n(k+1)2 nz(k+1)zc n(k+1)-2c
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[03 (et+e, ):I 24

k+l-cy 2
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Figure 8. The plot of @, — @', .

6. CONCLUSION
This paper discusses Bianchi Type-V cosmological model and the generalized ghost version of pilgrim dark
energy in the Brans-Dicke scalar-tensor theory of gravitation (1961). The solutions to the field equations were obtained
by making an assumption about the variation of Hubble's parameter. This paper delved into various physical aspects of
the model. This portion provides a concise overview of the intriguing findings that were seen during the current
investigation. We have taken n=1.8,k=1.5, ¢, =0.06, ¢, =0.04 and ¢, = 9.1 values to plot the graphs.

*In Figure 1, A graph is constructed showing the energy density of GGPDE as a function of time t. It demonstrates
that the energy density of GGPDE stays positive throughout cosmic evolution, and it was also observed that the energy
density of GGPDE diminishes as time passes.

°In Figure 2, A graph is created to illustrate how the energy density of matter changes over time. The graph
indicates that the energy density starts at zero and then gradually moves towards the phantom region. As time increases,
the energy density of matter is observed to also increase.

eIn Figure 3, the EoS parameter for GGPDE versus time t is plotted. The model indicates that it starts in the matter
dominated era and transitions into the phantom era.

*In Figure 4, we plotted the pressure of the dark energy against time t. The graph indicates that as time goes on, the
pressure of the dark energy also goes up.

*At time t=0, the Hubble’s parameter H is constant. In Figure 5, we plotted the Hubble’s parameter H versus
time t. It shows that the Hubble’s parameter tends to zero as the time t tends to infinite per theoretical desire. It is also
observed that the time t increases, the Hubble’s parameter H as decreases.

In Figure 6, we plotted the density parameter versus time t. It shows that the result is zero initially and then
approaches towards the phantom region. As time increases, the density parameter is seen to increase.

*In Figure 7, the graph shows the square of the speed of sound as a function of time t. The square of the speed of
sound increases with time, indicating positive values. The paths of the squared speed of the sound consistently exhibit
positive behavior and stability in the model.

e In Figure 8, We graphed the @, —®'; plane against time t and noticed that the trajectories of the @, — @',

plane vary in the freezing region .It is concluded that the @, — @', plane Analysis of the current situation indicates that

the accelerated expansion of the cosmos is consistently supported,

e The deceleration parameter q serves as an indicator of whether the model is expanding or not. A positive
indication shows that the cosmos is decelerating, while a negative sign indicates that the universe is accelerating. In this
paper is observed that,

For 0 <¢, <1, the negative deceleration parameter q indicates that the cosmos is experiencing acceleration during
its evolution within this parameter range.

Forc, =0, the deceleration parameter q is less than zero, indicating that the universe is undergoing acceleration as
it evolves in this condition.

For ¢,>1, if the deceleration parameter q is positive, it means that the cosmos is experiencing deceleration within
this parameter range.

Forc, =1 the deceleration parameter q=0 indicating expansion with constant velocity. This means that the

b
universe's expands when velocity remains constant over time under this specific condition.
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V3ATAJIBHEHA GHOST PILGRIM TEMHA EHEPTISI B TEOPITb PAHCA-JIIKE
M. Mpacanri, TaBynypi Hizima
Daxynomem mamemamuxu, GITAM (ssaxcacmocs ynisepcumemonm), Bicaxxanamnam-530045, Inois

Il crarTs Mae Ha MeTi TOCHIANTH, K KOCMOJIOTIYHA Mojenb b’stHki Ty V Moke OyTh po3B’s3aHa 3a JOMOMOTOIO y3araJbHEHOT
TEMHOI eHeprii MpUBHIIB-IUIIrPUMIB, MMOCTyJIOBaHOI Teopicto rpaitanii Bbpanca-Jlikke (Phys. Rev.124, 925 1961). 11106 3uaiitn
BIJINTOBI/Ii, MU TTOKJIJa€MOCS Ha TIPHUITYIIEHHS PO (1) KOPEJIiio MiXk METPUYHUMH MTOTEHIianaMu Ta (ii) eKCIIOHEeHIIaIbHIH 3B 130K
MiX MacITabHUM (aKTOPOM 1 CKAIIPHUM ITOJIeM. ByJ10 BHSIBIICHO, 110 y3arajibHeHa MOJICIb TEMHOT €HEPTil MPUMAapHOTo MaTOMHUKA
KOPEJTIoe 3 MOJICIUTIO TeMHOI eHepril moiitpodidnoro rasy. Kinbka ¢GisndHux BeandnH 0y10 BUKOPHCTAHO IS MTOSCHEHHs (hi3nuHOT
TOBE/IIHKH PO3UUHIB.

KurouoBi cioBa: meopia epasimayii bpanca-/{ikke; kocmonociuna mooenv bianxi muny V; memna enepeia Ghost Pilgrim
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This work investigates the problem of a linear crack in the middle of a uniform elastic medium under normal tension-compression
loading. The direct Finite Element numerical procedure is used to solve the fractured media deformation problem, which also includes
an examination of the dynamic field variables of the problem. A Finite Element algorithm that satisfies the unilateral Signorini contact
constraint is also described for solving the crack faces' contact interaction, as well as how this affects the qualitative and quantitative
numerical results while calculating the dynamic fracture parameter.

Keywords: Harmonic loading; Linear crack; Fracture parameter; Contact interaction; Elastic medium; Finite Element Analysis
PACS: 62.25.Mn

INTRODUCTION

Engineering materials are prone to cracking and delamination, which compromise the integrity of structures and
components. The relationship between the load being applied and the dimension and location of a crack in an element can
be determined using Fracture Mechanics solutions, which also help to predict the rate of crack formation and propagation
[1, 2, 16]. As a result, it is vital to predict how fractured materials will react under dynamic loadings, as they are prone to
failure under extremely small, unexpected loads. This is why it is critical to correctly determine the fracture parameter from
the field variables, particularly as it is clear that under harmonic loading, the interior crack expands and contracts during the
tension and compression phases, and the opposite crack faces move with respect to each other, significantly altering the
stress and strain field near the crack tip [3, 4]. Until recently, the impacts of crack closure on fractured mechanics solutions
were overlooked due to their level of complexity. However, it is extremely important to consider this phenomenon as the
stresses and displacement jumps in cracked materials are usually higher for dynamic time-dependent conditions than in a
static case, causing sudden failures in engineering structures even under small loads [5]. This is because the dynamic loading
conditions induce more complex stress fields and crack propagation patterns than the static loading conditions.

The most important fracture parameter, the Dynamic Stress Intensity Factor (DSIF), which measures the intensity
of the crack-tip stress field, is affected by the loading frequency, load direction and amplitude, material properties, and
the crack dimension (shape and size). Therefore, the analysis of dynamic linear crack problems requires more advanced
numerical methods and experimental techniques than the analysis of static linear crack problems [6]. Due to the
complexity and non-linearity (even for LEFM conditions) presented by considering the dynamic effect of the problem [7],
a numerical technique has been adopted for the solution, rather than using analytical methods that are limited to static
solutions and simple crack configurations. As a result, the Finite Element numerical approach was employed in this study
for obtaining the stress and displacement fields because it is reliable, convenient, and simple to calculate the appropriate
fracture parameter [8-10]. The current method of Finite Element Analysis (FEA), which examines an in-plane linear crack
situated in the centre of a homogeneous elastic medium, will provide knowledge of the dynamics of a cracked structural
element under harmonic loading, as well as the computational determination of an essential fracture parameter, the
dynamic Stress Intensity Factor (DSIF), which estimates an appropriate crack size and level of stress before crack
propagation occurs. Finite Element Analysis (FEA) is a powerful numerical technique used to solve complex engineering
problems, including analysing dynamic linear crack problems. Here, we refer to a dynamic linear crack problem as the
study of how cracks propagate in a material when subjected to dynamic loading conditions. In the case of this study of a
dynamic linear crack problem, the material is subjected to harmonic tension-compression incident pulse, causing the crack
faces to move relative to each other. The Finite Element (FE) model of this study takes into account the material properties,
the nature of applied loads, and the original centroid crack configuration. This information is critical in many science and
engineering fields where structural health and integrity are important, including mechanical engineering, structural
engineering, materials science, and physics. It aids in understanding failure mechanisms, enhancing material design, and
forecasting the lifespan of engineered structures containing delamination and cracks. Because FEA is an approximation,
its accuracy is determined by the mesh fineness, input data quality, and appropriate model assumptions. Despite some of
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its limitations, the FEA remains the most dependable technique for handling fracture mechanics problems that need
dynamics analysis. It is crucial to highlight that under harmonic loading, both sides of the crack come into contact (during
the compressive phase), which considerably changes the condition of the solution [11, 21 - 25]. In these works, the effects
of crack closure were also examined, and the findings are provided in the following sections.

For the present study, the FE solution for the boundary value problem was implemented in the commercial software
ABAQUS/CAE. The isoparametric hexahedral element was adapted for simulating the centroid crack. This choice was
influenced by the fact that typical cracks are 3D in nature and the hexahedral elements satisfy the geometry of the fractured
medium and the crack shape of the current study. The faces of the hexahedral elements align with the geometry and
discontinuities of the discretized linear crack. The use of these hexahedral elements also makes it possible to accurately
model the singularity of the crack front. The hexahedral isoparametric finite elements generally offer a solution with
acceptable accuracy at a lower cost [18, 20]. It best describes the properties of this model as a three-dimensional continuous
(solid) cube with explicit analysis (for dynamic stress and displacements) that allows for the modelling of various geometries
and structures [16]. Mesh refinement and analysis of its sensitivity are used to determine the stress singularity. To satisfy the
unilateral Signorini conditions, the "Hard contact" mechanical constraint was imposed in the Abaqus explicit solver.

THE PROBLEM DESCRIPTION
A harmonic incident wave with a unit amplitude of normal tension-compression load, propagating in a homogeneous
elastic material is considered on the linear crack faces. Ideal elastic waves propagate through materials without causing a
permanent change in their condition when the load is removed, but the material deforms and their cracked faces come
into contact relative to each other, due to harmonic loading, as considered in this work.
This dissipation mechanism causes elastic waves to attenuate and scatter as they travel, and the rate of attenuation is
usually proportional to the incident wave's frequency [12, 13].
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Figure 1. (a) - Crack geometry, (b) - FE Model of linear crack under normal tensile-compressive loading

The homogeneous material is composed of two half-spaces with identical material properties. The linear crack is
located at the center of the domain. The solid domain (1 = Q2) with both lower and the upper half-spaces (E1 = Ez, vi =
V2, p1 = p2) has the following properties of steel [The Young’s modulus (£) = 200 GPa, The Poisson’s ratio (v) = 0.3,
density (p) = 7800 kg/m?], and we assume that only small deformations occur according to LEFM. Figure 1 shows the
3D model built with Abaqus/CAE with an initial non-zero crack opening of ho = 10-®mm in a Cartesian coordinate
system, such that the path of the incident wave is at right angles to the interface. The incident wave was applied at
frequencies and corresponding wavenumbers of k, = 0.1 and the normal angle of the wave incidence, 6o = 0°.

The interface separating the half-spaces, I'*, serves as the boundary for the top half-space, I'!, while the bottom half-
space is represented by I'2. In this model case, surfaces 1 and 2 consist of a finite part (crack surface) with a specific
dimension and crack size (2a), and the bonding interface; all of which satisfies the plane strain condition. The crack
surface for materials 1 and 2 is represented by I'“" such that;

Cer = e y r2en (D

The spatial distribution of tractions at the point of bonding, ['* = I''(¢") N [2(C") meets the continuity criteria for
displacements and stresses, so that;

Ul(x,t) = =U%(x, t), P(x, t) = —P2(x,t) {x eT5 t €T} 2)
The unknown traction vectors on the crack’s surfaces induced by the external loads are:
pl(x,t)=—g, {x €M, te T}

p2(x, t) = g% {x €2, te T} 3)

Where (x, t) is the displacement vector, p(x, t) is the traction vector, and g(x, t) is the load caused from the incoming
wave [3, 9].
The traction vector, (x, t), on each face of the fracture is given by:
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() =g t) +q(xt) “4)

The vector (x, t) represents the contact force at the contact area (['<).

The “small” initial crack opening introduced in the model problem of this work satisfies the condition of non-
zero initial opening. Signorini constraints must be imposed for the normal components of the contact force and the
displacement discontinuity vectors [13-15]. The constraints ensure that there is no interpenetration of the opposite crack
faces and there are no initial contact forces due to a non-zero initial opening of the crack. The constraints are given by the
following inequalities;

Au, (x,t) = —ho(x) 5 he(x) > 0, ®)
qn(x,t) 20,
~ (duy (x, ) + ho(x)) gn(x,t) = 0. (6)
Where ho is the initial crack initial opening:
ho = bAUStat Mg (1 4 cos (m\/xZ + xZ/a)) /2 7)

The maximum crack opening under static normal loading is represented by Austat max = 2(1 — v)/u, while b
represents the normalized magnitude of the crack's initial opening [13].

Dynamic Stress Distribution in Elastic Homogeneous Material
The magnitude of the applied load is defined with a step time using the Fourier function;
f®) = ag + X (A, coswt + B, sinwt) ®)

The amplitudes A» and B» of the Fourier functions are depicted by the elements of the tractions and displacements,
respectively, as illustrated below:

T T
Peos (1) = 2= [ 0 (1,) cos(@t) dt, ugps (x) == [ u (x,£) cos(wt) dt 9)
T . T .
Dsin (x) = % Jo p () sin(wt) dt, ugy, (x) = % Jy u (x,t) sin(wt) dt. (10)
The potential function defines the incident tension-compression harmonic wave as:
@ (x,t) = Pyelkaxn=—wt) (11)

In Figure 2, ®o and o represent the amplitude and circular frequency (o = 2xf) of the incident wave, respectively.
kais the generalized wave number given by ke« = /¢ and Cq are the velocities of incident waves in isotropic elastic
media [3,11,13].

C, = //1+p2u (Longitudinal wave), C, = \/% (Transverse wave). (12)

Where A and p are lame constants, and p is the density of the material (steel). Figure 2 depicts the unit amplitude of the
incident sine wave (equation 10) travelling as a function of time, t, along the normal y-direction (x2 axis), with tensile
(crest) and compressive (trough) phases.
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Figure 2. Harmonic incident wave pattern

The applied load of 1 MPa is a time-dependent sinusoidal incident wave, and at a given frequency, the generalized
wave number (k,) is obtained and the corresponding dynamic field variable is then extracted. Since the two half-spaces
are made of the same materials, there is no change in the properties of the wave distribution between them. The incident
wave is completely transmitted into lower material and there is no reflection. The initial incident wave propagates through
both half-spaces with the magnitude of reflected and transmitted waves equal to zero. Section 5 of this work describes the
distribution of the normal components of the dynamic field variables.
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Finite Element Approximation
The appropriate Finite Element approximation for the linear interface crack is based on those obtained in [16] and
briefly described in Section 1 of this study. Again, to establish the presence of stress singularities at the crack tip only
requires a mesh refinement around that region of interest. This enables the accurate assessment of reliable field variables
at the crack tip.

Figure 3. FE mesh discretization for the Griffith crack

In this Finite Element composition, no specific crack tip elements were required. Mesh refinement and sensitivity
analysis were adequate to approximate the singularity condition at the crack tip of the FE model. Figure 4 depicts the
numerical GUI results of the FE model. When the harmonic load is applied, under compression, the stress level at the
contact region of the crack surfaces increases, and the model deforms depending on the load increment, with each
successive step until the entire process is completed [16].

Figure 4. FE model with Stress Extrapolation

NUMERICAL RESULTS AND DISCUSSIONS

In this study, the numerical distribution of the stress field variables is extracted at the points of integration nearest
to the crack tip, whereas displacements are determined at relative nodal points indicating the vicinity of the tip [16-18].
Note that r = 0 is the crack tip with infinite stresses (which is not realistic in real materials). Away from the crack tip,
field variables become less valuable for fracture parametric analysis. Therefore, the region under consideration must be
as close to the tip as possible (0 <r/a < 1) [19, 20] to obtain accurate results with desired stability and reduced distortion
of the elements around the crack-tip region. To model this “small” distance from the crack tip, the meshing “art” becomes
very useful. Another way to avoid infinite stresses is to assume some elastic deformation during loading in order to
provide a large area during the contact of crack faces.

The desired stresses are in the y-direction of the tension-compression load, and they are extracted at the Integrating
Points in the FE model and then extrapolated to nodal points to represent the crack tip, for evaluation. This also gives a
good approximation of stress singularity.

The distribution of the normal component of the harmonic stress waves along the crack plane during the entire period
of oscillation (0 < wt < 2m) for wave number k, = 0.1 is shown in Figure 5. It shows that the stresses rapidly decrease

with distance from the crack front and vice versa.
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Figure 5. Normal distribution of stresses near the crack front
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On the other hand, the magnitudes of normal displacement discontinuities along the diametrical crack surface before
and after loading are presented in Figure 6. The normal distribution of displacement of the crack surfaces during the
oscillation period (0 < wt < 2m) for wave number k, = 0.1 is also presented in Figure 7 for the leading edge of the crack.
In the current study, there is symmetry between the leading (+) and trailing (-) crack fronts (see Figure 6), so only one
front (the leading) of the specimen is used for the analysis.
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Figure 6. Magnitude of normal displacements along the diametrical crack face before and after loading (upper half-space)
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It should be noted that the tangential components of the stresses and displacements are absent or negligible due to
the location of the crack in relation to the direction of the loading and the small curvature of the crack faces. Therefore, it
was only necessary to evaluate the normal components of the solution.

There are no contact forces during the tensile phase of harmonic loading and crack opening, as shown in Figure 8.
However, when unilateral constraints are enforced, the contact forces become present (see section 6 below).
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Figure 8. Absence of contact forces at the crack surface due to the opening of the crack faces

Finite Element Algorithm for Contact Interaction

Following the solution of the current problem, the Finite Element contact interaction has been implemented with the
algorithm below for the next stage of this study.
Apply initial harmonic loads, which completes the description of the physical problem
Solve for Fourier coefficients using equations (8) to (10)
Obtain the initial stresses and displacements without contact constraints
Define interaction pair for the crack (contact surfaces) without friction (£ = 0)
Apply Kinematic contact conditions to satisfy Signorini constraints of equations (5) and (6)
Check for overlapping and penetration of crack surfaces; if yes, then go to 5 and repeat
Else, go to 8
Obtain the unknown stresses and displacements of interest under contact

PNRNAINR W=
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9.  Obtain unknown contact forces resulting from 5 and as part of 8
10. Repeat the algorithm to get all the appropriate extrapolated variables at the crack tip
11. Extract the numerical results and post-process using an IDE
12. Compute the Dynamic Stress Intensity Factors from 3, 8 and 11 without and with contact interaction
Figure 9 shows the linear crack under contact constraints. When external forces or pressures cause the crack surfaces
to interact or remain in contact, it is said to be a linear crack under contact constraints. This situation often occurs in
materials where the behavior and transmission of the crack are influenced by friction, crack closure or other boundary

conditions.

>
E1,u1,P1
ot
,../—qf‘. - - ~{Cuck face under contact constraint ]

|E2, 02,02

Zzeoe X

Figure 9. FE Model of Linear crack under contact constraints

In Figure 9, the constraints shown in the middle of the model (with yellow dentations) are the contact interaction
properties that are imposed as boundary conditions on the crack faces of the FE model to address the components of the
contact forces and load vector on the crack surfaces as indicated in equations (5) through (7). Using isoparametric surface-
to-surface contact discretization and a “Hard” Kinematic mechanical constraint method from [19], the Signorini contact

conditions are strictly enforced, and the penetration of contact elements is minimized. The numerical results are extracted
without and with the effects of the crack closure.
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Figure 10. Distribution of normal displacement considering contact interaction
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Figures 10 and 11 show the normal distribution of displacement and the corresponding contact force at the crack
face during the period of oscillation (0 < wt < 2m) for wavenumber k, = 0.1 for the upper half-space at the leading edge
of the crack. It is shown that the distribution of the normal component of the displacement, even during the tensile phase
is significantly altered when the contact interaction of the opposite crack faces is considered (see line 5 of the algorithm).
The kinematic contact constraints enforced during the period of oscillation prevent the interpenetration (overclosure) of
the crack faces. The displacement discontinuity over the crack surface is observed to be distorted, especially during the
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compressive phase where contact takes place. By the elimination of the interpenetration of the contacting (crack) surfaces,
there is a corresponding contact force which repels the slave surfaces from the master sections, thereby leading to a
substantial decrease in the magnitude of the normal component of the displacement discontinuity (see line 6 of the
algorithm). This accounts for the qualitative and quantitative changes in determining the fracture parameter, Stress
Intensity Factors (SIF) without and with contact interactions.

Using the asymptotic expression from [21], the Stress Intensity Factors for mode I is determined as the next stage
of this study as follows:

K, =limo,V2nr (13)
r—0

Where r is the distance from the crack front. In this problem, there is symmetry between the leading (+) and trailing
(-) crack fronts (see Figure 6), so only one front of the specimen would be used for the determination of the mode I
fracture parameter and the values of the Stress Intensity Factors would be normalized by the static value, and the results
validated with those from [22, 26].

Kt = o,Vna (14)

From equations (13) and (14), and by the stress extrapolation method shown in Figure 4, the Dynamic Stress
Intensity Factor at the crack front can be determined, neglecting, and taking the effects of contact interaction into account.

CONCLUSIONS

The direct Finite Element Analysis was used to obtain the normal opening mode of dynamic stresses at the crack
tip, and the displacements across the diametrical crack face of a homogeneous fractured media. The normal (Mode I)
distribution of stresses along the crack plane during the entire period of oscillation (0 < wt < 2m) for wave number k,, =
0.1 was determined and analyzed. The magnitudes of normal displacements along the diametrical crack face before and
after loading were also analyzed for the upper half-space with a distribution of displacement (without and with contact
interaction) of the crack faces during the period of oscillation. The dynamic numerical results show that the nature of
dynamic loading and the frequency of the incident wave on the cracked elastic media affect the distribution of the stress
waves and therefore alter the fracture parameter significantly.

In what follows the solution of the current problem; the implemented Finite Element algorithm satisfies the unilateral
Signorini constraints for the contact interaction on the surface of the crack during the period of oscillation and leads to
the determination of the dynamic Stress Intensity Factor for varying (higher) wave numbers.
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KIHIEBO-EJEMEHTHHI AHAJI3 ITIPOBJIEMHA JUHAMIKH JITHIAHOT TPIIIITHA
Bpaiian E. Ycioe?, Biabamc E. Azorop?, Hpunn Y. Isyasi?, Ixozed Amamxama®, Hroiio A. Hkanr®,
Opyk O. Eroaii¢, Oaexcanap 1. Ixey6ad
“Ilenapmamenm ¢hizuxu, Yuieepcumem Kanabapa, Hicepisn
b Tenapmamenm nayrosux nabopamopnux mexunonoziii, Yuieepcumem Kanabapa, Hizepisn
“/lenapmamenm ynpaenints exonro2iunumu pecypcamu, Yuieepcumem Kanabapa, Hizepis
4[locnionuyvka 2pyna 3 ximii mamepianie, Jenapmamenm uucmoi ma npuxnaouoi ximii, Yuisepcumem Kanabapa, Hizepis

Y poGoTi mochiKeHO 3amady MpO JNiHIHHY TPINIMHY B CEpeAWHI OJHOPIAHOTO TPYKHOTO CEPElOBHINA NPH HOPMATBHOMY
HaBaHTA)XEHHI PO3TAr-CTHCKYBaHHS. [IpsiMa uncenbHA Mponexypa KiHIEBHX €JICMEHTIB BUKOPHCTOBYETHCS JUIS PO3B’SI3aHHS 3a/adi
nedopmarii cepeoBHUIIa 3 TPIMIMHAMH, KA TAKOXK BKIIIOYAE JOCIIHKEHHS 3MIHHUX JUHAMIYHOTO MOJIS 33/1adi. AJTOPUTM KiHIIEBUX
CJIEMEHTIB, SIKMH 3aJ0BOJIbHSE OJHOCTOPOHHE KOHTAaKTHE oOMekeHHs CHHBOpPIHI, TAKOXX OIMCAHO JUISl BUPIIIEHHS KOHTAKTHOI
B3a€MOJIii MOBEpXOHb TPIIIMH, a TAKOX SIK 1Ie BIUIMBAE HA SKICHI Ta KiJbKICHI YMCJIOBI Pe3yJIbTAaTH Iijl Yac pO3paxyHKy JUHAMIYHOTO
napameTpa pynHyBaHHS.
KonrodoBi cnoBa: capmoniune nasanmadsicenns; ninitina mpiwuna; napamemp pyunHy6aHHs;, KOHMAKMHA 63AEMOOIs; enacmudHuil
cepeOnill; Kinyego-eleMeHMHUI aHAi3





