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This work is devoted to the study of current flow in diffusion-doped zinc silicon samples in the dark and when illuminated with light
with an intensity in the range from 0.6 to 140 Ix and at a temperature of 300 K. At T = 300 K and in the dark, the type of the -V
characteristic contained all areas characteristic of semiconductors with deep energy levels. It was found that when illuminated with
light, the type of -V characteristics of the studied Si samples depended on the value of the applied voltage, the electrical resistivity of
the samples, the light intensity, and their number reached up to 6. In this case, linear, sublinear, and superlinear sections were observed,
as well as the switching point (sharp current jump) and areas with negative differential conductivities (NDC). The existence of these
characteristic areas of the applied voltage and their character depended on the intensity of the light. The experimental data obtained
were interpreted in the formation of low dimensional objects with the participation of multiply charged zinc nanoclusters in the bulk
of silicon. They changed the energy band structure of single-crystal silicon, which affected generation-recombination processes in Si,
leading to the types of I~V characteristics observed in the experiment.

Keywords: Doped silicon; I-V characteristic; Negative differential conductivity; Low dimensional objects; Zinc nanoclusters
PACS: 72.8-,-r, 72.80. Cw

1. INTRODUCTION
The study of current flow processes in highly compensated (HC) silicon samples doped with zinc in a high non-
equilibrium state, at room temperatures and in the presence of illumination, is of important scientific and practical interest.
From a scientific point of view, such studies provide more information about the role of a particular center formed by
impurity atoms on current flow processes. From a practical point of view, knowledge of the behavior of a sample under
various conditions makes it possible to determine the optimal conditions for creating various sensors of external influences
based on HC silicon samples.

It is known that zinc in silicon acts as a double acceptor with ionization energies E;=Ev+0.31 and
E>»=Ev+0.50 eV [1-3]. A study of the surface morphology using an atomic force microscope (AFM) and the photoelectric
properties of diffusion zinc-doped silicon samples showed that nano-sized multi-charged clusters are formed in them [4].
These clusters significantly change the structure of the energy states of the zinc atoms in silicon. As a result, instead of
the above two acceptor energy levels corresponding to a single zinc atom, other deep energy levels appear with the
participation of zinc nanoclusters lying in the range of values E=Ev+(0.16+0.617) eV, which is consistent with the
data [5].

2. EXPERIMENTAL METHODS, RESULTS AND IT’S DISCUSSION
To elucidate the mechanism of current flows in HC samples of silicon diffusion-doped with zinc with different types
of conductivity and degrees of compensation, of both n- and p-type conductivities with resistivity lying in the range
of 10%+10° Q-cm at T = 300 K were obtained using the high-temperature diffusion method according to the technology
described in [6]. Ohmic contacts to the studied samples were created by laser soldering of copper wire with a diameter
of 100 um or by applying conductive silver paste [7].

The measurement of the /- characteristics of diffusion-doped HC Si<P, Zn> samples of both p- and n-types,
was carried out according to the method described in the [8]. Samples of p- or n- n-conductivity types in the form
of parallelepipeds with dimensions of 10x5x0.3 mm? were included in a circuit consisting of a series-connected
load resistance Ry and a stabilized voltage source. The voltage generator mode (Rs > Ri) was performed regardless
of the current flowing through the sample. An incandescent lamp, powered by direct current, served as a source of
lighting.
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2.1 Results And Discussion
A study of the [~V characteristic of HC silicon samples diffusion-doped with zinc of both n- and p- types of
conductivity and with electrical resistivity in the range of 102+10° Q-cm at T = 300 K showed that the I~V characteristic
in the dark contains three characteristic sections (Figure 1).
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Figure 1. /-V characteristics of Si<P, Zn> samples with Figure 2. I~V characteristics of n—Si<P, Zn> samples with
different specific electrical resistances and types of conductivity p =5.74-10* Q-cm, 7= 300 K
in the dark at 7=300 K

The first section in the dependence [ = U“ is linear (the exponent « lies in the range 0.97+1.03) for all studied
samples whose length in voltage increases approximately 10 times with increasing p (for example, 0.1 +10 V for a sample
with p=1.3-10> Q-cm and 0.1 + 100 V for a sample with p = 6.91-10* Q-cm). The second section is superlinear (the
exponent is equal to the value 1.28 + 1.97). The third section of the /-V characteristic is a section of a sharp increase in
current from voltage. Here the value reaches up to 25.03. At first glance, the last section looks like an electrical
breakdown. However, repeated measurements have shown that the experimental data is repeatable; therefore, we can say
there is no electrical breakdown here. It should be noted that the exponent increases sharply in this section with increases
of the p.

Figure 2 shows the I-V characteristics of n—Si<P, Zn> samples, also taken at room temperature and in the presence
of illumination with an intensity of 0.6-90 Ix.
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Figure 3. Dependence of the threshold voltage of the current Figure 4. Dependence of the magnitude of the current jump on
jump on the illumination of the light the illumination of the light

As can be seen from Figure 2 the /- Characteristics of n—Si<P, Zn> samples taken at low illumination of light have
three characteristic sections [9]. The first almost linear section with the exponent ¢ = 0.99 lies in the voltage range
0.10+9 V, then follows the superlinear section with &= 1.24 lying in the voltage range 10+90 V, then follows the sublinear
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section with the exponent &= 0.554 lying in the range 100950 V [10]. As the light irradiance value (LIV) increases, the
number of characteristic areas and the nature of the I = U% dependence changes. So, for example, at 6.25 Ix the number
of characteristic areas reaches six and this number is maintained for all LIV. In this case, the voltage extension of the first
ohmic section is preserved for all values of the LIV. The nature of the second section does not change, i.e. it's always
super linear. However, the degree of superlinearity increases from the beginning, and having reached a maximum
(a=1.77), it decreases (& = 1.55). The third section at low LIV is sublinear (¢ = 0.68) and with increasing LIV the
sublinearity decreases (¢ = 0.75) with further growth of LIV it first turns into a linear dependence (¢ = 0.97) and then
becomes superlinear (o= 1.15). The fourth section at relatively low LIV (6.25-23 [x) exhibits a superlinear dependence
(a=1.44+2.04), then, as in the third section, it first turns almost linear (o= 1.08), and then a weak sublinear relationship
(a = 0.90). The fifth section is a section of a sharp jump in current downward in value. The threshold voltage
corresponding to a current surge depends on the LIV. At low LIV, the jump occurs at higher values of voltage applied to
the sample. With increasing LIV, the current sharply decreases, and, starting from 23 /x, the current jump does not depend
on the LIV (Figure 3), but the magnitude of its jump (Al = Inax — Imin) depends on the LIV. At low LIV, the value of Al is
small and with increasing LIV it increases sharply, and, starting from LIV 23 Ix, its growth slows down (Figure 4).

Figure 5 shows the -V characteristics of HC samples p—Si<P, Zn> with p = 6.91 -10* Q-cm taken at a temperature
T =300 K in the presence of illumination with an intensity lying in the range of 0.6+100 /x.
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Figure 5. -V characteristics of n—Si<P, Zn> samples with p = 6.91-10* Q-cm, 7= 300 K

As can be seen from Figure 5, in contrast to n—Si<P, Zn> samples, the /-V characteristics of p—Si<P, Zn> taken at
T =300 K and low LIV contain 6 characteristic sections (instead of three). These are sections: the first almost linear
section with the exponent or= 0.98 lies in the voltage range 0.10+9 V, and this dependence is preserved for all LIV, then
follows the second superlinear section with = 1.73+2.08, lying in the voltage range 10+30 V, followed by the third
sublinear section with the exponent & = 0.42, lying in the range 40100 V. With an increase in the LIV, this section
moves to a superlinear dependence with the exponent ¢ lying in the range 1.27-+1.45. Next comes the fourth superlinear
section with o= 2.55. With increasing LIV, this dependence becomes sublinear, and the value decreases. The fifth is a
section of a sharp jump in current downward in value. The voltage corresponding to the current surge depends on the
LIV. At low values of the LIV, the jump occurs at higher values of the voltage applied to the sample. With increasing
LIV, the threshold voltage value decreases sharply, and starting from 23 /x, as in the case of p—Si<P, Zn> samples, it
ceases to be affected by the LIV (Figure 3). In this case, the magnitude of the jump (Al = Inax — Imin) also depends on the
LIV. At low LIV, the value of Al is small, but with increasing LIV it increases sharply and, starting from LIV 23 Ix, its
growth slows down (Figure 4). It should be noted that in n—Si<P, Zn> both the value of the threshold voltage Uy, and the
value of Al are always greater than in p—Si<P, Zn>.

The nonlinearity of the /-V characteristic occurs not only in many semiconductor devices, in which the main working
element is p-n junctions but also in many semiconductor materials in which p-n junctions are completely absent [11]. In
semiconductor materials, if we exclude the influence of contacts, nonlinearity is most often due to the effects of strong
fields. It is known that in strong electric fields, there is a dependence of mobility on the field strength until velocity
saturation, NDC, impact ionization, and breakdown. However, in weak electric fields, the manifestation of nonlinearity
of the I~V characteristic is also possible [12].

In [6], it was shown that in the silicon samples we studied, diffusion-doped with zinc at low voltages, the dependence
of the current flowing through the sample on the applied voltage is linear. At higher voltages, nonlinearities appear in the



308
EEJP. 4 (2024) E.U. Arzikulov, et al.

I-V dependence, which is described by the theory of limited space charge current (SCLC) by trapping holes at levels
created by zinc atoms located in the band gap of silicon [13].

However, the exact reasons for the nonlinear nature of the /- characteristics in semiconductors have not yet been
unambiguously established [14]. According to [15], the nonlinearity of the relationship between excess carrier
concentrations in compensated semiconductors leads to a complex dependence on the parameters that determine the shape
of the -V characteristics on the injection level. An important role in the formation of the /~V characteristics of the diode
structure is played by the bipolar drift mobility and the effective diffusion coefficient. In the expressions that determine
the above quantities, there is a function v(p)=dn/dp, the form of which is determined by the specific type of the system
of deep impurity levels in the compensated semiconductor. At low and high injection levels, when carrier concentrations
are related by a linear dependence and the value of v(p) is constant, the influence of equilibrium parameters on the values
of mobility and diffusion coefficient has a weak effect. When considering the mechanisms responsible for the behavior
of the I~V characteristics of a compensated semiconductor, it is necessary to take into account the influence of
simultaneous changes in the bipolar drift mobility and the effective diffusion coefficient, which is a difficult task in
practice.

In our case, possible reasons for the nonlinearity of the /- characteristics in Si<P, Zn> samples may be the following
mechanisms: 1) currents limited by space charges; ii) and ionization of impurity centers in strong electric fields [14, 16]. As
was shown in [14], when a voltage is applied to samples with high resistance, an injection current appears in the circuit,
which obeys the power law J ~ E2. The nonlinear sections of the /-V characteristics in such samples containing shallow
and deep traps were mainly associated with the possibility of implementing monopolar or double injection.

In the HC Si<P, Zn> samples we studied, there are — (slow, associated with doubly ionized zinc atoms) and s—
(fast, levels arising during high-temperature diffusion) recombination centers, as well as #— trap levels associated with
shallow levels [17]. This suggests that in fields where a quadratic dependence J ~ E? is observed, the /-V characteristic
exhibits a trap character of conductivity. The experimental data obtained in the corresponding sections of the -V
characteristic show that in p- and n-type Si<P, Zn> samples, the transport of charge carriers in electric fields with a
strength of less than 10? V/cm is mainly due to monopolar injection and is consistent with Lampert’s theory [9].

The sections of the /-V characteristic with & < 1 that we studied for p- and n-type Si<P, Zn> samples can be
satisfactorily explained within the framework of the theory of the “injection depletion effect” [13]. The appearance of
sublinear sections of the /-V characteristic is theoretically possible only in the case of counter-directions of ambipolar
diffusion of nonequilibrium current carriers and their ambipolar drift, which in our case is mainly determined by injection
modulation of the charge of deep levels [18]. Due to the difference in diffusion coefficients, holes move slowly, and
electrons run far ahead, which leads to their separation in space and an electric field arises between them, inhibiting their
movement. A decrease in their speed causes a decrease in current, which in turn leads to the appearance of sublinear
sections of the /- characteristic.

Analysis of the results of experimental data obtained at relatively high electric field strengths (at E > 102 V/cm)
shows that the increase in electrical conductivity with increasing E is associated with an increase in the concentration of
excess charge carriers. This circumstance allows us to assume that the presence of a region of the sharper current growth
in the I-V characteristic, where &> 3, can be explained by the fact that in Si<P, Zn> p— and n-type samples at such E,
depletion (or ionization) occurs traps stimulated by an electric field.

There is another mechanism that also leads to a strong change in the concentration of charge carriers. This may be
due to a sharp increase in the degree of ionization of small donors or acceptors when free carriers are heated by an electric
field. Such a sharp increase in the degree of ionization can be associated both with an increase in the rate of impact
ionization upon heating of charge carriers and with the field dependence of the probability of their capture by similarly
charged traps. This is only possible at very low temperatures. In fields of the order of 10? V/cm, almost complete release
of charge carriers from traps occurs, which leads to sharp superlinearity of the /-J characteristic. At present, however,
there is still no complete clarity regarding the specific mechanism of origin of the region responsible for NDC [10].

The origin of the fifth region, where a downward current jump is observed at certain values of voltage applied to the
sample, is not yet completely clear. Such a current jump may be associated with the “opening” of a new additional
recombination channel associated with zinc atoms. In this case, the capture cross section for nonequilibrium charge
carriers at the center corresponding to this channel probably depends on the electric field strength. When the threshold
voltage value is reached, this channel “opens”, which leads to a sharp decrease in the number of current carriers and
corresponds to a current jump down in value.

In [19], a model of a semiconductor with quantum dots (QDs) was used to explain the experimental data obtained.
It is known that the presence in the band gap of a semiconductor of various traps for charge carriers associated with
impurity atoms significantly affects the type of their /-V characteristics. This is especially evident in HC semiconductor
materials. In this case, S- or N-shaped sections also appear on the /-V characteristic instead of a linear section, followed
by quadratic and almost vertical dependencies. /-V characteristics with several NDCs or the simultaneous presence of S-
and N-shaped characteristics are also possible [10].

The results obtained can be interpreted in such a way that zinc atoms in silicon, with strong compensation, form not
only single deep levels but also an entire band of levels characteristic of nanoclusters (or quantum dots) with large carrier
capture cross sections [7].
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The value of the electrical resistivity of Si<P, Zn> samples of both n- and p-type conductivity with NC with different
charge states, obtained by high-temperature diffusion lies in a wide range (p~10>+10* Q-cm), i.e. they are quite high-
resistance. These NCs are deep traps for charge carriers. Unlike conventional traps, where carriers are at a fixed energy
level, in NC they are not only bound but can also be at different quantized energy levels with different densities of states
and capture cross sections. The nature of their distribution among levels depends on the degree of compensation, on
injection, etc., in addition, the process of tunneling between NCs is possible. Therefore, it should be expected that the /-7
characteristics in such materials should have their characteristics, which were experimentally discovered in the Si<P, Zn>
samples with NC we studied [20].

It should also be noted that with a decrease in the resistivity of the samples, the value of the vertical section of the I-V
characteristic also decreases. Knowing the charge carrier concentrations at a given temperature, we calculated the positions
of the Fermi level in these samples at T=300 K, which are F1=0.35 eV, F,=0.43 eV, and F5=0.49 eV, respectively. Therefore,
it can be assumed that in these samples the NCs act as traps with different concentrations and ionization energies, which are
higher than the Fermi level. We can consider that in the samples under study there are only NCs with different charge
multiplicities and assume that the detected energy levels correspond to their different charge states.

3. CONCLUSIONS

Based on the studies of the electrical properties of silicon samples diffusion-doped with zinc, it was established that
the -V characteristic consists of several characteristic sections (the number of which can reach up to 6): linear, sublinear,
superlinear, switching point, and section with NDC. Their number and voltage ranges depend on the temperature, degree
of illumination, and resistivity of the sample.

The sublinear sections of the /-V characteristic observed in p- and n-type Si<P, Zn> samples can be satisfactorily
explained within the framework of the theory of the injection depletion effect. The observed quadratic dependencesJ ~ E?
in the /- characteristic can be associated with the influence of traps on conductivity. In the p- and n-type Si<P, Zn>
samples we studied, the transfer of charge carriers in electric fields with a strength of less than 10? V/cm is mainly due to
monopolar injection and is consistent with Lampert’s theory.

The presence of a region of sharper current growth in the -V characteristic, where & >3, can be explained by the
fact that in Si<P, Zn> p- and n-type samples at such electric field strengths, emptying (or ionization) of traps occurs,
stimulated by the electric field.

The observed features in the /-V characteristic are mainly associated with the formation of nano-sized multiply
charged clusters, which significantly change the structure of the energy states of zinc atoms in silicon. As a result, instead
of the well-known two acceptor energy levels corresponding to atomic zinc, a whole spectrum of deep donor energy levels
of zinc nanoclusters appears lying in the range E=Ey+(0.16+0.4) eV.
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MEXAHI3MH CTPYMY B 3PA3BKAX KPEMHIIO, JIETOBAHOI'O JU®Y3I€I0 HUHKY, IPU T =300 K
E.C. Apsikyiaos®S, M. Papkaéosa?®, Croe Ilyii¢, JIro Tenr®, C.H. Cpacg?, H. Mamarkysos®, III.Jl:x. TyBonaikos?,
Bacuiab O. Ilenenopuu®e, b. SAur’
Camapkranocokutl OeporcasHutl yrieepcumem imeri Lllapogha Pawuoosa,
140104, Yuisepcumemcokuii 6ynveap, 15 Camaprkano, Pecnybnixa Y3bexucman
bCamaprandcoruii deporcasnuii ynisepcumem semepunapnoi meduyunu, meapunHuymea ma 6iomexnonozit,
140003, eéyn. Mip3zo Ynye bex, 77, Camapxano, Pecnybnixka ¥Y36exucman
¢llIxona mamepianoznagcmea ma indicenepii LlleHvbancbko2o aepokocmiuHo20 yHigepcumemy,
37 Iisoenna asento /laoi, lenvan, Kumaii
Inemumym mexuonoziunux nayx Yxanocokozo ynisepcumemy, Yxano, 430072, Kumaii
¢Knrouosa nabopamopisn upobHUYmMea eleKkmpoHiku ma inmezpayii ynaxkoexu 6 Xyoei, Yxaunvcokuil ynigepcumem, Yxaus, Kumai
MIxona emepeemuxu ma mawunobyoysanus Yxauvcoko2o yuieepcumemy, Yxano, Kumaii

Jana po0oTa NpHUCBsIYCHA BUBUCHHIO NMPOTIKAHHS CTPyMy B IH]y31HHO JIErOBaHUX 3pa3Kax IIMHKOBOIO KPEMHIIO B TEMpSBI Ta IpH
OCBITJICHHI CBITJIOM 3 IHTEHCHBHICTIO B Jiana3oHi Bix 0,6 mo 140 sk i remmeparypi 300 K. ITpu T = 300 K i B rempsiBi Bug BAX mictus
yci JUISHKH, XapaKTepHi JUIsl HaIliBIPOBIIHHKIB 3 INIMOOKUMH €HEPreTHYHUMHU PiBHSAMHU. BCTaHOBIIEHO, 1110 NTPU OCBITIICHHI CBITIOM
Bu BAX nocnimkyBaHuX 3pa3KiB KPEMHIIO 3aJIe)KaB Bijl BEJIMYMHY NIPUKIIAAEHOT HAIPYTH, TUTOMOTO €JIEKTPUYHOTO OIOpY 3pasKiB,
IHTEHCUBHOCTI CBIT/a, a 1X KUIbKICTh Jocsraia 6. Py [bOMY CHOCTepiranucs JNiHilHi, CyOsiHiiHI Ta CyHnepiiHiiHI AISHKY, a TAKOX
TOYKa MepeMHuKaHHs (pi3kuil cTpuOOK CTpyMy) i obmacti 3 Bim’emHow audepeHuiansHoro nposignictio (HIIT). HasBaicte nux
XapaKkTepHUX IUISTHOK NPUKIAZCHOI HAIPYTH Ta iX XapakTep 3ajeKalld Bil iHTEHCHBHOCTI cBiTIa. OTpHMaHi eKCIIepUMEHTaJIbHI JaHi
iHTEepIpeToBaHO NpH (HOPMYBaHHI HU3bKOPO3MIPHUX O0'€KTIB 32 y4acTIO 0arato3apsAHUX HaHOKJIACTEPiB HUHKY B 00'€Mi KPEMHIIO.
Bonu 3MiHMIN €HEepreTHYHY 30HHY CTPYKTYpPY MOHOKPHUCTAJIIYHOTO KPEMHIIO, [0 BIUIMHYJIO Ha IPOIECH IeHepamii-pexomMOinamii B
Si, mo npu3Beno xo tumiB BAX, ski criocTepiraiucs B eKCIICpHMEHTI.

KurouoBi ciioBa: necosanuii kpemnii; BAX; necamusna oughepenyianoha npogioHicms, Maropo3MipHi 06 €kmu, HAaHOKIACMEPU YUHKY
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In this paper, the effect of doping silicon with dysprosium (Dy) on its structural and optical characteristics is investigated. Silicon n-Si
was doped with dysprosium by thermal diffusion at 1473 K for 50 h. Raman spectroscopy and X-ray diffraction analysis were used for
the analysis. The Raman spectroscopy results showed a main peak at 523.93 cm™, corresponding to n-Si optical phonons, with an
increase in the intensity and full width at half maximum (FWHM) in n-Si<Dy> samples, indicating an improvement in the crystallinity
of the structure. A decrease in the intensity of the peaks at 127.16 cm™" and 196.24 cm™!, associated with amorphous structures, confirms
a decrease in defects. The detection of a new peak at 307.94 cm™! indicates successful deposition of dysprosium as nanocrystallites
associated with the 2TA phonon mode in the cubic phase of Dy.0s. X-ray diffraction analysis revealed characteristic structural lines
indicating the (111) crystalline orientation and the presence of microdistortions in the lattice. Heat treatment and rapid cooling lead to
a change in the intensity of structural lines, an increase in the second- and third-order lines, which indicates microstrains and a change
in the size of subcrystallites. Doping of silicon with dysprosium improves the crystallinity of the structure, reduces the number of
defects and forms polycrystalline layers on the surface consisting of SiO2 and Dy203 nanocrystals.

Key words: Silicon; Defects; Dysprosium; Rare earth element; Raman spectroscopy, Diffusion; Heat treatment; Temperature;
Composition; X-ray phase analysis

PACS: 33.20.Rm, 33.20.Fb

INTRODUCTION

It is known that defect formation processes are significantly affected by various factors [1-6]. The formation efficiency
and annealing kinetics of certain defects in the bulk of silicon depend on the presence of various active and inactive
uncontrolled impurities, their content and state in the silicon lattice, other specially introduced impurities, the presence of
several impurities at once, and many factors. Diffusion is carried out from the oxide film of rare earth elements on the surface
of the silicon wafer. Thin-film nanocomposites consisting of crystalline and amorphous Si nanoparticles embedded in silicon
oxide layers have been widely studied over the past two decades as suitable materials for non-volatile memory devices, third-
generation photovoltaic devices, and other applications. The efficiency of rare earth doping in silicon and the manifestation
of optical properties of the structures depend on the spectrum of optically and electrically active centers containing rare earth
elements, their total concentration, and the interaction with uncontrolled impurities and thermal defects in the bulk of the
material. Recent advances in self-aligned silicide deposition have revived the interest in metal-oxide semiconductor Schottky
barrier field-effect transistors (SB-MOSFETSs), and devices with outstanding electrical characteristics and high-frequency
performance have been fabricated. Metal silicides such as PtSi, DySi>, YbSi>—, and ErSi>« have been extensively studied
as Schottky barrier source-drain (S/D) contacts due to their low Schottky barrier height on silicon [7-8].

Raman spectroscopy has proven its effectiveness in monitoring the local formation of various technologically
important metal silicides (e.g. CoSiz, TiSiz, PtSi and NiSi) [2-9]. The Raman spectrum also provides a unique “fingerprint”
of the material: each phonon in the spectrum corresponds to a unique vibrational mode of the crystal lattice. This method
provides additional information such as the phase state, strain, nucleation site and grain size of the silicide material.

The aim of this work is to dope n-Si silicon with dysprosium (Dy) by the diffusion method at a temperature of
1473 K and to study the structural and optical characteristics of n-Si silicon samples and the REE oxide film on the surface
of n-Si<Dy> silicon wafer using Raman spectroscopy and X-ray diffraction (XRD) analysis.

MATERIALS AND METHODS
In this study, n-Si and its doped n-Si<Dy> sample were analyzed using Raman spectroscopy (RS) and X-ray
diffraction (XRD) methods. Control n-Si samples with initial resistance from 0.2 to 100 Qxcm was selected for the
experiment. The doping process with dysprosium (Dy) was carried out by thermal diffusion method. The samples were
chemically cleaned and treated with HF solution to remove oxide layers from the surface.
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Then Dy (99.999% purity) was deposited on the cleaned silicon surface in a high vacuum environment with a
vacuum level of 10 to 10”7 Torr in evacuated quartz ampoules using an oil-free vacuum pump system. Diffusion annealing
of the samples was performed at a temperature of 1473 K for 50 hours, followed by rapid and slow cooling to uniformly
distribute the material and achieve the maximum concentration of dysprosium in silicon.

Raman spectroscopy was performed on a QE Pro High-Sensitivity Spectrometer Raman microscope at room
temperature using a 532 nm laser in the wavelength range from 50 to 1200 cm™. X-ray diffraction analysis was performed
on a MiniFlex II diffractometer (Rigaku, Japan) using CuKo radiation. All diffraction patterns were recorded in the
angular range 20=3+120°. The obtained diffraction data were analyzed for the presence of characteristic signals for
n-Si<Dy> composites. The presence of elements was determined based on literature data on phases and the ICDD card
database for known compounds.

RESULTS AND DISCUSSIONS
To study the physical and chemical structure of the samples, Raman analysis was performed, the obtained spectra
are presented in Figure 1.
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Figure 1. Raman spectra of the studied samples: Figure 2. TA and LO peaks of samples:
a. n-Si doped with dysprosium (<Dy>), heat-treated at 1373 K for a. n-Si (as-is). b. n-Si (control) heat-treated at 1373

50 hours, followed by rapid cooling and 15 um depth removal; b. n- K for 50 h followed by rapid cooling; ¢. n-Si doped with
Si doped with dysprosium (<Dy>), heat-treated at 1373 K for 50 dysprosium (<Dy>) heat-treated at 1373 K for 50h
hours, followed by rapid cooling; ¢. n-Si (control), heat-treated at  followed by rapid cooling and 15 pm depth removal; d. n-Si
1373 K for 50 hours, followed by rapid cooling; d. n-Si (original ~doped with dysprosium (<Dy>) heat-treated at 1373 K for
material) 50 h followed by rapid cooling

As shown in Figure 1, the first-order Raman spectrum (G point, k~0) of all single-crystal silicon samples at room
temperature is observed at 523.93 cm! [10, 11]. The peak is formed as a result of optical phonon scattering inside the n-
Si nanocrystal, which corresponds to the LO (longitudinal optical) and TO (transverse optical) optical phonon modes of
n-Si at the center of the Brillouin zone [12]. It is known that tensile stress causes the Raman peak to shift toward a lower
wavenumber, while compressive stress causes the Raman peak to shift toward a higher wavenumber [13]. Figures 1 and
2 show the typical shifts of Raman peaks for amorphous silicon based on the experimental results of references, which
are approximately 127.16 cm™! (phonon mode similar to TA-like phonon mode) and 196.24 cm™' (phonon mode similar
to LA-like phonon mode) [12, 13, 16].

It is evident from Fig. 1 that the peak intensity and first-order bandwidth at half-maximum for the heat-treated n-Siy
sample are lower than that obtained for the control sample (n-Si). In addition, the higher intensity of the peaks at
127.16 cm™ and 196.24 cm™! appearing in the Raman spectrum of the heat-treated sample indicates that the amorphous
silicon with higher concentration of crystal defects is formed during the processing.

According to the Raman spectra of the obtained n-Si<Dy> samples, due to the deposition of dysprosium on the n-Si
surface, the peak intensity significantly increased along with the FWHM value at 523.93 cm™!, and the peak intensity of
the amorphous structures at 127.16 cm™ and 196.24 c¢cm! sharply decreased. These observations indicate that the
deposition of dysprosium leads to an increase in the crystallinity of the structure and a decrease in the defect sites in the
n-Si samples. In addition, a new peak appearing at 307.94 cm™ is associated with the Fg band (2TA phonon mode) in the
cubic phase of Dy,0; [17, 18]. The peak position, intensity and width at half maximum are 307.94 cm’!, 1157.84 and
44.15 cm™!, respectively. Thus, using Raman spectroscopy, it is possible to prove the successful deposition of dysprosium
(in the form of n-Si<Dy>) on the silicon surface for 50 hours at a temperature of 1473 K under vacuum conditions.

After removing the 15 pum thick surface, it is seen that the intensity of the Dy,O3 peak decreases significantly at
about 307.94 cm’!, and the intensity of the crystalline and amorphous structure decreases and increases, respectively,
compared to n-Si. When analyzing the n-Si<Dy> sample, the removal of the Dy,O3 layer from the surface of the silicon
wafer was determined.



313
Study of Defect Structure of Silicon Doped with Dysprosium Using X-Ray Phase Analysis... EEJP. 4 (2024)

Fig. 3 shows the secondary phonon range of 15 um thick samples obtained as a result of mechanical processing by
diffusing Dy atoms onto the n-Si surface after heat treatment (phonon mode similar to 2TO) [12.14.15.]. In the range of
900-1020 cm™!, there is a broad peak, which is formed as a result of the superposition of two or more optical modes [19.].
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Figure 3. Second-order phonon range of samples:
a. n-Si (as-received material). b. n-Si (control) heat-treated at 1373 K for 50 h followed by rapid cooling; ¢. n-Si doped with
dysprosium (<Dy>), heat-treated at 1373 K for 50 h followed by rapid cooling and 15 pm depth removal; d. n-Si doped with
dysprosium (<Dy>), heat-treated at 1373 K for 50 h followed by rapid cooling

For a deep study of the obtained Raman spectra of the samples, work was carried out to separate the obtained signals
(3 peaks 2TO(X), 2TO(W) and 2TO(L)) using the Origin Pro and Fityk programs; the obtained data on these peaks are
presented in Table 1.

Table 1. Results of the Raman spectra analysis of Si samples.

No Samples studied 2TO Center (cm™) Area Height FWHM
X 951.64 31939.7 666.817 44.9978
1 n-Si L 990.27 289.095 33.8002 33.8002
Y 977.02 1327.96 70.3974 17.7213
X 951.16 30764.9 670.615 43.0974
2 n-Sint L 992.65 9270.74 283.238 30.7489
Y 976.35 3285.26 152.592 20.2259
X 952.03 34169.9 705.095 45.5265
3 n-Si<Dy>mp L 991.93 9885.45 290.036 32.0194
W 976.94 1983.78 99.8088 18.6721
X 952.23 91713.8 1901.56 45.1889
4 n-Si<Dy> L 1014.27 3032.63 136.081 20.9358
W 987.64 26456.7 799.234 31.0977

Comparing the obtained Raman spectra data of the samples (Table 1), we can draw a conclusion on the effect of
various treatments and additives on the properties of the materials. Below is a comparison of n-Si<Dy> samples with the
control n-Si sample:

Change in the 2TO(X) peak shift:

thermally treated n-Siht sample: the area decreased by ~3.7% compared to the control sample (31939.7 versus
30764.9), the height remained virtually unchanged (666.817 versus 670.615), the half-width decreased by ~4.2% (44.9978
versus 43.0974).

sample obtained by decreasing the sample surface area by 15 pm n-Si<Dy>mp: area increase by ~7% (31939.7 vs.
34169.9), height increase by ~5.8% (666.817 vs. 705.095), half-maximum increase by ~1.2% (44.9978 vs. 45.5265). The
area and height increase, but the rate of increase is significantly lower than that of the n-Si<Dy> sample.
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n-Si<Dy> sample: area increased by ~187% (31939.7 vs. 91713.8), height increased by ~185% (666.817 vs.
1901.56), width at half-maximum increased by ~0.4% (44.9978 vs. 45.1889).

Change in 2TO(L) peak shift:

thermally treated n-Siht sample: area increased by ~3106% (289.095 vs. 9270.74), height increased by ~738%
(33.8002 vs. 283.238), width at half-width is ~9% lower (33.8002 vs. 30.7489).

sample obtained by decreasing the sample surface by 15 um n-Si<Dy>mp: area increased by ~3321% (289.095 vs.
9885.45), height increased by ~758% (33.8002 vs. 290.036), width at half-width is ~5.3% lower (33.8002 vs. 32.0194).

n-Si<Dy> sample: area increased by ~949% (3032.63 vs. 289.095), height increased by ~302% (136.081 vs.
33.8002), FWHM decreased by ~38% (20.9358 vs. 33.8002).

Change in 2TO(W) peak shift:

thermally treated n-Siht sample: area increased by ~147% (1327.96 vs. 3285.26), height increased by ~116%
(70.3974 vs. 152.592), FWHM increased by ~14% (17.7213 vs. 20.2259).

sample obtained by decreasing the sample surface area by 15 um n-Si<Dy>mp: area increased by ~49% (1327.96 vs.
1983.78), height increased by ~42% (70.3974 vs. 99.8088), FWHM increased by ~5.4% (17.7213 vs. 18.6721).

n-Si<Dy> sample: area increased by ~1894% (1327.96 vs. 26456.7), height increased by ~1035% (70.3974 vs.
799.234), FWHM increased by ~75% (17.7213 vs. 31.0977). Raman scattering can also be used to determine the thickness
of our silicide films. This is done by measuring the attenuation of Raman scattering on silicon substrate phonons due to
the silicide layer. The intensity of the silicon peak is determined by the following equation:

I =lpe 2, )

where, [y is the intensity of the reference silicon wafer without the top layer, a is the absorption coefficient of the top layer,
d is the film thickness [17]. To determine the yield thickness, equation (1) can be rewritten as follows:

ad=-1/,1n (I/IO). )

We measured two vibrations of dysprosium monosilicide at wavelengths of 127 and 196 cm'. To deeply study the
physical and chemical structure of both the control n-Si sample and the obtained n-Si<Dy> samples, X-ray phase analysis
was performed.

Figure 4 shows the X-ray diffraction pattern of the n-Si sample (initial). It is evident from the data presented in
Figure 4 that the X-ray diffraction pattern contains some structural reflections with different intensities (the structural data
are presented in Table 2).
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Figure 4. X-ray diffraction pattern of n-Si sample (initial)

Among such structural reflections, the structural line observed at 26 = 27.99° with d/n = 3188 nm has the highest
intensity; it was established based on the experimental analysis that it belongs to the crystallographic orientation (111).
The high intensity of this reflection (21779 imp-sec™) and the half-width (0.01 rad), determined from the experimental
results, indicate both a good degree of crystallinity of the studied samples and the fact that most of the constituent atoms
are arranged in the crystallographic order (111). According to this structural reflection, its beta () component was
observed at 20 = 25.31° with d/n = 3.5096 nm, and its second (222) and third (333) orders were observed at 26 = 57.9°
with d/n = 1.5933 nm and 26 = 94.68 with d/n = 1.0474, respectively. Usually, the second (222) order reflex is considered
to be a forbidden structural line with respect to the crystallographic first order (111), and in most cases it manifests itself
in the X-ray diffraction pattern by the presence of microdistortions of the crystal lattice. The ratio of the intensity of the
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structural lines to the intensity of the main structural line is 1(222)/I(111) = 3.6-10-, and this value is greater than 104,
which once again confirms the presence of microdistortions in the crystal lattices of the studied n-Si sample (initial). Such
microdistortions of the crystal lattice are formed as a result of the uneven distribution of oxygen atoms from the main
background impurities of silicon-based structures. Also, the presence of microdistortions in the crystal lattice is indicated
by the fact that the inelastic background level of the X-ray diffraction pattern has a non-monotonic character, i.e. it takes
variable values at small, medium and large scattering angles.

In turn, these microdistortions (formed as a result of filling several oxygen atoms in the crystal lattice with
unsaturated silicon-oxygen bonds) lead to the formation of a thin layer on the surface of the n-Si plate, belonging to
another phase group. Therefore, several structural lines (structural data are given in Table 2), corresponding to silicon

dioxide, are observed in the X-ray diffraction pattern at small and medium scattering angles.
Table 2. Structural data of n-Si (initial)

Reflexes and Intensive . Interlayer . . Block size,
N background level in rel. units Location 26, deg distance.yd, A Line width, rad nm
1 Diffuse. Neg. 247 17.1 5.11 0.05 0.9
Si0g;x < 2

2 (100)si02 233 20.4 4.354 0.009 17.6
3 (111) 231 25,31 3,5096 - -
4 (111)si 21779 27.997 3,1843 0.01 14.21
5 (210)si0, 176 35,39 2,45403 0,018 8.44
6 (200)si0, 99.5 41.66 2.1662 0.017 9.29
7 (220)si 88 46.57 1.9489 0.01 153
8 (212)si0, 99.6 49.84 1.8285 0.015 13.9
9 (222)si 80 57,9 1,5933 Prohibited

10 (300)si0, 60.1 64.2 1.451 0.018 9.49
11 (301)sgi0, 69 66.2 1.411 0.022 7.92
12 (302)si0, 74 73.8 1.2828 0.02 8.43
13 (331)si 74 77.14 1.234 0.016 11.56
14 (333,511)p 72 83.97 1.1515- - -
15 (333,511)si 1221 94.68 1.0474 0.027 7.86

Inelastic background
Small-angle scattering 259 - - - -
Medium-angle scattering 75 - - -
High-angle scattering 58 - - - -

The parameters of the crystal lattices were determined using the experimental values of these structural reflections based
on the formulas given in [20], they are equal to a=b =4.9762 nm and ¢ = 5.4321 nm, respectively. This fact proves that their
unit cell belongs to the trigonal crystal lattice and the space group P3,1. Based on the obtained results and their analysis, as well
as the values of the SiO; crystallite sizes presented in Table 2 and their different crystallographic directions, it can be concluded
that a polycrystalline layer with a thickness of 1+2 um is formed on the surface of the studied n-Si samples. Also, clear splitting
by a; and a, radiations (having two times differences from each other) of the third (333) structural reflection on the X-ray
diffraction pattern indicates that a layer is formed on the surface of the sample under the influence of microstresses.

In addition, the X-ray diffraction pattern at 260 =~ 17.1° shows a wide (FWHM = 0.05 rad) diffuse reflection caused
by structural fragments of SiOy in the surface layers with unsaturated bonds. The too wide width of this reflection indicates
that the sizes of the structural fragments caused by this reflection are small and there is no long-range order in their
arrangement. Consequently, these structural fragments are not SiOx nanocrystals, but clusters. The characteristic sizes of
these clusters were ~ 0.9 nm, respectively.

Based on the experimental values of the main (111) structural reflection, it was determined that the lattice parameter
of the n-Si plate under study was as; = 5.4451 nm.

The samples, the structural values of which were determined above, were subjected to heat treatment at a temperature
of 1100°C for 40 hours, and then cooled at a cooling rate of 3000C/s. The surface of such plates was polished using
certain technological means. X-ray structural studies of the processed samples were carried out, the experimental results
are shown in Fig. 5.

From Fig. 5 it is evident that the X-ray patterns of the processed n-Si plates differ significantly from the X-ray
pattern of the original samples (Fig. 4) and an increase in the intensity of structural lines by 13 times is observed in it.
However, the scattering angle of the observed main structural reflection (111) remained practically unchanged, and the
lattice constant is equal to asipon = 5.4456 nm with a very small difference (Aa = 0.0005 nm) in values.

Also, the characteristic second (222) and third (333) orders increase by 114 and 377 times, respectively. In most X-
ray diffraction patterns of the undistorted diamond-like structure lattice, the second (222) order structural line is not
observed (forbidden reflection), and the intensity of the third (333) order structural line is lower than the intensity of the
main structural line (111) [21]. In our case, the X-ray diffraction pattern showed high-intensity second (222) and third
(333) order structural lines. This, in turn, indicates that certain microdeformations arose in their crystal lattice due to long-
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term (40 hours) heat treatment (1100 °C) and subsequent rapid cooling of the samples. In support of our statement, we
can cite an example of the ratio 1(222)/I(111) of the intensities of the lines of the second (222) order and the main (111)
structure, equal to 3.4-1072. The fact that this value is almost 100 times greater than the value of 10 indicates the presence
of sufficient microstresses in the crystal lattice [22]. In addition, the sharp cooling of the samples caused the disintegration
of their subcrystallites, which led to a decrease in their sizes (Table 3). A decrease in the size of the subcrystallites leads
to an increase in the number of boundary areas in them, this fact, in turn, causes an increase in the number of defective
high-potential regions, i.e. microdistortions at their interfaces [20].
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Figure 5. X-ray diffraction pattern of processed n-Si wafers (control)

Table 3. Structural data of processed n-Si wafers (control)

Reflexes and Intensive . Interlayer Line width, .
N background level in rel. units Location 26, deg distance.yd, A rad Block size, nm
1 Diffuse. Neg. 347 13.51 6.5484 0.1473 0.99
Si0y;x< 2
2 Diffuse. Neg. 296 17.84 5.0103 0.1499 0.98
Si0;x< 2
3 (111) 689 25.47 3.4964 - -
4 (111)si 268610 27.995 3.1846 0.017 8.8
5 (210)si0, 313 34.14 2.5531 0.024 6.3
6 (222)si 9175 58.47 1.5772 Prohibited
7 (333,511)p 636 83.24 1.1597 - -
8 (333,511)si 461190 94.5 1.0492 0.017 12.4
Inelastic background
Small-angle scattering 219 - - - -
Medium-angle scattering 132 - - -
High-angle scattering 63 - - - -

After heat treatment, the surface of the samples was polished and a 2 um thick layer was removed. When analyzing the
obtained sample, only one structural line was observed on their X-ray diffraction pattern at 20 = 34.14° with d/n = 2.5531 nm,
belonging to silicon dioxide, corresponding to a trigonal crystal lattice (with parameters a = b = 4.9762 nm and
¢ =5.4321 nm) and space group P321. This, in turn, indicates that under the influence of heat treatment, oxygen atoms form
a bond with silicon atoms at a certain depth, and then under the influence of rapid cooling they form crystallites. But due to

the ionic radius of oxygen (r g =1.40 A), which is greater than the ionic radius of silicon ( rg—z =042 A), its ions prefer to

be located along the unsaturated bond at the boundaries of subcrystallites [23]. This nature of oxygen leads to the
formation of structural fragments with low symmetry among subcrystallites consisting of silicon ions with high symmetry,
as well as to deformations of the crystal lattice due to the arrangement of its atoms in the nodes. This is evidenced by an
increase in the level of the inelastic background at small, medium and large scattering angles of the X-ray diffraction
patterns of the studied samples and the observation of two diffuse reflections associated with SiOx fragments in small-
angle scattering (see Fig. 5).

Subsequently, using doping (for 40 hours at a temperature of 1100 °C) with Dy atoms, n-Si<Dy> samples were
obtained. The obtained X-ray diffraction data for the samples are shown in Fig. 6.
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It is evident that the X-ray diffraction pattern of n-Si<Dy> platinum differs sharply from the X-ray diffraction
pattern of the n-Si sample (initial sample, Fig. 4). It is necessary to take into account the fact that the intensity of the
main structural line (111) did not change, and the intensity of the structural lines of the second (222) and third (333)
orders increased by 1.6 and 82 times, respectively. Observation of the forbidden structural line of the second (222)
order and the ratio of its intensity to the intensity of the main (111) reflection is 1(222)/1(111) = 4.8 1073 and this value
is less than 10**. Also, the intensity of the line of the structure of the third (333) order is 4.5 times greater than the
intensity of the main reflection (111). This, in turn, indicates that volume defects were formed at the boundaries of
subcrystallites as a result of prolonged heat treatment of the samples and rapid cooling at the end of the process [24].
In addition, in the X-ray diffraction pattern, the main (111) structural line was shifted toward higher-angle scattering
(AB = 0.18°). Based on the results of experiments on this structural line, it was established that the lattice constant of
the sample is asi<py- = 5.4186 nm. This, in turn, is associated with the doping of the silicon plate with Dy atoms, and the

difference in the ionic radii of the O (7, > =1.3 A) and Dy (r}=0,91 A) atoms with Si (r’g =0.42 A and rg* = 2.7 A)

indicates that a deformation equal to as; - asi<py> = 0.026 nm has formed in the crystal lattice.
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Figure 6. Radiograph of unpolished n-Si<Dy> platins

In addition, a number of structural reflections belonging to other crystallographic orientations are observed in the
X-ray diffraction pattern with small- and medium-angle scattering, and their experimental and calculated data are
presented in Table 4. Based on the analysis of the obtained results, it was found that these structural reflections are
observed as a result of combinations of the mutual order of the SiO, and Dy,O3; compounds. As a result of long-term heat
treatment of the samples, the diffusing Dy atoms combine with oxygen atoms from the main background impurities of
silicon to form nanocrystallites. This is evidenced by the fact that the inelastic background level tends to be monotonous
in the medium and large-angle scattering in the X-ray diffraction pattern of the obtained n-Si<Dy> sample. Also, after the
processes carried out, as a result of sharp cooling of the samples, it was found that nanocrystallites based on SiO, and
Dy,03 compounds accumulate mainly in the surface areas of the obtained sample and form oxide layers with
polycrystalline properties. Based on the experimental results of the study of the formed layer, consisting of
nanocrystallites of different crystallographic orientation and size, it was established that such a layer has a monoclinic
unit cell with parameters a =b = 6.4548 nm and ¢ = 8.6549 nm, belonging to the space group P2y..

However, rapid cooling of the samples leads to the formation of unsaturated bonds due to the absence of oxygen and
dysprosium atoms in the ordered arrangement of silicon-oxygen-dysprosium atoms of some nanocrystallites [25, 23].
This, in turn, leads to the formation of small clusters consisting of a small number of atoms [26]. The small size and close
arrangement of such clusters leads to the appearance of diffuse reflection in small-angle scattering X-ray diffraction
patterns of the studied samples.

Table 4. Structural data without polished n-Si<Dy> wafers

No Reflexes and background . Intensiv.e Location 260, deg .lnterlayer Line width, rad | Block size, nm
level in rel. units distance. d, A
1 Diffuse. Neg. SiDy40,;x < 2 54 14.56 6.057 0.09 1.6
2 (110)si0,+Dy,0, 51 15.89 5.575 0.0054 27
3 (200)si0,+Dy,0, 535 20.18 4.3964 0.0033 44.5
4 (111)si0,+Dy,0 48 22.79 3.8989 0.0035 42.1
5 (210)si0,+Dy,0, 67 23.88 3.7264 0.0035 423
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No Reflexes and background . Intensiv.e Location 26, deg .lnterlayer Line width, rad | Block size, nm
level in rel. units distance. d, A
6 (111 86 26.02 3.4207 - -
7 (11D)si 22178 28.13 3.1688 0.003 49.7
8 (021)si0,+Dy,0, 1067 29.41 3.0337 0.0041 36.4
9 (300)si0,+Dy,0 842 30.74 2.9059 0.0041 36.6
10 (121)si0,+Dy,0 110 32.25 2.7733 0.0036 41.8
11 (221)si0,+Dy,0, 147 33.27 2.6946 0.0037 40.6
12 (130)si0,+Dy,0, 25 40.48 2.2263 0.0053 29.1
13 (031)si0,+Dy,0, 38 41.39 2.1796 0.0062 24.9
14 (230)si0,+Dy,0, 35 44.29 2.0431 0.0053 29.5
15 (32D)si0,+Dy,0 65 45.87 1.9766 0.0053 29.7
16 (220)si 59 46.93 1.938 0.004 39.5
17 (132)si0,+Dy,0, 37 48.29 1.8852 0.0017 933
18 (411)si0,+Dy,0, 73 49.86 1.8272 0.0074 21.57
19 (511)si0,+Dy,0 40 51.26 1.7808 0.0057 28.17
20 (500)si02+Dy203 62 51.94 1.7588 0.0068 23.68
21 (413)si0,+Dy,0, 85 52.65 1.7369 0.0076 21.25
22 (231)si0,+Dy,0, 44 53.8 1.7025 0.0081 20.04
23 (31D)si 39 55.73 1.6478 0.0024 68.23
24 (004)si0,+Dy,0 46 56.94 1.6156 0.0042 39.21
25 (222)si 131 58.46 1.5774 Prohibited
26 (242)si0,+Dy,0, 48 61.27 L5116 0.007 24
27 (142)si0,+Dy,0, 30 63.29 1.4681 0.0065 46.9
28 (433)si0,+Dy,0 49 65.81 1.4179 0.0072 23.9
29 (315)si0,+Dy,0, 29 72.46 1.3031 0.0059 304
30 (350)si0,+Dy,0, 31 76.64 1.2422 0.0039 473
31 (333,511)p 444 83.25 1.1595 - -
32 (333,511)si 100210 94.68 1.0474 0.0017 125.7
Inelastic background
Small-angle scattering 31 - - - -
Medium-angle scattering 14 - - -
High-angle scattering 11 - - - -

Fig. 7 shows an X-ray diffraction pattern after polishing the obtained n-Si samples doped with Dy atoms at a
temperature of 1100°C for 40 hours. Significant differences can be seen in the resulting X-ray diffraction pattern compared
to the X-ray diffraction patterns of the original samples (Fig. 4).
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Figure 7. X-ray diffraction pattern of processed n-Si<Dy> samples
It can be seen that the main (111) structural line is 18 times higher than its intensity and is shifted toward higher
scattering angles at AB = 0.19° (Table 5). This, in turn, indicates that the number of atoms belonging to a certain

crystallographic orientation increase, i.e. the degree of monocrystallization increases [22]. But the manifestation shifted
toward higher angular scattering reports that the deformation caused by the penetration of Dy atoms into the silicon crystal
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lattice resulted in the formation of as; - asipon<ny> = 5.4451 nm — 5.4080 nm = 0.037 nm. This, in turn, leads to the fact
that in the X-ray diffraction pattern the radiation intensity of the second (222) (forbidden) order structure increases by
25 times. The intensity ratio of this structural line to the intensity of the main (111) structural line is 1(222)/I(111) = 0.005,
and this value is greater than 10* and this indicates the presence of micronutrients under the influence of
deformations [27].

When studying the sample (333), the structural line was observed to be two times less intense compared to the
intensity of the main structural line (111), and was also clearly split into al and a2 components and suggested a ratio of
their intensities of [, /I, &~ 2. This, in turn, indicates that Dy atoms cannot be located in bulk crystal nodes due to the

difference in the ionic radius of Dy atoms Dy (1= 0,91 A) and Si (r=0.42 A and Si (r’ =042 A and r* = 2.7 A),

i.e., they settle on the nodes at the interfaces of subcrystallites and surface areas. This is also evidenced by the fact that
the level of the inelastic background of the X-ray diffraction pattern has a monotonic character with medium- and large-
angle scattering.

The obtained research data led to the following conclusion: silicon, oxygen and dysprosium atoms form new bonds,
forming different crystallites as a result of long-term heat treatment of the samples. Also, sharp cooling of the samples after
heat treatment leads to the formation of oxide layers on the surface areas of the formed crystallites. However, as a result of
polishing the surface of the samples and removing layers 1+2 pm thick, no structural lines associated with SiO; and Dy,O;
compounds were observed in the X-ray diffraction patterns of the n-Si(pol)<Dy> samples. Only in scattering at an angle of
14.05° with d/n = 6.2774 was a structural line associated with the Dy,O3 compound observed, which means that oxygen and
dysprosium atoms are located in empty sites at the interfaces of the n-Si(pol)<Dy> sample subcrystallites. This allows the
formation of small-sized nanocrystallites due to the accumulation of impurity atoms in these places. Based on the
experimental results of the structural reflection (001)py, o, it was established that such nanocrystallites belong to the space
group P4m2 and consist of tetragonal unit cells with parameters a = b= 3.8116 nm and ¢ = 5.4933 nm, respectively.

Table 5. Structural data of processed n-Si<Dy> wafers

Ne Reflexes and Intensive Location 26, deg Interlayer Line width, Block size,
B background level in rel. units > distance. d, A rad nm
1 (001)py,0 337 14.05 6.2774 0.011 13.2
2 Diffuse. Neg. 288 18.27 4.8669 0.1297 0.98
SiDy,Oy;x < 2
3 (111) 4360 25.33 3.5121 - -
4 (111)si 398650 28.19 3.1626 0.0049 52.3
5 (222)si 2056 58.53 1.5757 Prohibited
6 (333,511)p 261 83.29 1.1591 - -
7 (333,511)si 193840 94.68 1.04747 0.0071 97.6
Inelastic background
Small-angle scattering 38 - - - -
Medium-angle scattering 15 - - -
High-angle scattering 11 - - - -

In addition, at the boundaries of subcrystallite division near the surface areas of the Si(pol)<Dy> sample, the
formation of unsaturated bonds with oxygen and dysprosium atoms is observed, and these do not allow the atoms to be
located in a long-range order. As a result, diffusion reflection is observed during small-angle scattering of the sample
under study.

CONCLUSIONS

The study included a comprehensive assessment of the structural and optical characteristics of dysprosium (Dy)
doped silicon using Raman spectroscopy and X-ray diffraction (XRD) analysis. The aim of the work was to study the
effects of dysprosium doping of silicon by high-temperature diffusion and their influence on the crystal structure and
optical properties of the materials.

Raman spectroscopy showed that doping with dysprosium leads to significant changes in the Raman spectrum. In
particular, an increase in the peak intensity at 523.93 cm™ and the appearance of a new peak at 307.94 cm™ associated
with the phonon modes of Dy,O3; were noted. This indicates successful deposition of dysprosium on the silicon surface
and an increase in the crystallinity of the structure, as well as a decrease in the defect concentration. At the same time, the
observed decrease in the intensity of the peaks corresponding to amorphous silicon confirms the improvement of the
crystalline structure of the samples. X-ray phase analysis confirmed changes in the silicon crystal lattice after doping. In
particular, a change in the crystal lattice parameters associated with the introduction of dysprosium is observed. The
intensities of the X-ray lines for the samples subjected to heat treatment increased, indicating the formation of new
crystalline phases and the possible formation of oxide layers.

Based on the X-ray phase analysis data, the exact crystallographic orientation and change in the lattice parameters
depending on the treatment were established. Thus, in the n-Si<Dy> samples, changes were found indicating the presence
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of dysprosium dioxides and a change in the crystal structure of silicon, which is confirmed by shifts in the X-ray peaks
and changes in the sizes of subcrystallites.

In general, the results of the work show that doping silicon with dysprosium leads to an improvement in the crystal
structure and a change in the optical properties. The use of Raman spectroscopy and X-ray phase analysis methods made
it possible to better understand the mechanisms of interaction of rare earth elements with silicon and their effect on the
properties of semiconductor materials.

ORCID
Khodjakbar S. Daliev, https://orcid.org/0000-0002-2164-6797; ©Sharifa B. Utamuradova, https://orcid.org/0000-0002-1718-1122
Jonibek J. Khamdamov, https://orcid.org/0000-0003-2728-3832 Shahriyor B. Norkulov, https://orcid.org/0000-0002-2171-4884;
Mansur B. Bekmuratov, https://orcid.org/0009-0006-3061-1568

REFERENCES

[1] A.L Prostomolotov, Yu.B. Vasiliev, and A.N. Petlitsky, “Mechanics of defect formation during growth and heat treatment of single-
crystal silicon,” (4), 1716-1718 (2011). http://www.unn.ru/pages/e-library/vestnik/19931778 2011 - 4-4 unicode/147.pdf

[2] Sh.B. Utamuradova, Sh.Kh. Daliyev, J.J. Khamdamov, Kh.J. Matchonov, Kh.Y. Utemuratova, East Eur. J. Phys. (2), 274-278
(2024). https://doi.org/10.26565/2312-4334-2024-2-28

[3] K.S. Daliev, S.B. Utamuradova, J.J. Khamdamov, and Z.E. Bahronkulov, "Electrophysical properties of silicon doped with
lutetium,” Advanced Physical Research, 6(1), 4249 (2024). https://doi.org/10.62476/apr61.49

[4] Kh.S. Daliev, Sh.B. Utamuradova, J.J. Khamdamov, and M.B. Bekmuratov, “Structural Properties of Silicon Doped Rare Earth
Elements Ytterbium,” East Eur. J. Phys. (1), 375-379 (2024). https://doi.org/10.26565/2312-4334-2024-1-37

[5] K.S. Daliev, S.B. Utamuradova, A. Khaitbaev, J.J. Khamdamov, S.B. Norkulov, and M.B. Bekmuratov, “Defective Structure of
Silicon Doped with Dysprosium,” East European Journal of Physics, (2), 283-287 (2024). https://doi.org/10.26565/2312-4334-
2024-2-30

[6] S.B.Utamuradova, K.S. Daliev, A.I. Khaitbaev, J.J. Khamdamov, J.S. Zarifbayev, and B.S. Alikulov, “Defect Structure of Silicon
Doped with Erbium,” East European Journal of Physics, (2), 288-292 (2024). https://doi.org/10.26565/2312-4334-2024-2-31

[71 S.B.Utamuradova, S.K. Daliev, A. Khaitbaev, J. Khamdamov, U.M. Yuldoshev, and A.D. Paluanova, “Influence of Gold on Structural
Defects of Silicon,” East European Journal of Physics, (2), 327-335 (2024). https://doi.org/10.26565/2312-4334-2024-2-38

[8] R.T.-P.Lee, K.-M. Tan, T.-Y. Liow, C.-S. Ho, S. Tripathy, G.S. Samudra, D.-Z. Chi, and Y.-C. Yeo, “Probing the ErSil.7 Phase
Formation by Micro-Raman Spectroscopy,” Journal of The Electrochemical Society, 154(5) H361-H364 (2007).
https://doi.org/10.1149/1.2710201

[9] J.Kedzierski, P. Xuan, E.H. Anderson, J. Bokor, T.J. King, and C. Hu, “Complementary silicide source/drain thin-body MOSFETs
for the 20 nm gate length regime,” in: International Electron Devices Meeting 2000. Technical Digest. IEDM (Cat.
No.00CH37138) (San Francisco, CA, USA, 2000), p. 57-60. https://doi.org/10.1109/IEDM.2000.904258

[10] W.-J. Lee, and Y.-H. Chang, “Growth without Postannealing of Monoclinic VO2 Thin Film by Atomic Layer Deposition Using
VCl 4 as Precursor,” Coatings, 8, 431 (2018). https://doi.org/10.3390/coatings8120431

[11] K. Ali, S. Khan, M. Zubir, and M.Z.M. Jafri, “Spin-on doping (SOD) and diffusion temperature effect on re-combinations/ideality
factor for solar cell applications,” Chalcogenide Letters, 9, 457-463 (2012). https://www.chalcogen.ro/457 KhuramAli.pdf

[12] V.Mankad, S. Gupta, P. Jha, N. Ovsyuk, and G. Kachurin, “Low-frequency Raman scattering from Si/Ge nanocrystals in different
matrixes caused by acoustic phonon quantization,” J. Appl. Phys. 112, 54318 (2012). https://doi.org/10.1063/1.4747933

[13] T. Liu, P. Ge, and W. Bi, “The Influence of Wire Speed on Phase Transitions and Residual Stress in Single Crystal Silicon Wafers
Sawn by Resin Bonded Diamond Wire Saw,” Micromachines (Basel), 12, (2021). https://doi.org/10.3390/mi12040429

[14] G.-W.Lee, Y.-B. Lee, D.-H. Bacek, J.-G. Kim, and H.-S. Kim, “Raman Scattering Study on the Influence of E-Beam Bombardment
on Si Electron Lens,” Molecules, 26, (2021). https://doi.org/10.3390/molecules26092766

[15] K. Adu, M. Williams, M. Reber, R. Jayasingha, H.R. Gutierrez, and G. Sumanasekera, “Probing Phonons in Nonpolar
Semiconducting ~ Nanowires  with ~ Raman Spectroscopy,” J.  Nanotechnol. 2012, 264198 (2012).
https://doi.org/10.1155/2012/264198

[16] Y. Gogotsi, C. Baek, and F. Kirscht, “Raman microspectroscopy study of processing-induced phase transformations and residual
stress in silicon,” Semicond. Sci. Technol. 14, 936 (1999). https://doi.org/10.1088/0268-1242/14/10/310

[17] D. Casimir, H. Alghamdi, I.Y. Ahmed, R. Garcia-Sanchez, and P. Misra, “Raman Spectroscopy of Graphene, Graphite and
Graphene Nanoplatelets,” in: 2D Materials, edited by C. Wongchoosuk, and Y. Seekaew, (IntechOpen, 2019).
https://doi.org/10.5772/intechopen.84527

[18] K. Maex, and M. Van Rossum, “Properties of Metal Silicides,” Inspec, (The institution of Electrical Engeineers, London, UK,
1995). p. 5. https://api.semanticscholar.org/CorpusID:92679751

[19] Sh.B. Utamuradova, Kh.J. Matchonov, J.J. Khamdamov, and Kh.Y. Utemuratova, “X-ray diffraction study of the phase state
ofsilicon single crystals doped with manganese,” New Materials, Compounds and Applications, 7(2), 93-99 (2023).
http://jomardpublishing.com/UploadFiles/Files/journals/NMCA/v7n2/Utamuradova_et al.pdf

[20] S.Z. Zainabidinov, Sh.B. Utamuradova, et al., “Structural Peculiarities of the (ZnSe)1 x y(Ge2)x(GaAsi-sBis)y Solid Solution with
Various Nanoinclusions,” Journal of Surface Investigation: X-ray, Synchrotron and Neutron Techniques, 16(6), 1130-1134
(2022). https://doi.org/10.1134/S1027451022060593

[21] LL. Shulpina, R.N. Kyutt, V.V. Ratnikov, I.A. Prokhorov, I.Zh. Bezbakh, M.P. Shcheglov, “Methods of X-ray diffraction
diagnostics of heavily doped semiconductor single crystals,” Journal of Technical Physics, 80(4), 105 (2010).
https:/journals.ioffe.ru/articles/viewPDF/9970

[22] S.Z. Zainabidinov, A.S. Saidov, M.U. Kalanov, and A.Y. Boboev, “Synthesis, Structure and Electro-Physical Properties n-GaAs-p-(-
(GaAs)1-xy(Ge2)x(ZnSe)y Heterostructures,” App. Sol. Energy, 55(5), 291-308 (2019). https://doi.org/10.3103/S0003701X1905013X

[23] K.V. Ravi, Imperfections and Impurities in Semiconductor Silicon, (Wiley, New York, 1981).



321
Study of Defect Structure of Silicon Doped with Dysprosium Using X-Ray Phase Analysis... EEJP. 4 (2024)

[24] A.N. Tereshchenko, Dislocation luminescence in silicon with different impurity composition, PhD Thesis, Chernogolovka, 2011.

[25] M.A. Lourengo, Z. Mustafa, W. Luduczak, L. Wong, R.M. Gwilliam, and K.P. Homewood, “High temperature dependence Dy>*
in crystalline silicon in the optical communication and eye-safe spectral regions,” Optics Letters, 38(18), 3669-3672 (2013).
https://doi.org/10.1364/0L.38.003669

[26] L.P. Suzdalev, and P.I. Suzdalev, “Nanoclusters and nanocluster systems. Organization, interaction, properties,” Advances in
Chemistry, 70(3), 203-240 (2001). https://doi.org/10.1070/RC2001v070n03ABEH000627

[27] N.V. Gokhfeld, Electron microscopic study of atomically ordered alloys based on Cu-Pd and Cu-Au, subjected to severe plastic
deformation and subsequent annealing, PhD Thesis, Ekaterinburg, 2019. http://elar.urfu.ru/handle/10995/95084

JOCIIIKEHHA JE®EKTHOI CTPYKTYPH KPEMHIIO, JTETOBAHOI'O JIMCITPO3IEM, 3A IOIIOMOI' OO
PEHTTEHO®A30BOI'O AHAJI3Y TA PAMAHIBCbKOI CIIEKTPOCKOIII{
Xomxaxoap C. lanies?, lllapiga b. Yramypanosa®, Ixxoniéex Jx. Xamaamos®,
Ilaxpiiiop b. Hopkysios®, Mancyp B. Bekmyparos®
“@inisa PedepanbHoco 0epiucasH020 OIONCEMHO20 HAGYAbHO2O0 3aKAady uwoi ocsimu « Hayionanenuil docaionuybkuil
yuisepcumem MITEIy, eyn. Hozoy, 1, m. Tawxenm, Y36exucman
bIuemumym ¢hizuxu nanisnposionuxie ma mixpoenexmponuixu Hayionanvnozo ynisepcumemy Yzbexucmany,
100057, Tawxenm, Y36exucman, eyn. Aneu Anmaszap, 20

V naniit po6OTi 1OCHIHKEHO BIUIMB JIETYBaHHs KpeMHito qucrposieM (Dy) Ha oro cTpyKTypHi Ta ONTHYHI XapakTepucTHky. KpemHiit
n-Si seryBanu aucnposiem MetogoM Tepmoandysii npu 1473 K npotsrom 50 rogun. [t aHaiizy BUKOPHCTOBYBAIIU CIIEKTPOCKOITIIO
KOMOIHAIIITHOTO PO3CifOBaHHS Ta PEHTTCHOCTPYKTYpHHH aHami3. Pe3ynbTati paMaHOBCHKOI CIIEKTPOCKOIIi MOKa3aly TOJOBHHM MiK
mpu 523,93 cMm!, mo BigmoBimae onTHyHUM (GOHOHAM n-Si, 31 30UIBIIEHHSIM IHTEHCHBHOCTI Ta IMOBHOI IIMPWHH Ha MOJIOBHHI
makcumymy (FWHM) y 3paskax n-Si<Dy>, mo Bka3ye Ha HOKPAIEHHS B KPUCTAJIIYHICTh CTPYKTYPHU. 3MEHIICHHS IHTEHCUBHOCTI ITKIiB
mpu 127,16 cM' 1 196,24 cm !, moB's13aHUX 3 aMOpGHAMHE CTPYKTYpaMH, MiATBEP/UKYE 3MEHIIIEHHS Jie(ekTiB. BusBnenHs HoBoro miky
npu 307,94 cM! BKazye Ha ycIiIIHE OCAJUKEHHS THCHPO3il0 Y BUDIAAI HAHOKPUCTAIITIB, 1TOB’s3aHUX i3 GoHOHHOIO Mozoo 2TA y
KyOiuHiii ¢asi Dy20s3. PeHTreHOCTpyKTypHUIi aHali3 BUSBUB XapaKTepHi CTPYKTYpHI JIiHii, [0 BKa3ylOTh Ha Opi€HTALil0 KpucTana
(111) Ta HasBHICTH MIKpPOCHOTBOpEHb y rparii. Tepmiuna 0OpoOka Ta HIBUAKE OXOJIOMKSHHS MPU3BOAATH A0 3MIiHM IHTCHCHBHOCTI
CTPYKTYpPHHUX JiHiH, 30UIbIICHHS JIiHIH APYroro Ta TPEThOro MOPSJAKY, IO CBIAYMTH PO Mikpoaedopmamii Ta 3MiHY PO3MipiB
cyOKpucTaNiTiB. JleryBaHHS KPEMHIIO AUCTIPO3i€M MOKPALIYE€ KPUCTATIUHICTD CTPYKTYPH, 3MEHIIYE KiTbKicTh Ae(ekTiB i popMye Ha
MOBEPXHI MOJIKPUCTAIYHI MapH, IO CKIaaroThes 3 HaHokpuctaii SiOz i Dy20s.

KonrouoBi cioBa: kpemniti; deghexmu; Oucnposiu; piokozemenvhuii enemenm, Pamaniécvka cnekmpockonis; Ou@ysis, meniosa
00pobKa; memnepamypa, KOMRO3UYIs, PeHMeeHOpa306ull AHALI3
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This article presents the results of a study of the temperature dependences of the coefficients of thermal expansion and isothermal
compressibility of the ternary compound T1GaSz. In the studied temperature range (80-400 K), no anomalies were found in the
temperature dependences of these properties. The thermal expansion coefficient of the TIGaS: semiconductor compound is calculated
based on empirical formulas including Debye temperature and Debye functions, and the average energy of the crystal lattice is
calculated and its temperature dependence is tabulated. It was shown that the energy of the crystal lattice depends on the degree of
anharmonicity of the oscillations.

Keywords: Semiconductor; Thermal expansion; Thermal oscillation; Crystal lattice; Debye temperature; Young's modulus;
Anharmonicity
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INTRODUCTION

The class of thallium chalcogenide compounds of TIB"'CY'(B = In, Ga, C = S, Se, Te) exhibits a layered-
chain structure, is classified as 2D crystals and is characterised by anisotropic physical properties [1]. These compounds
are characterized by weak van der Waals bonding between layers and covalent bonding within each layer. The charge
carriers in TIB"CY" single crystals can move within the layers, while their motion between the layers is restricted by van
der Waals interaction. Crystals of this family are of not only scientific but also significant practical interest, since they
are optically active, have high photosensitivity in a wide spectral range and, as a result, are promising for use in
optoelectronics.

The ternary compound T1GasS, belongs to a large group of layered crystals of the TIB'C}! type exhibiting both
semiconductor and ferroelectric properties, and crystallizes into a monoclinic structure in the space group C2, (€ 2/c)with
unit cell parameters a = 10.299 4, b = 10.284 4, ¢ = 15.1754, f = 99.603°[2, 3]. TIGaS, is a p — type wide
bandgap layered semiconductor with melting point Ty,.;; = 1165 K, possesses a wide range of practically important
physical characteristics such as high photo- and X-ray sensitivity. On the temperature dependences of various physical
parameters of this compound, sharp peaks are observed. Sharp increases in the values of thermal parameters are often due
to the temperature dependence of the Gruneisen parameter in these substances. The role of optical phonons in phonon-
phonon scattering increases in these cases [4].

To assess the nature of chemical bonding and the dynamics of thermal oscillations in layered semiconductors, it is
important to investigate the temperature dependences of thermal parameters. In complex semiconductor compounds, these
dependencies are due to the degree of anharmonicity of crystal lattice vibrations, transverse and longitudinal acoustic
phonons, as well as optical phonons.

Analysis of literature data shows that TlGaS, is a perspective semiconductor material in terms of practical
applications [5, 6, 7, 8]. To elucidate the temperature range of applicability of a given material, it is necessary to know
the thermal and thermodynamic properties in addition to the electrical properties. The coefficients of thermal expansion
and isothermal compressibility are such parameters. These parameters are significant and informative characteristics
of solids that are related to the thermodynamic and structural characteristics of the material. The objective of the
present work is to investigate the temperature dependences of thermal expansion and isothermal compressibility
coefficients of TlGaS,, basing on experimental investigations of thermal properties of crystals to determine the Debye
function, the energy of zero-point vibrations in the lattice, the values of average lattice energy and the Debye
temperature.
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EXPERIMENTAL METHOD

The samples were synthesized from the elements taken in stoichiometric ratios by their direct fusion in quartz
ampoules evacuated to 1073 Pa at 1180 + 5K for 5-7 h. High purity chemical elements were used as initial
components: TI (T100), Ga (Ga 5N), S (HP 165). During the synthesis process, the ampoules were shaken frequently to
ensure better mixing of the components. The samples based on TlGaS,were annealed in vacuum at 750 K for 120 h in
order to homogenize. Homogenizing annealing of the resulting single-phase samples was carried out in a spectrally pure
argon environment. The annealed alloys were cooled to room temperature in a switched-off furnace mode. Completeness
of synthesis and homogeneity of the obtained samples, as well as their individuality, were controlled by DTA and XRD
methods. The single crystals of materials investigated by us were grown applying a modified Bridgman method — a
method of slow cooling at a constant temperature gradient along the ingot. The structural and morphological properties
of TlGaS,thin films were investigated by XRD, SEM and AFM techniques.

The angular positions of the diffraction spectrum lines of the synthesized TlGaS,samples were recorded on a Bruker
D8 ADVANCE X-ray diffractometer in 40 kV, 40 mA mode with CukK, -radiation (A = 1.5406 A) on a 450K TTC type
temperature chamber. Samples for measurements were prepared by grinding crystals and their subsequent pressing in a
special holder. Diffraction reflections were recorded in the range 26 0-90°, indexed by the TOPAS program, and
crystallographic parameters refined by using EVA program. To study the morphology and microcomposition of the
sample surface, a scanning electron microscope of Japanese brand JEOL JSM6610-LV was used.

Cleavage along the basal plane (001) TlGaS, was carried out immediately before the experiments. Electron
diffraction patterns and micrographs were taken on freshly cleaved surfaces. AFM surface micrographs were obtained for
3-5 samples, from which the clearest images reflecting the general trend were selected.

Measurements of the coefficient of thermal expansion («;) and isothermal compressibility (Tyx) were carried out
using the dilatometric setup described in [9, 10]. For these measurements, cylindrical samples with a length of 0.03 m
and a diameter of 0.005 m were made from synthesized ingots. The measurements were carried out in a direction
perpendicular to the layers. The relative measurement error was 0.5%.

RESULTS AND DISCUSSION

The X-ray pattern ofTlGaS,recorded at offset angle 26 in the range of 0- 90°, is depicted in Figure 1a). Analysis of
the intensities of X-ray reflections shows the presence of a predominant direction in the crystal, as well as that the investigated
sample consists of a single phase. It is evident that the diffraction peaks in the control pattern of the sample appeared at
20 = 24.35°,36.15° and 48.45°. These peaks are associated with the (400), (—422) and (215)planes, respectively.
Diffraction patterns recorded from different areas of single crystals corresponded to the monoclinic syngony. The unit cell
parameter calculated by the least squares method for the reflections isa = 10.299 4, b = 10.284 4, ¢ = 15.175 4,
B = 99.603°, agreeing satisfactorily with the results of [11, 12].
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Figure 1. a) X-ray diffraction pattern of the TIGaS, crystal; b) microanalysis of the crystal surface
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Quantitative X-ray microanalysis determined the phase composition and distribution of chemical elements on the
surface of the investigated sample (Fig. 1b). Analysis of the obtained results shows the homogeneity of the surface, but
with a change in stoichiometry within the homogeneity region T1lGaS,towards the excess of thallium.

The results of microprobe X-ray spectral analysis showed that the content of elements in the grown single crystals
corresponds to the formula - [T1] : [Ga]: [S] = 1: 1: 2.

A two-dimensional image of TlGaS,single crystals obtained by magnifying a relatively homogeneous surface area
5-10% x 5 - 103nm in an atomic force microscope is presented in Fig. 2. a). Fig. 2.b). shows a volumetric description of
a part with a relatively uniform relief on the surface of this single crystal. As is clear from the figure, the surface of TlGaS,
single crystal is quite homogeneous and smooth.

Although the TlGaS$, single crystal is a layered crystal, certain irregularities are observed on the natural fracture
surface. Analysis of the histogram of the atomic force microscope image shows that the natural surface of the TlGasS,
single crystal is varied in a uniform arrangement of 25 nm. The average grain size is 55 nm. The observed certain
roughness in the boundary layer is most likely associated with the presence of weak van der Waals forces between the
layers. In the process of separation, groups of atoms, rather than individual atoms, remain on the crystal surface [13].
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Figure 2. 2D (a) and 3D (b) images of TlGaS, single crystal surface

The measurement results of the coefficient of linear thermal expansion (CLTE) are presented in Fig. 3. Analysis
of the obtained results demonstrates that a;, in the temperature range 80 — 220 K increases sharply from 3.8 - 1076 to
9.9-107°K 1, and above (260 — 300 K)the growth of @, slows down and depends weakly on temperature, and with
further temperature increase remains almost constant. This behavior of «;, is probably related to the change in the degree
of anharmonicity of thermal vibrations of atoms in single crystals of the ternary compound TlGasS,.
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Figure 3. Temperature dependence of the coefficient of thermal expansion of TIGaS,

The CLTE of solids is due to the anharmonicity of the resulting interaction potential of atoms in the crystal lattice.
The CLTE is known to be directly proportional to the anharmonicity coefficient [14,15]. Therefore, a sharp increase in
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CLTE in the temperature range 80 — 220K and a slight change in its relatively high temperatures is caused by a change
in the coefficient of anharmonicity of thermal atomic vibrations in the crystal lattice. Since at low temperatures, the degree
of temperature dependence of the vibration coefficient in the TlGaS, lattice is greater than that at relatively high
temperatures. The Gruneisen constant, which is a measure of the anharmonicity of atomic vibrations, decreases with
increasing temperature, and starting at a temperature of ~280 K, it practically remains constant [16].

The isothermal compressibility measurement results of TlGaS, in the temperature range of 80 — 400 K are
presented in Fig. 4. It is evident from the figure that in the entire investigated temperature range, the isothermal

2 2
compressibility coefficient yr increases slightly from 6.4 - 10712 mT t0 6.9 - 10712 mT as the temperature increases.

2
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Figure 4. Temperature dependence of the isothermal compressibility coefficient of TIGaS,

A comparison of CLTE and isothermal compressibility shows that changes in CLTE are considerably larger in
magnitude than changes in the isothermal compressibility coefficient. In the temperature range 80-400 K, the increase in
the isothermal compression coefficient is 8%, and in this range an increase in CLTE of more than 3 times is observed.
This significant change of CTLE in the investigated temperature range in comparison with isothermal compressibility is
associated with the fact that thermal expansion also changes the amplitude of vibrations of atoms in the crystal lattice,
which in turn leads to isothermal compressibility.

It is apparent from Figures 3 and 4 that no anomalies are noticed in the temperature dependences of the coefficient
of linear thermal expansion and isothermal compressibility in the analyzed temperature range. This confirms that no phase
transformations are present in the indicated temperature range.

As is known, a number of physical properties of crystalline bodies depend greatly on the value of the interaction
energy between the atoms and molecules that make up it. As the temperature increases, the vibrational motion of the
atoms that make up the crystal lattice also increases, and this, in turn, leads to an increase in the energy of the lattice as a
whole. Based on the existing theoretical models, the average energy of the crystal can be calculated with the help of
thermodynamic parameters [17].

9 6
W = 2Nk +3koNTD (2). (1)

Here, W, = ZN ko0 - is the energy of the zero-point oscillations of the lattice, 0 - Debye temperature, N - is the

Avogadro number, k,- is the Boltzmann constant, T - is the absolute temperature, and D(6/7) - is the Debye function. The
value of the Debye temperature is determined from the expression

_ hvmax
0 == 2

Here 4 — Planck's constant, vy — is the maximum frequency of thermal oscillations of atoms. The value of this frequency

1 (B
Vmax = g\/%’ 3)

is determined from the expression. Here S - is the coefficient of the harmonic oscillation limits, m — is the mass of the
atom. The value of £ can be determined using values of Young's modulus (E) and lattice parameter a, [18]. In this case
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Aa F

B = (4)

F-—pAa, (5)

equations are used.

In the existing literature, the values of E, f and v,,,, have been reported for solids that crystallize in the cubic
structure. As a result of the calculations, a value of approximately 10'*> Hz was obtained for the v,,,, value, as shown in
Einstein's theory. It is interesting from both theoretical and practical point of view how useful these expressions are for
complex semiconductor compounds.

In this study, using the values of the Debye characteristic temperature (6p) and Young's modulus (E) calculated
based on the experimental values of the thermal expansion coefficient for the TIGaS, semiconductor compound, the
energy of the zero-point oscillations of the crystal lattice and the values of the average energy of the lattice as a whole
were determined. The Debye characteristic temperature and Young's modulus values were calculated using existing
empirical formulas [19, 20].

19.37
O = Tavera (©)
and
1.6818:103VE
O = —iapirs ™

Here, the value of Young's modulus is given in units of 10 kg/cm?. M - molecular weight, p - density, A - root
mean square atomic mass, ¥ - molar volume, a - coefficient of linear thermal expansion.

It should be noted that the values of 8, and E calculated from these expressions depend on the temperature according
to the change of the value of a.

Since the Debye approximation is used in the reported formula (1), the maximum value of E was taken to find the
value of 6. In this case, the calculated zero-point energy for the crystal lattice can be taken as constant. Thus, the average
energy of the lattice and its temperature dependence were determined by adding the temperature and the Debye function
to this energy each time.

The values of a, D(g), W for the T1GaS; compound given in the Table 1. The value of the D(?)— Debye function
corresponding to different temperatures is taken from the literature [20].

Table 1. Thermodynamic parameters and values of Debye function of T1GaS,

(1,10_6 0 Wo, W,

T.K 1/K D(F) J/mol J/mol O, K
80 3.85 0.521 1972.71 3009.37 325
90 4.29 0.549 1972.71 3206.24 319
100 4.75 0.590 1972.71 344298 302
120 5.24 0.651 1972.71 3916.46 276
140 6.42 0.680 1972.71 4345.07 267
160 6.92 0.725 1972.71 4863.42 258
180 7.28 0.765 1972.71 5404.18 243
200 8.21 0.770 1972.71 5810.36 228
220 9.57 0.812 1972.71 6424.41 225
240 9.76 0.835 1972.71 6966.65 222
260 9.89 0.840 1972.71 7415.22 218
280 10.83 0.848 1972.71 7896.68 215
300 10.86 0.854 1972.71 8352.21 212

As can be seen from the table, with the increase in temperature, both the Debye function, but also the average energy
of the lattice increases. These increases can be attributed to the anharmonic oscillation of atoms in the crystal lattice.

To confirm this idea, the ratio of the coefficient (y) characterizing the degree of anharmonicity of oscillations to the
square of the coefficient characterizing the degree of harmonicity (B?) for the TIGaS, compound was calculated and
presented in the table (Table 2). For this purpose, the formula given in the literature was used [21].

o= Yo
af?

Here, a is the thermal linear expansion coefficient, k is the Boltzmann constant, and o is the lattice parameter.
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Table 2. Temperature dependence of the degree of anharmonicity of T1GaS,

T.K 80 90 100 120 140 160 180 200 220 240 260 280 300

Y _
B—Z.107N 112873 | 31.18 | 34.53 | 38.09 | 46.67 | 50.31 | 52.92 | 62.95 | 66.57 | 70.95 | 72.17 | 76.73 | 78.95

As can be seen from the table, the ratio % increases with the increase in temperature. This suggests that the value of

the coefficient of thermal expansion is a function D (g)and the values of the average energy of the lattice depend on the
degree of anharmonic oscillation of atoms.
CONCLUSION

The morphology of natural fracture surfaces of layered TlGaS, single crystals grown by the Bridgman method has
been investigated. Analysis of the data obtained on a scanning probe microscope has revealed that the root mean square
roughness of the film surface is 25 nm, and the average grain size is 55 nm. Temperature dependences of the coefficient
of linear thermal expansion and isothermal compressibility exhibit no anomalies, showing that there is no phase transition
in the investigated temperature range (80 — 400 K). By calculations based on the experimental values of CLTE, the
characteristic Debye temperature decreases with increasing temperature, whereas the value of the average lattice energy
and the Debye function increase. It has been shown that these increases are determined by the anharmonicity of vibrations
of the atoms of the crystal lattice.
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EHEPT'ISI TEIIOBUX KOJIUBAHb KPUCTAJITYHOI TPATKH B HAINIBIPOBITHUKOBIN CITIOJIYIII TIGaS:
Kamana M. T'yceiinoBa?®, ®yax A. Mamenos?, Aiinyp A. lagiea™c, Bycana 1. Eminosa®%¢, SIranaip I. ['yceiinos!
4Cymeaimcovkuil oepoicasnuti ynisepcumem, Cymeaim, Azepbatiocan
b A3epbationcancoruii Oepaucasnuil yuieepcumem nagpmu ma npomucroéocmi, baxy, Asepbaiioxcan
“Xazapcokuil ynisepcumem, baky, Azepoaiioscan
Minicmepcmeo nayxu i oceimu Asepbatioscancoxoi Pecnybixu, Incmumym isuxu, Baxy, Azepbaiiocan
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npomuciosocmi, baxy, Azepbaiiodxcan
TAzepbaiiocancoruii depoaicasnuti nedazoziunuil ynieepcumem, baxy, Azepbaiiosican
VY crarTi HaBeACHO Pe3yJbTaTH JOCIIKCHHS TEMIICPATYPHOI 3aJIeKHOCTI KOCOIIi€HTIB TEIMJIOBOIO PO3IIMPEHHS Ta 130TEPMIUHOT
crucnuBocti motpiitHoi cronyku TlGaS:. ¥V pocmimkyBaHomy mianasoni temmeparyp (80-400 K) anomaniii TemmepaTypHHX
3aJIe)KHOCTI KX BJIACTHBOCTEH He BusiB/IeHO. KoedilieHT TeroBoro po3mnpeHHs HamiBIpoBiaHukoBoi coxyku T1GaS: pozpaxoBaHo
Ha OCHOBi eMIIipu4HUX (OpPMYIJI, BKIIOYa0un Temrepatypy Jebas ta ¢ynkumii [ebas, a Takok po3paxoBaHO CEPEIHIO CHEPTiI0
KPHUCTAIIYHOI PEIIiTKH Ta i TeMIepaTypHy 3aJeKHICTh SKi HaBeleHi B TaOmuimi. [lokazaHo, 0 eHepris KPHUCTATIYHOI PElIiTKA

3aJIeXKUTh BiJl CTYHEHS aHTapMOHIHHOCTI KOJIMBAHb.
Ku11040Bi c10Ba: HanienpogioHuk,; meniose poutupenHs; meniogi KOIUeAaHHs, KpUCMAaniyHa peuimka,; memnepamypa Jlebas,; Mmooy
IOnea; aneapmoniunicmo
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This article elucidates the dependence of the ideality factor on both internal functional parameters and external factors in
semiconductors at low temperatures. We have explored the influence of external factors such as temperature and external source
voltage. Through numerical modeling and theoretical analysis, we thoroughly investigate the dependencies of semiconductor material
internal functional parameters—including doping concentration, the bandgap of semiconductors, the lifetime of charge carriers, and
geometric dimensions ranging from micrometers to nanometers— the ideality factor on p-n and p-i-n junction structures. Our analysis
spans cryogenic temperatures from 50 K to 300 K, with intervals of 50 K. To conduct this study, we have focused on p-n and p-i-n
junction structures fabricated from Si and GaAs. The selected model features geometric dimensions of a=10 pm, b=8 pum, and ¢c=6 pm.
The thickness of the i-layer ranged from 10 pm to 100 pm in 10- pm increments. Increasing the thickness of the i-layer
results in a corresponding rise in the ideality factor.

Keywords: p-n junction; p-i-n junction;, SRH recombination, Internal functional parameters; External factors; Ildeality factor;
Cryogenic temperatures

PACS: 73.40. Lq, 73.61.Cw, 73.61.Ey, 72.20.Jv

INTRODUCTION

This factor evaluates the ideality of p-n and p-i-n junction structures and assists in assessing the current mechanisms
through numerical and theoretical modeling. The attributes and functionality of p-i-n and p-n junction diodes are
intimately connected to the conduct of carriers at the interface established between p-type and n-type materials. These
junctions serve as the fundamental building blocks for many other electronic devices, and the analytical techniques applied
to understand p-i-n and p-n junctions can be extended to solve various electronic problems. The kinetic processes of
electrons and holes at p-n and p-i-n junctions are explained through two mechanisms: drift-diffusion and recombination-
generation. The ideality factor serves as a distinguishing parameter between these mechanisms, theoretically falling within
the range of 1 to 2 [1]. However, several experiments have shown that the ideality factor often exceeds 2 [2-3]. The
primary objective of this work is to discuss the relationship between forward voltage, temperature, the thickness of the
i-layer, and material parameters, all of which are dependent on the ideality factor. Numerous scientific articles have
explored the correlation between the ideality factor and temperature [4-8], although these studies have typically not
covered a broad temperature range. Characteristics of thermosensors at cryogenic temperature were studied [9].

While numerous articles [10-12] have investigated the ideality factor, its true nature and the parameters influencing
it remain incompletely understood. Variations in ideality factor values across different materials [13] underscore the
importance of comprehensively studying the dependence of materials on their functional parameters. To address this gap,
this work focuses on studying the ideality factor of p-n and p-i-n junction structures fabricated from Si and GaAs materials.
Overall, operating semiconductor devices at cryogenic temperatures is essential for a wide range of scientific and
technological applications, enabling advancements in fields such as quantum computing, astrophysics, materials science,
and high-energy physics. At cryogenic temperatures, semiconductor devices often exhibit improved electrical
characteristics, such as reduced noise, increased carrier mobility, and lower leakage currents. This can lead to enhanced
device performance, including higher-speed operation, improved signal-to-noise ratios, and lower power consumption.

Some semiconductor materials, such as certain types of doped silicon and germanium, exhibit superconducting
behavior at cryogenic temperatures. Cryogenic temperatures are essential for the operation of many quantum computing
architectures, which often rely on semiconductor-based qubits. In astrophysics and space exploration, semiconductor
devices operating at cryogenic temperatures are used in instruments such as infrared detectors, spectrographs, and low-
noise amplifiers. Cryogenic temperatures are often employed in materials research to investigate the electronic properties
of semiconductors, including bandgap engineering, electron mobility, and quantum confinement effects. In experiments
conducted at particle accelerators and high-energy physics laboratories, semiconductor detectors cooled to cryogenic
temperatures are used to measure the energy and trajectories of charged particles produced in collisions.

MATERIALS AND METHODS
In the ideal scenario, the relationship between the current density and the voltage passing through the p-n and p-i-n
junction structures is expressed as follows.
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J=J 9V
=Jg| exp T -1, (1)

where U,., is p-n junction voltage, q is the elementary electron charge, Js is referred to as the saturation current density
in the reverse connection, and its value is determined as follows:

D D
Jg =qn’ o (2a)
LpND LN,

Where n; intrinsic concentration, Dy 5 and L, , are diffusion coefficient and length of electrons and holes respectively.
Np and Na are donors and acceptors. The diffusion length Lp for silicon with resistivity values of 10 Qcm and 100 Qcm,
and carrier lifetimes of 8us and 3us for electrons and holes, respectively, is approximately Ly, =100 pm. If the current
transport mechanism relies on a drift-diffusion mechanism, then expression (2a) is appropriate. Conversely, if the current
transport mechanism is driven by a recombination-generation mechanism, it is determined from expression (2b).

_ qni : dp—n

Jo = (2b)

ZTeff

Another crucial aspect of the ideality factor m is its role in determining the recombination mechanism in the p-n
junction. Experiment and theoretical calculations indicate that the ideality factor is inversely proportional to temperature
as follows expression.

U
m(T)= Tt — 3
kT I(T.U)
" Y

We express the ideality factor using expression (4). Through theoretical calculations, we aimed to determine the
parameters on which A(T) and C(T) coefficients depend. The coefficients A(T) and C(T) are assumed to represent both
the internal functional parameters and external factors of the semiconductor material.

ar)

m(T)=A(T)+—

“

The expression (4) was employed to analytically ascertain the temperature dependence of the ideality factor for p-n
junctions based on Si and GaAs, covering temperatures from 50 K to 300 K with intervals of 50 K. The band gap of the
semiconductor depends on the size [14].

The thickness of the i-layer ranged from 10 um to 100 um in 10-um increments. Increasing the thickness of the
i-layer results in a corresponding rise in the ideality factor. The thesis chose Si semiconductor materials, incorporating
boron doping at a concentration of 3e17 cm™ to create the pSi-layer and phosphorus doping at a concentration of 4e18 cm™
for the nSi-layer. The diffusion length Lp, for silicon with resistivity values of 10 Qcm and 100 Qcm, and carrier lifetimes
of 8us and 3ps for electrons and holes, respectively, is approximately Lp~100 pm.

+Up

—Iy ) Ty —_—

£

Figure 1. The schematic depicting a 2D cross-section of our model planar p-i-n junction, Ur is forward voltage. The light grey area
represents the i-layer region, while the dark grey areas represent the quasi-neutral (QNR) fields in the p-type and n-type regions,
respectively

The selected model features geometric dimensions of a=10 pm, b=8 pum, and c=6 pm. Within the electrophysical
models, certain distinctions are noted: the gap width fluctuates with temperature [15], while the mobility of electrons and
holes is influenced by both temperature and concentration [16]. Moreover, variations in Shockley-Read-Hall (SRH)
recombination are observed in response to changes in temperature and doping concentration [17]. Recombination in p-n
and p-i-n junctions at low temperatures shows distinct characteristics compared to room temperature behavior due to
changes in carrier dynamics and material properties. Recombination Mechanisms are mainly three types. Radiative
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Recombination, Non-Radiative Recombination, Surface Recombination. The results obtained from the models and
samples employed in this section are thoroughly presented and scrutinized in Section RESULTS AND DISCUSSION.

RESULTS AND DISCUSSION
In this section, the results are presented and analyzed. The various current lines observed in Figure 2 at low

voltage can be explained as follows. The results are depicted in Figure 2, showcasing both semi-logarithmic (a) and

linear (b) I-U characteristics. It is evident from the figures that there is a decrease in current as the layer thickness

increases.
10“ ......... e
10°
10°
10’7 i s
10° —=—d=10 mkm
107 —e— d=20 mkm
E 10" 4 —a&— d=30 mkm
g 10 —v— d=40 mkm
< " —&— d=50 mkm
107 —4— d=60 mkm
10714 —»— d=70 mkm
10 H —o— d=80 mkm
Mo canaa i | —+— d=90 mkm
10—1? —#— d=100 mkm

-0.1

T T T T T T
00 01 02 03 04 05 06 O

U (Volt)

a)

T

L 1
08 09

—r
1.0 1.

1

| (Amper)

1.8x10™ 7

1.6x10"

—=—d=10 mkm

1.4x10™

—#— d=20 mkm
—a— d=30 mkm

1.2x10°

—v— d=40 mkm

1.0x10™

—#— d=50 mkm
—4— d=60 mkm

—»—d=70 mkm
—&— d=80 mkm

8.0x10°
6.0x10°

4.0x10°

2.0x10° 41—

0.0

—&— d=90 mkm
—#—d=100 mkm

|
%‘-H}—_

e

5 ‘%
A%

PR ™

T ¥ —— T r
01 00 01 02 03 04 05 06 07 08 09 10 1.1

b e e
il Tl o 1

U (Volt)

b)

Figure 2. Volt-Amper characteristic of p-i-n junction based on Si a) Semi-logarithmic, b) linear, d is the thickness i-layer

Figure 3 (b) illustrates the dependency of the ideality factor (i) on the layer thickness at 0.2, 0.4, 0.6, and 0.8 volts.
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Fig. 4. a) The semi-logarithmic volt-ampere characteristic of a p-i-n junction, b) the ideality factor of the p-i-n junction as a function
of forward voltage, across different intrinsic doping concentrations of the i-layer
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The I-U characteristic of the p-i-n junction structure made of Si material is provided, wherein the intrinsic field
concentration was studied for cases A, B, C, D, and E. The intrinsic concentration of silicon is typically n; =10'° cm™,
however, in this scenario, n; =10"' ¢cm? for case A, n; =10'2 cm™ for case B, n; =10'* cm™ for case C, n; =10'* cm for case
D, and ni=10'° cm™ for case E were observed. From Figure 4, we can see that in the range from 0 volts to 0.5 volts, there
are different lines of current strength at different values of doping concentration, and at values greater than 0.5 volts, they
almost all overlap. This situation can be explained as follows: recombination processes were observed between 0 and
0.5 volts, while the drift-diffusion mechanism prevailed above 0.5 volts. Recombination processes with different values
were observed for different concentration levels. In the case of E, where n=10"° cm?, it is shown that the drift-diffusion
current prevails even at low voltages and high concentration values.

! —a—5i
3.5 \3 —5— GaAs

1
50 100 150 200 250 S00
Temperature (K)

Figure 5. Illustrates the temperature dependence of the ideality factor for p-n junctions based on Si and GaAs, ranging from 50 K
to 300 K with intervals of 50 K

In Figure 5, utilizing expressions (3) and (4), the following result was derived: the temperature dependence of the
ideality factor for p-n junctions based on Si and GaAs, spanning temperatures from 50 K to 300 K with intervals of 50 K.
The ideality factor displays a reverse dependence on temperature. This phenomenon arises because, as the temperature
decreases, the dominance of the drift-diffusion mechanism diminishes, while the recombination-generation mechanism
begins to take precedence. As the temperature decreases, electron diffusion in the Si crystal decreases, as well as in other
crystals.

CONCLUSIONS

In this study, the ideality factor was found to depend on several factors. It was observed that the ideality factor
decreases with increasing temperature. Additionally, the ideality factor dependent voltage from 0 to 1 volt for the
appropriate connection voltage in silicon. Changes in the ideality factor were also observed when the thickness of the
intrinsic layer varied from 10 pm to 100 pm. In all cases where the thickness of the intrinsic i-layer was less than 100 pm,
distinct lines were observed at low voltages, while they converged and overlapped at high voltages. Moreover, the
influence of the specific concentration of the intrinsic layer on the ideality factor was investigated as it ranged from
n=10'"' em? case to n=10'° cm™ case. As a result, it was determined that both external and internal factors affect the
ideality factor by influencing the current transport mechanism.
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DAKTOPH, 11O BIIVIUBAIOTHh HA KOE®IHIEHT IIEAJIBHOCTI HAINIBITPOBITHUKOBUX p-n TA p-i-n
NEPEXITHUX CTPYKTYP ITPU KPIOTEHHHUX TEMIIEPATYPAX
Hoxomkin 1. Adaysiaes?, Iopoxiv B. Canae™®
“Hayionanvruii oocnionuyvkuii ynieepcumem TIIAME, gisuxo-ximiunui gpaxyremem, Tawxenm, Y3bexucman
b3axiono-Kacniticoxuii ynisepcumem, Baxy, Azepbaiiocan

V it cTaTTi BUCBITIIOETHCS 3aI€XKHICTD 11eanbHOCTI (hakTopa SIK BiJ BHYTPIIIHIX (QYHKIIOHAIBHAX IapaMeTpiB, TaK i Bi 30BHIIIHIX
(axTopiB y HaMIBIPOBIAHMKAX IPH HU3BKUX TeMIepaTypax. MU JOCIiIWIN BIUIMB 30BHIMIHIX ()aKTOPIB, TAKHX SIK TEMIepaTrypa Ta
Harpyra 30BHIIIHBOTO JpKepena. 3a JOIOMOTOK YHCEIbHOIO MOJENIOBAHHS Ta TEOPETUYHOTO aHANi3y MM JETaJbHO BHBYMIIN
3aJIeKHOCTI BHYTPIIIHIX (DYHKI[IOHAIFHUX HapaMeTpiB HamiBIPOBIIHMKOBHX MaTepialliB, BKJIIOYAIOYH KOHIICHTPALIIO JOMILIOK,
HIMPUHY 3200pOHEHOT 30HH HaMiBIPOBIAHHUKIB, TPUBATICTD XHUTTS HOCIIB 3apsily Ta TEOMETPHYHI PO3MipH B [iana3oHi BiJf MiKpOMETPIiB
JI0 HAHOMETPIB, Ha ifeanbHICTh (haKTOpa B CTPYKTypax p-n i p-i-n nepexoxis. Haur anani3 oxormtoe kpiorenHi remneparypu Big 50 K
mo 300 K 3 iarepBanom 50 K. JInsg mpoBeaeHHS LBOTO AOCHIIKEHHS MH 30CEPEAMNIHCS Ha CTPYKTypax p-n i p-i-n Mepexomis,
BHTOTOBJICHHUX 3 Si Ta GaAs. OO0paHa Moaens Mae reoMeTpuyHi po3Mmipu a=10 MM, b=8 MxMm 1 ¢=6 MxM. ToBIIHMHA i-11apy BapiroBaiacs
Bix 10 MM 10 100 MM 3 kpokoM 10 MkM. 30UTbIICHHS TOBIIMHY i-IIapy MPH3BOAUTH IO BIIAIOBIIHOTO 30UIBIICHHS 11€aTBHOCTI
(axropa.

KurwuoBi cioBa: p-n nepexio; p-i-n nepexio; pexombinayis 3a mexanizmom Illoxni-Pioa-Xonna (SRH), enympiwini ¢ynkyionanvui
napamempu; 306HiWHI hakmopu, hpaxmop ideanvricmi; Kpio2eHHi memnepamypu
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The work is devoted to the problem of ellipsometric studies of real surfaces and considers the case when surface inhomogeneities are
individual localized defects or conglomerates with a size comparable to the wavelength of the probing radiation. Such inhomogeneities
lead to angular dependences of ellipsometric parameters that have a non-classical form and cannot be described using conventional
well-known models of homogeneous planar layers. This work focuses on the influence of conglomerates of localized defects on the
angular dependences of ellipsometric parameters and serves as a continuation of earlier studies in which single localized defects were
considered. The dependence of the degree of influence of the distance between defects on the ellipsometric parameters is examined.
The parameter “critical distance” between defects is introduced, beyond which they can be considered as localized, and estimates of
this parameter for the considered configurations are provided.

Keywords: Ellipsometry, Terahertz waves, Scale modeling, Surface defects, Localized defects

PACS: 68.35.Ct, 42.25.Ja, 78.68.+m

1.INTRODUCTION

Ellipsometry is a non-contact, precise, non-destructive method for studying the properties of surfaces and interfaces.
It is based on measuring changes in the polarization state of radiation after it is reflected from the surface of a sample or
passes through a transparent sample [1-3].

In most cases, a pair of parameters, ¥ and 4 (the so-called ellipsometric parameters), is the result of an ellipsometric
experiment. The first parameter characterizes the relative change in amplitude ratios, and the second one represents the
change in the phase difference of the orthogonal components (p- and s-components) of the electromagnetic wave during
their interaction with the system under study. The simplest configuration of an ellipsometric experiment (a scheme with
a rotating analyzer, RAE) is shown in Fig. 1. Electromagnetic radiation from the source S passes through a polarizer P
with a known azimuth and is reflected from the sample, leading to a change in the polarization state. Next, the radiation
passes through another polarizer (the Analyzer), and detector D measures the radiation amplitude. In the RAE scheme,
the ellipsometric parameters ¥ and 4 are found from the dependence /(A) of the intensity of the recorded signal on the
azimuth of the analyzer A [2, 3].
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Figure 1. Schematic of the ellipsometric experiment

Ellipsometric parameters are related to the physical characteristics of the structure under study and are related to
those measured by the basic equation of ellipsometry:

p=tg¥-ed =2 M

S
where Ry(s) are the complex Fresnel coefficients of the sample.
The advantages of ellipsometry include high accuracy and reproducibility of results, as well as the absence of a need

for a reference measuring channel or reference sample. These benefits have led to its widespread application in many
areas [2, 5-9]. However, ellipsometry is an indirect technique, meaning that to calculate the material characteristics, it is
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necessary to solve equation (1) for the desired parameters, which are typically the optical constants of the sample material
and/or the optical constants and thickness of film coatings. The exact form of the right-hand side of equation (1) is
determined by the physical model chosen to describe the structure under study [1-3, 10, 11]. For analyzing ellipsometric
experiments, researchers often use planar surface models, including those of clean surfaces or multilayer systems with
distinct boundaries between layers. These models are usually just approximations of real structures, so the development
of more accurate models for the structures under study remains one of the main challenges in ellipsometry. A specific
problem arises when analyzing ellipsometric data for surfaces with deviations from planarity [12-15], such as roughness
(medium and highly rough surfaces), island films, regular reliefs [16, 17], grains in polycrystals, inclusions of secondary
phases, blistering, and more [18, 19]. The last three types of structures can be classified as localized defects [20]. Localized
defects disrupt the statistical homogeneity of surface properties and are therefore poorly described by effective medium
models (which are represented by homogeneous films with averaged optical constants [2, 21]) or random fields with
homogeneous statistical properties [22-24]. Since localized defects often appear on real surfaces due to various processes,
such as sputtering with high-energy particle beams or chemical etching, analyzing the results of optical studies (e.g.,
ellipsometry, reflectometry) is highly relevant [18, 19]. It is important to note that there is currently a lack of general
understanding regarding how these surface defects impact ellipsometry results [20].

This work is a continuation of [20], which addressed the problem of creating and testing a physical ellipsometric
model of localized defects using a sub-terahertz null ellipsometer with an operating wavelength of 2.14 mm. In [20],
quasi-optical scale modeling of the influence of a single localized defect (a series of samples with defects of various sizes
on a millimeter scale) located at the center of the sample was conducted and analyzed. It was demonstrated that if the size
of a localized defect is slightly smaller than the wavelength, ellipsometry does not “see” it, while reflectometry shows a
decrease in the reflection coefficient compared to a clean surface. However, conglomerates of defects are much more
common in real samples. They can simultaneously affect the change in the polarization state of the probing radiation upon
reflection. Therefore, a logical next step in the development of quasi-optical scale modeling is to study the simultaneous
influence of multiple defects of various sizes, spaced apart at specified distances. This study focuses on experimentally
examining how a group of parallelepiped defects affects radiation scattering, polarization, and the measured ellipsometric
parameters. The study also examined the “localization” of defects, i.e., determining the minimum distance at which they
begin to independently influence the result of the experiment.

2. EXPERIMENTAL PROCEDURE AND SAMPLES

Since optical ellipsometry operates with wavelengths on the order of half a micrometer, the size of defects that are
relevant cannot exceed 1 micrometer and most often have a significantly smaller size. It is clear that artificially and
controllably creating such defects with given shapes, sizes, and relative positions on a defect-free surface is currently a
technically complex, time-consuming, and expensive task. Therefore, it was decided to take advantage of the property
that the features of the interaction of EM radiation with objects are determined not by the absolute values of the radiation
wavelength (1) and the characteristic sizes of objects (d), but by their ratio. In our case, we are interested in ratios in the
range d/A = 0.1 to 2. To be able to create the desired defects, their size must be about 1 mm. Accordingly, to maintain the
specified d/A ratio, the wavelength must be on the order of several mm (in our case, A = 2.14 mm). This allows for the
relatively easy creation of surfaces with a preassigned defect geometry and the performance of ellipsometric (and other)
measurements, the results of which can be transferred to optical-range ellipsometry. This approach is commonly called
“scale modeling” and is often used in radiophysics. However, in radiophysics, reduced models are typically constructed,
leading to the use of proportionally smaller wavelengths. This enables the study of the scattering of long-wavelength
waves from large objects under laboratory conditions. In our case, we propose to use enlarged models and wavelengths.

To carry out large-scale modeling, in this study, a quasi-optical terahertz ellipsometer (QOTE) operating at a probing
radiation wavelength of 2.14 mm (0.14 THz) was used. QOTE is built based on the PCSA (Polarizer — Compensator —
Sample — Analyzer) scheme and implements a rotating-analyzer measurement scheme (Rotating Analyzer Ellipsometry,
RAE) in an automated mode using specially developed hardware and software. The advantages of this scheme include
the relative simplicity of design and measurements, as well as the ability to study both absorbing and transparent materials
(due to the presence of a compensator). The measurement error for the ellipsometric parameters ¥ and A provided by
QOTE is 0.05° and 0.1°, respectively.

QOTE is based on a quasi-optical transmission line - a hollow dielectric beam guide and quasi-optical devices and
components for the frequency range 0.1...1 THz, developed at the O. Ya. Usikov Institute of Radiophysics and Electronics
NAS of Ukraine [25, 26]. Fig. 2 shows the quasi-optical design of QOTE. The generator (G) signal is output through a
standard waveguide and transmitted to the quasi-optical beamguide transmission line via a waveguide-beamguide
junction (1). The signal is modulated by a mechanical amplitude modulator (2). The attenuator (3) serves as a linear
polarizer in the circuit, allowing adjustment of the probing signal amplitude. The polarization plane rotator (4) rotates the
polarization plane by an arbitrary angle P. Thus, in this circuit, the function of a polarizer with a variable azimuth is
performed by a pair of elements: the linear polarizer itself (as part of the attenuator) and the polarization plane rotator.
Next, compensator (5) converts the radiation into elliptically polarized radiation, adding a controlled phase shift between
orthogonally polarized components. The measuring cell, which includes a goniometer with a sample holder, provides the
required angle of incidence of radiation € on the study object S mounted on it. The analyzer function is performed by a
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pair of elements: a polarization plane rotator (6), which determines the azimuth of analyzer A, and the fixed angle analyzer
itself (7). This design of the analyzer is due to the polarization sensitivity of the detector (D). The signal from the (D)
goes to the input of the synchronous detector. After the synchronous detection procedure, the signal is measured using
the ADC interface unit, and the result is transmitted to the PC. All rotating elements are equipped with stepper motors
and controlled by a PC via a special interface. Measuring the intensity dependence on an azimuth of the analyzer is
performed automatically. QOTE is described in more detail in [27].

Figure 2. Quasi-optical terahertz ellipsometer scheme

The sample material for this study was Epcos No. 87 ferrite. The choice of material was based on its optical
properties (n~6.7, k~4.0) [18, 19], which are similar to those of metals in the optical range.

The samples used in this study were ferrite plates with a size of 50x22x6 mm. Probe beam diameter is 20 mm
(Fig. 3(a)). Several identical defects, each in the form of a parallelepiped with dimensions a, b, and ¢, made of the same
material were placed in the center of the plate and beam (Fig. 3(b)). The position of the defects is specified by a single
parameter - the distance d from the sample center to the defect.

Defects configurations:
< 30 > I Il
T —— Ny N
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Figure 3. Schematic representation of the sample, the distribution of the beam spot, and the arrangement of defects
on the sample surface

For quasi-optical scale modeling of the influence of several defects on ellipsometric parameters, three defect
configurations were considered: a) two parallelepipeds with a long side parallel to the plane of incidence, located
symmetrically relative to the plane of incidence at a distance of 2d from each other (Fig. 3b), configuration I); b) two
parallelepipeds oriented with their long sides perpendicular to the plane of incidence, located symmetrically relative to
the center of the sample and spaced at a distance of 2d (Fig. 3b), configuration II); c) four defects, square in plan (a = b),
with sides parallel to the sides of the sample, located symmetrically at a distance d from its center (Fig. 3b), configuration
IID). It should be noted that the total defect area is the same in all three configurations.

The ellipsometric parameters ¥ and 4 were measured for surfaces with defects of varying sizes (parameters a, b,
and /) and relative positions (parameter d). In configurations I and II, defects with plan dimensions ¢ =5 mm and b = 2.5
mm, and heights # = 2.5 mm and 1.5 mm were considered. In configuration III, the defects had dimensions a = b = 2.5
mm in plan and three heights # = 2.5 mm, 1.5 mm, and 0.5 mm. The parameter d in all configurations varied from 0 to
12 mm. All options for defect parameters and configurations are summarized in Table 1.

Table 1. Parameters of defects (a, b, &) and their relative position (d) for all configurations.

a, mm b, mm h, mm d, mm
Configuration | 5.0 2.5 1.5;2.5
Configuration II 5.0 2.5 1.5; 2.5 0,1,2,3,5,7,9, 12
Configuration III 2.5 2.5 0.5;1.5;2.5 0,1,2,3,5,7,12

The choice of defect parameters and configurations is determined by the results obtained in [20]. As mentioned
above, [20] shows that a single defect, with a characteristic size less than the wavelength A, becomes “invisible” for
ellipsometry. If the defect size significantly exceeds A, then the angular dependences of the ellipsometric parameters
become non-trivial. Thus, for the study of multiple defects, defects and their configurations with dimensions comparable
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to the wavelength of the probing radiation (in our case, A = 2.14 mm) are of greatest interest. In addition, it is precisely
this range of ratios of defect size to wavelength that is most interesting from the point of view of large-scale modeling of
the effect of defects on the results of optical ellipsometry. The goal of the experiment was to clarify the conditions under
which defects can be considered localized from the point of view of ellipsometry, i.e., when multiple defects can be
considered as individual defects, as a single defect, or as a group of defects influencing each other (i.e., not localized
defects). Next, we present the results of the experiment.

3. EXPERIMENTAL RESULTS

Fig. 4 shows the experimental angular dependences of ¥ and 4 for the initial (bare) ferrite surface without defects
(dots). From these data, the optical constants of the substrate were determined in the bare surface model [2] (n = 6.74,
k =4.02). The lines in Fig. 4 represent the angular dependences of ¥ and 4 corresponding to these values of optical
constants. One can see that the experimental data are described by the model of a bare isotropic surface with an error not
exceeding the experimental error. With these optical constants, the probing radiation does not penetrate this material
beyond 10 pum. Accordingly, the samples under study can be considered as bulk (without coatings), and the results of
further experiments related to the presence of defects on the surface can be interpreted without taking into account
interference effects in the defect and/or substrate.

45 180
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I e A 170
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Figure 4. Angular dependencies of the experimental data (dots) and fitted model (lines) for the ellipsometric parameters ¥ and A

of the defect-free substrate.

Next, we consider part of the experimental results that reflect the general trends in the influence of changes in defect
configurations on the ellipsometric parameters ¥ and 4. Fig. 5 shows the experimental results for defect configurations I
(h=1.5 mm), Il (A=2.5 mm), and III (A =2.5 mm) as listed in Table. 1. For the convenience of analysis, the figures
show the following dependencies of ellipsometric parameters differences:

8 (6) = (P(0) —¥o(0)), 64(0) = (4(6) — 40(6)), (@)

where ¥, (0) and 4,(0) are the ellipsometric parameters of the defect-free surface (see Fig. 4). Thus, the effect of a
defect on the ellipsometric parameters relative to a bare surface is illustrated.
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Figure 5. Experimental angular difference dependencies of ellipsometric parameters ¥ (a) and 4 (b)
for configurations I (a), b), # = 1.5 mm), II (c), d), # = 2.5 mm), III (e), f), # =2.5 mm).

Fig. 5 shows that the nature of the dependencies for different configurations is similar. For all configurations with
h =2.5 mm, oscillations of the angular dependencies of the ellipsometric parameters are observed. At # = 1.5 mm, the
oscillations have less amplitude. However, despite the different local nature of the dependencies for all configurations,
they have similar integral properties. A single large defect (d = 0 mm) causes a significant deviation of the angular
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dependencies W(0) and A(f) from the clean surface. As the distance d between defects increases in all three
configurations, both ¥ (8) and A(8) initially deviate further from the clean surface, but with a further increase in distance,
they start to approach the clean surface values. Thus, individual defects in all configurations become “invisible” to
ellipsometry as the distance between them increases.

4. ANALYSIS OF RESULTS
From the above graphs, it is difficult to quantitatively estimate the degree of deviation of the ¥(8) and A(6)
dependencies from the “bare surface” for various defect configurations. Therefore, to characterize the degree of deviation
of the angular dependencies for surfaces with and without defects, we will use the arithmetic mean of the root-mean-
square differences:

1 [1 d 1 d
o =3 oz v + [Frraatre - a3y ®
where llfé’i‘"e and Ag;"e are the ellipsometric parameters of a defect-free sample at an angle of incidence 6;, lIfgdief and Agff

are the parameters for a sample with defects, and » is the number of measurements at different angles of incidence 6.
Next, we consider the dependences o(d) for various configurations and defect height h (Fig. 6).
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Figure 6. Dependences of 6(d) in configurations I (a), II (b), and III (c) for different defect heights.

Fig. 6 shows that in all 3 configurations, the dependences o(d) at h = 2.5mm (4#/A~1) are qualitatively the same and
quantitatively close. Namely, a(d) increases monotonically and reaches a maximum at d/A ~ 1.5 (configurations I and II)
and d/A ~ 2 (configuration II). Further, c monotonically tends to 0. At z=1.5mm and 0.5mm (/A ~ %, h/A ~ Y4), the
dependencies are qualitatively similar, but the maxima are less by value and shifted to the d~1 region.

From the above results, it is clear that the influence of the considered localized defects on the ellipsometric
parameters ¥ and A4 is significant and non-trivial. Thus, the presence of various configurations defects leads to a
qualitative change like the angular dependencies ¥ (6) and 4(6) compared to a “bare surface”. From the experimental
data, it is clear that the main influence of defects appears in oscillations of ellipsometric parameters around the clean
surface (Fig. 5). This effect is associated with the interference of waves reflected from different areas of the defective
surface [15]. It is worth noting that for high defects (A=2.5mm, h/A~1) the oscillations are greater in amplitude and
frequency. As the height of the defects decreases, the oscillations decrease, and for defects with a height of 0.5 mm, they
are practically absent.

The results in Fig. 6 can be divided according to the / parameter (2.5, 1.5, and 0.5 mm) because the trends in the
o(d) dependencies are similar for different defect configurations. One can see that the a(d) dependencies at #=2.5mm
(~1%) have explicit maxima for all defect configurations at @=3-5 mm (which corresponds to ~1-21). So, at a given
distance d between defects, the maximum influence of interference effects on the ellipsometric parameters occurs. With
a further increase in d, the o values monotonically decrease, which indicates a decrease in the interaction between defects.
Wherein, 6(0)=0(3.5-4.5), i.e. starting from a critical distance d.. = 4.5\ between defects, the defects stop interacting and
can be considered as localized.

In the case of defects with a smaller height (A=1.5mm = ~3/4\ and #=0.5mm = ~1/4}) o(d) is smaller in value,
which indicates less interference interaction between defects. At the same time, the dependencies o (d) begin to decrease
monotonically starting from ¢(0.5X%), which indicates the maximum interaction of defects at a distance of fractions of a
wavelength. It is also worth noting that for cases d=(0.5 and 1.5 mm) o(0)~c(<1A) we can conclude that the distance d.
at which defects become localized depends on their dimensions and, firstly, turn from their height. A similar dependence
is observed in the case of configuration III at 2 = 0.5 mm.

We previously observed similar non-classical behavior of ellipsometric parameters in measurements in the optical
range (A = 633 nm) [18] and in large-scale simulations with a single localized defect [20]. In [18], samples of a
precipitation-hardened copper alloy were studied and subjected to radiation sputtering, which led to the appearance of a
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significant number of localized defects (Fig. 7), specifically harder particles of secondary phases. In this work, the angular
dependences ¥ (0) and A(0) were obtained for the first time, with their profiles being radically different from the classical
ones. Additionally, a hypothesis was formulated that explained this behavior as being due to the presence of localized
defects, and predicted that if the size of such a defect is several times smaller than the wavelength, ellipsometry would
cease to be sensitive to these defects.

: : .
Q . i IR ie
; A5kV  X5,000 S5pm 0012 init .,‘

Figure 7. Examples of localized surface defects in a sputtered precipitation-hardened CuCrZr alloy:
(a) single defect and (b) multiple defects

15kV  X10,000 1pm- - 0005 N3-6

The results of this work confirm this hypothesis. Specifically, it is shown that the behavior of the angular
dependences W(0) and A(0) is linked to the presence of localized defects whose size is several times larger than the
wavelength of the probing radiation. As the size of the localized defects decreases and the degree of localization increases
(i.e., the distance between defects in the case of grouped defects) to sizes slightly smaller than the wavelength of the
probing radiation, the defects become “invisible” to ellipsometry but continue to significantly influence specular
reflection.

5. CONCLUSIONS

Thus, the work demonstrates that deviations from the classical behavior of the angular dependences of the
ellipsometric parameters are grounds to assume the presence of localized defects or their conglomerates. In this case,
statistically homogenecous defect layers (such as roughness, transition layers, etc.) never lead to qualitative deviations
from the classical behavior of angular dependencies.

It is also shown that for all defect configurations studied, with small distances between defects, they have a joint
effect on the ellipsometry results. At a certain distance, defects begin to influence ellipsometry results independently.
Accordingly, a critical distance for defect localization can be introduced, beyond which they do not jointly affect the
ellipsometric parameters. So, for A/A~1, d.. is equal to 3.5-4.5X; for h/A~%2 and % - less than A. Thus, d.; decreases with
decreasing A/A ratio. The detailed form of the d..(h/A) dependence will be investigated in a separate study.

As mentioned above, defects of relatively large sizes (~A) can lead to oscillations in the angular dependences of
ellipsometric parameters, which can be used to determine the characteristics of roughness. As the defect height h
decreases, the oscillation period increases; therefore, to more thoroughly study the influence of defects with # < 0.7A,
measurements in a larger range of incidence angles are required.
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MACHITABHE MOJEJIIOBAHHSI BININBY MHOXKHNHHUX JIOKAJI30OBAHUX JE®EKTIB IIOBEPXHI METAJIY
HA PE3YJIbTATH ONTHYHOI EJIINICOMETPI{
Ouekciit Famy3a®?, Ian Kosenos®¢, Ipuna T'pysao®
“Hayionanvnuti mexuiynuil ynigepcumem «XapKigcokuil norimexuiunuti incmumymy, yi. Kupnuuosa, 2, m. Xapkis, 61002, Yrpaina
bXapxiscoxuii nayionanbnuii ynisepcumem padioenexmponixu, np. Hayxu, 14, m. Xapxis, 61166, Yrpaina
Incmumym enexmpoizuxu i padiayitinux mexnonoziti HAH Yxkpainu, eyn. Yepnuwescorozo, 28, m. Xapxis, 61002, Yxpaina
nemumym padiogizuxu ma enexmponixu in. O.5. Yeuxosa HAH Yrpainu, eyn. Ax. Ilpockypu, 12, 61085, m. Xapxie, Yrpaina
PoGoTa mpucBsueHa mpoOiieMi eNINCOMETPUYHUX MOCHTIDKCHb DPEaJbHUX MOBEPXOHb 1 pO3IVISIA€ BHUITAA0K, KOJIHM IMOBEPXHEBI
HEOJHOPIIHOCTI SBISIOTH cOO0I0 OKpeMi JIOKai30BaHi nedekTu abo iX KOHIIIOMepaTH po3MipoM, MOPIBHSIHUM 3 JTOBKHHOKO XBHII1
30HIyI0YOTO BUMPOMiHIOBaHHS. Taki HEOJHOPIMHOCTI MPH3BOAATH JO KYTOBUX 3aJIGKHOCTEH ENICOMETPUYHUX MapaMeTpiB, sKi
MAaroTh HEKJIACHYHUH BUTJIAJ 1 HE MOXYTh OyTH ONHCaHi 3a JOIIOMOTI0I0 3BUYalHHUX BiJOMHX MOJEJEH OJHOPITHMX IUTOCKUX IIapiB.
Ils pobora mpucBsSUEHA BHBYEHHIO BIUIMBY KOHTJIOMEPATIB JIOKATI30BAaHMX HE(EKTIB HA KYTOBI 3aJIEKHOCTI ENIIICOMETPUYHHIX
HapaMeTpiB i € MPOJOBKEHHSIM IONEPEAHIX NOCIHiKEHb, ¥ SKUX PO3IIISANINCS MOOJMHOKI JIoKamizoBaHi nedextu. JociipKeHo
3aJIeKHICTh CTYIIEHS BIUIMBY BiICTaHi MiX Ae(eKTaMH Ha eJIIIICOMETPUYHI TapaMeTpu. BBeieHo mapaMeTp «KpUTHYHA BIICTAHB) MiXK
nedekTaMu, 3a MEXKaMM SKOTro iX MOXKHA BBa)XKaTH JIOKAJTi30BaHMMH, T4 HABEJCHO OLIHKM LbOTO HapamMeTpa AIsi PO3IIIHYTHX
KoH(irypariit.
Kuro4oBi ciioBa: enincomempis; mepazepyesi X6uii, MacuimabHne MoOen08aHHs, N08epXHesi deekmu, T0KANI308aHI Oehekmu
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Furkat K. Turotov, ©Mariya E. Malysheva, ©Ramil R. Vildanov*
National university of Uzbekistan, named after Mirzo Ulugbek, Tashkent, 100174, Uzbekistan
*Corresponding Author e-mail: ramvild@gmail.com
Received August 18, 2024; revised October 21, 2024; accepted November 4, 2024

The spectra of luminescence and magnetic circular polarization of a single crystal of thulium-yttrium garnet-aluminate Tm*":YAG
have been studied within the visible spectral range at a temperature of 90 and 300 K in a magnetic field of 10 kOe. Based on the
analysis of optical and magneto-optical data, the presence of "quasi-degenerate" states of excited multiplets 'D2, 3F4,>G4 and the ground
multiplet *Hes of the Tm3* RE ion in garnet-aluminate YAG at the radiative transitions 'G4—>Hs, 'D2—3F4 and 'D>—>F3 has been
determined. The effect of quantum mechanical “mixing” plays a significant role in the occurrence of magneto-optical effects on
luminescence bands caused by “forbidden” 4f—4f transitions in the non-Kramers Tm** ion having a “quasi-doublet” structure in the
energy spectra.
Keywords: Thulium-yttrium garnet; Rare-earth ions; Magneto-optical properties, Luminescence, Energy levels; Magnetic circular
polarization
PACS: 71.70.Ej; 78.20.Ls

INTRODUCTION

Yttrium aluminum garnet Y3Als012 (YAG) doped with trivalent rare-earth (RE) ions R** is well known as a material
used for creation of solid-state lasers [1-3]. This circumstance has contributed to the intensive study of the optical and
magneto-optical properties and energy levels of a number of rare-earth ions R3" in the garnet crystalline cell, replacing
the yttrium ions Y** located in the dodecahedral positions of the garnet structure [4]. But among all these garnets with RE
ions as impurities, the similar properties (in particular, magneto-optical ones) of Tm*":YAG garnet have been studied
comparatively insufficiently. Therefore, at present, the magneto-optical properties of Tm*" RE ions in garnet crystals are
studied systematically [5-6], and this circumstance has become one of the motivating factors for this study to be
conducted.

On the other hand, the presence of a large number of emission transitions observed within the wide spectral range
from near infrared (IR) to ultraviolet (UV) shows that Tm3":YAG is a good material for lasers operating within the near
IR range [7-9]. An effective process in the same region is emission due to the up-conversion pumping [10]; in this case
also promising matrices are garnet-structure crystals for further activation by trivalent thulium ions. Another new possible
application of the Tm3":YAG RE compound is its use in information display systems operating within the spectral range
from 460 nm to 470 nm because of proximity of the 'D, —>F, emission transition to optimal operating wavelengths of
video-displays in this spectral range. Therefore, the study of this transition is still of great interest, since an in-detail
consideration of the spectroscopic properties of this transition to be aimed at obtaining information on mechanisms of
excitation of the radiative states of Tm*" ions and hence obtaining efficient generation is currently of paramount
importance.

The crystalline electrostatic field (CF) created by the low-symmetry environment of the RE ion in the garnet lattice
leads to a partial or almost complete “removal” of the quantum degeneracy from the Stark sublevels in the multiplets
belonging to the ground 4™ configuration of the ion. Further removal of degeneracy from the Stark sublevels of the RE
ion with the help of the Zeeman splitting of their states by an outer magnetic field H leads to emerging induced circular
anisotropy of the optical absorption and luminescence bands, which manifests itself both in magnetic circular dichroism
(MCD) observed during light absorption [11] and in magnetic circular polarization of luminescence (MCPL) recorded
during light radiation emission [12]. The study of the MCD and MCPL phenomena (being differential in essence) in non-
Kramers RE ions (i.e. with an even number of electrons in the unfilled 4f™ shell) provides a fundamental opportunity to
determine a symmetry of the wave functions of the Stark sublevels (including the so-called “quasi-degenerate” sublevels
that cannot be resolved directly in optical experiments), from which (or to which) the optical 4f—4f transitions occur
(forbidden in the electrodipole (ED) approximation) [13].

At the same time, it is well known that the main source of MCPL (or MCD) phenomena in non-Kramers RE ions is
the Van Vleck “mixing” (by an outer magnetic field) of the wave functions of neighboring non-degenerate Stark sublevels
combining in the optical transition. This circumstance makes it possible to reliably position the “quasi-degenerate” states
in the energy spectrum of the non-Kramers RE ion. According to the results of experimental and theoretical studies of
YAG (or YGaG) garnets activated by Ho*" [14] and Tb** [15] RE ions, in the low-symmetry CP of the garnet a set of the
“quasi-doublet” states are formed in the energy spectra of the ground and excited multiplets of non-Kramers ions [16],
while no “quasi-doublets” were detected in the multiplets of Tm*" ions in the similar garnets. The absorption and

Cite as: F K. Turotov, M.E. Malysheva, R.R. Vildanov, East Eur. J. Phys. 4, 341 (2024), https://doi.org/10.26565/2312-4334-2024-4-39
© F.K. Turotov, M.E. Malysheva, R.R. Vildanov, 2024; CC BY 4.0 license


https://doi.org/10.26565/2312-4334-2024-4-39
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0001-9008-4815
https://orcid.org/0000-0002-4626-7398
https://orcid.org/0000-0001-5334-9909

342
EEJP. 4 (2024) Furkat K. Turotov, et al.

luminescence spectra of Tm*":YAG have been studied in detail within the visible and near infrared ranges at various
temperatures (including low ones) by J.B.Gruber et al. [17]. For the emission spectra of the transitions from the 'D, state
to the *Hs, 3F4, °F; and °F» multiplets to be studied, laser excitation of the optical transitions was used. Although these
data provided information confirming the crystal-field splitting of the most multiplets (i.e. the J,L,S-states) belonging to
the ground 4f™-configuration of the Tm?" ion in the garnet structure, as well as information on the symmetry of the Stark
sublevels of these multiplets, we believe that the previously obtained energy spectra of the Tm?* ion in the garnet-
aluminate structure should be supplemented by the corresponding "quasi-doublet" states that in turn can be detected and
identified by magnetic circular polarization of luminescence methods in a wide range of wavelengths and
temperatures [18]. Therefore, new studies of the emission spectra of Tm*":YAG by the differential magneto-optical
methods would be very useful, since their application can help in positioning and determining a symmetry of the nearby
(i.e. “quasi-degenerate”) Stark sublevels in non-Kramers Tm** ions. On the other hand, the similar studies of the magneto-
optical activity of emission transitions in thulium-yttrium garnets seems relevant due to a certain smallness of the Faraday
rotation detected in these garnets within the visible spectral range as compared to the similar spectra observed in other
rare-earth garnets [19], and their analysis led to contradictory results associated with the possible absence of "quasi-
degenerate" ground states in non-Kramers Tm*" ions in the garnet structure. The above-mentioned contradictions
discovered during the study and interpretation of magneto-optical and magnetic properties of thulium garnet Tm:YAG
were the motivating factors for this work to be carried out.

MATERIALS AND METHODS

A single crystal of thulium-yttrium garnet-aluminate Tm*":YAG grown by a spontaneous crystallization method
from the "solution-melt" was provided by Prof. J. Heber (Physics Institute of the Technical University, Darmstadt,
Germany). A sample under study containing ~1% Tm?" ions was X-ray oriented and cut in the crystallographic planes
of the (110) and (001); after that the sample surface was ground and polished with diamond pastes with a slowly thinning
grain (down to ~1 pm). The luminescence spectra of Tm*":YAG were measured at temperatures T = 90K and 300K for
the radiative 4f—4f transitions 'D,—>Fs and !G4—>Hg within the spectral ranges of 452-462 nm and 484-488 nm with
a resolution of ~ 1.5-2.0 cm’. The differential magneto-optical spectrum of Tm>":YAG, i.e. a spectrum of the MCPL

-1 . . . . . . .
1+ " (where I+ is the intensity of orthogonal circularly polarized components of the luminescence line), was
I

studied at a temperature of 7 = 300 K within the spectral range of 453-462 nm and 484-488 nm with a resolution of
~10 cm! and orientation of the outer magnetic field H = 10 kOe along the [110] axis of the garnet crystal. The MCPL
degree spectra was recorded by a method of light radiation polarization modulation at a frequency of ~36 kHz with a
photoelastic modulator with positive optical feedback [13]. The relative errors of the measured values (intensities of
luminescence and degrees of circular light polarization) in all experiments did not exceed ~3-5%.

degree P =

RESULTS AND DISCUSSION
The luminescence and MCPL spectra in single crystals of thulium-yttrium garnet-aluminate were studied for the
radiative transitions 'Gs—>Hs and 'D,—>F, within the wavelength range of 453-484 nm. The luminescence observed for
the radiative transitions of the type: 'Gs—>Hs, 'D,—>F4, !D>—>F3, turns out to be the most intensive in the emission band
caused by the radiative transition 'D,—>F, (Fig. 1).
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Figure 1. The luminescence spectrum of Tm*":YAG recorded in the emission band 'D>—3F4 and 'Gs—3Hs at T=300K (blue
dotted line) and at 7=90K (black solid line)

The spectra of blue luminescence bands recorded at 7=300K and 90K are characterized by a large number of well-
resolved emission lines associated with the radiative 4f—4f transitions between the sublevels of the 'D, and *Fs multiplets
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in the Tm** ion. A decrease in the sample temperature from 300 to 90K is accompanied by a decrease in the luminescence
brightness, with the intensities of the strongest emission lines at wavelengths of 455, 459, 460 nm, determined by the
areas under the corresponding lines, decreasing to the same extent by approximately 1.5 times as compared to a more
significant decrease in the intensity of the remaining emission lines. The redistribution of the luminescence line intensity
is due to a sharp decrease in the populations of the excited Stark singlets of the 3F4 and 'D, multiplet when the temperature
drops. When the temperature is lowered to 90 K, it is clearly seen that the emission lines at wavelengths of 453.6 and 457
nm are doublet lines insufficiently resolved at 7=78 K. The most intensive luminescence lines in the 'D>—3F4
luminescence band originate from the ground quasi-doublet state of the excited 'D, multiplet of the ground 4f7?
configuration of the Tm*" ion in YAG garnet-aluminate. The remaining emission lines are apparently due to radiative
transitions from excited singlet sublevels of the D, multiplet to Stark sublevels of the *F4 multiplet.

Comparison of experimentally observed energies of the ground 4f*? configuration of Tm** ions in the crystal field
(CF) of D, symmetry with theoretical values makes it possible to carry out symmetry identification of the radiative 4f—4f
transitions in the luminescence band of 'D,—°F,; and 'G;—>Hs. Symmetry identification of the radiative transitions
observed in the luminescence band 'D>—3F4 and 'G4—3Hg was performed based on the data of [17] and according to the
notation of [4]. Classification (in symmetry) of the Stark sublevels of the multiplets 3F4, 'G4, 'D, and 3Hg was carried out
using irreducible representations /; (where i = 1,2,3,4) of the D, symmetry group; and the directions and notations of the
axes of the local coordinate system corresponding to one of the crystallographically nonequivalent positions (the so-called
c-sites) of the RE ion Tm?" in the garnet structure coincide with those adopted in [4].

The spectra of the MCPL degree measured in a single crystal of thulium-yttrium garnet-aluminate on the
luminescence line 'D,—3F4 (Fig. 2, Fig. 3) and on the luminescence line 'Gs—>Hy (Fig. 4) at T=300 K and T=90 K in the
outer magnetic field A = 10 kOe are presented in Fig. 2, Fig. 3 and Fig. 4.
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Figure 2. The spectra of the MCPL degree measured for the radiative transitions 'D2—3F4 within the wavelength range 453-456 nm
at 7=90 K (black) and 300 K (green). The luminescence spectra (dots) were measured at 90 K. The inset shows a diagram of optical
transitions between sublevels of the multiplets 'D2 and *F4 of the Tm*" in Tm*:YAG with no outer magnetic field and that of
H=10 kOe

A comparison of the spectra of the MCPL degree P and luminescence (fluorescence) indicates the obvious fact that
despite the relatively complicated structure of the observed spectrum P, for some emission lines the dispersion of the
MCPL degree spectrum can be explained in a fairly simple way. For example, on lines 4, 7 (Fig. 2), 12 (Fig. 3) and 14
(Fig. 4), within the luminescence line the spectral dependence of the MCPL degree can be approximated by inclined linear
dependences for which an effect magnitude is symmetrical (or asymmetrical) relative to zero (when the effect sign
changes in the “centers of gravity” of the corresponding line). Moreover, from the schemes of radiative transitions shown
in Fig. 2 and Fig. 3 it follows that the lines 4 and 12 are associated with allowed (in symmetry in the D, group) forced
optical transitions occurring from the B(I';) sublevel of the 'D, multiplet to the nearby Stark sublevels Y4(T'y), Y3(I™>) for
the line 4 and to the Ys(I'y), Y-(I';) sublevels for the line 12 of the *F, multiplet. At the same time, the line 7 in Fig. 2 is
caused by permitted (in symmetry) optical transitions occurring from the B, Stark sublevel of the 'D, multiplet with I’
symmetry to the nearby Ys(I;) and Y-(I';) Stark sublevels of the *F, multiplet. Besides, the special feature of the spectral
dependence of the MCPL degree on the line 7 (Fig. 2) is caused by the permitted (in symmetry) optical transitions
occurring from the nearby Stark sublevels B4(I'y) and B;(I>) of the 'D, multiplet to the Y5(I;) sublevel of the *F4 multiplet.

The scheme of optical transitions between sublevels of multiplets D, and *F4 of the Tm*" ion in Tm3":YAG is shown
in the insets to Fig. 2 and Fig. 3. On the emission line 12, the spectral dependence P(V) is an inclined linear dependence
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within the luminescence line with a change in the sign of the effect in its center. According to the general theory (see
[18]), a value of the spectrum slope - P (4 is the term of the MCPL degree) is due to the Zeeman splitting of the sublevels
of the final and initial states combining in the optical transition; in this case, to the Zeeman splitting of the quasi-doublet
state of the “D; multiplet in the magneto-optically active transition "singlet — quasi-doublet". In the outer magnetic field,
the wave functions of nearby singlets and singlets from multiplets combining in radiative transitions begin to "mix" with
each other; and magnetic dipole and electric dipole transitions begin to occur between them. Using the available selection
rules (in symmetry) for the matrix elements of the components of the electric and magnetic dipole moments of the RE ion
from the expression for the 4 term of the MCPL degree, it is easy to establish the symmetry of one of the combining
states in the magneto-optical transition if the symmetry of the other is known [12].
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Figure 3. The spectra of the MCPL degree measured for the radiative transitions 'D>—3F4 within the wavelength range 459-461
nm at 7=90 K (black) and 300 K (green). The luminescence spectra (dots) were measured at 90 K. The inset shows a diagram of
optical transitions between sublevels of the multiplets 'D2 and 3F4 of the Tm3* ion in Tm*":YAG with no outer magnetic field and
that of H=10 kOe.
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Figure 4. The MCPL degree spectra measured on radiative transitions 'Ga—3Hs within the wavelength range 483-488 nm at 7=90
K (black) and 300 K (green). The luminescence spectra (dots) were measured at 90 K. The inset shows a diagram of optical
transitions between sublevels of the 'D2 and 3F4 multiplets of the Tm3* ion in Tm*":YAG in the absence of an external magnetic

field and at H=10 kOe

Indeed, in accordance with the formula for the ratio of the paramagnetic term C’ of the magneto-optical activity
(MOA) and the diamagnetic 4" term of the MOA to the dipole strength of the D transition:
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where i, is the z-projection operator of the ion magnetic moment (in units of z5); |a) and |b) are the wave functions of
two closely located Stark singlets of the ion ground state; |j),|k) are the wave functions of two closely located Stark
singlets of the excited state; ﬁx‘y are the components of the ion dipole moment operator; D; and D, are the dipole
“transition strengths” for the “quasi-doublet—isolated singlet” and “isolated singlet—quasi-doublet” transitions, we obtain
a unique opportunity to unambiguously determine a symmetry of the Stark sublevels of the ground and excited multiplets
of the non-Kramers RE ion in the garnet structure according to the selection rules in symmetry. It is easy to see that if the
symmetry of the quasi-doublet states is described by the irreducible representations /5 and /4, then for a “diamagnetic”
contribution to the MCPL to exist, it is necessary that the possible symmetry of the singlet |a) be described by the
irreducible representation Iy (or I3). If this condition is met the transitions from the level |a) to the levels |j) and |k) will
be permitted (see formula (1)). Similarly, for the existence of a “paramagnetic” contribution to the MCPL at the “quasi-
doublet—singlet” transition, the singlet symmetry is to be described by irreducible representations /' (or /3), in accordance
with the selection rules (see (1)).

In accordance with formula (1) and the data of crystal-field calculations in Table 1, the symmetry of the Stark
sublevels of the I'4, I} quasidoublet of the *F4 multiplet is directly dictated by the symmetry of the I Stark sublevel of
the 'D, multiplet combining in the “singlet — quasidoublet” transition.

Table 1. Theoretically calculated energies and wave functions of the Stark sublevels of the *He, 3F4and 'Gs multiplets of the Tm?*" ion
in Tm*:YAG

N | 2L Energy | Major components of the Stark sublevels wavefunctions of Tm*" ion ground 3Hs, 3F4 and 1G4
B ! (em™) multiplets in the CF of D> symmetry
1 9.09 JW1() >= —0.661(/ *Hg, +1 > —/ 3Hg,—1 >) — 0.2379(/ 3Hg, +5 > —/ 3Hg, =5 >)
2 17.47 /¥, () >= 0.8338/ 3H, 0 > —0.3649(/ 3Hy, +2 > +/ *Hy, —2 >)
3 21184 J¥5(I,) >= —0.3088(/ *Hg, +1 > +/ 3Hg,—1 >) — 0.3176(/ 3Hg, +3 > +/ *Hg, —3 >)
' —0.5461(/ 3Hg, +5 > +/ 3Hg, —5 >)
4 233.04 JWa(I3) >= —0.4534(/ 3Hy, +2 > —/ 3Hg, —2 >) + 0.4407(/ 3Hg, +4 > —/ 3Hg, —4 >)
' +0.3062(/ 3Hg, +6 > —/ 3He, —6 >)
s 260.23 JWs(I) >= —0.2555/ 3Hg, 0 > —0.3676(/ 3Hg, +2 > +/ 3Hg, =2 >)
' —0.4787(/ 3Hg, +4 > +/ 3Hg, —4 >) — 0.3104(/ *Hy, +6 > +/ 3Hg, —6 >)
6 265.93 [We(ly) >= 0.1542(/ 3Hg, +1 > —/ 3Hg, —1 >) — 0.4671(/ 3Hg, +3 > —/ 3Hg, —3 >)
' —0.5031(/ 3Hg, +5 > —/ 3Hg, =5 >)
; 5004 JW,(Iy) >= 0.621(/ 3Hg, +1 > +/ 3Hg, —1 >) — 0.2599(/ 3Hg, +3 > +/ 3Hg, —3 >)
He ' —0.2013(/ 3Hg, +5 > +/ 3Hg, =5 >)
g 614.83 JWe(I3) >= —0.5257(/ ®Hg, +2 > —/ 3Hg,—2 >) + 0.448(/ *Hg, +4 > —/ 3Hg, —4 >)
: +0.1337(/ 3Hg, 46 > —/ 3Hy, —6 >)
0 63891 JWo(I}) >= 0.4645/ 3Hg, 0 > +0.4692(/ *Hg, +2 > +/ 3Hg, —2 >)
: —0.3585(/ ®H, +4 > +/ 3Hy, —4 >) — 0.1936(/ 3Hy, +6 > +/ 3H,, —6 >)
10 691.13 [Wi0(1) >= 0.1542(/ ®Hg, +1 > —/ 3Hg,—1 >) — 0.4671(/ Hg, +3 > —/ 3Hg, —3 >)
' —0.5031(/ 3Hg, +5 > —/ 3Hg, =5 >)
" 696.5 JW11(y) >= 0.1106(/ *Hg, +1 > +/ 3Hg,—1 >) — 0.5717(/ *Hg, +3 > +/ 3Hg, —3 >)
' —0.3945(/ 3Hg, +5 > +/ 3Hg, =5 >)
12 772.68 [¥12(I5) >= ~01119(/ *He, +2 > — *Hg, ~2 >) — 0.3151(/ *H, +4 > —/ *Hg, 4 >)
' +0.6186(/ *Hg, +6 > —/ 3He, —6 >)
5 18429 JW.5(I) >= 0.1961/ 3H,, 0 > —0.355(/ 3Hy, +4 > +/ 3Hg, —4 >)
' +0.597(/ 3Hg, +6 > +/ *Hy, —6 >)
" 581713 JW.6(I) >= 0.1402(/ 3F,,3 > —/ 3F,, =3 >) + 0.5330(/ 3F,,—1> —/3F,1>) +
' +0.3708(/ 1G4, +1 > —/ 1G4, +1 >) + 0.1975(/ 3H,, +1 > —/ 3H,,—1>)
JW1,(I) >= 0.4344(/ °F,,3 > +/ 3F,—3 >) — 0.1502(/ 3H,,3 > +/ H,, -3 >) —
15 Ey 5918.01 —0.1267(/ 3Hy, 1 > +/ 3Hyy —1 >) + 0.3496(/ 3F,, 1 > +/ 3F,, —1 >) + 0.2920(/ G, —3 > +
+/ Gy, +3 >) +0.2404(/ 1G4, 1 > +/ Gy, —4 >)
[Wis(l) >= 0.1238(/ 3Hy, 4 > +/ 3Hy, —4 >) —  0.3741(/ 3F 4 > +/ 3F, —4 >) —
16 6043.83 —0.2459(/ 2G4, 4 > + +/ 3Gy, —4 >) +0.1402(/ 3F, 2 > +/ 3F,, -2 >) —
—-0.5637/ 3F,,0 > —0.3782/ 'G,,0 > +0.1957/H,, 0 >
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Energy | Major components of the Stark sublevels wavefunctions of Tm>" ion ground 3Hs, 3F4 and G4
(em™) multiplets in the CF of D, symmetry

JWio(1) >= —0.1454(/ 3F,,+1 > —/ 3F,, —1 >) — 0.3596(/ G4, +3 > —/ 1G4, —3 >)

+0.1801(/ %H,,+3 > —/ 3H,, -3 >) — 0.5504(/ 3F,, +3 > — 3F,,—3 >)
JWoo () >= —0.1841/ 3H,,0 > +0.5384/ 3F,,0 > +0.3591/ *G,,0 >

18 6162.15 +0.2914(/ 3F,, +2 > +/ 3Fy, =2 >) + 0.1955(/ Gy, +4 > +/ G4, —4 >)
—0.2989(/ °F,, +4 > +/ 3F,, —4 >)

[Wis(I}) >=> 0.4546(/ 3F},2 > —/ 3F,, =2 >) + 0.3414(/ °F,,—4 > +/ 3F,4 >) +

19 6227.68 +0.3010(/ 1G4, 2 > —/ 3Gy, —2 >) + 0.1518(/ 3Hy, —2 > —/ 3F,2 >) +

+0.4546(/ 3F,,2 > —/ 3F,, —2 >) + 0.3010(/ G4, 2 > —/ *G4, —2 >)

JWea(I7) >= 0.1152/ 3P,,0 > +/0.455(/ 3P,, +2 > + 3P, =2 >) + 0.295(/ 3F,, +2

Ne ZS-HLJ

17 6116.24

20 27876.89 > +/ *Fp, =2 >)
+0.4382(/ 'D,, +2 > +/ 'D,, —2 >)
o | P | o136 [Wes(I3) >= 0.4437(/ Py, +2 > —/ Py, =2 >) = 0.3209(/ *Fp, +2 > —/ *Fp, =2 >)

+0.4459(/ 'D,, +2 > —/ 'D,, —2 >)
[Weo(T2) >= 0.4624(/ 3Py, 1> —/3P,,—1>) + 0.4455(/ Dy, 1> +/ 1Dy, —1>) +
+0.2944 (/ 3F,,1 > —/ 3F,,—1 >)
[We, () >= 0.3604(/ *H,, +2 > +/ 3Hy, —2 >) + 0.4464(/ 1G4 —2 > +/ 26y +2 >) +
23 28043.75 + +0.2429(/ 3Gy, —4 > +/ Gy, —4 >) + 0.1984(// 3Hy, —4 > +/ 3Hy, +4 >) —
—0.1840( 3F,,2 > +/ %F,,—2 >
JWse(I3) >=0.3932(/ 3Hy,—1 > —/ 3Hy, 41 >) + 0.5208(/ 16y —1 > —/ Gy, +1 >) +

22 28043.75

1G4 | 21191.68
! +0.2180(/ 3Fy, 1 > —/ 3F,, —1 >) + 0.1192(/ 1G4, +3 > —/ 2G4, —3 >)
24 [Ws,(I3) >= 0.3969(/ 2G4, —4 > —/ 1G4, +4 >) +0.3518(/ 1G4, —2 > —/ Gy, +2 >) +
21225.58 +0.3102(/ 3Hy, —4 > —/ 3Hy, +4 >) +  02713(/ 3Hy =2 > —/ 3Hy, +2 >) +

+0.1626(/ 3F,, +4 > —/ 3F,, —4 >) + 0.1458(/ 3F,, +2 > —/ 3F,, -2 >)

The peculiarity of the MCPL degree spectrum on line 4 in Fig. 2 is caused by the permitted (in symmetry) optical
transitions occurring from the B>(I;) sublevel of the 'D, multiplet to the nearby Y«Iy) and Y;(I) Stark sublevels of the
3F4 multiplet. The C-term of the MCPL degree on line 4 is due to the transition from the singlet sublevel to the quasi-
doublet state. A similar analysis of the MCPL degree spectrum in Fig. 4 showed that on the luminescence line 14 in a
magnetic field there is a magneto-optical transition caused by the transition between the sublevel 7 (20815 cm™!) of the
!G4 multiplet to the nearby Stark sublevels 73(225 cm™), I';(215 cm™).

The inclined linear dependence within the luminescence line (with a change in the sign of the effect in its center)
indicates the manifestation of the 4 - term of the MCPL degree on the line 14. In the approximation of the Gaussian
contour of the luminescence band, the expression for the MCPL degree P of a non-Kramers ion:

v—vy) A C. 1 C
P=§HBH ?{D—zﬁ'D—l +ED—1 (2)
is an inclined linear dependence shifted relative to zero, the center of the radiation line, by a value of the temperature-
dependent "addition" (proportional to the amplitude of the C’- term of the MCPL degree). The first and second terms in
(2) determine the contributions of the "diamagnetic" (4 “term) and temperature-dependent "paramagnetic" (C’- term)
mechanisms of the MCPL of a non-Kramers RE ion, respectively; v is the wave number (in cm™).

Considering that the magnetic moments £, of the corresponding quasidoublets combining in radiative transitions
are determined by the values of the ratios C’/D; and A’/D; (in units pg), then from the experimental data (Fig. 2, Fig. 3,
Fig. 4), it is easy to find the “effective” Zeeman splittings AEgem = pgH of the quasidoublet states combining in
magneto-optically active radiative transitions. In this case, the “effective” Zeeman splittings of the corresponding quasi-

doublet states AE, fj:em = 2— ugH in the 3F; multiplet can be easily found from the doubled products of the slopes of the
2

MCPL degree spectra ap / Ay On the lines 4 and 12 and the squares of their half-widths I'? (Fig. 1). The Zeeman
splittings responsible for the emergence of the 4’- terms of the MCPL degree turn out to be relatively small and equal
to AESS, = 0.16 cm™ and AESS,, = 1.01 cm™ for the emission lines 4 and 12, respectively, and AESS, =
0.23 cm™? for the line 14 for the quasi-doublet states of the 3H¢ multiplet in the outer field H = 9.5 kOe. In this case,
the value of the “effective” splitting AE Zeefem = ;—: ugH of the quasi-doublet state of the 'D, multiplet for the radiative

transitions “quasi-doublet—isolated singlet” on the emission line 7 can be determined similarly to how this was done
above for the lines 4 and 2 . From what was found in this way (for the line 7, it is equal to AEgem =0.6cm™1), it
follows that the features of the MCPL degree spectra on them are apparently associated with radiative transitions
occurring from the same quasi-doublet state located in the lower part of the 'D, multiplet. However, the asymmetry of
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the MCPL degree spectrum observed on these lines cannot be explained only by a contribution of the MCPL C’-term
caused by the above-found value of the “effective” Zeeman splitting of the quasidoublet in the 'D, multiplet (see also
formula (1)) because of the smallness of the splitting itself. Therefore, the features in the behavior of the spectral
dependence of magnetically polarized luminescence on the emission lines 4 and 8 are formed mainly by a mechanism
of Van Vleck “mixing” of this quasi-doublet state with the states of nearby Stark singlets in the 'D, multiplet.

CONCLUSIONS

Based on the analysis of the spectral dependences of magneto-optical (MCPL) and optical (luminescence) effects in
a single crystal of thulium-yttrium garnet-aluminate Tm?":YAG, it has been established that there are “quasi-degenerate”
states of excited multiplets 'Ds, *F4,°G4 and the ground multiplet 3Hg of the RE ion Tm?" in the garnet-aluminate YAG in
the luminescence band 'G4—*Hsg, 'D,—F4 and 'D,—3Fs.

Analysis of optical and magneto-optical studies show that the quantum-mechanical “mixing” plays a significant role
in the mechanism of occurrence of magneto-optical effects on luminescence bands caused by “forbidden” 4f—4f
transitions in the non-Kramers Tm** ion that has a “quasi-doublet” structure in the energy spectra. The results of symmetry
identification of the found 4f—4f transitions are confirmed by the data of the magneto-optical studies.
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MATHITOONTHYHI OCOBJIABOCTI PAJIALHIAHAX MEPEXO/IB HEKPAMEPCBKOI'O IOHY Tm**
B KPUCTAJIAX ITPIEBO-AJIIOMIHIEBOI'O TPAHATY
®ypkart K. Typoros, Mapis €. Manumesa, Pamins P. Binbaanos
Hayionanenuii ynigepcumem Ysoexucmany imeni Mipso Yayebexa, Tawkenm, 100174, V3b6exucman

JocmipkeHo CHEeKTpH JIFOMIHECIeHIiT Ta MAarHiTHOI KpyroBoOi MOJSApH3allii MOHOKPHCTANy TYJiH-iTpi€eBOrO TrpaHaT-aJIOMiHATY
Tm*":YAG y Bupumiit o6nacti ciekrpy 3a temueparypu 90 ta 300 K y marnitaomy noni 10 kE. Ha ocHOBI ananizy ontuunux Ta
MArHiTOONITHYHHUX JIAHHX BCTAHOBJICHO HASBHICTh «KBa3iBUPOPKEHUX» CTaHIB 30y/UKEHUX MyIbTHILIETIB D2, 3F4,°G4 Ta ocHOBHOTO
myabruiviera *He iona Tm3* RE B rpanar-amominataomy YAG Ha BunpoMinoBaibaux nepexoaax 'Gs—3Hg, 'Dr>—3F4 a 'D2o—3Fs.
Edekr kBaHTOBO-MEXaHIYHOTrO ‘“HepeMilllyBaHHs~ Bilirpac 3HayHy pOJIb Y BHHHMKHEHHI MarHiTOONTHYHUX €(EeKTiB Ha cMyrax
JIIOMIiHECLIEHILIT, 3yMOBJIEHUX “3abopoHennmu” mepexonamu 4f—4f B HekpamepcoBcekomy ioni Tm?', mo mae “kBasigy6ierHy”
CTPYKTYpY €HEprii CIIEKTpH.

KurouoBi ciaoBa: myniti-impiesuil epanam,; pioko3emenvbHi IOHU, MASHIMOONMUYHI 61aCmMU8oCmi; NOMIHeCYeHYis, pieHi eHepeii;
MazHimHa Kpy206a noaapu3ayisi
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The structural, mechanical, electrical and optical properties of double perovskite halides like Rb2CuSbHe (where H = Cl, Br, and I) for
flexible electronic devices are fascinating and complex. Extensive literature survey clearly establishes that there has been limited
research on analyzing the potential uses of these materials for the highly sought-after sector of flexible electronic devices. In this paper,
focused studies have been carried out on investigating the characteristics of these materials using QuantumATK NanoLab Software
Tool. All double perovskite halides RbCuSbHs (H = Cl, Br, I) show positive values for the elastic constants Ci1, Ci2, and Ca4, and
obey the stability trend C11>C12>Cs4. Mechanical stability was established using Born-Huang criteria. Optimized values of Young's
modulus, bulk modulus, shear modulus and Poisson ratios established that materials are stable and ductile in nature. While carrying
out analysis of electronic properties, all three materials Rb2CuSbCls, Rb2CuSbBrs, and Rb2CuSbls were found to be possessing indirect
energy bandgap of 0.924 eV, 0.560 eV, and 0.157 eV, respectively. Moreover, the Complex Bandstructure (CB) naturality indicates
that most evanescent wave may exist when layer separation is lowest in Rb2CuSbCls (6.0 A), Rb2CuSbBrs (6.33 A), and highest in
Rb2CuSbls (6.8 A). Absorption bands for Rb2CuSbCls, Rb2CuSbBrs and Rb2CuSbls lie in the visible range with 344 nm to 574 nm,
348 nm to 688 nm and 369 nm to 608 nm respectively. The reflectivity (r) reported under this study is 0.105, 0.139 and 0.185
respectively for RboCuSbCls, Rb2CuSbBrs and Rb2CuSble. Overall, all the obtained results implicate toward need to explore the
Rb2CuSbH¢ materials in more depth for variety of electronic device applications.

Keywords: Perovskite; QuantumATK,; DFT; Optical Properties; Electronic structure; Mechanical properties

PACS: 71.20.-b, 77.22.—d, 78.20.Ci

1. INTRODUCTION

Flexible electronic devices market is expected to grow at a Compound Annual Growth Rate (CAGR) of more than
15 % by year 2027 [1]. Advances in materials research, production, and design are continually changing flexible electronic
device development. With its maturity, the technology is projected to alter healthcare and consumer electronics, enabling
new smart, integrated, and highly flexible gadgets. Wearable technology, such as fitness trackers and smartwatches, has
become increasingly popular, contributing significantly to the growth of the flexible electronics sector [2].

The materials used for flexible electronic devices are crucial for their functionality, durability, and flexibility [3,4].
A combination of variety of materials ultimately helps in creating a good flexible electronic device. Materials like
Polyimide (PI), Polyethylene Terephthalate (PET), Polyethylene Naphthalate (PEN) are typically being used for flexible
substrates. Indium Tin Oxide (ITO), Silver Nanowires, Graphene and Carbon nanotubes are used as conductive materials
in the process of overall fabrication of the device. Many other materials like a-Si, indium gallium zinc oxide (IGZO),
Barium Strontium Titanate (BST), polymethyl methacrylate etc. are used as conducting or dielectric materials [5]. Teflon
and other specialized polymers have been used to protect devices from moisture and other environmental factors. Among
all these materials, perovskites have been making their place owing to their ease of fabrication and display of high
efficiency especially for solar cell devices [6-8]. The halide-based double perovskites have been explored in a number of
different fields of application, including topological insulating materials [9], solar energy systems [10-14], and as
superconductors [15]. Various studies have shown that Pb-halide perovskites can display an efficiency of more
than 20% [16]. Efforts are being made to bring this conversion efficiency in the range of 45-50% [17].

Methylammonium lead iodide (CH3NH;3Pbl3) has been investigated as a possible material for use in solar cell technology
[18]. However, the material exhibited poor thermodynamic strength, showing a tendency to decompose into various phases,
ultimately rendering it highly unstable [19, 20]. Perovskites have been successfully improved by using an ion exchange
technique coupled with an ion exchange matrix to enhance their crystal structure in some cases [21, 22].

The double lead (Pb) halide perovskites have superior performance and technical superiority, as well as being highly
efficient and cost-effective [23]. However, there remains a significant concern in the context of its instability and
toxicity [24]. Pb-based perovskites are restricted from being used in photovoltaics because of this particular property. To
overcome these difficulties, researchers are working on developing a perovskite-like material that does not contain lead
but must have more manufacturing efficiency [25] and be capable of mixing cations [26], so as to achieve the capabilities
of creating a perovskite. A good example of this is the use of organic halides in perovskites. It may be possible to reduce
lead while maintaining bandgap by using DFT based computational method [27].

Cite as: K.X. Mishra, S. Chahar, R. Sharma, East Eur. J. Phys. 4, 349 (2024), https://doi.org/10.26565/2312-4334-2024-4-40
© K.K. Mishra, S. Chahar, R. Sharma, 2024; CC BY 4.0 license


https://doi.org/10.26565/2312-4334-2024-4-40
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0001-6888-7654
https://orcid.org/0000-0001-5250-5228
https://orcid.org/0000-0001-8644-016X

350
EEJP. 4 (2024) Krishna Kumar Mishra, et al.

In recent years, researchers have developed and characterized Cs-based double halides with exceptional light-
absorbing properties [28, 29]. Despite this, Cs-based materials continue to be the subject of discussion and investigation
because Cs is a scarce metal that presents a financial disadvantage in large-scale commercial production. The halides
RbScAgXs and Rb,ScCuXs (X = Cl, Br, I) have been studied extensively in the past one decade. A major reason for their
potential use in thermoelectric and solar cell applications consists of their cost-effectiveness [30, 31]. The use of low-cost
materials to customize Sc and Ag can have a significant impact on material science and the production of solar cells.

The Rb,CuSbHs series offers an opportunity for the development of customized designs and improvements in
functionality due to its adaptable composition that allows for the incorporation of different halogen substitutions such as
Cl, Br, and L. It is likely that the inclusion of Cl, Br, and I substitutions in Rb,CuSbHs will enhance application ranges
and improve performance in several technical domains by taking into account small differences in its structure.

In this study, we investigate and understand the various characteristics of these halide perovskites. It describes their
fundamental behaviours and identifies their possible applications for solar cells, optoelectronic devices and other flexible
electronic devices.

2. COMPUTATIONS AND METHODOLOGY

In this study, the structural and electronic properties of double perovskite halides, Rb.CuSbH¢ (H = Cl, Br, I), were
systematically studied employing density functional theory (DFT) simulations. The computational work was carried out
utilizing the QuantumATK software, employing its latest version (V-2023.09 SP1) [32]. The crystallographic data for
Rb,CuSbHs, which crystallizes in the orthorhombic space group (Fm-3m), was sourced from the database of Materials
Project. The DFT calculations employed the Generalized Gradient Approximation (GGA) method, utilizing the Perdew-
Burke-Ernzerhof (PBE) functional for exchange-correlation interactions [33-34]. The linear combination of atomic
orbitals (LCAO) approach was applied to represent the wave functions, with the numerical accuracy parameters adjusted
to ensure precise results. Specifically, the density mesh cutoff was fixed at 105 Hartree, and the k-point grid was sampled
using a (4x4x4) Monkhorst-Pack mesh. Fermi-Dirac smearing was used with a broadening of 1000 K and a convergence
tolerance of 0.0001. The structural optimization and passivation processes were conducted in an iterative manner to ensure
the stability and reliability of the crystal structures. For the pseudopotentials [35], PseudoDojo projector-augmented wave
(PAW) potentials were utilized, assigning suitable potentials for each constituent element: Rubidium (Z=9), Copper
(Z=19), Antimony (Z=23), Chlorine (Z=7), Bromine (2=7), and lodine (Z=7). To accurately solve the electronic structure
and determine the energy levels, the diagonalization solver was employed to address the eigenvalue problems, ensuring
precise electronic property calculations.

3. RESULTS AND DISCUSSION
A. STRUCTURAL AND MECHANICAL PROPERTIES

The computational analysis in this study was conducted using the QuantumATK software, version V-2023.09 SP1
[32]. To model the exchange-correlation interactions, the Generalized Gradient Approximation (GGA) was applied,
specifically utilizing the Perdew-Burke-Ernzerhof (PBE) functional. The Linear Combination of Atomic Orbitals (LCAO)
method was employed for calculating electronic properties. For enhanced precision, a density mesh cutoff of 105 Hartree
was used, and the k-point grid was sampled with a (4x4x4) Monkhorst-Pack mesh. Fermi-Dirac statistics were applied
with a broadening of 1000 K and a convergence tolerance of 0.0001. Pseudopotentials from the PseudoDojo library were
employed for the respective elements in the crystal structure, including Rubidium (Z=9), Copper (Z=19), Antimony
(Z=23), Chlorine (Z=7), Bromine (Z=7), and lodine (Z=7). The structural bonding and atomic arrangements of the double
perovskite halide Rb,CuSbHs (where H = Cl, Br, 1) are illustrated in Figures 1(a) and 1(b) as part of Figure 1, providing
a detailed depiction of the material’s crystal structure.

."f H= B Q w=amm "
Rb
P L ’
@ - 7
a W
H
o O “
S - H‘/
() Crystal Structure of Double Halide Perovskite Rb;CuSbHs (H= C|, Br, ) | (b) Crystal Structure of Double Halide Perovskite Rb,CuSbHs (H= Cl, Br, I) '<
with Bonding Orientation with Atomic Orientation

Figure 1. Crystal Structure of double halide RboCuSbHe (H= Cl, Br, I)

There are twelve equivalent RbH;, cuboctahedra, six equivalent RbHi» cuboctahedra, four equivalent CuHs
octahedra, and four equivalent SbHe octahedra formed when Rb'* bonds to 12 H!- atoms. The Rb-H bond lengths for
Rb,CuSbCls, Rb,CuSbBrs and Rb,CuSbly are respectively 3.68 A, 3.88 A, and 4.17 A. For Rb,CuSbCls, Rb,CuSbBrs
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and Rb,CuSbls, the lengths of the Cu—H bonds for each of these compounds are 2.52 A, 2.65 A, and 2.85 A respectively.
All Sb-H bond lengths are 2.68 A, 3.86 A and 4.17 A for Rb,CuSbCls, Rb,CuSbBrs and Rb,CuSbls respectively.
Rb,CuSbCls, Rb,CuSbBrs and Rb,CuSbls have CI-Cl, Br-Br and I-I bond lengths of 3.57 A, 3.75 A, and 4.03 A
respectively. Four Rb!" atoms, one Cu'* atom, and one Sb*" atoms are bonded to H'" in a distorted linear geometry.

The equilibrium lattice contacts (ag) and elastic constants (Cj) for double perovskite halides Rb,CuSbHe (H = Cl, Br,
I) are shown in Table 1. According to results, the lattice constant, unit cell volume and density increase from Rb,CuSbCls to
Rb,CuSbBrs to Rb,CuSbls. The reported values of lattice constant are 10.41 A, 10.97 A and 11.79 A for Rb,CuSbCls,
Rb,CuSbBrs and Rb,CuSbl respectively. Our results are consistent with other studies [36, 37] as mentioned in table 1. It is
evident that this increasing variation in lattice constant (ag), volume and density of unit cell are consistent with the change as
the ion radius increases. There is a benefit to using alkali atoms, which are lighter, as they can minimize the density of the
material, which is used as a perovskite, which can reduce the weight of a device. The reliability of our geometry optimization
was confirmed through a thorough comparison with previous published results [36, 37].

Table 1. Computed equilibrium lattice (a0) and elastic (Cij) constants for Rb.CuSbHes (H= Cl, Br, I)

. Unit Cell Density Space
Materials a0(A) Volume (A%) (g/em’) Group Ci11(GPa) | Ci2(GPa) | Cu4(GPa)
Present Study 1041 282.4 3.346 44.69 23.95 12.20
Rb2CuSbCls | Other Study (Exp. 10.23 [36]
& Theo.) 10.19 [37] - 3.57 [37] 52.26 [36] | 27.90 [36] 12.34 [36]
Present Study 10.97 330.5 4.199 33.98 28.26 9.73
Rb2CuSbBrs Other Study (Exp.
& Theo.) 11.00 [36] - - - - -
Present Study 11.79 409.6 4.531 8.98 30.33 7.23
Rb2CuSble Other Study (Exp.
& Theo.) 11.81 [36] - - - - -

The elastic properties of the cubic crystal structures are determined by three independent elastic constants shown in
Table 01. All double perovskite halides Rb,CuSbHs (H = Cl, Br, I) show positive values for the elastic constants C;, Cia,
and Ca4, and obey the stability trend C;;>C;>>C4s. Born-Huang stability criterion was used to assess mechanical stability
of these materials [38, 39]: (a) C;1>0 (b) Ci1-Ci2>0 (c) Ci1+2C12>0 (d) C44>0. Mechanical stability criteria are met by
these materials, making them stable. The computed positive value of Cauchy’s pressures C;,-Cas concludes that all double
perovskite halides (DPHs) Rb.CuSbHs (H = Cl, Br, I) are ionic in nature. Below table 2 showcased the material properties
from the elastic constants (GPa) for Rb,CuSbHs (H= Cl, Br, I).

Table 2. Computed material properties from the elastic constants (GPa) for Rb.CuSbHes (H= Cl, Br, I)

Materials Bulk modulus Shear modulus Young's Poisson ratios
(GPa) (GPa) modulus (GPa)
Present Study 30.86 11.39 27.97 0.34
Rb2CuSbCls 37.38 [36]
Other Study (Exp. & Theo.) 36.02 [37] 12.28 [37] 0.347 [37]
Present Study 30.17 4.96 8.32 0.45
Rb:CuSbBre 16 Study (Exp. & Theo,) 27.60 [36]
Present Study 23.21 21.99 37.82 0.77
R I .
b2CuSbls Other Study (Exp. & 2128 [36]
Theo.)

B. ELECTRONIC PROPERTIES

Solar cells and light-emitting diodes are both efficient due to the influence of band structure on carrier transitions
and movement, optical absorption coefficients, as well as electrical conductivity. In order to design optoelectronic devices,
it's important to understand the band structure thoroughly. Energy Bandstructure of DPHs Rb,CuSbH¢ (H= Cl, Br, I) are
depicted in Figure 2(a)-(c) for Rb,CuSbCls, Rb,CuSbBrs and Rb,CuSblg respectively.

Interestingly, all three double perovskite halides have indirect bandgaps. For all compounds, the valence and
conduction bands are at X and L symmetry. The indirect band gaps of Rb,CuSbCls, Rb,CuSbBrs, and Rb,CuSbls are
0.924 ¢V, 0.560 eV, and 0.157 eV, respectively. Effective curvature represents the effective mass (m*) of carriers in these
bands. Effective charge carriers in the valence band with a flat or dense state have a high effective mass, but with a high
curvature in the conduction band states, electrons have a smaller effective mass, which makes optoelectronic devices
more efficient. All the three double perovskite halides Rb,CuSbH¢ (H= Cl, Br, I) are having a narrow band-gap
semiconducting property. The study results revealed that the double perovskite halides Rb,CuSbH¢ (H = Cl, Br, I) can be
combined with wide-gap materials to improve the record of conversion efficiency in tandem solar cells.

The Complex Bandstructure (CB) consists of propagating and decaying modes, characterized by k.. We analyzed a
2D CB to assess the materials for optical device and other photovoltaic applications [40-42]. Figure 3 illustrates the
Complex Bandstructure of the double halides (a) Rb,CuSbCls, (b) RboCuSbBrg, and (c) Rb,CuSbls.
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The variable k. can be complex on surfaces in the c-direction. Real kc values represent traditional Bloch states (right
diagram), while complex k. values indicate surface states. The left graph shows the imaginary part, representing decay
magnitude, with color codes indicating the real component of k..
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Figure 2. Energy Band structure of double perovskite Figure 3. Complex Bandstructure of double perovskite
halides Rb2CuSbHs (H= Cl, Br, I) (a) Rb2CuSbCls halides Rb2CuSbHs (a) Rb2CuSbCls; (b) Rb2CuSbBrs; (c)
(Eg=0.924 eV); (b)Rb2CuSbBrs (Eg=0.560 eV); (c) Rb2CuSbls

Rb>CuSbls (Eg= 0.157 eV)

The analysis of the Complex Bandstructure (CB) reveals that only a few decaying modes are present in the right
section, indicating the existence of evanescent waves on the material’s surface. Our study indicates that double perovskite
halides Rb,CuSbHs materials are extremely appropriate for optoelectronic device fabrications. The nature of the CB
shows that evanescent waves are favored due to the minimal layer separation, which is lowest in Rb,CuSbClg (6.01 A),
followed by Rb,CuSbBrs (6.33 A), and highest in Rb,CuSbls (6.8 A). Thus, double perovskite halides Rb,CuSbHe (H =
Cl, Br, I) are promising candidates for optoelectronic and thermoelectric devices.

(a) RbCusbCle (b) Rb,CuSbBrs (<) RbyCuSbls

Figure 4. Electron density of double halide RboCuSbHjs (a) Rb2CuSbCls; (b) Rb2CuSbBrs; (¢) Rb2CuSbls



353
Unveiling the Potential of Double Perovskite Halides Rb,CuSbH, (H = CI, Br, I)... EEJP. 4 (2024)

We further investigated the electron density of these compounds to augment the results on the energy band and
complex band. The electron density of double halide RboCuSbCls, Rb>CuSbBrs and Rb,CuSbls respectively are plotted
in Figure 4 (a)-(c). As shown in Figure 4(a)-(c), electron density plots provide an insightful depiction of bonding nature.
Rb,CuSbCls exhibits covalent bonding between Cu, CI, and Sb atoms, while Rb atoms exhibit ionic characteristics.
Simultaneously, the same covalent character is observed in Rb,CuSbBrs and Rb,CuSblg.

Further, Rb,CuSbCls has highest electron density 1.6 A? and Rb,CuSbls has the lowest 1.1 A The major
contribution is due to halides radii. The electron density reported decreasing with increase of atomic radii of the halides.
Based on Figure 5(a)-(c) and Figure 6(a)-(c), an analysis of each element's contributions to valence and conduction bands
can be done in more detail. The band structure near Fermi level is used to determine VBM and CBM contributions. Alkali
metal Rb plays a small role in VBM and CBM,; its primary role is to stabilize the perovskite structure by serving as a
charge donor.
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Figure 5. Density of States of double halide Rb2CuSbHs (a) Rb2CuSbCls; (b) Rb2CuSbBrs; (¢) Rb2CuSbls
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Figure 6. Projected Density of States of double halide Rb2CuSbHs (a) Rb2CuSbCls; (b) Rb2CuSbBrs; (¢) Rb2CuSbls

A main contribution to the VBM is the H-p orbital, and a major contribution to the CBM is the Sb-p orbital, with
partial contributions from Cu-s and H-p orbitals. VBM and CBM electronic transition is primarily dominated by p and d
orbitals which is evident from Figure 5(a)-(c) and 6(a)-(c).

C. OPTICAL PROPERTIES

The optical properties of optoelectronic solid materials are incredibly important, including absorption, refractive
index, reflectivity, and extinction loss [43]. To understand interaction between light and matter, we evaluated the optical
characteristics of these double perovskite halides Rb,CuSbHs (H= Cl, Br, I). The optical properties in this study are
presented in two sets: (i) Real and (ii) Complex Optical Properties and are tabulated in Table 3 along with other studies
done so far [36, 37].

Figure 7 (a)-(d) show the comparative study of Real Optical properties (a) absorption coefficients (a,), (b) Refractive
Index (n), (c) Extinction Coefficient (k) and (d) Reflectivity (r), of double halide Rb,CuSbHs (H=CI, Br, I) respectively.
Figure 7(a) indicates the absorption bands of double halide Rb,CuSbHs (H=CI, Br, I) and reported a highest pick at 3.36
eV (697589 cm™) 2.4 eV (648741 cm™) and 2.8 eV (597548 cm™) for Rb,CuSbCls, RbyCuSbBrs and Rb,CuSbls
respectively. Further, we have also calculated plotted the absorption coefficients with respect to wavelength (inset plot
with x-axes as wavelength) and found that all the absorption bands lie in the visible range with 344 nm to 574 nm, 348
nm to 688 nm and 369 nm to 608 nm for Rb,CuSbCls, Rb,CuSbBrs and Rb,CuSbls respectively and align closely with
earlier published results [37]. This justifies that these double halide Rb,CuSbHs (H=Cl, Br, I) possess utmost important
property for its solar applications.
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Table 3. Computed optical properties for double perovskite halides Rb.CuSbHs (H= Cl, Br, I)

Materials
Rb:CuShCls Rb;CuSbBrs Rb:CuSbls
Computed Optical Properties Other Other Other
Units Present Study Present Study Present Study
Study (Exp. & Study (Exp. & Study (Exp. &
Theo.) Theo.) Theo.)
697589 6.12x10* 648741 597548
. . 1
Real Absorption Coefficients (a.) cm (336 V) [37] (2.4 V) (2.8 V)
Optical Refiactive Index (n) - 1.96 2.19 2.51
Properties | Extinction Coefficient (k) - 8.0x10°° 5.3x10° 6.20x10°
Reflectivity (r) - 0.105 0.139 0.185
Dielectric constant (c) - 3.85 ‘[‘327?]) 4.79 6.30
Coo"t’f;’:lx Susceptibility (1) - 2.85 3.79 5.30
P pricd Polarizability (a) C.m’V! 0.71x1038 1.11x1078 1.9x1078
roperties 1.9%10° 7.8%10° 8.2x10°
) L) -1 -1 3 . 3 . 3 .
Optical Conductivity (c) A.V'iem 3.53x10 [36] 4.23x10 [36] 3.6x10 36]
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Figure 7. Real Optical properties (Absorption, Refractive Index, Extinction Coefficients and Reflectivity) of double halide
Rb2CuSbH¢ (H=CI, Br, I) (a) Absorption, (b) Refractive Index, (c) Extinction Coefficients and (d) Reflectivity

The refractive index is a key factor in optics, as it provides information about how light interacts with a material. It
changes depending on the speed at which light travels through different media [44]. Figure 7(b) illustrates the correlation
between refractive index and energy, offering valuable insights into the optical behavior of the material across different
energy ranges. The Computed value of refractive index (at 0 eV) from the plot are 1.96, 2.19 and 2.51 respectively for
Rb,CuSbClg, Rb,CuSbBrs and Rb,CuSbls. Whereas the observed peak values of refractive index are 3.01 at 1.92¢eV for
Rb,CuSbClg; 3.47 at 1.725 eV for Rb,CuSbBrg and 3.89 at 1.36 eV for Rb,CuSbls respectively. For the high energy
spectrum, specially above the 2.08 eV, 2.4 eV and 2.72 eV respectively for Rb,CuSbCls, Rb,CuSbBrs and Rb,CuSbls,
the value of refractive index (n) values decreases below 2.0 which makes these materials best fit for solar technology
(refractive index (n) benchmark for solar cell technology, n = 1.0-2.0).

The absorption capability of a material at a specific frequency can be evaluated through its extinction coefficient,
which defines how electromagnetic waves propagate within the material [45]. As shown in Figure 7(c), the extinction
coefficient (k) follows a similar trend to the Kramer-Kronig relationship with energy. The observed values of extinction
coefficient are 8.0x107, 5.3x10 and 6.20x107 for Rb,CuSbCls, Rb,CuSbBrs and Rb,CuSbls. The minimal variation in
k suggests these compounds are excellent candidates for solar and optoelectronic devices, particularly in the higher energy
regions above 2.08 eV, 2.4 eV, and 2.72 eV, respectively, for each material (in the order of Rb,CuSbCls, Rb,CuSbBr;
and Rb,CuSblg).

Figure 7(d) illustrates the reflectivity (#) of the materials, which provides essential insights into how they interact
with light at the surface. The reported values of reflectivity (r) under this study for Rb,CuSbCls, Rb,CuSbBrs and
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Rb,CuSblsare 0.105, 0.139 and 0.185 respectively. The reflectivity () possesses the similar trend as refractive index has
i.e. the value of » increases with heavier atom substitution.

Additionally, the complex optical properties of these double perovskite halides RboCuSbHs (H= Cl, Br, I) were
analyzed to better understand their optical properties. Both the real (Re[€]) and imaginary (Im[€]) parts of the dielectric
function are closely linked to the energy-dependent electronic transitions within the band structure. The complex dielectric
function is defined as e=Re[g]+Im[g] [46]. The spectra in Figure 8(a)-(c) are compared for the double halide Rb,CuSbHs
(H=Cl, Br, I) in energy ranges of 0-4 eV. The value of real dielectric function Re[e] for Rb,CuSbCls, Rb,CuSbBrs and
Rb,CuSbls are 3.85, 4.79 and 6.30 respectively. The values of basic real dielectric function Re[g] increases with increase
of the atomic radii moving from Cl—I. Also, the values of imaginary dielectric function Im[¢] is in parity with refractive
index (n). The results of this study and characteristics are in good agreement with other studies [37] as well.
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Material optical conductivity is related to the magnitude of induced electric fields. The optical conductivity has been
found to be 3.53x10* AV-'em™, 4.23x10° AV-lem and 3.6x10° AV-lem! respectively for Rb,CuSbCls, Rb,CuSbBrg and
Rb,CuSbls as shown in Figure 9(a)-(c). The results are in excellent agreement with other results [36] and suggest that
these materials are excellent choice of material for optoelectronic devices. The polarizability of double halide Rb,CuSbHjg
(H=Cl, Br, I) is also computed and represented in Figure 10(a)-(c). The polarizability is found to increasing with heavy
halogen moving from Rb,CuSbCls — Rb,CuSbBrs — RbyCuSbls with the values 0.71x1038 C-m?V-!, 1.11x10-3 C-m?*V!
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and 1.9x107® C-m?V"! respectively. We have also calculated the Susceptibility of these double halide Rb,CuSbHs (H=CI,
Br, I) as shown in Figure 11(a)-(c) and found an increasing trend from Rb,CuSbCls — Rb,CuSbBrs — Rb,CuSbls with

the values 2.85, 3.79 and 5.30 respectively which makes these material appealing for storage devices.
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4. CONCLUSIONS

The research on Rb.CuSbHs (where H = Cl, Br, I) was carried out using DFT with the QuantumATK software,
programmed in Python. The structural characteristics of these double perovskite halides were determined using DFT
calculations based on the GGA and PBE functionals, employing the LCAO method. The key findings from this study are
as follows:

1. The lattice constant (ag), volume, and density of the unit cell for Rb,CuSbHg increase progressively from
Rb,CuSbClg to Rb,CuSbBrs to Rb,CuSbls. This trend is consistent with the increasing ionic radius of the halide ions.
Additionally, incorporating alkali atoms can further reduce the material’s overall density.

2. All double perovskite halides Rb-CuSbHs (H = Cl, Br, I) show positive values for the elastic constants Cii, Ciz,
and Ca4, and obey the stability trend C;;>Ci2>C4. The Born-Huang stability criterion was used to assess mechanical
stability of these materials.
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3. All three double perovskite halides have indirect bandgaps and have a narrow band-gap semiconducting property.
Pairing the double perovskite halides Rb2CuSbHs (H = Cl, Br, I) with high-bandgap compounds could improve the energy
conversion efficiency of tandem solar cells.

4. Double perovskite halides Rb,CuSbHs (H= CI, Br, I) exhibit significant potential for applications in
optoelectronic and thermoelectronic devices. The characteristics of the Complex Bandstructure (CB) indicate a conducive
environment for the formation of evanescent waves on the surface of these materials.

5. We evaluated the optical properties of double perovskite halides Rb,CuSbH¢ (H=CI, Br, I) and found that the
absorption bands of these materials lie in the visible range with 344 nm to 574 nm, 348 nm to 688 nm and 369 nm to 608
nm respectively.

6. The refractive index of Rb,CuSbCls, Rb,CuSbBrs, and Rb,CuSbls drops below 2.0 in the high-energy spectrum.
Their extinction coefficient, which helps determine absorption at specific frequencies, follows a similar energy-dependent
trend as the Kramers-Kronig relations. Reflectivity increases with heavier atom substitution, with values of 0.105, 0.139,
and 0.185 for Rb,CuSbCls, Rb,CuSbBrg, and Rb,CuSbls, respectively.

7. The optical properties of Rb,CuSbHe (H = Cl, Br, 1) were analyzed, showing that the real dielectric function
(Re[e]) values are 3.85, 4.79, and 6.30 for Rb,CuSbCls, Rb,CuSbBrs, and Rb,CuSbl, respectively. These are linked to
frequency-dependent electronic transitions within the material.

8. We have calculated the polarizability and susceptibility of double halide Rb,CuSbHe (H=CI, Br, I) and found an
increasing trend from Rb,CuSbCls Rb,CuSbBrs Rb,CuSbls respectively.

The findings from this research are anticipated to provide valuable insights into potential uses for photovoltaic
systems, electronic devices with optical components, and flexible electronics. This could pave the way for more cost-
effective and efficient methods of utilizing solar power. Additionally, it may contribute to the creation of more adaptable
and wearable technologies. The outcomes could also support the innovation of novel materials tailored for solar energy
systems and various electronic applications.
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MOTEHIIAJ MOABIMHUX TAJIOTEHIJIB MEPOBCKITY Rb2CuSbHs (H = Cl, Br, I) IJISI THYYKO{
EJEKTPOHIKHN: KOMIIJIEKCHE JOCJILJKEHHS CTPYKTYPHUX, MEXAHIYHUX, EJEKTPHYHUX
TA ONITUYHUX BJACTUBOCTEM
Kpimna Kymap Mimpa?, Const Yaxap?, Pamkuim [llapma®
“Iucmumym iHocenepii ma mexnonozii Yuisepcumemy Yimxapa, Yniseepcumem Yimxapa, Padoscnypa, [lenoacad-140401, Inois
bIIIxona inocenepii ma mexnonozii, Ynisepcumem Yimxapa, Conan, I'imauan-Ipadew-174103, Indis

CTpyKTypHI, MEXaHi4Hi, €IEKTPUYHI Ta ONTHYHI BIACTHBOCTI IMOJBIHHHUX raJlOTeHiiB MepoBCKiTy, Takux sk Rb2CuSbHe (me H = Cl,
Br Tta I) 1 THYYKHX EJIEKTPOHHHUX IIPHCTPOIB, 3aXOIUIIOK0Yi Ta CcKiIaaHi. JIOCHiIPKeHHs JiTepaTypd YiTKO BCTAHOBIIIOE, IO
JOCIIIJDKEHHS I0/I0 aHai3y MOTEHIIHHOTO BUKOPUCTAHHS LUX MaTepiasliB y JIyke 3aTpeOyBaHOMY CEKTOPi FHYYKHX €JICKTPOHHUX
npucTpoiB Oynu oOMexeHi. Y Wil cTarTi OynM MpOBECHI IiecHpsIMOBAaHI MOCHIMKEHHS IIOJ0 BUBUYCHHS XapaKTEPHCTHK LUX
MarepiaiiB 3a monomororoo mporpamHoro 3acody QuantumATK NanoLab. Vci ramoreninu monsiitnoro meposckity Rb2CuSbHe
(H=Cl, Br, I) zemoHCTpYIOTh MO3UTHBHI 3HaUYeHHA NpykHUX KoHcTaHT C11, C12 ta C44 1 migKopsArOThCS TEHACHIIT cTabiIbHOCTI
C11>C12>C44. MexaHiuHy CTa0iIBHICT BCTAHOBIIOBANM 3a KpHTepisMu bopHa-Xyanra. OntumizoBaHi 3Ha4eHHS Moxyis tOwHra,
MOJIyJIsl 00’ €MHOT IPY>KHOCTI, MOJIYJIS 3CYBY Ta KoedimieHTiB [IyaccoHa BCTaHOBWIIH, IO MaTepiaid € CTA0LTLHIMH Ta TNIACTHYHUMH
3a cBO€I0 Ipupooto. [1ix yac mpoBeaeHHs aHAII3y eNEKTPOHHHUX BIACTHBOCTEH Oyilo BUSBIICHO, 10 Bci Tp Matepiamu Rb2CuSbCls,
Rb2CuSbBrs i Rb2CuSbls maroTh Henpsmy 3aboponeny 300y 0,924 ¢B, 0,560 ¢B i 0,157 ¢B BinnosigHo. Binbiie Toro, mpupoaHicTh
KOMIUTEKCHOT cMyroBoi cTpykTypu (CB) Bka3ye Ha Te, 10 HalO1IbIIa KUTBKICTh XBHIIB, 1110 3aBMHUPAIOTh, MOXKE iCHYBaTH, KOJIH IO
mwapis HabiMenmmii y Rb2CuSbCls (6,0 A), Rb2CuSbBrs (6,33 A) i maiiemmmii y RbaCuSbls (6,8 A). Cmyru normuuanss s
Rb2CuSbCl16, Rb2CuSbBr6 i Rb2CuSbl6 nexars y Bugumomy aiamnasoni Bix 344 um 10 574 um, Bix 348 um 1o 688 M i Bix 369 um
10 608 um BigmosigHo. KoedimienT BinoutT: (1), 3a3Ha4eHUI y IbOMY IOCTikeHH], ctaHoBuTh 0,105, 0,139 1 0,185 BinnoBigHo mts
Rb2CuSbCls, Rb2CuSbBrs i Rb2CuSbls. 3aramom, yci oTpumaHi pe3ynbTaTH BKa3ylOTh HA HEOOX1AHICTh OLTBII ITTHOOKOTO BUBUEHHS
marepianiB Rb2CuSbHe m1s pisHEX 3acTOCyBaHb €EKTPOHHHUX MPUCTPOIB.

Kurouosi cnoa: neposckim; QuantumATK; DFT; onmuuni énacmugocmi; enekmpoHHa CMpyKmypa, Mexaniuui 61acmugocmi
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In this work, Geo.oEr0.1S was synthesised by partially replacing Ge atoms with Er atoms. The crystal structure of the resulting compound
was studied by X-ray diffraction. The research found that Er atoms can completely replace Ge atoms in the crystal structure. Therefore,
the compound can crystallize into one phase. It was established that the structure of this compound corresponds to orthorhombic
symmetry and space group Pnma. The crystallographic parameters of the Geo9Ero.1S compound were determined by analyzing the
X-ray diffraction spectrum using the Rietveld method. Based on the obtained structure on different atomic planes, an explanation of
the crystal structure of the Geo.9Ero.1S semiconductor is given. It is established that one of the main elements in the formation of the
crystal structure are the ionic radii of the elements Ge, Er and S.

Keywords: Geo.oEro.1S; Crystal structure; X-ray diffraction; Lattice parameters

PACS: 61.05.cp; 61.82.Fk

1. INTRODUCTION

Materials with semiconductor properties are materials with wide application potential in modern electronics and
spintronics. Recently, theoretical and experimental research has been carried out in the direction of studying the optical,
magnetic, thermal and electrical properties of functional materials [1-5]. It is known that the physical properties of
semiconductors depend on their electronic and crystal structure. Therefore, the structural properties of these materials are
studied using modern research methods. One such material is GeS crystal. This crystal is a crystal with a layered structure.
X-ray diffraction studies showed that the crystal structure of this compound corresponds to orthorhombic symmetry. In
this compound, interesting optical properties are observed in compounds obtained by partial replacement of germanium
atoms with rare earth elements. Therefore, Ge;.,.Ln,S crystals have been synthesized for a long time and various optical
properties have been studied.

The photoconductivity of GeS and Ge;..Nd,S compounds (x = 0.005 and 0.01) was studied at low temperatures
(T =80-300 K). An analysis of the obtained spectra revealed that significant changes in photoconductivity are observed
when Ge atoms are partially replaced by Nd atoms. Elementary excitation of the exciton type was observed in Ge;..Nd,S
compounds in the temperature range 200 K < 7 < 350 K [6]. When Ge atoms were replaced by rare earth elements,
optically active processes were also observed in the Ge;..Sm,S and Ge;.Gd,S compounds [7,8]. Previous studies have
established that substitution with rare earth elements causes significant changes in the optical properties of
semiconductors. But in many cases, rare earth elements cannot replace cations in a crystal. In this case, the crystal structure
of the material is complex. Thus, a two-phase, three-phase system is formed [9]. With a complex crystal structure, it is
difficult to study the structural aspects of the physical properties of substances. In the course of structural studies of
Ge,..Ln,S crystals, it was established that Ln atoms can completely replace Ge atoms. Therefore, it is possible to study
these systems. Data obtained from studying such systems can be used as a model when studying compounds with similar
physical properties and structures.

It is known that changes in interatomic distances occur due to differences in ionic radii during cation-cation
substitutions. These changes can affect the crystal structure. As the concentration increases during the substitutions,
changes in the crystal structure also increase. Therefore, the structure of new materials obtained by cation-cation and
anion-anion substitution requires careful study. Although the structure of many compounds included in the GeS and Ge;.
+Ln,S system has been studied, the structure of compounds obtained by replacing Ge atoms with Er atoms has not been
sufficiently studied. It is known that Er atoms have a smaller ionic radius compared to the elements Nd, Sm and Gd [10].
Consequently, in compounds included in the Ge;.(Er,S system, a crystal structure with higher symmetry is possible. In
this work, the compound GeooEro;S was synthesized and its crystal structure was studied by X-ray diffraction.
Crystallographic parameters: space group, syngony, lattice parameters, atomic coordinates, interatomic distances and
angles between bonds were determined by analyzing the spectrum obtained at room temperature.
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2. EXPERIMENTAL PART
2.1. Synthesis of samples.

The process of synthesis of the Geo9Ero.1S compound was carried out according to standard methods under vacuum
conditions at high temperatures according to the synthesis of the chalcogenide semiconductor GeS. The synthesis used
germanium with a resistivity of p = 50 Ohm-cm. The stoichiometric amounts of each of the elements Ge, S and Er were
calculated, weighed on a high-precision electronic balance, taken in appropriate quantities and mixed. The resulting
mixture was placed in a vacuum (10 mm Hg) in a quartz tube with a length of / = 15 cm and a diameter of d = 2 cm. To
prevent the explosion of the ampoule, the germanium element was ground into powder and m = 10 g was taken. Once the
material is ready, the synthesis process begins. This process was carried out in two stages. In the first stage, the ampoule
was placed in an oven and heated to a temperature 7 = 300 °C at a rate of 5°C/min. The synthesis was carried out at this
temperature for 12 hours. Then the temperature was increased to the melting temperature of germanium (7 = 930 °C) at
a rate of 3 °C/min. The synthesis was carried out at this temperature for 12 hours. The temperature of the upper part of
the furnace is 50°C higher than the melting point of germanium, and the temperature of the lower part is lowered by 50°C.
Then the ampoule was lowered from above at a speed of 3 mm/h. Upon completion of this process, a GeooEr ;S single
crystal with geometric dimensions of 10x8x6 mm?® was obtained. Because this compound has a layered crystal structure,
it can be easily separated in parallel planes. Therefore, samples for research were prepared by grinding them into small
particles.

2.2. Structural analysis
The crystal structure of the GeooEro 1S compound was studied by X-ray diffraction. This method allows one to
determine phase analysis, crystal structure, and structural phase transitions in chalcogenide semiconductors with fairly
high accuracy [11,12]. The samples were first ground in a mortar and then analyzed on a CuKa 40 kV, 40 mA, 1 =1.5406
A X-ray diffractometer (D8 Advance, Bruker, Germany). The studies were carried out at room temperature and under
normal conditions. The resulting spectra were analyzed by the Rietveld method in the Mag2Pol program.

3. RESULTS AND DISCUSSIONS
The crystal structure of the Geo9Ero.1S compound was studied by X-ray diffraction in the diffraction angle range
5°<26 < 50°. The spectrum obtained at room temperature and under normal conditions is shown in Figure 1.
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Figure 1. X-ray structural spectrum of the compound Geo.9Ero.1S.

Shown are the experimentally obtained spectrum points (red dots), the curve calculated in the Mag2Pol program
(black line), atomic planes corresponding to the Miller indices (vertical lines), and the difference between theory and
experiment (blue line). As can be seen from the spectrum, three main diffraction maxima are observed in the resulting
spectrum over a wide range. These maxima correspond to the diffraction angles 26 =17°,27° and 34°. During the analysis
in the Mag2Pol program, it was found that this spectrum corresponds to orthorhombic symmetry with the space group
Pnma, and the central diffraction maxima correspond to (2 0 0), (2 0 1) and (4 0 0). aircraft. During the calculation, it was
determined that the lattice parameters of the GegoEro S crystal are: a = 4.318(3) A, b = 3.649(6) A, ¢ = 10.491(2) A and
V=16543 A3 (Rp = 6.23, Rwp = 5.02 and y* = 1.32%). The GeyoEro ;S compound was synthesized in a single-phase
case. This is because Er atoms can completely replace Ge atoms in the crystal structure. It is known that Ge atoms when
forming the GeS compound are in a divalent state and form covalent bonds with divalent S atoms. Lanthanides form
compounds in both divalent and trivalent states. When Er atoms replace Ge atoms, they become divalent. Another reason
why Er atoms can replace Ge atoms in a crystal structure is that the difference in the ionic radii of these atoms is small.
Thus, in the divalent case, the ionic radius of germanium atoms is Rgeo+ = 0.72 A, the ionic radius of erbium atoms is
Ren+ = 1.09 A, and the difference between them is ARg..ge = 0.37 A [10]. As you can see, this value is not so large
compared to interatomic distances. Therefore, replacements were possible. Obtaining a single-phase system by
substitution is very important for explaining the structural features of the physicochemical processes occurring in these
compositions.
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To obtain more accurate information about the crystal structure, it is important to determine the coordinates of the
atoms. The coordinates of Ge, Er and S atoms were determined by analyzing the X-ray diffraction spectrum of the
Geo.oEr.1S compound (Fig. 1) using the Rietveld method. It has been established that Ge and Er atoms upon substitution
are located in the same crystallographic position. The coordinates of their atoms correspond to: x/a = 0.622, y/b = 0.25,
z/c =0.372, and the coordinates of the S atoms: x/a = 0.848, y/b = 0.25, z/c = 0.501.

The GeooEro1S compound has a very simple crystal structure. So, since the Ge(Er) and S atoms have the same
concentration, then the number of their atoms in the elementary lattice is the same. To visualize the crystal structure, the

crystal structure of the GeooEro;S compound was determined on the @b, ¢ and bé planes in the Diamond 3.2 program.

The resulting structure at different levels is presented in Figure 2 and the b plane, as can be seen from the given structure,
there are 4 germanium (erbium) atoms and 4 sulfur atoms in the elementary lattice, therefore Z = 4. The elementary lattice
consists of two different layers. if the bonds were located inside the layer and formed a high symmetry parallel to the d,

band ¢ axes, then an elementary lattice with cubic systems would be obtained. However, as can be seen, the GeooEro.1S
compound crystallizes in orthorhombic systems with slightly lower symmetry. This structural effect can also be observed
in the angle values of the interconnects. Thus, the Ge-S-Ge bond takes on 4 different values depending on its distance in
the elementary lattice: 132°, 90°, 56°, 37°. It is known that the ideal crystal structure with high symmetry for binary b-
compounds is the NaCl model. If the GeooEro1S compound crystallized according to this model, then the intervalence
angles would be 90° and 45°. The difference in contact angle values is explained by the difference in the symmetry of the
crystal structure.
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Figure 2. Crystal structure of the Geo.sEro1S compound along the @b, @¢ and bé planes

A layered crystal structure is also observed in interatomic distances. Thus, it was determined that the distance
between the Ge(Er) and S atoms inside the layer is lge(rr-s = 2.44 A, and the interatomic distances between the layers are
IGeEns = 3.27 A. Thus, the layered GegoEr S crystal is located parallel to the planes and has a shape that can be easily
separated from each other mechanically.

Many interesting physical properties are observed in semiconductor compounds with a layered crystal structure. Thus,
during some physical processes, the interlayer distances and other crystallographic parameters change. During these changes,
not only the mechanical properties change but also the physical properties of the material as a whole. During the structural
studies of the T1GaSe, crystal at high pressures, it was found that the structural phase transition occurs at a pressure of
P =0.5 GPa. However, during the analysis, it was found that the symmetry of the crystal was monoclinic C2/c both before
and after the phase transition [13]. It was determined that the main reason for the phase transition is a sharp decrease in the
value of the distance between the layers under the action of pressure. As you can see, the distance between the layers also
plays an important role in layered semiconductors. Therefore, it is important to understand the structural elements when
studying these crystals. For this reason, the results obtained in the study of the crystal structure of the GeooEroS
semiconductor are very important. These results are very important both from the point of view of studying the structure of
the crystal and from the point of view of explaining the structural aspects of its physical properties. Thanks to the simple
crystal structure, it is possible to explain the physicochemical processes occurring in the GeooEro.1S compound.

4. CONCLUSIONS

The compound GeoEry ;S with a layered crystal structure was synthesized and its crystal structure was studied by
X-ray diffraction. In the course of studies carried out by the Rietveld method, it was found that Er atoms can completely
replace Ge atoms in the crystal structure. The X-ray diffraction spectrum obtained at room temperature was analyzed in
the Mag2Pol program and the crystallographic parameters were determined. The structural features of the GegoEro ;S
compound are shown based on the values of interatomic distances and intervalence angles, and the crystal symmetry and
layered structure are explained. The role of the values of ionic radii and valence of the atoms included in the composition
in the formation of bonds is shown. It is known that oxidation is constantly occurring on the surface of materials. This
process is observed even in some oxide materials of complex composition [ 14]. It is observed more in non-oxide materials.
There are a number of methods to prevent this process and minimize oxidation. The main method is to ensure the
saturation of all bonds in the synthesized sample. In this case, metal atoms cannot form bonds with oxygen atoms. In this
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regard, the GegoEr S compound can be considered stable. Therefore, elements made from this combination can work
stably for a long time.

(1]

(2]
(3]

9]

(10]

[11]
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OTPUMAHO TA JOCJIIAKEHO CTPYKTYPHI ACIIEKTHU CIIOJIYKH GeosEro.1S 13 3AMIHOIO Ge — Er
P.3. I6acBa?, I'.B. Ioparimos?, A.C. Aneknepos®, P.E. I'yceiinos?
“Incmumym ¢hisuxu Minicmepcmea nayku i oceimu Azepbatiocancokoi Pecnybnixu, baxy, AZ-1143, Azepbaiioscan
bAzepbatioscancoxuii deporcasnuii nedazoziunuii ynisepcumem, Baxy, AZ-1000, Azepbaiiocan
¢baxuncvkuil indcenepuuil yHisepcumem, Xupoanan, AZ-0101, Asepbaiioscan

V wiif po6oTi nuXOM YacTKOBOI 3aminu atomiB Ge Ha atromu Er Gymno cuntezoBaHo cronyky GeooEro.1S. Kpucraniuna ctpykrypa
OTPUMAaHOI CIIOJYKH AOCIIJKEHAa METOJOM PEHTIeHiBChKOI qubpakiii. Jocni/ukeHHs MmoKasaio, o aToMH Er MOXyTh MOBHICTIO
3aMiHuTU aToMu Ge B KpUCTaiuHiil cTpykTypi. TOMy crioiyka Moke KpHCTalli3yBaTUCs B OIHY (a3y. BcTaHOBICHO, 110 CTPYKTYpa
i€l cnoyyky BiANOBifae opTopoMOivHiil cumetpii Ta npocToposiii rpyni Pnma. Kpucranorpagiuni mapamerpu cnonyku GeosEro1S
BU3HAYaJIM [IUISIXOM aHaJli3y peHTIeHiBChKOTO CHEKTpy 3a MeTooM PitBenbia. Ha 0cHOBI oTprMaHOi CTPYKTYpH Ha Pi3HUX aTOMHHX
IUIOLMHAX JAHO MOSCHEHHs KPUCTANIIYHOI CTPYKTYpH HamiBipoBiguuka Geo.oEro.1S. BcraHoBIeHO, 1110 OAHMMU 3 OCHOBHHUX €JIEMEHTIB
y (opMyBaHHI KpHCTaIiYHOI CTPYKTYpH € 10HHI paaiycu einemenTiB Ge, Eri S.
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The synthesis of nanocomposite films comprising carboxymethyl cellulose/ polyvinyl alcohol (CMC PVA) mixed with zinc oxide
nanoparticles (ZnO NPs) through a simple solution casting method is examined. Furthermore, the impact of ZnO NPs and
UV-irradiation exposure for varying durations (20,45,75h) on the morphology (FE-SEM) is investigated. The X-ray diffraction (XRD),
Fourier-transform infrared (FTIR) spectroscopy, and ultraviolet-visible (UV-Vis) spectroscopy are utilized to analyze the as-prepared
films. Furthermore, the field-emission scanning electron microscopy (FE-SEM) images reveal a noticeable change in the morphology
of CMC PVA/ZnO nanocomposite films attributed to the significant impact of ZnO nanoparticles and UV exposure. The XRD spectra
demonstrate a modification in the amorphous phase of the samples as a result of UV exposure The FTIR analysis reveals that the
exposure to UV radiation positively influenced the polymer's structure, as evidenced by notable changes in the infrared peaks.
Additionally, the UV-Vis spectroscopy results indicate that longer UV exposure times (75 hours) and the addition of ZnO nanoparticles
resulted in improved absorption characteristics within the produced films. The nanocomposite films displayed an adjustable energy
gap (Eg) that varied between (4.52 eV and 4.55 eV) as the duration of UV irradiation increased from (20 hours) (75 hours) led to a
reduction in the energy gap (Eg) value to (4.50 eV). This phenomenon is believed to be caused by the substantial influence of UV
radiation on the development of structural defects. Ultimately, the Energy gap Eg of the nanocomposite films was influenced by the
duration of UV. The results demonstrate that there is significant potential for the utilization of CMC/PVA/ZnO nanocomposite films
in various crucial optoelectronic applications.

Keywords: CMC/PVA/ZnO; Nanocomposites Properties; ZnO Nanoparticles; Energy Gap, UV irradiation; X-ray

1. INTRODUCTION

Over the past few years, there has been a notable surge in the study of polymers with varied optical properties,
largely attributed to their extensive range of uses such as sensors and light-emitting diodes. The optical attributes of these
substances can be readily modified by managing the levels of fillers. Despite the extensive research conducted on these
materials, there is still much to explore and understand [1] Polyvinyl alcohol (PVA) is a polymer with a semi-crystalline
structure that is soluble in water. It possesses remarkable film-forming and adhesive characteristics, rendering it highly
valuable in various technological, pharmaceutical, and biomedical fields due to its intriguing physical properties. [2]
Polyvinyl alcohol (PVA) is a polar polymer with hydroxyl groups linked to methane carbons via a carbon chain backbone.
The incorporation of OH groups enable the creation of PVA composites through hydrogen bonding interactions. PVA
showcases advantageous traits including a notable charge storage capability, robust dielectric strength, and optical and
electrical properties that are modulated by the filler material employed. By incorporating chalcogenide semiconductors
and metal oxide semiconductors into PVA, optical properties of the host matrix can be significantly enhanced.
Consequently, PVA has emerged as a promising candidate in the fields of electronics and optoelectronics [3]. One of the
derivatives commonly used in various industries is carboxymethyl cellulose (CMC). This compound undergoes treatment
with chloroacetic acid (CICH,CO,H). CMC is utilized in various industries such as cosmetics, paints, pharmaceuticals,
mineral processing, food, textiles, ceramic foam, biodegradable films, and paper. It functions as a thickening agent,
binding agent, stabilizer for suspensions, and agent for retaining water in these industries [4]. The frequently utilized
natural polysaccharide polymer possesses outstanding biodegradability, biocompatibility, and film-forming
characteristics. Due to its safety and lack of toxicity, it finds extensive application in the pharmaceutical, food, and
packaging sectors [5] The frequently utilized natural polysaccharide polymer possesses outstanding biodegradability,
biocompatibility, and film-forming characteristics. Due to its safety and lack of toxicity, it finds extensive application in
the pharmaceutical, food, and packaging sectors [6]. Moreover, zinc oxide nanoparticles (ZnO NPs) exhibit versatile
properties as a metal oxide, showcasing remarkable electrochemical and physicochemical attributes. These include
elevated chemical stability and a wide-ranging absorption spectrum [7]. The wide energy range and stable thermal
properties of this material make it exhibit semiconductor characteristics, indicating promising prospects for its utilization
in electronic and optoelectronic technologies like solar cells and storage devices. [8,9] Sunlight is made up of a continuous
spectrum of electromagnetic energy separated into three major wavelength bands: ultraviolet (5%), visible and infrared
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(45%), and 50%. The UV light region is found between (100-400) nm. International UV radiation is classified as follows
by the Commission on Illumination: There are three types of wavelengths: long tidal wave UVA (315-400 nm), UVB
(280-315 nm), and UVC (short wave) (100-280 nm) [10]. The impact of UV exposure on the electrical and optical
characteristics of solution-processed transparent ZnO films has been a subject of study by Hwai-En Lin and colleagues.
Researchers have shown considerable interest in exploring the chemical and physical attributes of CMC/PVA blend
materials, including the analysis of CMC/PVA samples, as demonstrated by Al-Muntaser and others. [12]. The Co/ZnO-
CMC nanocomposite was thoroughly investigated to analyze its structural, optical, thermal, and electrical characteristics,
with a specific focus on its potential utilization in solid-state battery applications. Channa et al. [13]. The hybrid
nanocomposite films of PVA/PVP/CMC-ZnO were fabricated through the solution casting technique. [14] The solution
casting technique was effectively utilized to fabricate lightweight and elastic polymer nanocomposites of
CMC/PVA/ZnO-NPs in a recent study, resulting in enhanced optical properties. ZnO nanoparticles were incorporated as
conducting fillers, while a CMC/PVA blend was utilized as the polymer matrix. Various techniques and protocols were
examined to systematically analyze the optical and structural characteristics of this composite system. The significance
of this study in academia lies in the comprehension of the fundamental nanoscale mechanisms that improve the functional
characteristics of composite materials. This research seeks to improve the structural and optical features of
CMC/PV A/ZnO nanocomposite-based films through photo-irradiation (UV light) exposure of the as-prepared samples.

2. THEORETICAL PART
The proportion of the incident light beam that is not reflected upon striking a material surface is either absorbed or
transmitted through the substance. The amount of beam that is absorbed is influenced by the thickness of the materials
and the interaction of photons with them, as stated by the Beer-Lambert Law. Equation (1) establishes the connection
between the brightness of the incident light and the light that is transmitted [15].

[=le (1)

The incident and transmitted light intensities are denoted by (Io) and (I), respectively, the symbol (a) is used to
denote the optical absorption coefficient, while (t) is used to represent the thickness of the film. The optical absorption
coefficient (o) can be determined from the optical absorption spectrum Equation (2) by using the absorbance relation
A =log (Io/1) .[16,17]

a=2303% )

The energy band gap can be calculated using the following equation, where A represents the wavelength of the incident
light. [18,19]
ahv = B(hv — Ep)" 3)

Where: E,: optical energy gap for indirect transition in (eV), B: constant depended on type of material, r: The refractive
index is unchanging and can vary between 1/2, 3/2, 2, or 3, contingent upon the specific material and the nature of the
optical transition.

Scherer's equation is utilized to estimate the average crystallite size (D). Subsequently, various calculations can be
performed based on this estimation. [20,21].

K\
D= B COSO’ @

The lattice parameter (a) was determined through calculations based on X-ray diffraction findings, utilizing
specific mathematical relationships [22]

1 (h2+Kk?)

12
% az + C_z. (5)

Where du: is the inter planer distance for a given plane with Miller indices (hkl).

3. EXPERIMENTAL PART

The powdered carboxymethyl cellulose (CMC) was obtained from AVONCHEM, a UK-based company, with an
average molecular weight of 67.000 g/mole. The powdered PVA was acquired from Thomas Baker, with an average
molecular weight of 14.000 g/mole, and was manufactured in India. Zinc oxide (ZnO) nanoparticles with an average
particle size of 22.15 nm were utilized in the fabrication of a CMC/ PVA/ZnO nanocomposite film, which was
manufactured in the United States by Sky Spring Nanomaterials, Inc. The combination of CMC and PVA was prepared
by dissolving 0.25 g of each polymer in 17 ml of distilled water through the solution casting technique. Subsequently,
ZnO NPs powder was added in varying amounts of (0.008) g, along with 8 ml of distilled water, and mixed with the
precursor solution of CMC/PVA blend. In order to achieve full dissolution, the precursor solution underwent magnetic
stirring for a duration of 24 hours at ambient temperature. The CMC/ PVA/ZnO nanocomposite was then formed by
carefully pouring the solution onto glass plates measuring (5) cm in diameter, and subsequently allowing it to gradually
evaporate over a period of (5-9) days at room temperature. The outcome of this procedure led to the creation of a consistent
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layer. The nanocomposite film composed of as-synthesized CMC /PVA/ZnO exhibited a measured thickness of
(0.044) um. Moreover, the as-prepared films were exposed to UV sterlizer (UV -209b) (8) watt (220-275) nm made in
China. The sample was exposed to the lamp for durations of 20, 45, and 75 hours, with the distance between the sample
and the lamp kept constant for each irradiation time. The T70/T80 Series UV/Vis Spectrometer, a UV-Visible
spectrophotometer, was employed to examine the absorption and transmission spectra across the wavelength range of
200-900 nm. The composite characteristics of each film were assessed through FTIR spectroscopy (Bruker-Tensor 27
with ATR unit). The samples' thicknesses were measured utilizing a Japanese-made digital micrometre model (Tasha),
which has a measurement accuracy of (0.001) mm and a measurement range of (0-150) mm. Fourier transform infrared
spectroscopy (FTIR) was performed on all films utilizing an FTIR spectrometer (Bruker-Tensor 27 type with ATR unit).
A completely computerized X-ray diffractometer 106 Materials Science and Modern Manufacturing (XRD; Aeris —
Malvern Panalytical’s company-made in Holland, the investigation focused on analysing the composition of CMC, PVA
polymer, and CMC/PVA/ZnO and ZnO nanocomposite films at Al Khora Company. High-resolution scanning electron
microscopy FESEM (Inspect FS0-EFI company-made in Holland, the surface composition and the presence of cracks
were analysed in pure CMC and CMC/ZnO nanocomposite films by Al Khora Company.

3. RESULTS AND DISCUSSION
XRD, Field Emission Scanning Electron Microscope (FESEM), FTIR, Uv- Visible Spectroscopy and UV irradiation, were performed
to examine the structure and morphology of the samples

3.1. X-ray diffraction analysis (XRD)
Display Figure 1 (A) the ZnO nanoparticles' X-ray diffraction pattern. It was evident from the study of the ZnO
nanoparticles' X-ray diffraction patterns that they were single-phase in nature [21].
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Figure 1. Display the X-ray diffraction patterns of (A) ZnO NPs, (B)CMC/PVA/Zno Nanocomposite Film and (C)
CMC/PVA/ZnO Nanocomposite Film after UV-irradiation for 75h

When the peaks for ZnO occur at an angle of 20 = 29.385, 32.0275, 33.8567, 45.1378, 53.8266, 54.2048, 60.4452,
63.9796, 65.5435, 66.6788, and 74.5686 degrees, the crystalline nature results. With crystal planes (100), (002), (101),
(102), (110), (103), (200), (112), (201), (004) and (202), ZnO has a hexagonal crystal structure. The values are in
agreement with the data on the International Center of Diffraction Data (ICDD) card No. (36-1451). that agree with
research [23,24] The estimated average size of ZnO nanoparticles (NPs) average 25.5203 nm, as determined using
equation (4) and presented in Table (1).

In addition, a solitary peak at 20 =19.6314° was observed in the X-ray diffraction (XRD) analysis of the
PVA/CMC/ZnO nanocomposite film prior to exposure to UV radiation, as illustrated in Figure 1-B, that implies the
amorphous structure of the CMC/PVA/ZnO nanocomposite film. The XRD spectrum of the CMC/PVA/ZnO
nanocomposite film, as shown in Figure (1-C), demonstrates several peaks at 20 =20.79, 32.47, 36.89, 45.66,73.47,49.02,
with lower intensity compared to Figure (1-B) after being exposed to UV-irradiation for 75 hours. he results suggest that
UV-irradiation has influenced the film by increasing the amorphous phase and reducing its crystallinity. The prolonged
UV-irradiation time of 75 hours has led to an increase in disorder and defects in the structure, ultimately causing a
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reduction in the degree of crystallinity of the film. The two polymers utilized in the present study exhibited characteristics
of semi-crystalline materials due to the presence of both crystalline and amorphous regions. Additionally, the broad peak
observed in the CMC/PVA/ZnO film may be attributed to the crystalline cellulose structure of CMC [25,26].

Table 1. XRD Parameters for ZnO

20 FWHM Intensity do D (hkI)
(deg) (deg) (U/1o) @ (nm)

1 29.385 0.3337 57 3.03709 25.27 (100)

2 32.0275 0.3252 42 2.79228 25.93 002)

3 33.8567 0.3449 100 2.64548 24.45 (101)

4 45.1378 0.4079 19 2.00707 20.67 (102)

5 53.8266 0.1734 4 1.70179 48.64 (110)

6 54.2048 0.365 36 1.6908 23.10 (103)

7 60.4452 0.4134 27 1.53031 20.40 (200)

8 63.9796 0.3933 4 1.45403 21.44 112)

9 65.5435 0.3686 26 1.42307 22.88 (201)

10 66.6788 0.4067 12 1.40157 20.73 (004)
11 74.5686 0.3107 4 1.2716 27.14 (202)

3.2. Field Emission Scanning Electron Microscope (FESEM)

The technique employed serves to characterize the surface morphology of ZnO nanoparticles, as well as
PVA/CMC/ZnOnanocomposite films, both prior to and following 75 hours of UV irradiation, as illustrated in Figures
2(A-B and C) . The FESEM image in Figure (2-A) confirms the formation of ZnO nanoparticles depict dense clusters of
particles, indicating their spherical and granular morphology. A higher resolution FESEM image reveals an aggregation
of particles with uniform size, suggesting a multidimensional structure. These findings are consistent with previous
research conducted by other scholars [27,28] Fig. (2-B) The CMC-PVA/ZnO nanocomposite film displayed small white
particles unevenly distributed across the surface of the biopolymer matrix, indicating the presence of ZnO nanoparticles
and that the pores were tighter before UV-irradiation. The FESEM image depicted in Fig. (2-C) illustrates a surface that
appears rougher due to the significant impact of UV-irradiation on the CMC/PVA/ZnO nanocomposite film. The shape
of the film underwent a transformation, resembling a mixture of large and small non-uniform prominent particles.

Figure 2. FESEM images for (A) ZnO NPs, (B) CMC/PVA/ZnONanocomposite Film Before UV-Irradiation, and (C)
CMC/PVA/ZnO Nanocomposite Film after UV-Irradiation for 75 h

The FTIR spectra illustrating the ZnO thin films that were prepared are displayed in Figure 3.The measurements
were conducted at ambient temperature within the spectrum of 500-4000 cm™'. The spectrum of pure ZnO-NPs powder
depicted in the analysis of Fig (3-A) involved the use of infrared tests in order to determine the characteristics and quality
of the metal NPs. The absorption bands in metals in the fingerprint region, particularly those below 1000 cm™!, were a
result of inter-atomic vibrations. Furthermore, the peaks at (708.69 and 1505.58) ¢cm’' indicate the stretching and
deformation vibrations of Zn-O, respectively. The recorded metal-oxygen vibrations of the individual metal oxides align
with the frequencies reported in existing literature [29]. Moreover, an analysis of the FTIR spectrum of the
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PVA/CMC/ZnO nanocomposite film prior to UV irradiation was conducted, as illustrated in Figure (3-B) and Table (2).
The CMC and PVA polymers exhibited O-H and C-H stretching modes, respectively, with infrared peaks at
(3200-3550) cm™ and (2920) cm’!. Moreover, the composite films displayed a distinct O=C=0 stretching mode at
(1340-1360) cm’'.
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Figure 3. A-F.- The FTIR spectra of (A) ZnO NPs, (B) CMC/PVA/ZnO nanocomposite films before UV-irradiation and (C-E)
after UV-irradiation at different times; 20 h, 45 h, and 75 h.

Furthermore, the CMC polymer exhibited an asymmetrical stretching vibration of COO- at (1591.00) cm™. The
blend films contained the C=0 carbonyl stretch bond (1733.55cm™) from vinyl alcohol, along with acetate groups (PVA
polymer). The IR absorption bands at (1414.61 cm™), (1300-1461 cm™), and (1050-1300) cm™! were designated for the
C-H scissoring and C-H bending, as well as C-O stretch of PVA polymer, respectively [ 5, 30,31]. Based on the findings
of the FTIR analysis, it was confirmed through the FTIR spectra that a nanocomposite film of CMC/PVA/ZNO was
formed, showing a minor shift in the IR peaks. The polymers and ZNO NPs were effectively mixed together physically
without any chemical bonding taking place. It was observed that the presence of ZNO NPs did not alter the IR spectral
features of the polymer matrix. These results provide further validation to the conclusions drawn in a previous study
[32,33,34]. The influence of UV exposure on the composition properties of PVA/CMC/ZnO nanocomposite films is
illustrated in Figs. (3 C-E). The IR absorption bands corresponding to different irradiation times (20 45, 75) are specified
in Table (2).

Table 2. FTIR-Characteristic of CMC/PVA/ZnO Nanocomposite Film

Assignments Wavenumber (cm™)
After 20h After 45h After 75h
O-H Stretching 3274.15 3278.82 3286.23
C-H stretching 2921.77 2919.81 Ly
2853.34
C-H, CH2 bending 2362.46 2120.97 2361.12
COO- stretching 1734.64 1733.98 1733.70
Carbonyl group 1592.82 1592.24 1594.21
1414.04 1417.12
C-H scissoring }gg;g 1374.74 1373.15
) 1322.28 1321.56
1247.72 1248.73
C-O stretch 1052.08 1051.85 }33?22
1021.82 1021.45 )
1,4--B Glycoside of Cellulos 831.86 832.85 834.29
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Figs. 3 C-E show that the IR peaks of OH stretching mode (3200-3550) cm™ were observed for all irradiation times.
Vibrational transitions ranging from 4000 to 3275 cm-1 were observed during the time intervals of 20, 45 and 75 hours.
The stretching of C-H bonds at 2920 cm-1 was noted in both PVA and CMC polymers, with some variations in
wavenumber. Additionally, the absorption related to the single bond character of C=0 carbonyl stretching at 1733.61 cm’!
was observed in vinyl alcohol and acetate groups (PVA polymer), while the C-O stretch bond (1050-1300 cm™) was
present throughout all irradiation times. New IR peaks were observed at different times of irradiation, including
1592.82 cm™ for 20 h 1592.24 cm™! at 45 h, 1594.21 cm’! at 75h. Additionally, asymmetrical COO-stretching
(1591.67 cm™") and CH scissoring (1300-1461 cm-1) of a carbonyl group were consistently observed throughout the
irradiation process. The origin of the IR absorption bands observed can be attributed to the exposure of the samples to
UV radiation. Furthermore, after 26 hours of irradiation, A recent IR band at 1417.12 em™! associated with C-H bending
was identified the CC rocking mode was observed at 20, 45, and 75 hours of irradiation. The infrared (IR) findings of
PVA/CMC/ZnO nanocomposite films exposed to UV-irradiation for varying durations indicate that the consistent
intensities of the aforementioned IR peaks (2919, 1417, 1374, 1322, and 1052 cm™) changed as the UV exposure time
increased. These results can be attributed to the structure of PVA, which consists of parallel chains connected by hydrogen
bonds. The impact of UV irradiation on the PVA/CMC/ZnO nanocomposite film is significant, affecting both hydrogen
bonding and chain order. The decrease in intensity of these bands under UV radiation suggests that there was no change
in the chemical structure, only in the value transmission, and no bond appeared or disappeared. Furthermore, the FTIR
spectrum for all samples indicates that there were no chemical interactions between the nanoparticles and polymers,
suggesting that only physical reactions occurred.

3.4. Ultraviolet-visible (UV-vis) spectroscopy

The UV-Visible absorption spectra were analyzed for a blend film of CMC/ PV A and a nanocomposite film of PVA-
CMC/ZnO, as illustrated in Figure 4 .The UV absorption edge for the CMC/PVA film was observed to be approximately
245 nm, indicating a possible 7 —7* electronic transition. This finding is in agreement with prior studies (25-29), thereby
affirming the results. The UV absorption edge of the PVA/CMC/ZnO nanocomposite film was measured at 255 nm. There
is a significant enhancement in the light absorption intensity of this film in both the UV and visible regions compared to
the CMC/PVA blend film spectrum. The incorporation of ZnO NPs into the polymer matrix is believed to be the cause
of these results. This conclusion is consistent with findings from prior research [35,5,36].
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Figure 6. UV-Vis Absorption Coefticient for CMC/PVA/ZnO Nanocomposite Films at Different UV-irradiation Times

Figure 5 illustrates the absorption spectra of CMC/PVA/ZnO nanocomposite films before and after UV irradiation
for different durations (20, 45, and 75 hours). The figure shows that the absorption intensity increased with UV-irradiation
time compared to the unirradiated sample. This increase was attributed to the higher energy of atoms, resulting in more
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collisions between incident atoms, leading to decreased transmittance and increased absorbance [35,36] Additionally, A
notable shift towards longer wavelengths (from 260 nm to 280 nm) in the absorption edge was detected, accompanied by
increased intensity as a result of extended UV-irradiation exposure. The results demonstrate that the UV-irradiation
impact led to a reduction in the optical energy band-gap of the synthesized film, as it generated defect levels, consequently
enhancing the influence of the defects Moreover, the absorption coefficient () for each sample was determined utilizing
Equation (2) illustrated in Figure 6.This parameter characterizes the ability of a substance to absorb light of a particular
wavelength over a given distance. In cases where the absorption coefficient value was below (o < 104 cm™), it indicated
the presence of an indirect electronic transition [37].

Figure 7 illustrates the variation in the optical energy band gap (Eg) of CMC/PVA/ZnO nanocomposite films before
and after exposure to UV radiation. The findings suggest that increasing the UV exposure time from 20 to 75 hours
resulted in an increase in the Eg values of the films from 4.43 to 4.55 eV, as outlined in Table 3. Moreover, extending the
UV exposure time to 75 hours led to a decrease in the Eg of the film. This phenomenon can be attributed to the rise in
disorder within the film due to the emergence of new defect levels in the band-gap of the nanocomposite film, ultimately
leading to a narrowing of the Eg [35.37,38]
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Figure 7. UV-Vis Optical energy gap for CMC/PVA/ZnO(A) CMC/PVA/ZnO Nanocomposite Film Before UV-Irradiation(B)
CMC/PVA/ZnO Nanocomposite Film after UV-Irradiation for 20h(c) CMC/PVA/ZnO Nanocomposite Film after UV-Irradiation
for 45h(D) CMC/PVA/ZnO Nanocomposite Film after UV-Irradiation for 75h

Table 3. Energy band gap value of CMC/PVA/ZnO Nanocomposite Films

Eg (eV) UV-1rrad(1lz:;1on times
4.43 0
4.52 20
4.55 45
4.50 75
CONCLUSIONS

The investigation focused on the synthesized CMC/PVA/ZnO nanocomposite film prepared through a simple
solution casting method and the impact of UV-irradiation duration on the resulting films. Analysis of XRD data indicated
that the structure quality of the samples was altered by the UV-irradiation time, leading to an increase in their amorphous
characteristics. The FESEM images displayed a notable change in the morphology of the nanocomposite films based on
the duration of UV exposure. Furthermore, the FTIR spectrum illustrated that ZnO and UV exposure played a beneficial
role in the polymer structure by establishing covalent bonds between PVA and CMC. Lastly, The UV-Vis analysis
demonstrated an increase in the absorption strength of the nanocomposite films as a result of the notable impact of ZnO
NPs and UV exposure. The change in the optical band gap of the films, linked to the length of UV exposure, indicates
their potential use in optoelectronic applications.
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JOC/IIKEHHSA BIVIUBY Y ®-BUIIPOMIHIOBAHHSA HA HAHOKOMITO3UTHI IIVIIBKU PVA/ZnO,
BUT'OTOBJIEHI METOJOM JIMTHA 3 PO3YUHY
Capa A. Ioparim?®, AGaeppasek Yecaarti®, Adgeanxeni Aiiai®
4Jlabopamopin 6azamo@yrryionansuux Mmamepianis i 3acmocysanv, @axyromem nayxk Cpaxca, Yuieepcumem Cehaxca, Cpaxc, Tyuic
bllabopamopis cnexmpockoniunoi xapaxmepucmuky ma OnmuuHUX Mamepianie, (haxyrbmem npupoOOHUUX HAYK,
Vuisepcumem Cepaxca, Cehaxc, Tynic

Po3risiHyTO CHHTE3 HAHOKOMIIO3UTHHX IUTIBOK, II0 MICTATh KapOOKCHMeTHIIIeTI0103y/noNiBiHinoBui cnupt (CMC PVA), 3mimanuit
3 HAHOYACTUHKAaMU Okcuay NUHKY (ZnO NPs) npocTuM MeTOI0M JTUTTS 3 po3uuHy. KpiM TOro, J0CIiKEHO BILTUB HAHOYACTHHOK ZnO
ta Y®-onpoMiHeHHs npoTsiroM pi3Hoi TpuBanocti (20, 45, 75 ronun) Ha Mmopdoorito (FE-SEM). [lnist ananizy migroToBIeHNUX ITiBOK
BUKOPUCTOBYIOThCSI peHTreHiBchbka audpaxuis (XRD), indpadepsona (FTIR) cmekrpockomis 3 meperBopeHHsM Dyp’e Ta
yineTpadioneroBa Bunuma (UV-Vis) cnekrpockomis. Kpim Toro, 300pakeHHS CKaHYH40i €1eKTPOHHOI MIKpPOCKOIIi 3 HOJBOBOIO
emicieto (FE-SEM) moka3yroTs MOMITHY 3MiHY B Mopdoiorii HaHokoMno3uTHuX miiBok CMC PVA/ZnO, noB’s3aHy 31 3HAYHUM
BIUTMBOM HaHOYAacTHHOK ZnO Ta ynbTpadioneToBoro BUNpominioBanus. XRD-CrieKTpH 1eMOHCTPYIOTh Moandikamito amopdHoi dazu
3pa3kiB y pe3ynsraTi Y @-onpominenns. Anani3 FTIR nokasye, mo BB Y ®-BUIpOMiHIOBaHHS O3UTHBHO BIUIMHYJIO HA CTPYKTYPY
noJtiMepy, Mpo IO CBiAYATh IIOMITHI 3MiHM B iH(ppadepBoHuX mikax. Kpim Toro, pesynpratn Y ®-BHANMOI CIEKTPOCKOIIT BKa3yIOTh
Ha Te, mo AoBImUi yac Y®-onpominenHs (75 roauH) i 1oJaBaHHS HAHOYACTHHOK ZnO MPU3BEIU 10 MOKPANICHHS XapaKTCPHUCTUK
MOTJIMHAHHS y CTBOPEHHUX IUTiBKaX. HaHOKOMIIO3MTHI IUTIBKM JEMOHCTPYBAlH peryiboBaHuil eHeprernunuil 3a3op (Eg), sxwuit
3MiHIOBaBCsI Mix (4,52 eB i 4,55 eB), konu tpusanicts Y ®-onpominenHst 36inbinyBanacs 3 (20 rogun) (75 roauH), 1o NpuU3Beo 10
3MEHIIEHHA 3HaueHHs eHepreTuyHoro 3azopy (Eg) mo (4,50 eB). BraxkaeTscs, mo Le sBHUIIEC CIPHYMHEHE 3HAYHUM BILTHBOM Y -
BHIIPOMIHIOBAaHHA Ha PO3BUTOK CTPYKTYPHHUX Ae(EKTiB. 3pemTor0, Ha eHepreTHYHui po3puB Eg HAHOKOMITO3UTHUX IUTIBOK BIUTHBANA
TPUBAJICTh YNbTPadioaeTOBOrO BHIIPOMIHIOBAHHS. Pe3ynbTaTH IEMOHCTPYIOTH, IO iCHY€ 3HAYHUH MOTEHIAN JUIi BUKOPUCTaHHS
HaHOKOMITO3UTHUX INTIBOK CMC/PVA/ZnO y pi3HUX BaXXINBHUX ONTOCIEKTPOHHHUX 3aCTOCYBAHHSX.

Kuarwuosi cnosa: CMC/PVA/ZnO; éracmusocmi Hanokomnosumis; nanouacmunxku ZnO; enepeemuyuna winuna, Y®D-onpominenns,;
yaempaghionem
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This study investigates the luminescence characteristics of quartz samples irradiated with a 60Co gamma source across a dose range
of 57 to 570 Gy. Prior to irradiation, the samples were annealed at 650°C for two hours. The thermoluminescence (TL) spectra were
measured at a heating rate of 5°C/sec, revealing two primary peaks at approximately 200°C and 320°C. The intermediate peak
displayed a shoulder around 150°C. It was observed that the peak temperature maximum (Tm) at 206+2°C remained constant
regardless of the irradiation dose. The intensity of the intermediate peak decreased significantly over time, with a lifetime estimated
at 8+2 days for most doses and 1942 days for the highest dose (570 Gy). Dose-response studies showed a linear relationship between
the TL intensity and the irradiation dose up to 600 Gy. Comparisons with natural quartz samples indicated significant differences in
glow curve shapes and sensitivities. Computerized glow curve deconvolution (CGCD) methods confirmed that the annealed quartz
glow curve could be described as a superposition of four first-order kinetic peaks. These findings provide important insights into the
stability and behavior of TL signals in quartz, which are crucial for applications in radiation dosimetry and archaeological dating.
Keywords: Quartz; Isothermal decay, Lifetime; Radiation dosimetry; GlowFit

PACS: 78.60.Kn

INTRODUCTION

Quartz is widely used in dating and dose reconstruction applications and it requires precise determination of the
trap parameters for the intermediate glow peaks in this mineral [1,2]. Investigation of the lifetimes of these peaks is
essential for determining the appropriate time frame for conducting retrospective measurements. These intermediate
energy level peaks appear in the glow curve within the temperature range of 150-250°C. The intermediate temperature
peaks of quartz can be used for dose determination because, due to their relatively short lifetimes, the geological TL
signal, i.e., peaks in the higher temperature region, is expected to be weak compared to that produced by artificial
radiation. Burnt bricks or roof slabs, which form a significant and integral part of building structures, are widely used in
retrospective and emergency dosimetry. As trapped electrons are released by heating, the electrons accumulated over
time are released and the TL intensity is canceled by their production.

This research explored the thermoluminescence (TL) properties of quartz [3] identified ten trapping centers with
activation energies between 0.62 and 2.96 eV through kinetic analysis of the glow curve. Each glow curve component
was tested for linearity. Further analysis using Tm-Tstop and various heating rates (VHR) provided the kinetic
parameters, including activation energy (E, eV). The quartz samples' minimum detectable dose (MDD) was determined,
and the dosimeter demonstrated good reproducibility. The fading signal was also evaluated over different storage
durations.

The TL characteristics and the structural changes in the irradiated quartz were analyzed by examining the
crystallinity index through infrared bands of the SiOs tetrahedron in the mid-infrared region [4]. Colorless quartz,
containing aluminum impurities, turns dark smoky upon exposure to ionizing radiation. The TL glow curve analysis
identified four trapping sites with TL peaks at 169, 212, 279, and 370°C. Kinetic parameters, including the order of
kinetics, activation energy, and frequency factor, were determined using Chen’s peak shape method and the initial rise
method. The study discussed the role of [AlSiO4/h+]0 centers (formed when Si*" is replaced by AI** and charge
compensated by a hole) in color development and luminescence, correlating FTIR and TL results. A range of studies
have explored the influence of pre-treatment on the thermoluminescent properties of quartz. The glow curves of various
quartzes showed glow peaks around 150-170, 190-220 and 290-320°C, which have been reported by several
researchers [5,6]. Kitis [7] found that the sensitivity of quartz to heat and irradiation treatments varied, with a significant
change in sensitivity occurring at around 10 Gy. Those changes were significant when predose treatment was combined
with the heat treatment. This was further explored by [8], who observed that the intensity of glow peaks in synthetic
quartz increased between room temperature and 200°C after heat treatments, with good stability above 250°C. The
glow-curve of a quartz annealed at 900°C irradiated to 10 Gy shows three peaks; the main peak at 71 °C and two other
peaks at 125°C and 177°C [9]. The center responsible for peak at 177°C is stable at ambient temperature and estimated
values for the activation energy and frequency factor of the peak were as ~1.24 eV and ~10'2s™! respectively. The
intensity of the peak at 177°C shows sublinear dose dependency in the range 1-300 Gy. Based on the impact of
irradiation dose on the peak position authors suggested that the peak follows non-first-order kinetics. The involvement
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of specific defects in the production of thermoluminescence in quartz was highlighted by [10], who identified the
(AlO4)0 center and suggested the involvement of H* ions. These studies suggest that pre-treatment can significantly
impact the thermoluminescent properties of quartz, with specific defects playing a key role in this process.

TL peaks around 150 and 200°C were reported also in [11], while glassy quartz exhibited the second peak at
300°C. TL intensity as a function of heating rate showed a decrease in TL intensity and a shift of TL peaks to higher
temperatures due to thermal quenching. Using a computerized glow curve deconvolution program, the glow curve of
quartz was resolved into five distinct peaks.

The thermoluminescence (TL) peaks in the intermediate temperature range (350-550 K) of the quartz glow curve
are crucial for dose evaluation in both dating and retrospective dosimetry. Despite numerous studies on the TL
properties of quartz in this temperature range, there is no consensus on the published values of the trap parameters
(thermal activation energy and frequency factor). There is also inconsistency in measurements across different types of
quartz and a lack of a consistent progression of trap depth with glow curve temperature.

MATERIALS AND METHODS

Retrospective and emergency dosimetry considers fired bricks and other ceramic products that contain quartz as
potential dosimeters. Quartz can be present in the composition of these materials as natural impurities in the raw
materials or as fillers to improve the quality of the fired products. In this work we used quartz extracted from fired
bricks. The extraction procedure for quartz from intact brick samples involves soaking the sample in dilute hydrofluoric
or hydrochloric acid in an ultrasonic bath at room temperature for several hours to loosen the clay matrix. Once
softened, the sample is rinsed in distilled water and gently crushed. The crushed sample is then dried, sieved,
magnetically separated, and rinsed in acetone. Etched crystals are treated with aluminum chloride, washed, and re-
sieved before TL analysis. The quartz fraction with a size of 100-200 um was used for the experiments. Part of the
samples were heated to 650°C for two hours before irradiation. Irradiation was carried out in a gamma irradiator with a
dose rate of 0.095 Gy/sec. The dose rate was determined by the electron paramagnetic resonance method using alanine
dosimetry using the Magnettech Miniscope MS400 EPR Spectrometer [12]. TL measurements were performed in a
Harshaw TLD3500 Manual Reader in a N, atmosphere using a Chance Pilkington HA-3 heat- absorbing filter with 80%
transmittance response in visible regions (400—700 nm). The methodology of TL measurement is described in previous
papers [13,14].

RESULTS AND DISCUSSIONS

Luminescence curves of quartz samples irradiated with a ®®Co gamma source in the range of 57 to 570 Gy are
shown in Figure 1. Prior to irradiation, the quartz samples were heated at 650°C for two hours. TL spectra were
measured at a heating rate of 5°C/sec. Since the TL spectra were taken one day after irradiation, a lower temperature
peak in the region of 110°C is not observed. This peak is known to have a short half-life even at room temperature. The
spectra clearly show two main peaks, the first at about 200°C and the second at 320°C. The first peak in turn has a
shoulder on the left side somewhere around 150°C. The inset in Figure 1 also illustrates the dose dependence of the
position of the peak temperature maximum (Tm). The value of Tm is 206+2 °C and is independent of the irradiation
dose. As shown below, the intensity of the intermediate peak decreases with time during storage, even at room
temperature. It was found that the peak positions remain stable during long-term storage, although the intensity
decreases by more than half.
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Figure 1. Glow curves of samples heated at 650°C for two hours and irradiated at different doses. The dose dependence of the
position of peak maximum temperature (Tm) is given in the inset

The dependence of the temperature at peak maximum (Tmax) of a thermoluminescence (TL) glow peak on the
radiation dose is a well-known feature in the TL literature. This shift in Tmax with accumulated dose makes it a
dynamic experimental parameter. The OTOR model predicts this effect, though it is more commonly explained using
the empirical general order kinetics equation. In this framework, the dependence of Tmax on radiation dose is stronger
for second-order kinetics and diminishes for first-order kinetics. However, experimental verification of this shift is not
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consistent, despite extensive TL literature on dose response studies. The OTOR model also forms the basis for the
single unit TL peak model, which helps in evaluating kinetic parameters and deconvoluting complex TL glow curves
but is not used to explain broader TL effects like dose response and sensitivity variations.

Figure 1 clearly shows that the temperature at peak maximum (Tmax) of any TL peak for all studied materials
remains constant across different doses, indicating no dependence of Tmax on dose. Regardless of the events during
trap filling (irradiation), a certain number of traps are filled with n, electrons by the end of irradiation, making the
unbleached TL integral correspond to N traps, where ny = N. After thermal or optical bleaching, some trapped electrons
(no1) escape, leaving a portion (N1) of traps empty. During subsequent TL readout, the number of empty traps is N - N;.
Increasing the duration of thermal or optical bleaching increases the number of empty traps (N - N), thus enhancing the
probability of re-trapping, which contributes to the shift in Tmax and an increase in kinetic order.
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Figure 2. Dose dependence of intermediate temperature TL peaks of quartz heated at 650°C.

The predictions concerning the shift of Tmax as a function of radiation dose has been assessed by [15] using TL
peaks derived according to the OTOR phenomenological model, as well as using synthetic TL peaks derived from
analytical expressions. It is shown that in the case of non-first-order kinetics, the shift of Tmax as a function of trap
emptying is confirmed by experimental results.

Dose dependence of annealed quartz presented in Figure 2. The TL intensity of this glow peak was calculated
from the area under the glow curve in the temperature range 180-240°C. Figure 2 shows that the intensity of the glow
peak at 2060C shows a linear dependence on the irradiation dose within the dose range up to 600 Gy.
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Figure 3. Glow curves of unheated samples irradiated at different doses. The dose dependence of the position of peak maximum
temperature (Tm) is given in the inset

For the composition with the annealed quartz, the glow curves of the natural quartz are shown in Fig. 3. Changes
in the shape of the glow curve are obvious: firstly, the natural quartz that has not been irradiated shows no peaks in the
temperature region up to 250°C and only one broad peak above the 300°C temperature region. Secondly, the sensitivity
of the peaks in the intermediate temperature range is several times lower than that of the annealed samples. At the same
time, the peak at around 336°C shows no significant shift with increasing irradiation dose, again indicating that this
peak or its components most likely follow first order kinetics (see inset in Fig. 3).

Computerized glow curve deconvolution (CGCD) methods were used to determine the number of peaks and
kinetic parameters (kinetic orders b, activation energy E and frequency factor s) associated with the
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thermoluminescence (TL) glow peaks in annealed quartz irradiated at 570 Gy (Fig.4). The results of the CGCD method
analysis indicate that the glow curve of quartz annealed at 650°C can best be described as a superposition of four glow
peaks, all of which have first order kinetics. Estimated parameters of four peaks are listed in Table 1.
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Figure 4. The TL spectrum of quartz deconvoluted into four first-order peaks. The quartz was heated to 650°C and irradiated with
a dose of 570 Gy

Table 1. Kinetic parameters of the four deconvoluted peaks

Peak ID Tm, K E, eV S, s
Peak 1 424 0.82 2,70E+9
Peak 2 476 0.91 1.73E+9
Peak 3 502 0.61 0.33E+6
Peal 4 597 1.41 3.69E+11
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Figure S. Changes in the TL intensity of intermediate peaks with time at room temperature. Quartz samples were irradiated at
different doses

Fading process, which are very important in radiation dosimetry and archaeological dating, of individual TL peaks
of this material were also investigated. Each of samples irradiated at 57, 114, 171, 285, 513 and 570 Gy were read after
5, 12 and 43 days. The dose responses of all the glow curves show a similar pattern, with peak temperatures remaining
in the same positions. Figure 5 shows the decay of the intermediate peak intensity at room temperature. The
experimental data were fitted using the exponential decay function, which allows the lifetime of the responsible center
to be estimated at room temperature. For all samples it was estimated to be 8+2 days, except for the sample irradiated at
570 Gy. For these samples the estimated lifetime was 19+2 days.

Quartz luminescence is typically explained phenomenologically, such as through thermoluminescence (TL), where
a trapped electron is thermally excited to the conduction band and recombines with a nearby hole in the valence band.
However, this explanation does not fully account for the large difference between the band gap energy and the emitted
photon energy, often attributed to increased lattice vibrational energy.

Itoh et al. [10] proposed a different, physically-based defect pair model. They explained both optically stimulated
luminescence (OSL) and two prominent TL bands (110 °C and 325 °C) through reactions involving defect species
created during ionizing irradiation. This model builds on the alkali halide model for luminescence. In quartz, various
defect species, especially the aluminum ion (AI’"), play crucial roles. A" replaces Si*' in the crystal structure, and
charge balance is maintained by interstitial protons or alkali ions like Li* and Na+.

When quartz undergoes B or y ionizing radiation, electron/hole pairs are generated, and interstitial charge-
balancing ions are released. For example, as AlIOsM* = AlO4 + M*, where M moves and is captured by defects,
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forming complexes such as XO4 + M+ = XO4/M*. According to [6], the positively charged [XO4s/M*] complex can
absorb an electron to form a neutral [X04/M*]0, suggested as the source of the 110 °C TL band. Further, the [X04/M*]0
complex may exist in different states, each responsible for different TL bands, such as those at 160 °C and 220 °C.

CONCLUSIONS

This research analyzed the luminescence behavior of quartz samples subjected to gamma irradiation within the
range of 57 to 570 Gy. The study revealed that the peak temperature maximum (Tm) of the thermoluminescence (TL)
peaks was consistently observed at 206+2°C, regardless of the irradiation dose. Additionally, the intermediate peak
intensity exhibited significant decay over time, with lifetimes estimated at 8+2 days for most doses, except for the 570
Gy dose, which showed a longer lifetime of 19+2 days.

The dose-response analysis indicated a linear relationship between the TL intensity of the glow peak at 206°C and
the irradiation doses up to 600 Gy. Comparisons with natural quartz samples demonstrated significant differences:
natural quartz showed no peaks up to 250°C and only a broad peak above 300°C. The sensitivity of intermediate
temperature range peaks in natural quartz was markedly lower than in annealed samples, suggesting distinct kinetic
behaviors.

Furthermore, computerized glow curve deconvolution (CGCD) revealed that the glow curve of annealed quartz
could be best described as a superposition of four first-order kinetic peaks. These findings underscore the stability and
reliability of the 206°C peak in TL studies and highlight the notable differences between natural and annealed quartz.
This provides valuable information for applications in radiation dosimetry and archaeological dating.
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TEPMOJIOMIHECIEHIIITHA TOBEITHKA TA KIHETHYHUI AHAJI3 KBAPITY ] TAMMA-OITPOMIHEHHSIM
AxmuH A6imos, Caxido Mamenos, Mycaim I'yp6anoB, Axman Axanos, AiideHi3 AxajgoBa
Incmumym padiayitinux npobaem Minicmepcmea Hayku i oceimu Azepbatioxcany

Ie mocnmimKeHHsT MOCHTIPKY€e XapaKTEPUCTHKH JIIOMIHECIICHITIT 3pa3KiB KBapily, OMPOMiHEHHUX Tamma-mxepenoM 60Co B jiama3oHi
103 Bix 57 mo 570 I'p. Tlepen onpominenHsM 3pa3ku BignamtoBanu npu 650°C npotsirom 1Box roauH. ClieKTpH TePMOITIOMiHECIEHIIT
(TL) BumiproBanu npu mBuaKocti HarpiBy 5°C/c, BUSBIIIIOUH JBa NepBUHHUX Miku npudmu3no mpu 200°C i 320°C. ITpomixHwuit mik
mokaszaB 1miede Omm3pko 150°C. Byno momideHo, mo mik mMakcumymy Temmeparypu (Tm) mpu 206+2°C 3anumaBcsi MOCTiHHEM
HE3aJIC)KHO BiJl JO3W ONPOMiHEHHSA. |[HTCHCHBHICTh MPOMIKHOTO MIKy 3HAYHO 3MEHIIyBajacs 3 4acOM, PUYOMY TPHBATICTh JKUTTS
omiHtoBanacs B 8+2 mHi g Outbmiocti 103 1 1942 nmi mns maiiBumoi no3u (570 I'p). JocmimkeHHS 3aleKHOCTI 103a-BiIOBiAb
MOKa3aJii JIiHIHHY 3ajexHicTh Mik iHTeHcuBHICTIO TL i mo3oro onpominenHs mo 600 I'p. [opiBHAHHS i3 3pa3kaMu MPUPOTHOTO
KBapIly IOKa3aJo 3HAa4YHi BIIMIHHOCTI y (hopMax KpHBHX CBITIHHSA Ta UyTJIHBOCTi. MeTOOW KOMII' IOTEPH30BAHOI IEKOHBOIONIT
kpuBoi cBitiHHg (CGCD) miaTBepamiyu, M0 KPUBY CBITiHHS BiJNIQJIEHOTO KBaplly MOXKHA ONMCATH SIK CYIEPIIO3HLII0 YOTHPHOX
KIHETHYHMX IIKiB Hepmoro nopsaky. Lli 3Haxigky aloTh BajyJIMBY iH(GOpMaLilo Mpo cTabiabHICTH 1 moBeniHky curHamiB TL y
KBaplii, sIKi MafOTh BUpIIIAIbHE 3HAUYCHHS [UIS 3aCTOCYBAaHHS B paJialiiiHiil J03UMeTpii Ta apXeoaoriYHOMY JaTyBaHHi.

KurouoBi ciioBa: xgapy, isomepmiunuii po3nao, uac 3eacauns, padiayitina oozumempis; GlowFit
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Clear air turbulence (CAT) is a significant type of atmospheric turbulence that poses risks to aviation. Unlike other forms of turbulence,
it occurs without substantial cloudiness, often under clear skies or with minimal cloud cover at the observation site. CAT can arise
under various meteorological conditions, such as high atmospheric pressure, sunny weather, or in the presence of mountain ranges.
Forecasting CAT is crucial for aviation safety, although its prediction is challenging due to its variability, sharp localization in the air
flow, and variability in size and duration. Indirect signs can help predict CAT zones; however, direct observation is difficult, making
it essential to develop forecasting methods and conduct research to ensure flight safety.

Keywords: Turbulence; Clear air; Aviation, Instability parameter; Bénard cells

PACS: 629.7.015:551.557.3

INTRODUCTION

Clear air turbulence (CAT) is a relatively recent innovation in the aviation industry with potential applications in
free atmosphere and wind tunnels [1]. Identifying the locations of CAT occurrence is crucial because it allows aircraft to
fly without the need for reconnaissance planes and provides data on the presence of turbulence and its potential impact
on aviation infrastructure [2]. Moreover, the phenomenon of CAT is used for modeling turbulence levels in wind tunnels
to understand the complexity of periodic turbulence [3]. This technology is utilized by airlines to obtain information about
turbulence and to facilitate the accessibility of innovations and customer choices [4]. Through this technology, airlines
can establish shared code-sharing agreements, allowing them to make reciprocal flights on certain routes. This reduces
operating costs, increases flight frequency, and even introduces new routes, which may enhance accessibility for
passengers. Such an approach can also foster innovation and customer choice by improving service and expanding routes.
Passengers gain more flight options and the convenience of moving around, which can increase their satisfaction and
loyalty to airlines. Additionally, payload sensors for measuring turbulent flows are being developed for flights on Hybrid
Quadrotor (HQ) drones [5]. However, these sensors failed to directly measure turbulence intensity near the nozzle and
the corresponding far field [6].

CAT technology opens many potential scenarios for the aviation industry, some of which are being explored under
the Horizon 2020 research and innovation program. It is known that various factors influence CAT occurrence, such as
thermal stratification, infrared radiative cooling, horizontal gradients, and large-scale vertical movements [7].
Additionally, temperature rise and changes in wind patterns are potential factors that can increase CAT parameters. To
assess such changes in CAT frequency and severity, studies were conducted in the pan-Arctic region, introducing the use
of four turbulence indices [8].

Thanks to rapid improvements in onboard instruments and atmospheric observation systems, in most cases, aircraft
can avoid regions of adverse weather associated with developed CAT. However, they still encounter unexpected turbulent
conditions in regions far from storms and clouds. This phenomenon poses a problem for understanding and predicting
CAT. While most CAT incidents lead to mild discomfort, some can be critical, resulting in serious injuries to passengers
and damage to the aircraft.

Researchers of CAT have attempted to explain the physical mechanisms and instabilities underlying dynamic
processes in the atmosphere. The main instabilities [9, 10] proposed include:

e The impact of the ratio of vertical inhomogeneity of temperature and air velocity, measured by the Richardson
number (instability parameter) [1];
Kelvin-Helmholtz (KH) instability in shear layers [2];
Bénard cells and related Langmuir circulations [11];
Rayleigh-Taylor instability [12, 13];
Waves generated by mountain flows [14], which occur when atmospheric flow crosses mountainous terrain. As
a result, gravity waves are formed, which can become unstable and turn into turbulence. Such waves are often
observed in mountainous regions and can impact flight safety;
e Inertial-gravity waves from clouds and other sources [15] can be generated from cloud structures and other
atmospheric irregularities. They propagate through the atmosphere and can cause turbulence under certain
conditions. These waves play a crucial role in the transport of energy and momentum in the atmosphere;
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e  Spontaneous imbalance theory [16] explains the occurrence of turbulence due to spontaneous imbalance in strong
anticyclones. In such conditions, instabilities may arise, leading to turbulence. This is important for
understanding turbulence in areas with strong anticyclones;

e  Horizontal vortex tubes [17] are specific turbulence structures that form in clear skies. They result from complex
dynamic processes in the atmosphere and can significantly affect aircraft flights. These structures are difficult to
predict and can appear suddenly.

The issue of CAT has been widely studied as aircraft flying at altitudes above 5 km have encountered it. Since it is
a phenomenon that occurs outside of convective activity, detecting and measuring it has been challenging. Observational
studies have shown that CAT is associated with mesoscale phenomena such as jet streams, troughs, ridges, and fronts.
Flow conditions such as high vertical speeds, wind shear, and low Richardson numbers have correlated with CAT regions.
On the theoretical front, in the 1960s and 70s, KH instability in stably stratified fluid was considered an explanation for
CAT formation. Hence, the Richardson number has been used as a CAT index. In subsequent decades, focus shifted to
operational forecasting methods, with a range of indices using combinations of the Richardson number, vertical wind
shear, horizontal convergence, deformation, etc. Recent years have seen a resurgence of interest in theoretical aspects,
with some proposed as sources of intense CAT. Among theories based on inertial-gravity waves, the connection with the
actual location where CAT is encountered often remains unclear. Among "local" theories (KH instability, frontogenesis,
and spontaneous imbalance), detecting the trigger or critical disturbance remains complex.

While various forecasting methods are employed, key questions remain. The presence of a large number of different
indices (about 10) in the GTG procedure indicates the lack of a satisfactory theory. The difficulties in confirming various
theories lie in the scarcity of PIREPs, which so far remain the only source of observation. In the future, satellite data may
offer global coverage, simplifying the verification of theories. As seen in previous sections, there is a wide range of
mechanisms proposed for CAT. Given the different ways of CAT formation, it is likely that a different mechanism
operates in each category. In our view, if we look at the two ends of the spectrum, possible mechanisms are: moderate
turbulence - inertial and gravity waves; and strong turbulence - horizontal vortex tubes. Rather than trying to find a
universal mechanism and prediction method for all forms of CAT, it may be beneficial to focus on the severe form, which
is potentially more harmful, although rarer. There is evidence that the formation and existence of horizontal vortex tubes
of appropriate scale may be the source of intense clear-air turbulence. Extensive research has been conducted on main
shear flows. It would be fruitful to explore the role of secondary structures in shear flows and their connections with
atmospheric flows. Studies of the way CAT is sustained/decayed may be a promising area of research. A more holistic
approach to the problem, including modeling weather systems, processes on land and sea, air traffic corridors, and urban
effects, could be another area of investigation.

Currently, there is no single and universal model that would best define CAT and be easily predicted.

Different theories, such as Kelvin-Helmholtz instability, thermal convection, interaction of air masses, acrodynamic
processes and others, choose different explanations for the occurrence of CAT in the atmosphere. Leather with these
models has its advantages and limitations.

Therefore, the optimal model of the occurrence of CAT is difficult to complicate, since it is still complex in nature
and the phenomenon depends on a large number of factors. Its understanding requires a comprehensive approach, taking
into account various theories and factors affecting atmospheric processes. Prediction of CAT requires further research
and consideration of various aspects of interaction in complex atmospheric conditions.

The existence of such a large number of mechanisms for the occurrence of CAT does not provide an answer to the
question: under what conditions can CAT occur?

The purpose of the work is a critical review of the proposed mechanisms for the occurrence of CAT and the
identification of the most likely for CAT prediction.

The article did not mention the specific technologies used to detect CAT. In fact, technologies such as LIDAR (Laser
Atmospheric Scanning System), radar systems, satellite surveillance and special sensors on aircraft are used for this purpose.
These instruments make it possible to detect turbulence even where it is not accompanied by clouds or other obvious signs.

In practice, mathematical models that take into account the difference in wind speed at different heights (in
particular, the analysis of the Richardson number), forecasting based on meteorological data and specialized programs
for analyzing weather conditions are used to detect CAT. These techniques help predict where turbulence may occur,
which is important for flight safety.

To make sure that we are talking about the turbulence of clean air, several indicators are used. The most important
of them is the Richardson number, which allows you to determine how likely turbulence is. Sudden changes in wind
speed, temperature differences at different altitudes and data from on-board instruments that record pressure changes and
other characteristics of air flows are also taken into account.

THE RICHARDSON NUMBER (INSTABILITY PARAMETER)
For analyzing the conditions of turbulence formation in a temperature-inhomogeneous atmosphere, a dimensionless
parameter called the Richardson number (R;) is often used [12]:

Ya—v)
R, =200, (1)
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where:

e g is the acceleration due to gravity,

e T is the mean temperature of the layer,

® Y, is the adiabatic lapse rate,

e v is the actual vertical temperature gradient,

e [3 is the vertical gradient of the mean wind speed.

In cases where R; < R;, for the layer under consideration, the conditions are favorable for the formation and
development of turbulence. The widespread use of the Richardson number is due to its theoretical basis in hydrodynamic
stability theory, making it a fundamental dimensionless criterion for clear air turbulence (CAT). To determine Richardson
numbers for meteorological support of aviation, layers of thickness 500 m or less should be used. Unfortunately, the lack
of such data from network stations makes it difficult to calculate this parameter accurately. According to studies by S.M.
Shmeter [19-21], errors in calculating Richardson numbers based on temperature-wind sounding data can reach up to
400 %.

Thus, the Richardson number can only be applied to forecast atmospheric turbulence if sufficient data on vertical
profiles of wind and temperature are available. Research by 1.G. Bdzhilko [22, 23] has shown that the presence of intense
turbulence in the atmosphere should not be noted in layers with small Richardson numbers but rather at those levels where
large changes in Ri values with altitude are observed. In addition to the Richardson number, several other empirical
functions (indices) are used to assess the potential development of turbulence in the upper troposphere, including the
indices of Reshetov [24], Matveev [25], and Buldovsky [26].

The existence of numerous criteria for the turbulent state of the atmosphere using the Richardson number suggests
that the problem of predicting atmospheric turbulence that causes aircraft turbulence is being studied by many researchers.
This problem has not yet been fully resolved. Both synoptic and physical-statistical methods are practically used for CAT
forecasting. Both approaches are characterized by the tendency to comprehensively consider a number of factors
associated with CAT development conditions [1].

The method of calculating the Richardson number is used to enhance the accuracy of numerical calculations by
interpolating results obtained at different levels of discretization.

Advantages:

1. Increased Accuracy: Allows for more precise results by combining data from various levels of discretization or
increasing the calculation step.

2. Efficiency: Can significantly reduce the volume of calculations, as it typically uses existing information from
different discretization levels instead of additional calculations.

3. Universality: Applicable to various types of numerical methods, improving their accuracy.

Disadvantages:

1. Sensitivity to Errors: Sensitive to errors in initial data, which can lead to incorrect or insufficiently accurate
extrapolation.

2. Increased Computational Complexity: In some cases, achieving additional accuracy may require more
computational operations or additional levels of discretization, increasing computational complexity.

3. Limitations in Accuracy: Significant accuracy improvements are not always achievable, especially if the initial
data are already of high accuracy or have limited or low precision.

The Richardson number calculation method is a powerful and useful tool for enhancing the accuracy of numerical
calculations, but it has its limitations that need to be considered during its application.

Therefore, the Richardson number is a parameter that determines the degree of instability or the conditions for the
transition from laminar to turbulent flow in fluid dynamics. This indicator is used to assess the flow regime of a fluid or
gas, considering characteristics such as speed and density. The value of the Richardson number indicates which transfer
forces (e.g., convection or diffusion) dominate the mass or heat transfer processes in the flow. A condition where the
Richardson number is close to a critical value can cause a transition from one flow regime to another, from laminar to
turbulent.

Research on the Richardson number is crucial for understanding and predicting turbulent processes in various
environments, including the atmosphere, oceans, and technical systems. Determining this parameter helps manage and
analyze flows in different media, enhancing technologies and strategies to improve the efficiency and control of these
processes.

KELVIN-HELMHOLTZ INSTABILITY IN SHEAR LAYERS

Most theoretical analyses conducted in the 1960s and 1970s suggested that clear air turbulence (CAT) results from
Kelvin-Helmholtz (KH) instability due to shear layers in the atmosphere. Kelvin-Helmholtz instability arises when there
is a velocity shear across the interface between two fluid layers. The formation of a two-dimensional vortex ring caused
by KH-type instability can be explained as shown in Figure 1. Low-speed (bottom) and high-speed (top) regions create a
shear layer, as shown in Figure 1 A—B. Then, the instability of the shear layer (KH instability) forms a ring-shaped vortex
through the transfer of shear into a pair of rotations, as seen in Figure 1C-D. In other words, this process involves
converting non-rotational vorticity or shear into rotational vorticity, or converting shear into Liutex. Afterward, the pair
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of rotations merges into a single vortex but still contains a pair of cores within the rotation, as shown in Figure 1E-H.
Therefore, vortex pairing is a prominent feature of KH instability. Note that although KH instability relates to inviscid
flow, it can still be used to describe "shear layer instability" for viscous flow as an approximation [3]. The formation,
growth, and decay of KH waves similar to those observed in laboratory shear flows near regions associated with
turbulence have been observed [2].

(A)= (B)= |
(E) (F) (G

Figure 1. Numerical simulation in 2-D of KH instability (starting from (A) to (H) respectively) [3]

(D)

) (H)

KH instability is a linear instability of the interface between two flows. For two fluid flows with different densities
(01, p2) and velocities (Uy, U,) separated by a horizontal interface under the assumptions of inviscid conditions and no
surface tension at the interface, the speed of wave-like disturbances is given by:

@

— P1U1tp2U; _ p1p2(U1-U2)*2  pa—p1 g
(p1+p2) (p1tp2)? (p1+p2) K’

where:

e g is the acceleration due to gravity,

e [k is the wave number [4].

If there is no velocity difference, the configuration is unstable for p, > p,, meaning that the heavier fluid is on
top [4]. This situation corresponds to Rayleigh-Taylor instability [9]. If there is a velocity difference, the flow becomes
unstable for large wave numbers:

pi-p3
>————g. 3
p1p2(U1-U2)? g 3)
Other effects, such as surface tension, viscosity, and rotation, have been studied [5-8]. Viscosity and rotation have
a stabilizing effect and impose a limiting wave number, but higher wave numbers remain unstable. Surface tension
suppresses instability if:

2
WUy = Up)? < 22222 [Tg(p = py). 4)
1P2

Surface tension is significant for high curvature or high wave numbers and is relevant for the air-sea interface but
not for atmospheric fronts [8]. The latest data on the effect of surface tension on KH instability can be found in [12]. If
there is continuous stratification and velocity changes as a function, the Howard-Miles criterion for instability is given
as:

1
R; < T ®)

based on the Richardson number (R; =N?/(U’)? where N> =—(g9/p)dp/dz, N — Brent—
Weissal frequency and U’ = dU/dz) [13]. This criterion was initially used as a CAT predictor. However, large regions
with low RiRiRi values can exist without triggering CAT, and it is now considered only a necessary condition for
CAT [13].

It is essential to note that the Howard-Miles criterion (5) coincides with the criterion for the onset of KH instability
in equal-density environments, which can be represented by the stability parameter w? > 2 [12]:

w2 =R, < %, (5a)

Hence, the KH instability criterion serves as a supplementary criterion to the Richardson number and addresses all
shortcomings mentioned in Section 2 of this study.

The KH instability calculation method for shear layers is used to analyze instability phenomena in hydrodynamics,
particularly during the interaction of two media with different densities and velocities.
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Advantages:

1. Explanation of Turbulence Formation: It allows a better understanding of the conditions and mechanisms for the
emergence of turbulent flows during the interaction of different media.

2. Risk Prediction: Helps predict instability and the risks of vortex formation or inhomogeneities in moving media.

3. Practical Applications: Has significant importance in studying hydrodynamic phenomena in nature and
engineering systems, such as oceanography, aecrodynamics, and hydroelectric power.

Disadvantages:

1. Complexity of Calculations: Calculations can be complex and require significant computational power, especially
when analyzing complex systems or large scales.

2. Model Limitations: Only considers certain aspects of instability, which may limit accuracy in predicting turbulent
phenomena under specific conditions.

3. Non-homogeneous Conditions: In real-world conditions, KH instability can be influenced by various factors
altering its characteristics, complicating precise prediction.

The KH instability calculation method is valuable for understanding turbulent processes, but it requires cautious
application and consideration of its limitations when analyzing complex hydrodynamic systems.

Thus, KH instability is a significant phenomenon in hydrodynamics and aerodynamics because it influences
turbulence development and flow pattern formation in fluid or gaseous environments. This process occurs when two
media with different densities or velocities meet, leading to the formation of shear layers. Research into KH instability is
crucial for understanding mixing processes, mass, and energy transfer, and for developing turbulence management
strategies in natural and technical systems. This opens up opportunities for improving prediction and control of such
processes in various fields where KH instability significantly impacts.

The alignment of KH instability and Howard-Miles criteria based on the Richardson number makes KH instability
in shear layers the most likely candidate for describing the emergence of CAT.

BENARD CELLS

A separate series of experimental studies was dedicated to the formation of ordered convective cells in a two-layer
medium, with both layers initially at rest. The lower layer consisted of Bénard cells made from an oil-aluminum
suspension. The upper layer was composed of air above the surface of the suspension, confined by a thin transparent glass
plate. The results of experimental and theoretical investigations are provided in [12].

Experimental studies have shown that in a two-layer medium at rest in the horizontal plane (with the lower layer
being oil and the upper layer being air) heated from below, convective cells form in each layer. The cells in the liquid and
air layers, which are in contact with each other, are arranged in pairs, one above the other, and have approximately the
same geometric dimensions. Convective motion occurs in opposite directions inside and on the periphery of the cells: in
the air layer, the air moves upward inside the cell, and in the oil, it moves downward. The coincidence of the sizes of
Bénard cells in oil and air indicates their similarity, so it can be assumed, as noted in [27], that the Rayleigh and Prandtl
numbers for these media are the same.

The theoretical study was conducted using cylindrical geometry, unlike the classical Rayleigh theory, which uses a
Cartesian coordinate system. Cylindrical geometry is more natural because the thermal columns arising at the lower
boundary of the layer have a cylindrical geometry. This approach made it possible to describe internal convective flows,
formulate the energetic principle of forming cells of a specific diameter, and confirm these findings experimentally.

In concluding this section, it should be noted that observational data on solar granulation evidently suggest that the
system of equations used in cylindrical geometry correctly describes the convective mass transfer of solar material when
neglecting the Sun's rotation and magnetic field generation.

From the obtained results regarding the emergence of Bénard cells, it follows that vertical air movement occurs in
the studied air layer: upwards in the center of the cells and downwards at their periphery. For an external observer moving
horizontally through an ordered structure of such cells, there is a periodic action of lifting and lowering forces. Such
almost periodic action of forces depends on the direction of movement in the horizontal plane and can be observed as a
consequence of the emergence of CAT.

Thus, this section presents data on the experimental and theoretical foundations of studying Bénard cells in air that
contacts Bénard cells made from oil below. It has been shown that Bénard cells in the air can create mutually opposing
air movements that may be perceived by a horizontally moving object as manifestations of CAT.

The method of Bénard cells calculation [12] can be used to analyze and predict the characteristics of fluid or gas
flows, particularly their instabilities and the formation of periodic structures.

Advantages:

1. Understanding Flows: Allows better understanding of the structure and movement within a fluid or gas, which is
useful in hydrodynamics and aerodynamics.

2. Nature Studies: Helps analyze and understand natural phenomena, such as currents in rivers, oceans, atmospheric
processes, and the movement of solar material on the Sun.

3. Practical Applications: Used to improve technologies and engineering solutions, particularly in transportation,
energy, and aerospace industries.
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Disadvantages:

1. Complexity of Calculations: Calculations involving Bénard cells can be quite complex due to the need to consider
many factors and parameters.

2. Model Limitations: The method is linear and may be limited in predicting the behavior of fluid or gas under
complex conditions or in systems with numerous influencing factors.

3. Need for Accurate Data: Calculation results may be sensitive to initial conditions and input data, requiring high
measurement accuracy.

The Bénard cell method is a valuable tool for flow analysis, but its application requires caution and consideration of
its limitations when studying complex hydrodynamic and aerodynamic systems.

Thus, Bénard cells represent a unique and complex pattern of movement arising in fluid or gas flows under the
influence of instability factors, such as gravity, incompressibility, viscosity, and surface tension. These cells form regular
geometric structures similar to hexagonal or honeycomb patterns, which are observed in various natural conditions, such
as in atmospheric phenomena or convective mass transfer on the Sun.

Research on Bénard cells helps understand and study complex physical processes occurring in fluid or gaseous
environments. This is important for developing new forecasting technologies for natural phenomena and creating effective
engineering solutions, especially in areas related to fluid motion, transport, acrodynamics, and geophysics.

RAYLEIGH-TAYLOR INSTABILITY

Rayleigh-Taylor instability occurs at the interface between two fluids of different densities when the denser fluid is
positioned above the less dense one in a gravitational field. This leads to the development of disturbances at the interface,
which gradually increase and result in the mixing of the fluids. A monograph [12] is dedicated to a comprehensive study
of instability in stratified viscous media. One of the key aspects of this work is the analysis of Rayleigh-Taylor instability,
which plays a significant role in various fields of science and engineering.

The main characteristics of this phenomenon include:

1. Primary disturbances at the fluid interface gradually grow if the denser fluid is on top, leading to the development
of complex structures and mixing of the fluids.

2. The influence of viscosity and surface tension significantly impacts the development of instability. High surface
tension can suppress the growth of disturbances, while high viscosity slows down the instability process [12].

Advantages:

1. Simplicity of the Model: The Rayleigh-Taylor instability model is based on relatively simple mathematical
equations, making it easy to analyze and predict the primary aspects of the process.

2. Widespread Application: The method is used in many fields, including astrophysics, geophysics, and industrial
processes, making it a versatile tool for research and practical applications.

Disadvantages:

1. Idealized Theoretical Model: The theoretical model of Rayleigh-Taylor instability is idealized and does not
consider many real-world factors, such as turbulence, medium heterogeneity, and external influences, which can
significantly affect the results.

2. Dependence on Initial Conditions: The method's outcomes are highly dependent on initial conditions and
disturbances, which can complicate its application in real-world scenarios and require additional adjustments.

Thus, the studies presented in the monograph highlight the importance of the Rayleigh-Taylor method for
understanding hydrodynamic instability. The authors emphasize that although the method is an effective tool for
theoretical research, its application requires caution and consideration of all limitations and specific conditions. Further
research is aimed at improving models and expanding their applications, particularly by including additional factors for
a more accurate assessment of instability processes in real-world conditions.

DISCUSSION AND COMPARISON

Clear air turbulence (CAT) is a complex physical phenomenon that occurs in the atmosphere under clear skies or
with minimal cloudiness. To understand this phenomenon, we will consider the main mechanisms that cause turbulence
formation under such conditions:

1. Solar Radiation: Solar radiation heats the Earth's surface, which, in turn, heats the air. Hot air rises, while cooler
air descends. This process creates vertical air currents, which can be a source of turbulence.

2. Mountain Ridges: When air passes over mountain ridges, changes in altitude occur. This can lead to the
formation of wave-like structures that cause turbulence.

3. Thermal Instability: Differences in air temperature and humidity can create instability and promote turbulence
development.

4. Horizontal Wind Speed Gradients: Variations in wind speed at different altitudes can lead to the development of
horizontal turbulence.

Compared to other types of atmospheric turbulence, clear air turbulence has a less pronounced nature and can be
challenging to predict. Research into this phenomenon is essential for the safety of air transportation and the development
of effective forecasting methods.
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Several primary instability mechanisms have been identified as playing a crucial role in CAT development:

e Richardson Number (Instability Parameter): A dimensionless parameter that determines the conditions for
transition from laminar to turbulent flow in fluid dynamics. A critical value of the Richardson number indicates potential
turbulence.

¢ Kelvin-Helmholtz Instability: Occurs in shear layers when there is a velocity difference between two fluid layers,
leading to the formation of vortices and turbulence.

e Bénard Cells: Convective cells that form due to temperature differences and can create periodic structures
affecting airflow stability.

e Rayleigh-Taylor Instability: Develops at the interface of two fluids with different densities, resulting in the
denser fluid descending into the less dense one, which can lead to mixing and turbulence.

By comparing these mechanisms, it becomes clear that each plays a role under specific conditions, contributing to
the overall complexity of CAT. Understanding and modeling these mechanisms can help improve CAT prediction and
enhance aviation safety.

CONCLUSIONS AND SUMMARY

The results of the study confirmed the importance of understanding and accounting for various instability
mechanisms for predicting clear air turbulence (CAT). From our perspective, the most likely mechanisms for CAT
formation include:

e The Richardson Number: Used as a primary instability parameter to determine conditions under which
turbulence is likely to occur.

e The Stability Parameter for Kelvin-Helmholtz Instability: This parameter helps predict turbulence resulting from
velocity differences in shear layers.

e Conditions for the Stability of Bénard Cells: These cells create ordered convective patterns that can influence
turbulence.

e Conditions for Rayleigh-Taylor Instability: This occurs when a denser fluid lies atop a less dense one, leading
to instability and potential turbulence.

Recent studies show a correlation between the Richardson number and the inverse value of the stability parameter
for Kelvin-Helmholtz instability. Therefore, the combined use of these criteria is both reasonable and promising. Utilizing
the aforementioned mechanisms for CAT formation helps reduce risks for passengers and aircraft while enhancing overall
comfort and efficiency of air travel.

To improve CAT forecasting, further research is needed, especially in the integration of different approaches and
the development of more accurate predictive models. Comprehensive data collection from satellite observations, in-flight
sensors, and other technological advancements can aid in verifying existing theories and refining CAT prediction
methods. Addressing the complex interactions between various instability mechanisms and their impact on atmospheric
turbulence is essential for ensuring the safety of aviation and advancing our understanding of atmospheric dynamics.
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TypOynentricts unctoro nositps (CAT) — ne 3Haunuii Tin atMochepHoi TypOyJISHTHOCTI, KUl CTAaHOBUTH PH3MK [uis aBiawii. Ha
BiIMiHY BiJ iHIIKX (OpPM TYpOYJIEHTHOCTi, BOHa BHHHMKA€E 0e3 3HAYHOI XMApHOCTI, 4acTO NpH SICHOMY Hebi abo 3 MiHIMaJIFHOIO
XMapHicTIO B Micti cioctepekeHHs. CAT Moke BUHHKATH 3a Pi3HUX METEOPOJIOTIYHIX YMOB, TAKUX SIK BUCOKHI aTMOC(EpHUHA THCK,
COHSYHA IIOT0/1a 200 NPH HasIBHOCTI ripcbkux XpeOTiB. [IpornosyBanns CAT mae BupimmansHe 3HAUCHHS JUTA aBialiiiHoi Oe3nexu, xoua
HOTO MPOTHO3YBAHHS € CKIATHUM depe3 HOoro MiHIMBICTb, Pi3Ky JIOKaJi3aliio B MOTOLII ITOBITpPS Ta MiHJINUBICTh PO3MIpy Ta TPUBAJIOCTI.
Henpsmi o3naku MoxyTh nonomort nependauntu 3o CAT; oxHak Oe3rmocepeiHe CIOCTEPEKEHHS € CKIIQAHIM, TOMY HEO0OXiIHO
PO3pOOIISATH METOIU IIPOTHO3YBAHHS Ta IPOBOJMTH JOCHIIKSHHS 1715 3a0e311e4eHHs Oe3IIeKH MOIbOTIB.

KurouoBi ciioBa: mypoynenmuicms, uucme nosimps, asiayis, napamemp necmaobinbhocmi; komipku benapa
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An interferometric method for determining the location of a laser beam waist has been developed, which implements the dependence
of the wavefront curvature on its distance to the waist. The initial laser beam, the waist location of which must be determined, is split
by a shear interferometer into reference and information beams, which form a spatially non-localized interference field in reflected
light. The period of the interference fringes observed in any cross-section of the interference field carries information about the location
of the waist of the initial laser beam relative to this section. The distance from the waist to the plane of recording the period of the
interference fringes is calculated using the formulas of Gaussian optics. The fundamental difference of this method from currently
known ones allows for increasing the accuracy of the obtained result while simultaneously reducing the laboriousness of the
measurement process.

Keywords: Laser; Gaussian beam; Waist location; Wavefront curvature,; Shear interferometer; Two-beam interference; Period of the
interference fringes

PACS: 42.55.1Lt; 42.60.Da; 42.25.Bs; 47.32.C—

INTRODUCTION

Determination of the spatial parameters of a laser beam is of fundamental importance in such practical applications
as laser material processing [1], including laser welding [2] and cutting [3] in the acrospace and automotive industries,
laser powder metallurgy [4], laser therapy in medicine [5], optical metrology [6], development of refractive [7],
diffractive [8] and reflective [9] optics, spatial light modulators [10], acousto-optic deflectors [11], optical phased
arrays [12] and other optical components [13], matching of eigenmodes of optical devices [14], efficient input of laser
radiation into fiber systems [15], precision laser tracing [16], and others.

Currently, the Gaussian model of a laser beam is widely used to describe the process of radiation propagation, both
in various optical systems and in free space. Although this model does not satisfy Maxwell's equations, it provides
acceptable accuracy of engineering calculations for most typical optical systems and satisfactory agreement with
experimental results. The simplest Gaussian model describes the spatial characteristics of a stigmatic laser beam with
cylindrical symmetry. The location of the laser beam waist plays a fundamental role in the Gaussian model, since it
establishes the origin of the coordinate system, which must be determined with the highest possible accuracy. From a
fundamental point of view, the algorithm for determining the waist location is completely clear. First, taking into account
the length of the laser resonator and the radii of curvature of its mirrors, it is necessary to calculate the spatial parameters
of the radiation beam, including the location of the waist inside the resonator, following the classic article by Kogelnik
and Lee [17]. Then we sequentially calculate the change in the location of the beam waist after passing through each
element of the optical system, using the thin lens formula and taking into account the thickness and refractive index of
both focusing and non-focusing optical elements. This theoretically clear approach is practically of little use, since it
involves extensive calculations and, for a number of reasons, does not provide high accuracy of the calculation results.
Therefore, laser specialists prefer to find the location of the waist experimentally.

To this time, a number of experimental methods have been developed for determining the location of the
waist [18-36] for laser radiation sources with different spatial, temporal, power and spectral characteristics. The very
existence of a large number of methods confirms that all of them are unsatisfactory due to either insufficient versatility
or due to the relatively low accuracy of the measurement result.

The currently valid international standard ISO 11146-1/2/3:2021 [37 — 39] recommends determining the location of
the waist by measuring the beam widths in at least 10 different sections located along the optical axis on both sides of the
waist, with the measurement of the radiation density distribution in each section repeated at least five times. The obtained
results are approximated by a hyperbolic dependence, and the vertex of the hyperbola indicates the location of the waist.
However, such a method can rarely be implemented, as in practice the waist is usually inaccessible for direct
measurements or does not physically exist. In this case, the standard recommends forming an artificial waist with an
aberration-free focusing element, carrying out the above measurement procedure and calculating the location of the
artificial waist. Then, based on the parameters of the focusing element and the distances from its main planes to the
artificial and original waists, it is necessary to calculate the location of the original waist according to [17]. The ISO 11146
standard requires the use of a CCD camera to measure beam widths, which are determined by calculating the first and
second moments of the radiation power density distribution using the formulas given in the standard. If a CCD camera is
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unavailable or cannot be used for any reason, the standard provides for the following alternative methods for measuring
beam widths: the variable aperture method, the Foucault knife-edge method, the moving slit method, which are used when
the radiation beam width is large, its power is high, or when CCD cameras with a suitable spectral range are not available.

Thus, all known methods for determining the location of the waist, except diffraction methods [23, 24] and specific
ionization methods [21, 32], which require direct access to the waist, implement the relationship between the width of the
laser beam in any section and the distance from this section to the beam waist. The main disadvantages of the known
methods are as follows:

—reduced accuracy of measurement of radiation beams with low divergence, which are of greatest practical interest.
As is known, such beams have a large width, which changes little from section to section. In this case, even a small error
in measuring the beam width, as shown in [40], leads to a large error in the measurement result. In addition, wide-aperture
focusing elements have increased aberrations, which further worsens the accuracy of the result;

— a certain labor intensity, since in order to increase the accuracy of the measurement result, it is necessary to
repeatedly measure the beam width in the maximum possible number of its sections at the maximum possible distance
between the sections.

The purpose of this work is to increase the accuracy of determining the waist location of a laser beam while
simultaneously reducing the laboriousness of the measurement process.

THEORETICAL RELATIONS

Based on the relationship between the curvature R(z) of the wavefront at any point of the optical axis of the laser
beam and the distance from this point to the beam waist, an interferometric method is proposed for determining the
location of the laser beam waist [41], which does not require direct access to the waist. According to this method, the
original laser beam, the location of the waist of which must be determined, is split into information and reference coherent
beams that form a non-localized two-beam interference pattern in the space. This pattern is similar to the spatial
interference pattern from two coherent point sources, i. e. it is a family of nested two-sheet hyperboloids of revolution
with foci at the location of the imaginary waists of the laser beams. As is known, the intensity of the two-beam interference
field at any point in space depends only on the wavelength of the radiation, the distance between the two sources, and the
distance from the observation point to the origin. Knowing the wavelength of the radiation, the distance between two,
imaginary in our case, waists and the period of the interference pattern in any registration plane, we can calculate the
distance from the period registration point to the origin of coordinates, and therefore determine the location of the waists.
Thus, the problem of determining the location of the original waist, which is inaccessible or does not physically exist, is

reduced to determining the parameters of the interference pattern from the pair of imaginary waists we have created.
Analysis of the known methods of forming two interfering beams from one original beam shows that in our case,
only a system of two parallel planes is applicable, which forms two imaginary waists, the distance between which is
determined only by the parameters of the formation system itself. Any other known system (Fresnel biprism, Biye bilens,
Fresnel and Lloyd mirrors, etc.) forms sources, the distance between which also depends on the unknown distance
between the plane of the waist of the original laser beam and the formation system. The technical implementation of the
system of two parallel planes can be a transparent plane-parallel plate or a Michelson interferometer tuned to zero order.
In the case of using a plane-parallel plate, the distance 2C between the imaginary waists of the interfering beams is equal

to (Figure 1):
2 = 2d coso ) 1
(n* —sin® @)2

where d is the plate thickness; 7 is the refractive index of the plate material; a is the angle of incidence of the laser beam
on the plate.

Figure 1. Ray path in a plane-parallel plate.

It follows from formula (1) that the distance between the imaginary waists of the interfering radiation beams, i.e. the
position of the foci of the family of two-sheeted hyperboloids, depends on the angle of incidence of the laser beam on the
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plane-parallel plate, and, therefore, the interference pattern of two Gaussian beams formed by a system of two parallel
planes is not a complete analogue of the classical interference pattern from two real point sources. It follows from Figure 2
that a complete analogy of interference patterns should be observed only in the far field of the laser beam.
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Figure 2. Dependence of the wave front curvature on the distance to the radiation center
a) Gaussian beam (A = 0.6328 pm, wo = 1.0 mm), b) point source.

When observing the interference pattern in an arbitrary recording plane, the interference fringes can be calculated
as the lines of intersection of this plane with the family of hyperboloids. The shape, width and direction of the fringes
depend only on the selected orientation of the recording plane.

Let us consider the cases of observing an interference pattern that occur in practice. The origin of coordinates is
placed in the middle between the imaginary waists, the abscissa axis is drawn through the centers of both waists (Figure 3).
In all cases, the observation plane is at a distance of / >> 2C from the origin of coordinates. The following cases of the
location of the photorecorder's light-sensitive area are fundamentally possible:

1) the ordinate axis passes through the center of the photorecorder's light-sensitive area normally to it.
An interference pattern is observed in the form of a series of practically equidistant fringes, which can be considered
straight with high accuracy;

2) the photorecorder's area is located at an angle to both coordinate axes - this is the case most often realized in
practice when measuring the spatial parameters of a laser beam. The interference pattern is a family of curved
nonequidistant fringes;

3) the abscissa axis passes through the center of the photorecorder's light-sensitive area normally to it. The
interference pattern has the form of a family of concentric rings.

y

2C d

Figure 3. Scheme of formation of interfering beams

These three cases exhaust the entire set of observed interference patterns. When forming an interference pattern
using a plane-parallel plate, all three positions of the recording plane can be obtained by changing the angle of incidence
of the radiation beam on the plate. When forming an interference pattern using a Michelson interferometer adjusted to the
zero order, the third case of observation is realized.

The period /4 of the interference fringes depends on the distance / between the recording plane and the origin. Solving
together the equation for the optical path difference between the interfering beams and the equation for the recording
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plane, we obtain, taking into account (1), a calculation formula for determining the distance from the recording plane to
the origin of coordinates by the period of the interference fringes

_(hdsin 20cos® o [cos(a + @) +tgasin (o + (p)]2
= 1 ,
A(n? —sin’ a)?

/

where 4 is the radiation wavelength; ¢ is the angle of incidence of the radiation beam on the recording plane. If the
recording plane is placed perpendicular to the interfering beams, which is almost always possible, then ¢ = 0 and the
calculation formula is simplified

hdsin2a

jofdsinze 3)

(n2 —sin? oc)5

When using a Michelson interferometer, it is more convenient to measure the diameters of concentric rings instead
of the fringe period. In this case, the calculation formula takes the following form

1
,_| 4Dr, =Dy |2
An ’

where d is the thickness of the equivalent air plate of the Michelson interferometer; D, and D, are the diameters of any
two adjacent interference rings.

Thus, by setting the angle of incidence of the laser beam on a plane-parallel plate and measuring the period of the
interference fringes in the recording plane, we determine the distance from the recording plane to the origin using the
above formula.

We will estimate the measurement error of the waist location by differentiating formula (3):

1
2 2 2
o Kﬁ) +(5—dj + 00’ +(ﬁj +§n2}2 :
/ h d A

Typical values of the error components are as follows: da/h = 1073; dd/d = 10%; da = 104, SA/4 = 10, 6n = 104,
which allows us to estimate 5/ = 1073.

It is worth noting the feature of the above-described interference measurement method, which distinguishes it from
the known methods of measuring the spatial parameters of a laser beam and allows us to consider it promising for
measuring the location of the waist of beams with small (on the order of fractions of an angular second) divergence angles.
For example, in known methods, a small difference in beam widths, which is measured with a large error even for large
beam divergence angles, tends to zero as the divergence angle decreases, which leads to a complete loss of the information
contained in it. In the described interferometric method, the value of the informative parameter — the period of the
interference pattern — increases with decreasing beam divergence angle, which allows us to advance in measuring the
waist location for beams with small divergence angles beyond known methods by changing the parameters or design of
the interference pattern formation system.

VALIDATION OF THE INTERFEROMETRIC METHOD

The following equipment was used to confirm the operability and accuracy of the interferometric method: He-Ne
laser LG-56 with a plane-sphere resonator and a radiation wavelength of 0.632816 um, a plane-parallel plate from the
OSK-2 optical bench kit, 20.75 mm thick, made of K8 optical glass with a relative refractive index of n = 1.514627 for a
laser wavelength, a collimator from the OSK-2 bench with a focal length of 1600 mm, a goniometer GS-5, two 1%-category
geodetic rods with a nominal length of 1 meter, an indicator bore gauge NI-50 18—50, a microdensitometer MF-2; screens,
adjustment tables, sheet film.

The tests were carried out as follows. The waist of the original laser beam of the LG-56 coincides with the surface
of its output flat mirror. The location of the waist of the original laser beam was measured by the section method and the
above-described interferometric method. Then the divergence of the beam was reduced using a collimator and the changed
location of the beam waist was again measured by both methods. Consistent application of this procedure allowed us to
obtain and measure a series of beam waist position values in the divergence angle range from ~ 10' to ~ 3".

The laser beam width was measured using the section method using screens with sheet photographic film,
successively installed at different distances from the waist with a step of 5 m. The maximum distance from the output flat
mirror of the laser was 75 m. The distance from the output mirror of the laser was set by successively moving two geodetic
rods with a nominal length of 1 m. A screen with photographic film was placed at the measured distance. After processing
the film, the diameter of the radiation spot obtained on it at the half-intensity level was measured using an MF-2
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microdensitometer. The waist position was determined according to ISO 11146-1 by approximating the measurement
results with a hyperbolic function.

The waist position was measured using the interference method using a standard plane-parallel plate from the OSK-2
optical bench with a thickness of 20.75 mm. The plate was mounted on the goniometer's rotary table so that the front
reflecting surface of the plate coincided with the axis of rotation of the table. The angle of incidence of the laser beam on
the plate varied within the range 0° + 45°. The initial distance from the laser output mirror to the front surface of the
plane-parallel plate was 75 m and was set, as in the previous case, by the method of repositioning the geodetic rods.
A screen with a sheet of photographic film was placed at a distance of 1 m in the radiation beam reflected from the plate
to record the interference pattern. A typical appearance of the obtained interference patterns is shown in Figure 4.
Processing and photometry of the films were carried out in the same way as in the previous case. The location of the waist
relative to the plane of recording the interference pattern was determined by calculation using the above formula (3).

-

| h!i[w

a b

Figure 4. Interference patterns for beams with different divergence 6
a) 0 =8'15"; b) 0 = 1'48" (reduced by 3 times)

DISCUSSION OF RESULTS

As a result of testing the measuring devices described above, the following was established:

— for the initial beam of radiation from the LG-56 laser with a divergence angle of ~ 10', both methods give results
that coincide with each other with an accuracy of about 2 %;

— as the divergence angle decreases, i. €. when the location of the waist changes, the accuracy of the coincidence
of the results decreases;

— the section method recommended by ISO 11146-1 is advisable to use to determine the location of the beam waist
with a divergence angle exceeding 30", while the measurement error is about 10 %. The reason for limiting the
measurement range is an increase in the measurement error in determining the location of the waist;

— the interference method is advisable to use to determine the location of beam waists with divergence angles
exceeding 5', while the measurement error is no more than 5 %. The reason for limiting the measurement range is a
decrease in the number of interference fringes observed in the radiation beam reflected from the plate to two. It is assumed
that the measurement range can be expanded by changing the dimensions of the plane-parallel plate.

CONCLUSIONS

An interferometric method for determining the location of a laser beam waist has been developed, implementing the
known relationship between the curvature of the wavefront in any cross-section of the radiation beam and the distance
from this section to the beam waist. The tests conducted confirmed the operability of the interferometric method for
determining the location of the laser beam waist, and the results obtained allow us to recommend this method as the most
accurate of those currently known.

The laboratory testing process was carried out using fairly complex and bulky universal optical devices and precision
measuring instruments. The development of a specialized device controlled by a microcontroller will significantly reduce
the time of a single measurement by simplifying the operations of optical adjustments, setting the measurement angle, the
process of scanning the interference pattern and processing the obtained data.

It should also be noted that, due to the significantly greater complexity of operation, the Michelson interferometer
is advisable to use for unique measurements in cases where the use of wide-aperture plane-parallel plates of large thickness
and weight is limited by the technological capabilities of their manufacture. The use of the Michelson interferometer is
designed for future needs, while the existing level of needs can be fully satisfied by using those plane-parallel plates, the
industrial production of which has been mastered at present.

ORCID
Vyacheslav A. Maslov, https://orcid.org/0000-0001-7743-7006; ©@Konstantin I. Muntean, https://orcid.org/0000-0001-6479-3511



391

Interferometric Locating the Waist of a Laser Beam EEJP. 4 (2024)

(8]
(9]

[10]
(1]

[23]

[30]
(31]

REFERENCES
Mohl, S. Kaldun, C. Kunz, F. A. Muller, U. Fuchs, and S. Graf, “Tailored focal beam shaping and its application in laser material
processing”, J. Laser Appl. 31, 042019 (2019). https://doi.org/10.2351/1.5123051
Y. Mi, S. Mahade, F. Sikstrom, I. Choquet, S. Joshi, and A. Ancona, “Conduction mode laser welding with beam shaping using
a deformable mirror”, Opt. Laser Technol. 148, 107718 (2022). https://doi.org/10.1016/j.optlastec.2021.107718
N. Levichev, P. Herwig, A. Wetzig, and J.R. Duflou, “Towards robust dynamic beam shaping for laser cutting applications”,
Proc. CIRP, 111, 746 (2022). https://doi.org/10.1016/j.procir.2022.08.116
A.R. Bakhtari, H.K. Sezer, O.E. Canyurt, O. Eren, M. Shah, and S. Marimuthu, “A review on laser beam shaping application in
laser-powder bed fusion”, Adv. Eng. Mater. 26, 2302013 (2024). https://doi.org/10.1002/adem.202302013
0. Savchenko, in: Laser technologies in orthodontic practice — Achievements and prospects, Conference proceedings of the
International  scientific  and  practical ~ conference  (Seoul, Republic of Korea, 2019), pp. 109-114,
https://doi.org/10.36074/22.12.2019.v1.35
K.J. Gasvik, Optical Metrology, 3rd ed., (John Wiley & Sons, Ltd, 2002).
H. Le, P. Penchev, A. Henrottin, D. Bruneel, V. Nasrollahi, J.A. Ramos-de-Campos, and S. Dimov, “Effects of top-hat laser beam
processing and  scanning  strategies in  laser  micro-structuring”, = Micromachines, 11, 221  (2020).
https://doi.org/10.3390/mi11020221
A. Forbes, F. Dickey, M. DeGama, and A. du Plessis, “Wavelength tunable laser beam shaping”, Opt. Lett. 37, 49 (2012).
https://doi.org/10.1364/0L.37.000049
M.A. Moiseev, E.V. Byzov, S.V. Kravchenko, and L. L. Doskolovich, “Design of LED refractive optics with predetermined
balance of ray deflection angles between inner and outer surfaces”, Optics Express, 23, A1140 (2015),
https://doi.org/10.1364/OE.23.0A 1140
C. Rosales-Guzman, and A Forbes, “How to shape light with spatial light modulators,” SPIE, 30, 57 (2017).
T. Hafnerl, J. StrauB, C. Roider, J. Heberle, and M. Schmidt, “Tailored laser beam shaping for efficient and accurate
microstructuring”, Applied Physics A, 124, 111 (2018). https://doi.org/10.1007/s00339-017-1530-0
C. Halbhuber, “Heat conduction joining with the multispot focusing lens: Joining plastics and metal”, PhotonicsViews, 19, 60
(2022). https://doi.org/10.1002/phvs.202200044
A.G. Nalimov, V.V. Kotlyar, S.S. Stafeev, and E.S. Kozlova, “Metalens for detection of a topological charge”, Optical Memory
and Neural Networks, 32, S187 (2023). https://doi.org/10.3103/S1060992X23050144
LV. Petrusenko, and Yu.K. Sirenko, “Generalized mode-matching technique in the theory of guided wave diffraction. Part 3:
wave scattering by resonant discontinuities”, Telecommunications and Radio Engineering, 72, 555 (2013).
https://doi.org/10.1615/TelecomRadEng.v72.17.10
A.E. Mandel, and A.S. Perin, Study of the efficiency of radiation input and losses at the joints of optical fiber, (TUSUR, Tomsk,
2018). https://studfile.net/preview/16874330 (in Russian)
0.B. Kovalev, 1.O. Kovaleva, and V.V. Belyaev, “Ray tracing method for simulation of laser beam interaction with random
packings of powders”, AIP Conf. Proc., 1939, 020028 (2018).https://doi.org/10.1063/1.5027340
H. Kogelnik, and T. Li, “Laser beams and resonators”, Appl. Opt. 5, 1550 (1966). https://doi.org/10.1364/A0.5.001550
J.A. Arnaud, “Gaussian laser beam-waist radius measuring apparatus”, Patent United States No. 13,612,885 (10 Dec. 1969).
J.A. Arnaud, “Apparatus for locating and measuring the beam waist radius of a Gaussian laser beam”, Patent United States
No. 3617755A (11 Febr., 1971).
E.H.A. Granneman, and M.J. van der Wiel, “Laser beam waist determination by means of multiphoton ionization”, Rev. Sci.
Instrum. 46, 332 (1975). https://doi.org/10.1063/1.1134202
Y. Suzaki, and A. Tachibana, “Measurement of the Gaussian laser beam divergence,” Appl. Opt. 16, 1481 (1975).
https://doi.org/10.1364/A0.16.001481
G.N, Vinokurov, V.A. Gorbunov, V.P. Dyatlov, V.N. Sizov, and A.D. Starikov, “Method for the determination of the position of
the focal plane of converging laser beams”, Soviet Journal of Quantum Electronics, 6, 364 (1976).
https://doi.org/10.1070/QE1976v006n03ABEH011092
E. Stijns, “Measuring the spot size of a Gaussian beam with an oscillating wire”, IEEE J. Quantum Electron. QE-16, 1298 (1980).
https://doi.org/10.1109/JQE.1980.1070431
Y.C. Kiang, and R.W. Lang, “Measuring focused Gaussian beam spot sizes: a practical method”, Appl. Opt., 22, 1296 (1983).
https://doi.org/10.1364/A0.22.001296
J.T. Luxon, D.E. Parker, and J. Karkheck, “Waist location and Rayleigh range for higher-order mode laser beams”, Appl. Opt.
23,2088 (1984). https://doi.org/10.1364/A0.22.001296
S. Nemoto, “Determination of waist parameters of a Gaussian beam”, Appl. Opt. 25, 3859 (1986).
https://doi.org/10.1364/A0.25.003859
S. Nemoto, “Waist shift of a Gaussian beam by plane dielectric interfaces”, Appl. Opt. 27, 1833 (1988).
https://doi.org/10.1364/A0.27.001833
P.D. Gupta, and S. Bhargava, “An experiment with Gaussian laser beam”, Am. J. Phys. 56, 563 (1988).
https://doi.org/10.1119/1.15555
S. Nemoto, “Waist shift of a Gaussian beam by a dielectric plate”, Appl. Opt. 28, 1643 (1989).
https://doi.org/10.1364/A0.28.001643
P.B. Chipple, “Beam waist and M2 measurement using a finite slit”, Opt. Eng. 33,461 (1994). https://doi.org/10.1117/12.169739
C.R.C. Wang, C.C. Hsu, W.Y. Liu, W.C. Tsai, and W.B. Tzeng, “Determination of laser beam waist using photoionization time-
of-flight”, Rev. Sci. Instrum. 65, 2776 (1994). https://doi.org/10.1063/1.1144615
J. P. Landry, “Optical oblique-incidence reflectivity difference microscopy: Application to label-free detection of reactions in
biomolecular microarrays, (University of California, Davis 2008).
J. Wang and J. P. Barton, “Actual focal length of a symmetric biconvex microlens and its application in determining the
transmitted beam waist position”, Appl. Opt. 49, 5828 (2010). https://doi.org/10.1364/A0.49.005828



392
EEJP. 4 (2024) Vyacheslav A. Maslov, et al.

[34] A.B.Ortega, M.L.A. Carrasco, J.A.D. Pintle, M.M.M. Otero, and M.D.I. Castillo, “New method to characterize Gaussian beams”,
Proc. SPIE, 8011, in: 22nd Congress of the International Commission for Optics: Light for the Development of the World, 80114X
(2011). https://doi.org/10.1117/12.902192

[35] Y. You, J. Urakawa, A. Rawankar, A. Aryshev, H. Shimizu, Y. Honda, L. Yan, W. Huang, and C. Tang, “Measurement of beam
waist for an optical cavity based on Gouy phase”, Nuclear Instruments and Methods in Physics Research Section A, 694, 6 (2012).
https://doi.org/10.1016/j.nima.2012.07.022

[36] E.A. Bibikova, N. Al-wassiti, and N.D. Kundikova, Diffraction of a Gaussian beam near the beam waist, J. Eur. Opt. Soc.-Rapid
Publ. 15, 17 (2019). https://doi.org/10.1186/s41476-019-0113-4

[37] ISO '1%6.1:2021 “Lasers and laser-related equipment: — Test methods for laser beam widths, divergence angles and beam
propagation ratios — Part 1: Stigmatic and simple astigmatic beams”. https://www.iso.org/obp/ui/#iso:std:iso:11146:-1:ed-2:v1:en

[38] ISO 11146-2:2021 “Lasers and laser-related equipment: — Test methods for laser beam widths, divergence angles and beam
propagation ratios — Part 2: General astigmatic beams”. https://www.iso.org/obp/ui/#iso:std:iso:11146:-2:ed-2:v1:en

[39] ISO/TR 11146-3:2004 “Lasers and laser-related equipment: — Test methods for laser beam widths, divergence angles and beam
propagation ratios — Part 3: Intrinsic and geometrical laser beam classification, propagation and details of test methods”.
https://www.iso.org/obp/ui/#iso:std:iso:tr:11146:-3:ed-1:v1:en

[40] M.F. Malikov, Fundamentals of metrology, (Kommerpribor Publishing House, Moscow, 1949).

[41] G.A. Zimokosov, and K.I. Muntean, “Method for determining the beam waist coordinate of an optical quantum generator”, USSR
Author's Certificate No. 550917 (31 Oct. 1975).

IHTEP®EPOMETPUYHUI METO/ BUSHAYEHHS MMOJIOKEHHSA
HNEPETSKKH ITYYKA JIASEPHOI'O BUITPOMIHIOBAHHSI
Bsiuecnas O. Macaos, Kocrsintun 1. MyHTsin
Xapriecokuil nayionanvruil yrieepcumem imeni B.H. Kapaszina, maiioan Ceoboou, 4, Xapkis, Ykpaina, 61022

Po3pobneHo iHTephepOMETPHYHHI METOJ| BH3HAYCHHS MICILI HEPeTsHKKM IydKa JIa3epHOr0 BHIPOMIHIOBAHHS, L0 peasizye
3aJISKHICTh KPUBU3HH XBUIIBOBOTO (DPOHTY Bijl HOTO BiICTaHi 10 MepeTsHKKU. BUXiAHUIN JTa3epHUIA TyYOK, PO3TAIIYBAHHS IEPETSHKKA
SIKOTO HEOOXIZTHO BH3HAYHMTH, PO3LICIUIIOETHCS IHTEPPEpPOMETPOM 3CYBY Ha OHNOPHHI Ta iH(GOPMALIHUIA IyYKH, 110 YTBOPIOIOTh Y
BiIOMTOMY CBIT/Ii HeJloKaji30BaHe B IpocTopi inTepdepenuiiine nomne. [lepion intepdepeHuiiiHux cMyT, 10 CIOCTEPIraloThes B Oy Ab-
SIKOMY Tiepepisi inTepdepenuiitnoro mosst, Hece iHGOpPMAaLiIO PO MiCIE3HAXOPKSHHSI IEPETHKKU BUXIAHOTO JIA3EPHOTO MyYKa 1010
LBOTO Mepepizy. BiacTanp Big MepeTsHKKY A0 INIOMIMHH peecTpallii nepioqy iHTeppepeHLitHOT KapTHHHA 00YHCITIOETHCA 38 PopMyIaMu
raycoBoi onTHKH. [[pHHIINIIOBA BiIMiHHICT IIBOTO METO/A BiJl BITOMHX HUHI JO3BOJISE MiIBUIIUTH TOUYHICTH OTPUMAHOTO PE3yIbTaTy
3a OHOYACHOTO 3HWKEHHS TPYIOMICTKOCTI IPOIECY BUMIPY.

KurouoBi ciioBa: zasep; eayccie nyyox; po3smauty8anHs NepemsidicKu; KPUBU3HA XEUTbOBO20 (poHmy,; iHmepgepomemp 3cyey;
odeonpomenesa inmepghepenyis; nepiod inmeppepenyiinol Kapmunu
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The purpose of this study is to study the combined influence of thermal and mass stratification on unsteady magnetohydrodynamic
nanofluid past a vertically oscillating plate with variable temperature. The problem’s governing equations are numerically solved using
the implicit Crank-Nicolson approach. Significant results from the thermal and mass stratification are contrasted with the environment
where stratification is absent. The velocity decreases with both kinds of stratification, while the temperature decreases with thermal
stratification and the concentration decreases with mass stratification. We use graphs to demonstrate the effects of the different
parameters, including phase angle, thermal radiation, magnetic field strength, heat sources/sinks, and chemical reactions. Additionally,
the Skin-Friction Coefficient, the Nusselt Number, and the Sherwood Number are computed and represented graphically. The findings
highlight the critical role of stratification in improving fluid dynamics and increasing the efficiency of heat and mass transfer processes,
providing essential information for engineering and environmental applications under similar circumstances.

Keywords: Mass Stratification; Chemical Reaction; Nanofluid; Thermal Stratification; Oscillating Vertical Plate; Crank-Nicolson
Method; Thermal Radiation; Porous Medium; MHD
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1. INTRODUCTION

The term "nanofluid" is used to describe a specific form of artificial fluid in which particles with sizes typically less
than 100 nanometers are suspended in a base fluid. The unique thermal and mechanical features of nanofluids have attracted
a lot of attention in recent years, leading to their widespread implementation. One of the most promising applications
in the field of heat transfer is the use of nanofluids, which perform better than their base fluids in terms of both thermal
conductivity and convective heat transfer coefficients. They are helpful in a range of heat transfer applications, such as
solar collectors, heat exchangers, and the cooling of electronic devices, thanks to their capacity to dissipate heat effectively.

Choi and Eastman [1] was the first to introduce the concept of nanofluid, which indicates that floating metallic
nanoparticles in standard heat transfer fluids could create a revolutionary novel kind of heat transmission fluid. In a
partly heated rectangular enclosure, Oztop and Abu-Nada [2] conducted a numerical investigation on several kinds of
nanoparticles and how they impact on heat transmission and fluid flow. The authors of the papers Das and Jana [3]
and [4] examined the radiation-induced free convection flow of nanofluids in a vertical plate and channel, respectively.
Titanium dioxide, aluminium oxide, and copper nanofluids were the subject of investigation in both reports. The study
conducted by Rashidi et al. [5] investigates the utilisation of lie group theory to provide a solution for the movement
of nanofluid across a chemically reactive horizontal plate, considering the generation or absorption of heat. The study
conducted by Abolbashari et al. [6] applies the homotopy analysis method (HAM) to examine the entropy of the nanofluid
composed of water as the fundamental fluid and member of four different kinds of nanoparticles: TiO,, Al,O3, Cu, and
CuO. The nanofluid past over a stretched permeable surface. Kameswaran et al. [7] studied the impact of several factors
on convection heat and mass transfer in nanofluid move across a stretching sheet, including the viscous dissipation, soret
effect, hydro-magnetic, chemical reaction, and viscous dissipation. For the purpose of exploring the impact of certain
factors, a numerical study was carried out by Motsumi and Makinde [8] on the flow via the boundary layer of nanofluids
over a movable flat plate. The study aimed to analyze the consequence of viscous dissipation, thermal diffusion, and
thermal radiation. Furthermore, Sheikholeslami et al. [9] examined the flow of MHD nanofluids numerically to determine
the impact of viscous loss on the flow. As it move via a upright plate, Chamkha and Aly [10] numerically evaluates
an MHD nanofluid that has heat production or absorption impacts. The analytical examination on the MHD nanofluid
movement for different types of water-based nanoparticles as they travelled through a continuously stretching/shrinking
permeable sheet was conducted by Turkyilmazoglu [11] within the framework of velocity slip and temperature leap. A
circular tube was used to perform experimental study on a diluted CuO/water nanofluid by Fotukian et al. [12]. In their
research of the MHD Cu-water nanofluid subjected to Lorentz forces, Sheikholeslami et al. [13] utilised the Lattice
Boltzmann method. In addition, Sandeep and Reddy [14] investigated the influences of nonlinear thermal radiation on
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the flow of MHD Cu-water nanofluids across a cone and a wedge. The influences of mass and heat transfer on nanofluids
travelling through a moving or stationary upright plate in the presence of a heat source were studied by Reddy et al.
[15] and Mahanthesh et al. [16], respectively. Vemula et al. [17] performed an analytical study to examine the motion
of magnetohydrodynamic (MHD) nanofluids flowing past a vertically oriented plate that is accelerating exponentially,
while also having a temperature that changes. The united impacts of mass and heat stratification across an upright wavy
truncated cone and a wavy surface were studied by Cheng [?] and [19], respectively. In addition, the impact of these
effects on infinite vertical cylinders has been studied by Paul and Deka [20]. Krishna et al. [21] studied MHD Carreau
fluid flows, emphasizing how bouyancy and exponential heat sources modify fluid behaviour. Recent efforts by Gowri and
Selvaraj [22] and Selvaraj et al. [23] have focused on rotational effects and the dynamics of accelerated flows in porous
media, offering deeper insights into how rotational forces affect MHD parabolic flows. The study conducted in Nath and
Deka [24] examined the impact of both temperature stratification and chemical reactions on the flow around an indefinite
vertical plate. Similarly, the investigation in Kalita et al. [25] focused on the influence of these factors on the flow around
an accelerated upright plate and Nath et al. [26], conducted a study on how thermal stratification affects the flow of
unstable parabolic motion around a upright plate that extends infinitely. Nath and Deka [27] conducted a study on how
heat and mass stratification affect the movement of an unstable magnetohydrodynamic nanofluid across an upright plate.
The plate’s temperature varies exponentially, and the study was conducted in a porous media. In a similar vein, Nath and
Deka [28] investigated numerically how temperature and mass stratification affect the flow of a magnetohydrodynamic
nanofluid that is unstable as it passes across a porous medium with an exponentially accelerating upright plate. An endless
upright plate with a temperature that drops exponentially and changing mass diffusion in a porous medium was studied by
Nath and Deka [29] in terms of the effect on temperature and mass stratification. The MHD ternary hybrid nanofluid was
the subject of a numerical study by Nath and Deka [30]. The study revolved around a cylinder that was stretched vertically
within a porous medium that had heat stratification and radiation. The study conducted by Sheikholeslami et al. [31]
examined the influence of the diffusion of heat and heat generation on the erratic multi-channel hydrodynamics (MHD)
flow of a radiatively and electrically conducting nanofluid passing through a porous medium across an oscillating upright
plate. Rammoorthi and Mohanavel [32] looked into how a magnetic field’s radiation can affect the convective movement
of a reactive chemically hybrid nanofluid across an upright plate.

In this work, we investigate the behavior of an unsteady MHD nanofluid in a porous media as it flows through an
oscillating vertical plate with variable temperature. The unique aspects of this particular problem are as follows: It makes
use of a numerical method that is both efficient and unconditionally stable, and it guarantees convergence with ease. So
far, no one has tried to show how mass and temperature stratification work together to affect MHD nanofluid as it circulates
across a porous medium with ramping temperature and concentration, past an oscillating vertical plate. Nanoparticles of
Ag-water and Cu-water was studied for how thermal and mass stratification affected them in the occurrence of a magnetic
field(M), thermal radiation(R), heat generation or absorption(Q), and chemical reaction(Kr). As far as we know, no
attempt has ever been made to carry out this kind of research. Nanofluid stratification research is a promising and rapidly
expanding field with potential applications in medical technology, catalysis, and energy storage.
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Figure 1. Physical Model and Coordinate System

2. MATHEMATICAL FORMULATION

Examine the transfer of heat and flow in nanofluids as they pass an oscillating vertical plate with changing temperature.
The flow is erratic, viscous, incompressible, and exhibits free convection. The x” axis is oriented vertically and parallel
to the surface of the plate, while the magnetic field is oriented perpendicular to the direction of propagation with the y’
axis. The initial assumption is that the surrounding nanofluid and the plate have the same temperature and concentration,
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denoted as T, and C/, accordingly. At ¢’ > 0, the plate starts to oscillate vertically inside its own plane at a frequency of
w’. Simultaneously, the temperature exhibits a linear increase over time, while the concentration is denoted as C;,. The
plate is assumed to be exposed to a uniform magnetic field By, and the heat produced by viscous and joule dissipation is not
taken into account. It is crucial to analyze the radiative heat flux that is perpendicular to the direction of the plate, which
is represented by the symbol ¢/.. Our work will focus on the analysis of a water-based nanofluid including nanoparticles
of silver (Ag) and copper (Cu). The governing equations of momentum, energy, and concentration for nanofluid given
by authors in Mahanthesh et al. [16] and Vemula et al. [17] using the boundary layer approximation and Boussinesq are
written as

Bu’ azul ’ !’ ’ ’ ’
Puf gy = Hefgis +8(pBr)ng (T" = TL,) + 8(pBC)ng (C' = CL) = oy Biu
_I‘l"ifu/ (1)
kp
arT’ kg 8*T’ 1 4q,
R %r ¢ 901l - @)
ot (pcplny Y (ocpIny 0y (ocpInf
ac’ 9*C’
= Dpr—— -k (C'-CL) - & 3
o " Gy 1( ) —&u 3)
The initial and boundary conditions are as follows:
u' =0 T =T, C'=Cl, Vy', ' <0
u' =ugcosw't’ T =T, +(T,, - T.,)At c'=cCj, aty’ =0, >0
u' =0 T — T, C' - C, asy — 00,1’ >0

where, (B1)nf, (BCInfs Pnfs>Hnfs Onfs Bos &, k;,, kg, (pcp)ns> Q0. 4y, Dny, ki denote the thermal expansion coef-
ficient of the nanofluid, coefficient of expansion for species concentration of the nanofluid, the density of the nanofluid,
dynamic viscosity of the nanofluid, electrical conductivity of the nanofluid, uniform magnetic field, acceleration due to
gravity, porous medium permeability, thermal conductivity of the nanofluid, heat capacitance of the nanofluid, uniform
volumetric heat source/sink, radiative heat flux, mass diffusion coefficient of the nanofluid, chemical reaction coefficient
respectively. Moreover, the “thermal stratification parameter" and "mass stratification parameter" are denoted as y =
% + ci,, and ¢ = % respectively. The concept of "thermal stratification" encompasses the phenomenon of vertical

T,

temperature advection, denoted as ( T ), wherein the temperature of the surrounding fluid varies with height, and work of

compression, denoted as (Ci), which represents the rate at which reversible work is performed on fluid particles through
r

compression. The mathematical representations of certain physical quantities are in the following manner:

Mnf = Pnf = (1- ¢)pf + dps, (pcp)nf =(1- ¢)(pcp)f +¢(pcp)s

My
(1-¢)>>
(PBTIng = (1 =) (pBr)r +d(PBT)ss  (PBCInyg = (1= d)(pBc) s+ ¢(pBc)s

(ks + 2kf) - 2¢(kf - k\)
(ks +2kp) + ¢k —kg) |7

_ % _ 3¢(c - 1) -
TS T ”(a+2>—¢<a—1>}(’f’ ns =

where pg, pr, s, ¢, (pcp)s, (pcp) s, 0f, ks, k¢ denote the density of nanoparticles, density of base fluid, viscosity
of base fluid, volume fraction of nanoparticle, heat capacitance of nanoparticles, heat capacitance of base fluid, electrical
conductivity of nanoparticles, thermal conductivity of nanoparticles and thermal conductivity of base fluid respectively.
The Rosseland estimate [33] is used to get a good idea of the flux of radiative heat ¢, in Eq. (2), since the nanofluid is
thought to be an optically thick fluid. According to the study by Turkyilmazoglu [11], we can rewrite Eq. (2) as

oT’ 1 160*T73\ 62T’
(nf+ c “) D1y

- = +
or (pcp)nf 3krk dy"? (pcp)nf
Now, we provide the subsequent non-dimensional quantities:

5 > C= =~ 7
ug v Y v Lyey T, — T, c;, — CL pfu(z)
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ve(T), - T, v¢(C), — Cl kek’
GrzgﬁTf f(3w )’ GC:gﬁcf f(3w ), Prz(/lcp)f, se= . Re- i ~
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The non-dimensional forms of the Eq. (1)-(3) are given by
0 ik
a—ltj = ala—ylzj+(12Gl’9+a3GCC—a4MU—(11%
90 8%0
E = 6156—)}2 + a69 -SU
2
6_C = L@_C —KrC - FU
ot Sc dy?
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Non-dimensional form of initial and boundary conditions are:
U=0 0=0 Cc=0 Vy,t <0
U = coswt 0=t C=1 aty=0,r>0
U=0 6—0 C—-0 asy — oo, >0
Table 1. Thermo-physical properties of water and nanoparticles [16]
Physical Properties  H,O(base fluid) Ag Cu
o (kg/m?) 997.1 10500 8933
C, (J/kgK) 4179 235 385
k (W/mK) 0.613 429 401
B: x 10% (K1) 210 18.9 16.7
Be x 100 (K1) 214 56.7 50.1
o (s/m) 5.5%x107° 63x10%  59.6 x 10°

3. METHOD OF SOLUTION

“4)

®)

(6)

(7

It is impossible to find the exact solutions for coupled partial differential equations Eq. (4)-(6) with initial and
boundary conditions (7). Therefore, to resolve them, we employ an implicit crank-Nicolson finite difference approach.

The finite difference scheme of the Eq. (4) is as follows

ot -up vl =2t v ot UL, - 207 + U, n+l | on
T = a 3 1 5 +a2Gr [9 +9 ]
& (Ay) (Ay)
tasGe [CP + €| - agM [UM + U] - % PAREYA
1 alAt 1 1 1 alAt
= Uln+ - Uln Z(Ay)z [ ln—+1 - 2Un+ ln++1 ] Z(A )2 [ i-1 2Un + Ul’:—l]
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2O [t 1] + DO [t ] - ST (U v 0]
S (T
S U - U = by U] 20 U by (UL - 20 4 UL [0 4]
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+by [0 + 07 ] + b3 [C + €7 (8)
where, b = 2?&332, by = —“2G2’A’, by = —“3G2€A’, by = —“41‘2“’, bs = "zl_lét

Likewise, the finite difference scheme of the Eq. (5) can be outlined as follows

n+l n+1 n+1 n n n
g oy _ O =200 + 071 0, =207 +6], ntl | pn
= as B 5 2 ta [91- + 91 ]
5 (Ay) (Ay)
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At SAt
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where, b6 = m, b7 = 62 . bg =5

Also, the finite difference scheme of the Eq. (6) can be outlined as follows

1 1 1
Cl-"+1 e i L Cin—+l _ 2Clga+ +C£++l L Cl.'i] -2CH+ Cin+1 —Kr [C{Hl +C{1]
A Sc (Ay)? Sc (Ay)? ’ ’
e
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1
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~bn [UF* + U7 (10)
where, bg = ﬁiy)z’ b = KFZA’ , b= % To address the issue, a rectangular region is partitioned into an

arrangement of lines that are parallel to the coordinate axes, with a spacing of Ay in space and At in time. In this context,
the variable i denotes the spatial grid points, which are spaced out by Ay. On the other hand, the variable n represents the
temporal grid points, which are separated by Az. The mesh system being evaluated for computation has step sizes of Ay =
0.01 and Ar = 0.001. By considering the initial condition stated in Eq. (7), we obtain the following:

Uy =0,60=0,c) =0 foralli
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Now, using the left boundary condition of Eq. (7), we get:
Uy =coswt, 0y =t,Cy =1 foralln
Similarly, using the right boundary condition of Eq. (7), we obtain:

Ul-';mx =0, OZMX =0, Cl-’:mx =0 foralln

The initial conditions tell us what U, 6, and C are at the 1st time level, which is on the right-hand side of equations
(8)—(10). The boundary conditions tell us what U, €, and C are at the (n+1)th time level, which is also on the right-hand
side of equations (8)—(10). Using the right sides of equations (8)-(10), it is possible to derive every value from the left-hand
side at the (n+1)th time level. For every unknown (n — 1)time level, this procedure is repeated. At each internal node
point on a specific (n)th level, a tridiagonal system of equations is composed of equations (8)-(10). To solve these systems
of equations, the Thomas algorithm, which was devised by Carnahan et al. [34], is employed. U, 8, and C values are
thus acquired at every internal node on a unique i at the (n+1)th time level. During each time step of the calculation, the
tridiagonal equations corresponding to variables U, 6, and C are resolved through iterative procedures. The procedure of
iteration concludes while the estimated percentage of round-off error for two successive iterations falls within the error
tolerance of 10~ at all grid points. It is assumed that the outcomes for U, 6, and C have attained their steady-state value
when there are no absolute differences between the values of these variables at each grid point following two consecutive
time steps. The numerical technique is considered consistent due to the local truncation error, which has an order of
[(Ay)?+ (Ar)?] and approaches zero as Ay and At approach zero. Apart from that, Soundalgekar and Ganesan [35] proved
that the implicit finite-difference approach of the Crank-Nicolson type is unconditionally stable. The convergence of the
numerical scheme is guaranteed by this because of its stability and compatibility.

4. RESULT AND DISCUSSIONS

In order to acquire a comprehensive picture of the situation, we computed numerical values for many physical
parameters, including velocity, temperature, concentration, skin friction, Nusselt number, and Sherwood number. These
calculations were performed for varying values of the parameters S, F, G¢,Gr, K, M, Q, R, Kr, and the phase angle (w?).
The numerical computations were executed using MATLAB, and the results are presented in figures (3)-(17). To verify
the accuracy of the numerical method used, our study is compared to one by Rajesh et al. [17], which did not account
for the effects of thermal stratification and heat source. The results of the current investigation are very comparable, as
illustrated in Fig. 2. Table 2 displays the findings of the Nusselt number comparison between Ag(water) and Rajesh et al.
[17] for various values of ¢ and R, excluding the presence of S and Q.

In the course of the research, the following values were utilized: S = 0.7, F = 0.7,Gr =5,Gc =5,M = 2,K =
5R=3,0=1,Kr=03,Pr =0.71,5c = 0.22, wt = n/3,¢ = 0.05 and r = 0.7. The combined influence of the mass
stratification (F) and thermal (S) factors on the non-dimensional velocity is seen in Fig. 3. The velocity diminishes when
the thermal stratification (S) and mass stratification (F') intensify. There is a decrease in the effective convective potential
between the hot plate and the fluid that is surrounding it when the parameter for thermal stratification, denoted by (5), is

0.7¢ Present Study

* Study of Rajesh et al. [17]

Figure 2. Comparison of the Temperature Profile without S, O
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Table 2. Comparison of Nusselt number for Ag(water) when Pr = 6.2,¢ = 0.5 and in absence of S, Q

1) R | Rajeshetal. [17] | Present Study
0 1.6530 1.6523
0.01 1.6820 1.6812
0.02 | 3 1.7109 1.7101
0.03 1.7399 1.7391
0.04 1.7689 1.7681
1 1.4133 1.4126
3 1.7689 1.7681
004 | 5 1.8785 1.8777
7 1.9322 1.9313
9 1.9641 1.9632
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increased. The buoyancy force is diminished due to this, leading to a decrease in the flow velocity. Moreover, elevating
the mass stratification (F) value decreases the gradient of concentration between the surrounding environment and the
surface. This leads to a decrease in the upward force exerted by the fluid, thereby causing a decrease in the velocity of
the fluid flow. The velocity of the nanofluid is influenced by the combined effects of Gr and Ge, as illustrated in Fig. 4.
An rise in the values of Gr and Gc leads to an increase in velocity. Increasing both Gr and G¢ enhances the strength of
the thermal and mass buoyancy forces. This suggests that both the thermal and mass buoyancy effects have a tendency
to boost the velocity of the nanofluid. As depicted in Fig. 5, the fluid velocity diminishes with a rise in the magnetic
parameter (M). It is observed that the thickness of the momentum boundary layer reduces as the magnetic parameter (M)
increases. This pattern arises due to the Lorentz force generated by the transverse magnetic field, which causes a decrease
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in the velocity of the nanofluid. The relationship between the porosity parameter (K) and the velocity of the nanofluid is
seen in Fig. 6. The velocity is directly proportional to the value of the porosity parameter. Fig.7 demonstrates a reduction
in the velocity of the nanofluid as the phase angle (wt) increases.
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Figure 9. Temperature Profile for various values of Pr Figure 10. Temperature Profile for various values of O

According to Fig. 8, the temperature of the nanofluid decreases with increasing thermal stratification (S) but increases
with increasing mass stratification (F). The presence of thermal stratification (S) will cause a decrease in the temperature
difference between the vertical plate and the surrounding fluid. As a result, the thermal boundary layer increases in
thickness and the temperature decreases. It has been discovered that the boundary layer temperature will become negative
for specific values of the stratification parameters (S, F). This phenomenon occurs because the fluids in close proximity
to the plate may exhibit lower temperatures compared to the surrounding medium. Fig. 9 demonstrates the impact of the
Prandtl number (Pr) on the temperature distribution of the nanofluid. As the Prandtl number increases, the temperature of
the nanofluid decreases. A fluid with a high Prandtl number exhibits a diminished thermal conductivity. Consequently, the
fluid’s ability to conduct heat decreases, resulting in a decrease in the transfer rate and a reduction in the thickness of the
thermal boundary layer. Therefore, the temperature of the nanofluid decreases. The influence of a heat source parameter
(Q) on the temperature profile may be shown in Fig. 10. As the heat source parameter (Q) rises, the temperature of
the nanofluid likewise gets higher. This characteristic corresponds to the overall physical behavior of the fluid. The
temperature of the nanofluid lowers as the values of R increase in Fig. 11. This is due to the correlation between greater
R values and lower thermal radiative flux, leading to lower temperatures. This can be seen as evidence of a decline in
temperatures.

As seen in Fig. 12, the concentration of the nanofluid decreases as the mass stratification increases (F), while it
increases when the thermal stratification occurs (§). Furthermore, Fig. 13 illustrates the impact of the Schmidt number
(Sc) on the concentration profile. The concentration decreases whenever the Sc value increases. The concentration falls
as the value of the chemical reaction parameter (Kr) increases, as depicted in Fig. 14. The concentration gradient is
nullified due to a destructive chemical reaction, resulting in the cancellation of the buoyancy effect.
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4.1. Skin-Friction Coefficient, Nusselt Number and Sherwood Number

The skin-friction coefficient(C), the Nusselt number(Nu) and the Sherwood number(Sh) are defined, respectively
as follows
Cf _ Tw _ q eref

L
_—2, NM—/—,, Sh_ dm ref
Prigy kf(TW _T‘X’)

- an(C{)V - Céo)

where Ty, ¢, ¢m are the shear stress or skin-friction , rate of the heat flux and the rate of mass transfer from the
surface of the plate correspondingly defined by

ou’ or’ oc’
Tw = Hnf 3y’ Oa qw = kny 3y’ O» qm = Dy 3y’ .
y'= y'= y'=

By utilizing non-dimensional quantities, we obtain

1 k,
Cp=—x OU) | Nu=-fm(90) gpo(2C
(1- ¢)2'5 dy y=0 kf dy y=0 dy y=0

The outcomes of thermal and mass stratification parameters on the skin-friction coefficient(C r), Nusselt number(Nu),
and Sherwood number(S#) are shown in Figures 15, 16 and 17. In both stratification, the skin-friction coefficient decreases.
Without stratification, the Nusselt number would continue to decline indefinitely, but increasing mass stratification(F’)
and reducing thermal stratification(S) would help it to approach a stable state. Likewise, the Sherwood number obtains a
stable state for greater thermal stratification(S) and lower mass stratification(F').
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Figure 17. Sherwood Number for various values of S, F

5. CONCLUSIONS

This research paper explores the effects of thermal and mass stratification on unsteady MHD nanofluid for Ag-water
and Cu-water as it pasts an oscillating vertical plate in a porous medium with variable temperature. The outcomes of
this study reveal that when the thermal stratification parameter is increased, the velocity, temperature, and skin friction
coefficient all decrease, but the concentration rises significantly. Moreover, A decrease in velocity, concentration, and the
Nusselt number, together with an increase in temperature, are the outcomes of increasing the mass stratification parameter.
The stratification significantly enhances the thermal conductivity of the nanofluid. The increased thermal conductivity
enables more efficient heat transfer, making it applicable in several industries like power generation, cooling of electronic
components, and manufacturing of vehicles. In numerous chemical reactions, Ag nanoparticles function as effective
catalysts. They can increase reaction velocity and selectivity due to their huge surface area and distinctive electrical
characteristics. Our research will help them be used to treat pollution, make chemicals, and make catalytic converters.

ORCID

https://orcid.org/0009-0004-2115-6482; Shyamanta Chakraborty,
Rupam Shankar Nath, https://orcid.org/0009-0002-2352-0538

Hemant Agarwal,
0000-0001-5839-4856;

https://orcid.org/

REFERENCES

[1] S.U.S. Choi, and J.A. Eastman, Enhancing thermal conductivity of fluids with nanoparticles. Technical report, (Argonne National
Lab.(ANL), Argonne, IL, United States, 1995). https://ecotert.com/pdf/196525_From_unt-edu.pdf

[2] H.F. Oztop, and E. Abu-Nada, "Numerical study of natural convection in partially heated rectangular enclosures filled with
nanofluids," International journal of heat and fluid flow, 29(5), 1326-1336 (2008). https://doi.org/10.1016/j.ijheatfluidflow.2008.
04.009


https://orcid.org/0009-0004-2115-6482
https://orcid.org/0000-0001-5839-4856
https://orcid.org/0000-0001-5839-4856
https://orcid.org/0009-0002-2352-0538
https://ecotert.com/pdf/196525_From_unt-edu.pdf
https://doi.org/10.1016/j.ijheatfluidflow.2008.04.009
https://doi.org/10.1016/j.ijheatfluidflow.2008.04.009

403
Numerical Study on the Effects of Mass Stratification... EEJP. 4 (2024)

(3]

(4]

(5]

(6]

(7]

(8]

(9]

[10]

(11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

S. Das, and R.N. Jana, "Natural convective magneto-nanofluid flow and radiative heat transfer past a moving vertical plate,’
Alexandria Engineering Journal, 54(1), 55-64 (2015). https://doi.org/10.1016/j.a¢j.2015.01.001

S. Das, R.N. Jana, and O.D. Makinde, "Transient natural convection in a vertical channel filled with nanofluids in the presence of
thermal radiation," Alexandria Engineering Journal, 55(1), 253-262 (2016). https://doi.org/10.1016/j.2ej.2015.10.013

M.M. Rashidi, E. Momoniat, M. Ferdows, and A. Basiriparsa, "Lie group solution for free convective flow of a nanofluid
past a chemically reacting horizontal plate in a porous media," Mathematical Problems in Engineering, 2014, (2014). https:
//doi.org/10.1155/2014/239082

M.H. Abolbashari, N. Freidoonimehr, F. Nazari, and M.M. Rashidi, "Entropy analysis for an unsteady mhd flow past a stretching
permeable surface in nano-fluid," Powder Technology, 267, 256-267 (2014). https://doi.org/10.1016/j.powtec.2014.07.028

P.K. Kameswaran, M. Narayana, P. Sibanda, and P.V.S.N. Murthy, "Hydromagnetic nanofluid flow due to a stretching or shrinking
sheet with viscous dissipation and chemical reaction effects,” International Journal of Heat and Mass Transfer, 55(25-26),
7587-7595 (2012). https://doi.org/10.1016/j.ijheatmasstransfer.2012.07.065

T.G. Motsumi, and O.D. Makinde, "Effects of thermal radiation and viscous dissipation on boundary layer flow of nanofluids over
a permeable moving flat plate,” Physica Scripta, 86(4), 045003 (2012). https://dx.doi.org/10.1088/0031-8949/86/04/045003

M. Sheikholeslami, S. Abelman, and D.D. Ganji, "Numerical simulation of mhd nanofluid flow and heat transfer considering viscous
dissipation," International Journal of Heat and Mass Transfer, 79, 212-222 (2014). https://doi.org/10.1016/j.ijheatmasstransfer.
2014.08.004

A.J. Chamkha, and A.M. Aly, "MHD free convection flow of a nanofluid past a vertical plate in the presence of heat generation
or absorption effects," Chemical Engineering Communications, 198(3), 425-441 (2010). https://doi.org/10.1080/00986445.2010.
520232

M. Turkyilmazoglu, "Exact analytical solutions for heat and mass transfer of mhd slip flow in nanofluids," Chemical Engineering
Science, 84, 182-187 (2012). https://doi.org/10.1016/j.ces.2012.08.029

S.M. Fotukian, and M.N. Esfahany, "Experimental study of turbulent convective heat transfer and pressure drop of dilute cuo/water
nanofluid inside a circular tube," International communications in heat and mass transfer, 37(2), 214-219 (2010). https://doi.org/
10.1016/j.icheatmasstransfer.2009.10.003

M. Sheikholeslami, M.G. Bandpy, R. Ellahi, and A. Zeeshan, "Simulation of MHD cuo—water nanofluid flow and convective heat
transfer considering lorentz forces," Journal of Magnetism and Magnetic Materials, 369, 69—80 (2014). https://doi.org/10.1016/].
jmmm.2014.06.017

N. Sandeep, and M.G. Reddy, "Heat transfer of nonlinear radiative magnetohydrodynamic cu-water nanofluid flow over two
different geometries," Journal of Molecular Liquids, 225, 87-94 (2017). https://doi.org/10.1016/j.molliq.2016.11.026

P.C. Reddy, M.C. Raju, and G.S.S. Rajum, "Free convective heat and mass transfer flow of heat-generating nanofluid past a vertical
moving porous plate in a conducting field," Special Topics and Reviews in Porous Media: An International Journal, 7(2), 2016.
https://doi.org/10.1615/Special TopicsRevPorousMedia.2016016973

B. Mahanthesh, B.J. Gireesha, and R.S.R. Gorla, "Heat and mass transfer effects on the mixed convective flow of chemically
reacting nanofluid past a moving/stationary vertical plate," Alexandria engineering journal, 55(1), 569-581 (2016). https://doi.
org/10.1016/j.aej.2016.01.022

R. Vemula, L. Debnath, and S. Chakrala, "Unsteady mhd free convection flow of nanofluid past an accelerated vertical plate with
variable temperature and thermal radiation," International Journal of Applied and Computational Mathematics, 3(2), 1271-1287
(2017). https://doi.org/10.1007/s40819-016-0176-5

C.-Y. Cheng, "Double-diffusive natural convection along a vertical wavy truncated cone in non-newtonian fluid saturated porous
media with thermal and mass stratification," International Communications in Heat and Mass Transfer, 35(8), 985-990 (2008).
https://doi.org/10.1016/j.icheatmasstransfer.2008.04.007

C.-Y. Cheng, "Combined heat and mass transfer in natural convection flow from a vertical wavy surface in a power-law fluid
saturated porous medium with thermal and mass stratification," International Communications in Heat and Mass Transfer, 36(4),
351-356 (2009). https://doi.org/10.1016/j.icheatmasstransfer.2009.01.003

A. Paul, R.K. Deka, et al., "Unsteady natural convection flow past an infinite cylinder with thermal and mass stratification," Int. J.
Eng. Math. 2017, 8410691 (2017). https://doi.org/10.1155/2017/8410691

PM. Krishna, N. Sandeep, and R.P. Sharma, "Computational analysis of plane and parabolic flow of mhd carreau fluid with
buoyancy and exponential heat source effects,” The European Physical Journal Plus, 132, 202-216 (2017). https://doi.org/10.
1140/epjp/i2017-11469-9

T. Gowri, and A. Selvaraj, "Rotational effect of unsteady mhd-parabolic flow past a vertical plate through porous medium
with uniform temperature mass diffusion," International Journal of Mechanical Engineering, 6, 2468—2473 (2021). https://www.
kalaharijournals.com/resources/DEC_337.pdf

A. Selvaraj, S.D. Jose, R. Muthucumaraswamy, and S. Karthikeyan, "MHD-parabolic flow past an accelerated isothermal vertical
plate with heat and mass diffusion in the presence of rotation," Materials Today: Proceedings, 46, 3546-3549 (2021). https:
//doi.org/10.1016/j.matpr.2020.12.499

R.S. Nath, and R.K. Deka, "The effects of thermal stratification on flow past an infinite vertical plate in presence of chemical
reaction," East European Journal of Physics, (3), 223-232 (2023). https://doi.org/10.26565/2312-4334-2023-3-19


https://doi.org/10.1016/j.aej.2015.01.001
https://doi.org/10.1016/j.aej.2015.10.013
https://doi.org/10.1155/2014/239082
https://doi.org/10.1155/2014/239082
https://doi.org/10.1016/j.powtec.2014.07.028
https://doi.org/10.1016/j.ijheatmasstransfer.2012.07.065
https://dx.doi.org/10.1088/0031-8949/86/04/045003
https://doi.org/10.1016/j.ijheatmasstransfer.2014.08.004
https://doi.org/10.1016/j.ijheatmasstransfer.2014.08.004
https://doi.org/10.1080/00986445.2010.520232
https://doi.org/10.1080/00986445.2010.520232
https://doi.org/10.1016/j.ces.2012.08.029
https://doi.org/10.1016/j.icheatmasstransfer.2009.10.003
https://doi.org/10.1016/j.icheatmasstransfer.2009.10.003
https://doi.org/10.1016/j.jmmm.2014.06.017
https://doi.org/10.1016/j.jmmm.2014.06.017
https://doi.org/10.1016/j.molliq.2016.11.026
https://doi.org/10.1615/SpecialTopicsRevPorousMedia.2016016973
https://doi.org/10.1016/j.aej.2016.01.022
https://doi.org/10.1016/j.aej.2016.01.022
https://doi.org/10.1007/s40819-016-0176-5
https://doi.org/10.1016/j.icheatmasstransfer.2008.04.007
https://doi.org/10.1016/j.icheatmasstransfer.2009.01.003
https://doi.org/10.1155/2017/8410691
https://doi.org/10.1140/epjp/i2017-11469-9
https://doi.org/10.1140/epjp/i2017-11469-9
https://www.kalaharijournals.com/resources/DEC_337.pdf
https://www.kalaharijournals.com/resources/DEC_337.pdf
https://doi.org/10.1016/j.matpr.2020.12.499
https://doi.org/10.1016/j.matpr.2020.12.499
https://doi.org/10.26565/2312-4334-2023-3-19

404
EEJP. 4 (2024) Hemant Agarwal, et al.

[25] N. Kalita, R.K. Deka, and R.S. Nath, "Unsteady flow past an accelerated vertical plate with variable temperature in presence of
thermal stratification and chemical reaction," East European Journal of Physics, (3), 441-450 (2023). https://doi.org/10.26565/
2312-4334-2023-3-49

[26] R.S. Nath, R.K. Deka, and H. Kumar, "The effect of thermal stratification on unsteady parabolic flow past an infinite vertical plate
with chemical reaction," East European Journal of Physics, (4), 77-86 (2023). https://doi.org/10.26565/2312-4334-2023-4-08

[27] R.S. Nath, and R.K. Deka, "Theoretical study of thermal and mass stratification effects on mhd nanofluid past an exponentially
accelerated vertical plate in a porous medium in presence of heat source, thermal radiation and chemical reaction," International
Journal of Applied and Computational Mathematics, 10(2), 92 (2024). https://doi.org/10.1007/s40819-024-01721-9

[28] R.S. Nath, and R.K. Deka, "Thermal and mass stratification effects on MHD nanofluid past an exponentially accelerated vertical
plate through a porous medium with thermal radiation and heat source," International Journal of Modern Physics B, 2550045
(2024). https://doi.org/10.1142/S0217979225500456

[29] R.S. Nath, and R.K. Deka, "Thermal and mass stratification effects on unsteady parabolic flow past an infinite vertical plate with
exponential decaying temperature and variable mass diffusion in porous medium," ZAMM-Journal of Applied Mathematics and
Mechanics/Zeitschrift fiir Angewandte Mathematik und Mechanik, 104(6), 202300475 (2024). https://doi.org/10.1002/zamm.
202300475

[30] R.S. Nath, and R.K. Deka, "A numerical study on the mhd ternary hybrid nanofluid (cu-al203-tio2/h20) in presence of thermal
stratification and radiation across a vertically stretching cylinder in a porous medium," East European Journal of Physics, (1),
232-242 (2024). https://doi.org/10.26565/2312-4334-2024-1-19

[31] M. Sheikholeslami, H.R. Kataria, and A.S. Mittal, "Effect of thermal diffusion and heat generation on mhd nanofluid flow past
an oscillating vertical plate through porous medium," Journal of Molecular Liquids, 257, 12-25 (2018). https://doi.org/10.1016/].
molliq.2018.02.079

[32] R. Rammoorthi, and D. Mohanavel, "Influence of radiative magnetic field on a convective flow of a chemically reactive hybrid
nanofluid over a vertical plate," Journal of Advanced Research in Fluid Mechanics and Thermal Sciences, 105(1), 90-106 (2023).
https://doi.org/10.37934/arfmts.105.1.90106

[33] S. Rosseland, Astrophysik und atom-theoretische Grundlagen, (Springer-verlag, berlin, 1931).

[34] B. Carnahan, H.A. Luther, and J.O. Wilkes, Applied numerical methods, (john willey and sons. Inc., New York, 1969), pp.
168-169.

[35] V.M. Soundalgekar, and P. Ganesan, "Finite-difference analysis of transient free convection with mass transfer on an isothermal
vertical flat plate," International Journal of Engineering Science, 19(6), 757-770 (1981). https://doi.org/10.1016/0020-7225(81)
90109-9

YUCEJIBHE NOCJ/IIIKEHHA BILJINBY TEPMIYHOI TA MACOBOI CTPATI/I(l)IKAIIIi HA XIMIYHO
PEAT'YIOUUN HECTAIIIOHAPHI/Iﬁ MI'I-IIOTIK HAHO@JIIOTIIY IIOB3 OCIIWJIIOIO9Y
BEPTUKAJIbHY IIVIACTUHY YEPE3 IIOPUCTE CEPE/IOBUIIIE
Xemant Arapsan®, llbsivanTa Yakpaéopri®, Pynam ITankap Hat?

4 lenapmamernm mamemamuru, Yrieepcumem ITayxami, I'ysaxami-781014, Accam, Inois
byGc-HRDC, Yuisepcumem Iayxami, I'ysaxami-781014, Accam, Inois
MeTo10 1IbOTO JOCIiAKEHHS € BUBUEHHS CIIJILHOTO BIUIMBY TEPMi4HOT Ta MacoBOi cTpaTH(ikallil Ha HecTallioOHapHy MarHiToriapoau-
HaMiuHy HaHO(IIOI]] OB3 BEPTUKAJIBHO KOJIMBAJIBHY IUIACTUHY 31 3MiHHOIO TeMnepaTypolo. OCHOBHI piBHSIHHS 3aja4i po3B’ SI3yI0ThCS
YHCEJILHO 3a JOIOMOrow HessBHoro niaxony Kpenka-Hikoncona. 3HauHi pe3ynbTaTi TEpMiUHOI Ta MacoBOi cTpaTU(iKallii KOHTpacTy-
I0Th 13 cepeioBHIleM, Ae cTpaTudikanis BiacyTHs. [IIBUIKicTh 3MeHIIyeThCsl IPH 000X THIAx cTpaTH(ikaii, TOIl sIK TemIrepaTypa
3MEHIIYEThCS MPU TEPMiuHill cTpaTudikallii, a KOHIEHTPALli sl 3SMEHIITY€EThC S TPU MacoBili cTpaTudikaltii. My BUKOPUCTOBYEMO rpadiki,
1100 MPOIEMOHCTPYBATHU BIUTUB Pi3HUX MapaMeTpiB, y TOMY 4MCIi (pa30BOro KyTa, TEIJIOBOTO BUNPOMiHIOBAHHS, HANPYKEHOCT] MarHi-
THOTO T0JIs1, JUKEpeJI TeIuIa/CTikavya Ta XiMiyHuxX peakuiit. Kpim Toro, o6uncimooTbes Ta npeacTaniieHi rpadgivyHo koedillieHT MKipHOTo
Tept4, uucao Hyccenpra Ta uncino llepByna. Pe3ynbraTu niaKpecio0Th KPUTUUHY POJIb cTpaTudikaLii B HOKPAIEHHI IUHAMIKU Pigu-
HU Ta MiJABUIIEHHI e()eKTUBHOCTI IPOLECIB TEIUIO- Ta MacOOOMiHY, HaJalouy BaKJIMBY iH(pOpMaIliio /s iHKeHepHUX Ta eKOJOTiYHIX

3aCTOCYBaHb 32 MOAIOHNX OOCTABUH.
Kuarouosi ciioBa: cmpamudpixauyis macu; ximiuna peakyis,; HaHOPAOI0; mepmiuHa cmpamugikayis, oCUUAI0UA 8ePIMUKANbHA NAA-
cmuna; memoo Kpenka-Hixoacona;, mennose eunpominioganist, nopucme cepedosuue; MIJ]


https://doi.org/10.26565/2312-4334-2023-3-49
https://doi.org/10.26565/2312-4334-2023-3-49
https://doi.org/10.26565/2312-4334-2023-4-08
https://doi.org/10.1007/s40819-024-01721-9
https://doi.org/10.1142/S0217979225500456
https://doi.org/10.1002/zamm.202300475
https://doi.org/10.1002/zamm.202300475
https://doi.org/10.26565/2312-4334-2024-1-19
https://doi.org/10.1016/j.molliq.2018.02.079
https://doi.org/10.1016/j.molliq.2018.02.079
https://doi.org/10.37934/arfmts.105.1.90106
https://doi.org/10.1016/0020-7225(81)90109-9
https://doi.org/10.1016/0020-7225(81)90109-9

405

EAsT EUROPEAN JOURNAL OF PHYSICS. 4. 405-412 (2024)
DOI:10.26565/2312-4334-2024-4-47 ISSN 2312-4334

INFLUENCE OF ELECTROPHYSICAL PARAMETERS OF MAGNETODIELECTRIC LAYER
ON A PCP ON ITS ELECTRODYNAMIC CHARACTERISTICS

Mikhail V. Nesterenko*, ©®Victor A. Katrich, ®Oleksandr M. Dumin, ®Natalya K. Blinova
V.N. Karazin Kharkiv National University, 4, Svobody Sq., Kharkiv, Ukraine, 61022
*Corresponding Author: mikhail.v.nesterenko@gmail.com
Received September 18, 2024; revised October 29, 2024; accepted November 22, 2024

Within the framework of the impedance concept, approximate analytical formulas for the distributed surface impedance of the
magnetodielectric layer with the inhomogeneous permeability and permittivity located on a perfectly conducting plane (PCP) for the
cases of a quadratic law of changes in electrical parameters along the layer thickness are obtained. A comparative analysis of
electromagnetic waves reflection coefficient from this structure for various laws of change of the permeability and permittivity is
presented.

Keywords: Magnetodielectric layer; Impedance concept; Surface impedance; Inhomogeneous permeability; Inhomogeneous
permittivity; Reflection coefficient
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INTRODUCTION

One of the ways to expand the limits of change in the electrodynamic characteristics of antenna and waveguide
devices in SHF and EHF bands is the deposition of dielectric ( £ -type), magnetic ( & -type), magnetodielectric (4, € -
type) coatings, in the general case, with variable physical properties, directly on their metal radiating devices (for
example, [1]-[12] for ¢ -type, [10]-[14] for u -type) and waveguide surfaces (for example, [15]-[19] for & -type,
[20]-[23] for u -type, [24]-[31] for u,& -type), including metamaterial coating [30]-[34]. Modern technologies to produce
thin-film coatings make it possible to obtain non-uniform in the direction perpendicular to the ideally conducting plane
of the base and inhomogeneous structures [31], [35]-[41]. Note that the nonuniformity of the coating is achieved by using
multilayered magnetodielectrics. To calculate the parameters of the devices by setting and solving the corresponding
boundary value problem, it is desirable to use the boundary conditions of the impedance type [12], [30], [31], [42]-[48].

An approximate analytical solution of the field equations for an inhomogeneous magnetodielectric layer on a PCP
with a linear law of change the permittivity is obtained in [31] by the authors. A similar solution was found in [51] also
by the authors for a layer with a linear law of change in magnetic permeability.

In this paper the approximate analytical expressions for the distributed surface impedance of the magnetodielectric
layer with the inhomogeneous permeability and permittivity located on a PCP for the cases of a quadratic law of changes
in electrical parameters along the layer thickness are presented. If the surface impedance is found, it is not difficult to
determine other electrodynamic characteristics of the structure under consideration (for example, reflection (absorption)
coefficient [21]-[23] or backscattering cross section [43]). A comparative analysis of reflection characteristics for various
laws of change the permeability and permittivity is also presented.

APPROXIMATE BOUNDARY CONDITIONS FOR ELECTROMAGNETIC FIELDS
The one-sided impedance boundary conditions allow to decrease the number of interfacing electrodynamic volumes
which should be taken into account for the solution of a problem. Rejecting the need to determine fields inside the adjacent
metal-dielectric elements at the problem formulation level is the main benefit of the impedance approach. The Shchukin-
Leontovich impedance condition on the connected boundary surface S (see for example [12, 30, 31, 42-48]) can be
written in following form:

[n,E]|s = Z[n,[n,H]]| , (1)

where E and H are the vectors the electrical and magnetic fields with harmonic time dependence (in our case, the time
t dependence is €, w=2xf is the circular frequency, f is the frequency, measured in Hz), n is the normal to
impedance surface, directed inside the impedance region, Z = R, +iX = Z, / Z, is the surface impedance normalized
to the resistance of free space Z, =120z Ohm.

Thus, only the tangential components of the electromagnetic fields are involved in the boundary condition (1), there
are some restrictions on the form of the surface S . It is clear that the condition (1) holds if the radius of surface curvature
is much greater than the length of the incident electromagnetic wave.
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SURFACE IMPEDANCE OF MAGNETODIELECTRIC LAYER WITH INHOMOGENEOUS
PARAMETERS ON PCP
Let us consider a plane layer of a magnetodielectric substance specified in Cartesian coordinate system (x, y,z) for

—oo <X,y <oo, —h, <z<h, with permeability g and permittivity g . The layer is placed on PCP at z =4, . Let the
plane monochromatic electromagnetic wave with E (z)=E, e (k=27/A, A is the wavelength in a free space) be
incident from the free half-space z =—oo on the magnetodielectric layer (Fig. 1).

Y

Perfectly conducting plane

Figure 1. The dipole geometry and accepted designations

Then the distributed surface impedance for this layer determined by the expression (1) can be written as
Zs=E, (=h,))/ Hy, (=h,) , )

where the fields £, (-4,) and H, (-h,),ie. E (z) and H (z) at the plane z =—h, , inside the magnetodielectric layer

with material parameters 4, = 4,(z), € =const can be found as solution of the following differential equations

CE() 1 du(2)dE(2)

& e & & FAEaEE=0. .
__ i dE(»)
Hy(z)_klul(z) dz 4 (3b)

with the boundary conditions on the surfaces z==h, .

For the case & =¢,(z), u, =const, the field equations have the form

dzExz(Z) +k* e (2)E, (2)=0, (4a)
dz
Hy(z)=i%, (4b)

also, with the boundary conditions on the surfaces z =4, .
The equations (3) and (4) are valid for arbitrary permeability and permittivity functions 4 (z) and &(z). The

relation (2) for normal incidence of plane wave on the plane magnetodielectric layer is exact. The solutions of the
equations (3) and (4) are quite complex, can be obtained analytically for a limited number of the functions g, (z) (&(z),

and can be expressed by special functions. If the distribution g, (z) or &(z) is arelatively slow varying function within

the layer, then an approximate solution in a class of elementary functions can be obtained.
Let consider the following form of #,(z) and £/(z):

#(2) = 4 (0)[1=p. 1 (2)], (5a)
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£(2)=£(0)1-¢,/(2)], (5b)

where the constant g =|[,(0)—,(=h,)]/ 1,(0)| (& =|[£(0)—&(=h,)]/ £(0)]) is the relative value of permeability
(or permittivity) change in the layer (4, <<1, €,<<1), f(z)=(-z/h, )” ,(n=1,2,3...) is a predefined function. Then for
the linear law of change of function f(z)= (—z / h,) the approximate analytical solution of the equation system (3) and

(4) by the method of expanding the desired function into a series in a small parameter &, (€, ) up to terms of order 2 (
£”) have the form ([51], [31])

_ _ tan(k, &
74 =7 (- 1) il hy) (62)
1+, 1, (kl,uhd )tan(k]#hd)
Z; — ZZS tan(k]ghd) ,
I+¢, [, (ki h)tan(k,h,) (6b)
i) =| ——+%
Lin 1u(e)'d 2k1#(5)hd 2 >

where h, is the total thickness of the magnetodielectric layer; k7, =k*1,(0)e,, ZF' =Ju0)/ & ; ki =k e (0)
ZS =M,/ €(0) respectively for (6a) and (6b).

We further use the same method for solving equations (3) and (4) for the quadratic law of change permeability and
permittivity f(z)=(z/h, )2 . Then the result is:

tan(klyhd )+ /urqul (kl,uhd )

f=10.0 Z" =iZ"(1-u,) , (7a)
s 1+ 41, [y, (k, b, tan(k, ,h,)
Se .5 tan(klghd)+8rf5ql(k1€hd)
Zs =i/, s
1 +€rquz(klshd ytan(k, h,) (7b)
1 tan(k, ., h,) ko

kb)) = - me) 42 ko h,)=—2L

qul( 1u(e) d) kw(g)hd (kllu(g)hd)z f:S'qZ( lu(e) d) 6

The field reflection coefficient R from the structure under consideration, and, accordingly, the power absorption
coefficient A will be determined by the following expressions:

R=[1-Z9|/[1+Z®], A=1-R?. (®)

NUMERICAL RESULTS
The material parameters of the magnetodielectric TDK IR-E110 used in these calculations at the frequency band
f =7+12 GHz according [25] are & =8.84-i0.084 and u, =2.42-0.0825f[GHz]—-i0.994 . If the layer thickness is

equal to the quarter wavelength in the magnetodielectric (4, =1.8 mm at GHz), as seen in the Figs. 2a-5a, the reflection
coefficient R has the distinct minimum both for g (z) and for & (z) (first resonance). Here and further in the Fig. 2: if
M., £>0,then 1 (z), &(z) increasing towards the PCP, if x4 , € <0, then 1, (z), &(z) decreasing towards the PCP.

The next resonance occurs at the layer thickness equal to three quarters of the wavelength in the magnetodielectric (
h, =54 mm at f =10.0 GHz). Moreover, these resonances are observed for both considered laws of distribution of

material parameters in the layer.

Due to the losses in the substance, we do not have a perfect absorption for the uniform distribution, as the black
curves show in all the figures. Thus, a small decrease in the refractive index of the medium at the air-medium interface
makes it possible to reduce reflection compared to the case of an increase in this index (Figs. 2a,b, 4a,b —red curves), and
even compared to a homogeneous medium (Figs. 4a, b —red and black curves). The latter is very important for creating
new structures with strong radio wave absorption. For a relatively thick layer of a medium, see Figs. 2c, 4c, the reflection
is smaller in the case of a decrease in the refractive index in the direction of an ideal conductor, since it is more difficult
for a wave that has entered the medium to leave it.
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Figure 2. Reflection coefficient R versus layer thickness £, at
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CONCLUSION

The work presents an approximate analytical solution of the field equations for finding the distributed surface
impedance of a magnetodielectric layer with the inhomogeneous permeability and permittivity located on PCP. In contrast
to the known solutions for creating coatings with inhomogeneous parameters, when a multilayer magnetodielectric is
used, the solution found is valid for the continuous change in the parameters of the magnetodielectrics inside the layer
according to a certain law. The analysis shows that the influence of the magnetodielectric inhomogeneity on the surface
impedance can reach tens of percent compared to the case of a uniform layer, which can be considered as additional
means of controlling the electrodynamic characteristics of antenna-waveguide devices and creating new absorbing
structures. Note that similar results can also be obtained for cylindrical [12] and spherical [30] structures if the
corresponding field equations are solved in the cylindrical or spherical coordinate systems. Expressions for the surface
impedances of metal conductors coated with the magnetodielectric layer were obtained in [12] for the case of the uniform
coating and are in quite satisfactory agreement with the experimental data presented in [3], [7].
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BILTUB EJEKTPO®I3UUHUX HAPAMETPIB MATHITOAIEJTEKTPUYHOTI'O LIIAPY HA IIIIT HA OT'O
EJEKTPOAUHAMIYHI XAPAKTEPUCTHUKHN
Mpuxaiisio B. Hecrepenko, Bikrop O. Katpuy, Onexcanap M. lymin, Hatanesa K. Biainosa
Xapriecvruil nayionanvruil ynieepcumem imeni B.H. Kapaszina, maiioan Ceoboou, 4, Xapkis, Ykpaina, 61022

VYV paMkax iMmmenaHCHOT KOHILEMIii OTpHMaHi HAaOIIKeHI aHANTHYHI (OPMYNIH Uil PO3MOJINICHOTO MOBEPXHEBOTO IMIEIaHCY
MAarHITOHIeJIEKTPUYHOTO IIapy 3 HEOJHOPIMHUMH MArHiTHOIO Ta IieNEKTPUYHOIO MPOHUKHOCTSIMHM, PO3TAIIOBAHOTO HA ileanbHO
nipoBifHii miomuHi (IITIT) w1t BUmaakiB KBaApaTHIHOTO 3aKOHY 3MIiHH eJIEKTPUYHHX ITapaMeTpiB B30BXK TOBIIMHY miapy. [IpoBexeHo
MOPIBHSUTBHUM aHai3 KoedilieHTa BiOMTTS eNeKTPOMArHITHUX XBWJIb Bifl 1€l CTPYKTYpH AJIS Pi3HUX 3aKOHIB 3MIiHM MarHiTHOI
MIPOHUKHOCTI Ta JieNeKTPHYHOT IPOHUKHOCTI.
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This study presents an in-depth rheological characterization of polyacrylamide polymers produced locally, employing the Anton Paar
MCR 92 (Modular Compact Rheometer). The polymer samples were systematically analyzed to understand their response to various
external stimuli. Using infrared spectroscopy, the composition of the polymer was meticulously verified, ensuring a robust assessment
of its molecular structure and chemical stability under different environmental conditions. Our findings elucidate the significant
potential of polyacrylamide in diverse industrial applications, attributable to its adaptable viscoelastic properties and chemical
resilience. The implications of this research are profound, suggesting enhanced utility of polyacrylamide in fields requiring precise
material behavior modulation under dynamic conditions.

Keywords: Polyacrylamide; Anton Paar MCR 92 (Modular Compact Rheometer); Rheology; Gel; Gidrogel, IR spectroscopy
PACS: 81.70.Pg

INTRODUCTION

Polymer materials, owing to their unique molecular structures and substantial sizes, are extensively utilized across
various sectors of industry and technology, including construction, pharmaceuticals, and the oil and gas industries [1, 2].
For instance, these materials are employed in coatings, stabilization elements, and water retention systems, where their
structural properties and characteristics play a crucial role in solving industry-specific challenges. Research indicates that
polymers, particularly macromolecular compounds like polyacrylamide, are capable of participating in complex chemical
and physical processes due to their high viscosity and durability. These properties ensure polymers' effective application
across diverse environmental conditions [1, 4].

In the oil and gas sectors, the ability to control the cohesiveness of polyacrylamide is critically important for
enhancing the efficiency of oil flow. This polymer optimizes the viscosity of liquids, thereby facilitating more effective
extraction of oil from subterranean sources. Additionally, in water purification systems, polyacrylamide plays a pivotal
role in the effective separation of toxic substances, which is essential for maintaining ecological stability [2, 3].

In the manufacture of pharmaceuticals, polyacrylamide plays a critical role in stabilizing drugs and controlling their
dispersal, which extends the effectiveness and duration of the medications [5]. These studies and scientific discoveries
delve deeper into the novel properties and practical applications of polymers, driving forward new advancements in the
scientific community and the field of technology. The science and applications of polymers are becoming one of the most
crucial topics in materials science, serving as a pivotal factor in the development of modern technologies [3, 5].

Rheometry is a scientific method focused on studying the flow and deformation properties of materials. This field
provides information about the internal structure of materials by studying their response to flow and deformation, which
is essential for understanding and predicting the mechanical behavior of materials [1-3]. Materials, particularly liquids
and solids, provide extensive information about their compositional characteristics through rheometric analysis. This
information, obtained through parameters such as viscosity and flow capabilities, is typically determined using specialized
rheometers [2-5]. This process, known as rheotesting, allows for a precise understanding of how materials respond to
dynamic and static loads. This scientific approach opens new avenues for understanding materials and their practical
applications, playing a fundamental role in advancing research and developments in materials science. Rheometry creates
a solid scientific foundation for accurately and reliably analyzing the physical and mechanical properties
of materials [3,4,9].

X-ray analysis, especially X-ray diffraction (XRD), is another crucial method that determines the interatomic or
interionic structure of crystalline and amorphous substances. This analysis provides data about the phase composition
and lattice dimensions of materials. XRD data are extensively used in materials science, mineralogy, and metallurgy
because this method allows for an in-depth study of the microstructural properties of materials [6, 11]. Thus,
information obtained from infrared spectroscopy and X-ray analysis deeply enhances our understanding of the
chemical and physical structures of materials. These analyses play an important role in defining the properties of
materials and the potential applications in which they can be used, thereby laying the groundwork for further research
and scientific developments [12].
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EXPERIMENTAL
Materials

Polyacrylamide (PAA). Polyacrylamide is an odorless, amorphous solid with a white-yellowish color, the
molecular weight of which is 10*-107 (depending on the conditions of preparation). The density of polyacrylamide at
room temperature (295-297 K) is about 1.302 g/cm?. The decomposition temperature is about 463 K. Polyacrylamide is
a polyelectrolyte with hygroscopic properties, harmless, and forms a soft gel when dissolved in water [4, 5, 11].

Polyacrylamide (PAA) is a polyelectrolyte synthesized through the polymerization of acrylamide, which contains
nitrogen, resulting in a structure that is linearly branched. This compound is produced at the Navoi Chemical Plant and
complies with the standard TSh 6.1-00203849-64:1997. Polyacrylamide appears as an amorphous solid, typically white
to yellowish, and is odorless. It exhibits a molecular weight of approximately 10*x107, although this can vary based on
synthesis conditions. At standard room temperature (around 295-297 K), its density is recorded at 1.302 g/cm’.
Polyacrylamide decomposes at a temperature of about 463 K. Due to its hygroscopic nature, polyacrylamide is harmless
and capable of forming a soft gel upon dissolution in water, leveraging its polyelectrolyte properties [3-5, 8, 12].

Figure 1. Chemical formula (a) and model structure of PAA (b) [4, 5]

FTIR. The structure of the obtained products was determined using IR spectroscopy and electron microscopy. IR
spectra in the range 400-4000 cm™ were recorded on “NIKOLET Magna-560 IR” and “Specord-75IR”
spectrophotometers (Carl Zeiss, GDR). The samples for IR spectroscopy were prepared in the form of pellets with KBr,
films on a KRS-5 plate, and films 8-12 pm thick. Films on a KRS-5 plate were obtained by evaporation of the solvent
(water) at room temperature (295-297 K).

XRD. The device used for X-ray diffraction analysis is an X-ray diffractometer, which operates using X-rays emitted
from a copper (Cu) source. It functions at 40 kV voltage and a current of 30 mA, capable of rotating samples within an
angular range of 4° to 80°. The sample rotation speed is set at 2° per minute, ensuring accurate and reproducible
measurements. The X-rays undergo diffraction within the crystal lattice, adhering to the laws of X-ray diffraction.

nA=2dsing (1

Rheometer. Rheological studies were conducted using the Anton Paar MCR 92 (Modular Compact Rheometer), a
device noted for its modernity and high sensitivity. The MCR 92 model can operate continuously for less than one day,
generating rotational and oscillatory torques ranging from 1 to 125 mNm. This rheometer’s angular velocity ranges from
10* to 157 rad/s, and its angular frequency spans from 10 to 628 rad/s. The rotation speed (CSS/CSR) can be adjusted
from 0.001 to 1500 rpm. The device can operate within a temperature range of -50°C to +400°C. During the sample
examination, relatively flat and slightly conical plates were used. Throughout the rheological tests, the sample temperature
was maintained at a constant 25+0.5°C, enhancing the reliability and repeatability of the experimental results. These
specifications highlight the device’s high precision and versatility, facilitating the accurate and effective study of the
rheological properties of various materials.

Sample Preparation. The research sample of polyacrylamide was prepared under controlled conditions at room
temperature (25°C). Due to the slow dissolution rate of polyacrylamide in water and to ensure thorough mixing, the 8%
concentration of the sample was fully dissolved using a specialized dispenser, facilitating uniform consistency, pH = 7.2.

RESULTS AND DISCUSSION

The average molecular weight of polyacrylamide has been determined to be approximately 3.2-10° g/mol using an
Ubbelohde viscometer in an aqueous medium at 25°C. Furthermore, the dynamic viscosity was quantitatively analyzed
as a function of concentration employing the Huggins equation.

Infrared spectroscopy and X-ray fluorescence analyses are also important methods for material analysis. Infrared
spectroscopy (IR spectroscopy) is used to study the chemical composition of materials; this method examines the
vibrational characteristics of bonds within molecules, thereby identifying the types of chemical bonds between the atoms
in the molecules. Through this technique, it is possible to understand the molecular structure of polymers, organic
compounds, and other complex materials [5, 7, 9]. An IR spectroscopic image of polyacrylamide polymer is presented
below (Fig. 2). The results obtained in the infrared region clearly show all the main bonds present in the structure of the
polyacrylamide polymer.
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Figure 2. Infrared spectroscopic imaging of polyacrylamide polymer.

Polymers are macromolecular compounds that, while exhibiting amorphous characteristics in their dry state, also

contain crystalline regions within their structure. The presence of these crystalline areas and the degree of crystallinity
can be determined using X-ray diffraction (XRD) analysis.
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An XRD analysis of a film formed by drying a polymer solution at room temperature was conducted (Fig. 3).
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Figure 3. XRD image of polyacrylamide polymer film.

The XRD spectrum of this polyacrylamide provides crucial information about the crystalline structure of the
material. Notably, the most intense peak around 30° represents the primary crystalline phase of polyacrylamide. This peak
indicates that the distances between the atoms in the material's crystalline lattice are well-defined. Using these peaks, it

was determined that the amount of crystalline phase in the polymer content is significant, and the sizes of the lattices were
identified (Tab. 1).

Table 1. XRD spectrum analysis of polyacrylamide crystalline structure

Peak 2Theta FWHM FWHM Crystal size
number (degrees) (degrees) (radians) (A)
1 17.0504 0.7365 0.012854 109.07
6 34.0265 0.7190 0.012549 115.55
14 77.4771 0.4371 0.007629 233.01
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The location and intensity of each peak are critical as they provide complete information about the characteristics
of the crystalline phases. The overall structure of the graph indicates that the XRD spectrum of polyacrylamide includes
not only the crystalline phases but also the material’s amorphous characteristics. The amorphous phases are visible in the
regions of lower intensity between the peaks, representing the non-uniform amorphous parts of the polymer structure.

Rheology. A solution of polyacrylamide in water was examined using an Anton Paar MCR 92 rheometer, across an
angular frequency range from 0 to 700 rad/s. The dependence of shear stress and shear strain on frequency was studied
(Table 2).

Table 2. Rheological properties of polyacrylamide solution

Pl(\)Ji:t FI::qglllel::Zy Storagfplgodulus Loss %\I/)I;)]dulus Loss[I;]actor stl:f:;:; S:l::;l; El(l)ll\‘lq::i
[rad/s] [%] [Pa]

1 0.314 2.4435 48869 20000 0.00276 1.3476 0.005498
2 0.521 46799 11926 0.255 0.931 449.81 1.8352
3 0.866 19625 10192 0.519 0.208 45.897 0.18725
4 1.44 56971 36551 0.642 0.853 577.62 2.3566
5 2.38 43812 31773 0.725 0.886 479.77 1.9574
6 3.96 77604 58170 0.75 0.961 931.73 3.8013
7 6.57 1.02E+05 79830 0.783 0.977 1264.9 5.1607
8 10.9 1.19E+05 94252 0.794 0.986 1494.2 6.0962
9 18.1 1.37E+05 1.10E+05 0.801 0.997 1747.7 7.1304
10 30 1.52E+05 1.19E+05 0.787 1 19322 7.8831
11 49.9 1.62E+05 1.28E+05 0.791 0.976 2013.1 8.213
12 82.8 1.97E+05 1.51E+05 0.767 0.994 2465.4 10.059
13 137 2.25E+05 1.74E+05 0.773 0.995 2833.3 11.56
14 228 2.47E+05 1.96E+05 0.795 0.998 3145.6 12.833
15 379 2.51E+05 2.01E+05 0.801 1 3228.9 13.174
16 628 2.58E+05 2.14E+05 0.829 1 3360.4 13.71

The results graphically depict how the material’s stress and deformation change with varying angular velocities. It
is evident from the graphs that the behavior of the material’s stress and deformation changes according to different laws
at various angular frequencies (Fig. 4).
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Figure 4. Dependence of rheological parameters on the angular frequency of rotation

At the beginning of the graph, the shear strain rapidly increases, reaching nearly 1.0 (100%) at approximately 100
rad/s, and then remains nearly constant. This indicates that the elastic phase of polyacrylamide quickly saturates and
subsequently does not deform further.

The shear stress curve also shows an increase, rising with angular frequency and stabilizing around 3500 Pa. This
suggests that polyacrylamide retains its elastic properties even at higher frequencies, and due to the considerable size of
polyacrylamide molecules, elasticity becomes more pronounced with increasing frequency due to the ordering of their
conformational state.
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The dependence of the solution’s internal friction coefficient on angular frequency was examined (Fig. 5). Initial
viscosity values are very high (= 3000 mPa), decreasing almost exponentially with increasing frequency and stabilizing
at around 500 mPa. This indicates that in the absence of external influences, the material's molecules form strong
cohesion; as external forces increase, elasticity emerges and cohesion decreases. The material maintains its stability even
under high strain, which is crucial for determining its application areas.

When we apply a shear stress to the liquid, we impart a pulse, which is transmitted through different layers of the
liquid. Due to friction between the layers, the velocity of the liquid and its kinetic energy decrease. The transverse stress
and shear velocity are proportionally linked through the coefficient of internal liquid friction. The kinetic energy in the
system occurs due to internal cohesion or dynamic viscosity 1 [3].

n=-— “
4

The viscosity of a liquid depends on pressure and temperature, generally increasing with rising pressure and
decreasing temperature. We can observe how the internal friction coefficient changes according to different laws at
various angular frequencies. The graph can be divided into areas where the internal friction coefficient changes according
to three distinct laws. While the polyacrylamide polymer exhibits high viscosity at low angular frequencies, the viscosity
decreases rapidly up to 12-15 s! as the frequency increases, then decreases linearly between 178-180 s™!, and remains
nearly constant at higher frequencies.
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Figure 5. Relationship between sample viscosity and shear rate

The decrease in viscosity at high angular velocities is a characteristic of solutions containing long-chain molecular
structures. At high velocities, the molecules' conformation aligns with the flow direction, and they begin to flow as parallel
layers.

CONCLUSIONS

The rheological properties of the polyacrylamide polymer are analyzed with high precision using the state-of-the-
art Anton Paar MCR 92 across an angular frequency range from 0 to 700 rad/s. The physicochemical properties of
polyacrylamide, including its molecular weight, viscosity, and sensitivity to external influences, were studied.

The molecular structure and dimensions of the crystalline lattice of the polymer material were thoroughly
investigated using IR spectroscopy and X-ray diffraction (XRD). The XRD spectra indicate that the high quantity of the
primary crystalline phase of polyacrylamide aids in understanding the dissolution mechanism in the solvent. The results
observed a rapid saturation of the material's elastic phase and a stabilization of shear stress around 3500 Pa, demonstrating
polyacrylamide's ability to retain its elastic properties even at high frequencies. In conclusion, these analyses provide
significant insights into the rheological properties and molecular structure of polyacrylamide.

Optimizations, including the introduction of various types of additives, are required for the application of
polyacrylamide in the oil and gas industry, water purification systems, and pharmaceutical manufacturing. These findings
also help in understanding the effective application of polyacrylamide produced by local manufacturers in different
environments and contribute to advancing new achievements within the scientific community.
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PEOJIOT'TYHI TA ®I3UKO-XIMIYHI BIACTHBOCTI HOJTAKPHJIAMIAY: AHAJII3 TA 3BACTOCYBAHHSI
Ymmataxkon A. Acpopos®P
“Hayionanenuii ynisepcumem Ysbexucmany imeni Mipzo Ynyebexa, Tawkenm, Y36exucman
bTawkenmcoxuii depocagnuii nedazoziunuii ynisepcumem iveni Hizami, Tawkenm, Y36exucman

VY 1uboMy IOCIIJDKEHHI HPEICTaBICHO IOTIHMOJICHY PEOJIOTiYHY XapaKTepHCTHUKY MONiaKpWIAMIZHUX IOJIIMEpiB, BUPOOJIEHUX Ha
MicueBoMy piBHI, BukopucToByiound Anton Paar MCR 92 (MonynpHHMH KOMOAKTHHH peoMerp). 3pa3ku MONIMEpiB CHCTEMaTHYHO
aHaNizyBaiy, 00 3p0o3yMITH iX peakiifo Ha pi3Hi 30BHIIIHI MOAPAa3HUKH. BHKOPUCTOBYI0UN iH(ppaYEPBOHY CIEKTPOCKOIII0, CKIa]
nosiMepy OyB peTeNnbHO MepeBipeHui, 3abe3neuyoun HagiiHy OI[HKY HOro MOJIEKYJISPHOI CTPYKTYpH Ta XiMi4HOI CTabiIbHOCTI B
Pi3HUX yMOBax HaBKOJMIIHBOTO cepenoBhIna. Hamri BHCHOBKH 3'ICOBYIOTH 3HAUHHWII MOTEHIIaN MOJIaKpHIaMily B Pi3HOMaHITHUX
MIPOMHUCIIOBUX 3aCTOCYBAaHHSAX, IO MOSCHIOETHCS HOTO aJanTUBHUMH B'S3KONPYKHUMH BIACTUBOCTSMH Ta XIMIYHOIO CTIHKICTIO.
Hacmigxu 1ip0ro 1oCHipKeHHs € TTHOOKUMH, IO CBITYHUTH PO 301IbIIEHHS] KOPUCTI MOJiaKprIaMigy B 00JIacTsX, A€ MOTpiOHa TOYHA
MOJIYJISIIIS] TIOBEIIHKU MaTepialy B JUHAMIYHIX yMOBax.

Kuarwuosi caoBa: noniakpunamio; Anton Paar MCR 92 (MoOynbHuil KomMnaxmmuuii peomemp); peonocis, ceiwv; ciopozenv; Y-
CNeKmpOCKOnis
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This study investigates the effect of charge transport layers on the efficiency of Poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-
phenylenevinylene] (MEH_PPV) and Zirconium Disulfide (ZrS:) solar cells using Scaps-1D software. It was found that by increasing the
MEH-PPV thickness and decreasing its acceptor doping concentration, the efficiency (1%), fill factor (FF), and short-circuit current density
(Jse ) decreased. Conversely, increasing the thickness of the ZrS: electron transport layer and decreasing its donor doping density enhanced
the efficiency (1%) and short-circuit current density (Jsc) while maintaining a constant open-circuit voltage (Voc). These results can be
attributed to decreased charge separation and collection in MEH-PPV and reduced optical path length in ZrSz. On the other hand, the back
contact with work function is below 4.65 eV, the MEH-PPV/ZrS; solar cells produced the lowest efficiency compared to different types
of back contact. Under optimal conditions, MEH-PPV/ZrS: solar cell shows a high efficiency of 21% when the dopant concentration of
MEH-PPV and the value of the neutral defect density at the ZrSo/ MEH-PPV interface are 10%2cm and 10° cm™ respectively.
Keywords: SCAPS simulation, Solar cells; Doping density; Interface Defect; Work function

PACS: 28.41.Ak, 88.40.H, 61.72.Vv,71.55.-1, 73.30.+y

1. INTRODUCTION

Over the past decade, scientists working on solar cells have explored various materials and techniques to create
solar cells that are both highly efficient and cost-effective [1-4]. One notable development is perovskite solar cells
(PSCs), which have garnered significant attention due to their impressive power conversion efficiency (PCE) and their
ability to address several existing limitations [1, 2]. In 2009, Tsutomu Miyasaka and his team published an article
demonstrating the achievement of 3.8% power conversion efficiency through a perovskite solar cell with a scaffold of
mesoporous TiO; [3]. Since then, the efficiency of PSCs has rapidly increased to reach 25%, providing an alternative
solar cell technology to the Si, CdTe, and copper indium gallium commercial solar cells [2]. In general, solar cells are
mainly composed of different materials that work as electron and hole transport layers (ETL, HTL). ETL materials can
be prepared from different materials, such as transition metal dichalcogenides (TMDCs) [5, 6]. For example, ZrS, is a
two-dimensional (2D) transition metal disulfide synthesized as a thin film for application in flexible transparent devices.
It has high electron mobility and a small energy gap. Therefore, they received significant attention due to their potential
as candidates for various applications, including solar cells. In our recent publication, zirconium disulfide (ZrS,) has
been used in studying the properties of Go/ZrS, solar cells. The device shows a high efficiency of 15% [6]. For hole
transport materials (HTL), organic materials have been widely used as HTL in fabricating organic light-emitting diode
OLEDs or flexible and lightweight organic photovoltaics, in addition to their easy fabrication features [7-9]. One
example of such materials is MEH PPV (poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenylenevinylene]), which has the
absorption of light at a wavelength of 450-550 nm and orbital energy at 5.3 eV for the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) at 3.2 eV [10]. Moreover, the MEH-PPV layer
is interesting for light energy harvesting because it absorbs light in the 450—550 nm range, which has relatively high
photon energy and converts more sunlight into electricity [11, 12].

The performance of MEH-PPV solar cells is influenced by the characteristics of the MEH-PPV layer, including its
thickness, energy band gap, stability, and mobility [12, 13]. Optimizing these conduction properties is crucial for
enhancing the efficiency of organic solar cells. For instance, our previous research illustrates how the traits of nc-TiO;
grains impact the performance of organic-inorganic solar cells and how the rigidity of the thiophene ring affects dye-
sensitized solar cell efficiency [14]. The findings indicate that the film morphology developed during processing and the
structure of the polymeric chain can hinder the pore filling of the mesoporous layer, which in turn significantly impacts
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inter-chain hopping and overall device performance. This study intends to explore the elements that may influence the
performance of ZrS,/MEH-PPV by utilizing the capacitance simulator (SCAPS-1D) version 3.3.0, a software tool
developed by Burgelman et al. [15]. The factors considered include temperature fluctuations, variations in layer thickness,
doping levels, and series resistances of the solar cell components.

2. DEVICE SIMULATION

It has been known that numerical simulation can play a vital role in optimizing different structures of solar cells,
such as SCPAS. In the beginning, this simulation was used to simulate the efficiency of solar cells whose components are
CulnSe2 and the CdTe family [11]. Then, it was applied to identify the parameters that influence the performance of solar
cells. These parameters include the thickness, energy band gap, and charge carrier concentration of components of solar
cells. On the other hand, the results obtained from both the SCAPS-1D program and experimental measurements are very
close to each other. [16]. The SCAPS-1D software is based on solving the fundamental semiconductor equations essential
for modelling solar cell behavior. These include the Poisson equation e, the Poisson equation (1), and the continuity
equations for electrons and holes (2 and 3). [6.11]

dZ

A L p) =m0+ Ny =N, +p, = p, ] =0 (1)
1dJ,
14y o _g 2
q dx w ~R() )
1dJ,
T o Ot R® ®

Where € represents the dielectric constant, q denotes the charge of an electron, NA and ND indicate the densities of
ionized acceptors and donors, respectively, W refers to the electrostatic potential, Jp is the current density associated with

holes, Jn is the current density associated with electrons, Gop signifies the rate of carrier generation, R is the overall

recombination rate, p represents the density of free holes, n stands for the density of free electrons, while pp and pn are
the distributions of holes and electrons, respectively.The following drift-diffusion equations (2) and (3) represent the
hole and electron carrier transport properties of the semiconducting material. In this work, the proposed solar cell is
composed of zirconium disulfide (ZrS,) and poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenylenevinylene] (MEH-PPV)
and front contact (fluorine-doped tin dioxide, SnO;Fn) and back contact (Gold, Au). We studied the dependence of
the parameters of solar cells on the properties of charge transport layers. These parameters are power conversion
efficiency (1%, short circuit current density (Js), and fill factor (FF) extracted by drawing the current density versus
voltage of solar cells under different conditions and back contact (Gold, Au). Figure 1 shows schematic diagrams of
SnO,:F/ZrS,/MEH-PPV/Au solar cells. From previous literature (6,13,17), Tables 1 and 2 present the input parameters
used in SCAPS simulators for studying the performance of solar cells.

Front contact- AU

ZrS; Layer

Back contact - Sn02:F

L)

Figure 1. Schematic diagrams of SnO2:F/ZrS2/MEH-PPV/Au solar cells

Table 1. Simulation parameters of components of MEH-PPV/ZS solar cells

Material properties ZrSy MEH-PPV
Thickness(pm) Varying Varying
Bandgap (eV) 1.55 2.1
Electron affinity(eV) 4.7 2.8
Dielectric permittivity(relative) 16.4 3

CB effective density of states (1/cm?) 22¢' 2et?
VB effective density of states (1/cm?) 1.8 e 2et?
Electron mobility (cm3/Vs) 300 le?
Hole mobility (cm3/Vs) 30 le®
Shallow uniform donor density ND (1/cm?) 1.00 e*? 0

Shallow uniform acceptor density NA (1/cm?) 0 le'd
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Table 2. Simulation parameters of back and front contact of solar cells

Parameters Back contact (Au electrode) Front contact (SnOz:F electrode)
Surface recombination velocity of electrons (cm/s) 1.00E" 1.00E*
Surface recombination velocity of holes (cm/s) 1.00E"7 1.00E"7
Metal-work function(eV) 5.1 4.5

3. RESULT AND DISCUSSION
3.1. Effect properties of MEH-PPYV on the performance of solar cells
Figure 2 shows the effect of MEH-PPV thickness on the photovoltaic parameters of MEH-PPV/ZrS; solar cells. The
thickness of the MEH-PPV layer varied from 10 nm to 250 nm.
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Figure 2. Effect of MEH-PPV thickness on cell performance parameters

Figures 2a and 2b demonstrate that an increase in MEH-PPV thickness from 10 nm to 250 nm results in a decrease
in both efficiency and fill factor, from 20.66% to 6.71% and from 81.3% to 27.24%, respectively. This is attributed to
reduced charge separation collection at the MEH-PPV and ZrS; interface due to the bad matching of their atomic orbitals.
Besides, thicker HTL in solar cells increases the series resistance in the pathway of positive charge transport additions,
which introduces defects and traps, thus, leading to increased charge recombination. These drawbacks cause a decrease
in the performance of MEH-PPV solar cells, which agrees with the published work in [18]. On the other hand, Figures 2¢
and 2d show the open-circuit voltage (V) and short-circuit current density remain constant at approximately 0.87 V and
32.2 mA/cm?, respectively, because the built-in potential is not affected by the increase in thickness.

Figure 3 shows Jsc, Voo, FF, and efficiency of the MEH-PPV /ZrS; solar cell as functions of the acceptor doping
concentration of the MEH-PPPV layer. This concentration was changed over five orders of magnitude from 1x10'7 to
1x10%? cm 3. The results show that the low MEH-PPV doping level produces lower efficiency and fill factor compared to
the high MEH-PPV doping level in MEH-PPV/ZrS; solar cells. Figures 3a and 3b show the efficiency and fill factors
were enhanced with an acceptor doping concentration ranging from 0.66% to 21.32% and 22.38% to 83.95%, respectively.
Moreover, the open circuit voltage V. remains constant while the short circuit current density increases and reaches its
peak value with an increase in doping density (see Figures 3c and 3d). The JSC gets saturated with small changes when
the doping concentration reaches 10-2°cm™. Similar results are reported by Bradesko et al. who emphasized that a high
doping level effectively reduces the ohmic losses of the cell and minimizes free carrier recombination by enhancing the
electric field in the space charge region [19]. Therefore, increasing the doping level in the active region leads to extra
charge carrier generation and also controls the photocarrier transport path, and consequently, it leads to increased
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efficiency. A high doping level effectively reduces the ohmic losses of the cell and minimizes free carrier recombination
by enhancing the electric field at the space charge region.
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Figure 3. Effect of the doping concentration of MEH-PPV on cell performance parameters

3.2. Effect of properties of ZrS: on the performance of solar cells

Figure 4 shows the effect of the thickness of the electron transport layer, ZrS; on the performance of ZrS,/MEH PPV
solar cells. Its thickness varied from 0.25 um to 1.5pum and the values of acceptor density and thickness of MEH - PPV
are 0.05um and 10" cm~ respectively. The enhancement of efficiency is attributed to an increase in short-circuit current
density of around 30%, while the decrease in fill factor was approximately 14%. The advantage of having thicker ZrS,
improves electron-hole pair generation more than their recombination. This can be explained by the high electron mobility
in ZrS,, which minimizes the increase in series resistance in thicker materials [20]. The results present that the increase
in thickness of ZrS, leads to an increase in Jsc from 30.61 mA/cm?to 38.66 mA/cm? whereas the V.. remains constant,
which in turn enhances efficiency. This can be explained based on the fact that increasing the ZrS, layer thickness leads
to enhancing the optical path length of the light falling on the device and ionizing more atoms within the materials. This
causes the material to produce more electron-hole pairs, corresponding to a large amount of light absorption. Additionally,
the narrow bandgaps of the ZrS; layer enhance the photo-charge separation and consequently increase the short circuit
current density [21]

Figure 5 shows the effect of donor doping concentration in the ZrS: layer on the efficiency, Vo, Js, and FF of the
solar cells. The donor density was varied from 1x10'7 to 1x10% cm™. At a lower ZrS: doping level, the MEH-PPV/ZrS:
solar cells produced higher short-circuit current density and efficiency compared to a higher ZrS: doping level. As shown
in Figures 5-a and 5-b, the efficiency and Jsc decrease as the acceptor doping concentration increases, from 38.2 mA/cm?
to 35.11 mA/cm? and from 17.4% to 16.25%, respectively. Moreover, the open-circuit voltage (Vc) remains constant,
while the fill factor (FF%) increases and reaches its peak value with increasing doping density (see Figures 5-c and 5-d).
The doping concentration influences the electric field and the processes of charge generation, transport, and recombination.
For example, a study reported that low dopant concentrations (<10?° cm3) do not significantly affect the parameters of
bulk heterojunction cells, whereas higher doping levels decrease efficiency. These results are consistent with our results,
which attribute the increased efficiency at low doping concentrations to reduced recombination rates and improved charge
carrier mobility, combined with minimized parasitic losses. Additionally, low doping levels enhance the built-in electric
field strength, leading to more effective charge separation and collection [22, 23].
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3.3. Effect of interface defects (N«) on the performance of solar cells

It has been reported that the properties of interfaces play an important role in the permanence of solar cells [24]. In
general, the formation of these defects is related to structural imperfections of the active layer, inconsistent fabrication
techniques, mismatched energy levels, poor adhesion between ETL and HTL, and exposure to oxygen. In our solar cells,
an interface defect is created between ZrS, and MEH-PPV where charge generation and separation occur. Therefore, to
study the influence of defects on a solar cell’s efficiency, the neutral defect density at this interface was varied from
1x10° cm-3 to 10 ' m™. Figure 6 shows a reduction in u, FF, and V., while Js remains unaffected by an increase in defect
density at the ZrS,/MEH-PPV interface. These results can be attributed to enhanced recombination losses; Jsc remains
unaffected as it is more dependent on the generation of charge carriers than recombination, which agrees with some of
the previous reports [24]. At low defect density, the carrier diffusion length is high, resulting in lower recombination
processes, which contributes to improved photovoltaic performance.
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Figure 6. Effect of defect density at ZrSo/MEH-PPV interface on cell performance parameters

3.4. Effect of back-contact work function

The properties of back contact in MEH-PPV/ZrS, solar cells have been studied to enhance their performance and
thermal stability. This improvement can be achieved by selecting a suitable work function material as the back contact
may yield a reasonable built-in voltage between the metal and active layer. The built-in voltage affects the open-circuit
voltage of solar cells, which is accompanied by an increase in electric field. This field within solar cells serves as a driving
force for separating and collecting the photogenerated charge carriers from their corresponding electrodes before they
recombine and lose. It can also involve selecting appropriate materials with suitable energy levels, modifying the device
architecture, or using interfacial layers to adjust the energy level alignment [6]. Table 3 shows the parameters of
SnOs:Fn/ZrS,/ MEH-PPV/Au solar cells versus different back-contact work functions. It was observed that with the
decreasing of the back contact work function from 5.35 eV to 4.5¢V, the V. stayed constant around 0.66 V. While it
reduced to 0.5V when the work function decreased below 4.5 eV. However, both p and FF continued to decrease from
17.4% to 1.54% and 68.47 to 9.81 respectively. The short circuit current (Jsc) remained nearly unchanged despite
variations in the back contact work function. On the other hand, as the workforce of the back contact decreases, the
Schottky barrier at the MEH-PPV/back contact interface increases and impending hole transport from MEH-PPV to the
back contact. Consequently, both FF and PCE are also reduced.
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Table 3. The parameters of SnO,:Fn/ZrS,/MEH-PPV solar cells versus different back-contact metals.

Back contact work function(eV) Efficiency p% FF% Voe(Volt) | Jse(mA/cm?)

Platinum (Pt) 5.35 17.4 68.47 0.66 38.25

Gold (Au) 5.1 174 68.46 0.66 38.25

Copper (Cu) 4.65 1241 48.85 0.66 38.25

Iron (Fe) 4.5 7.47 29.45 0.66 38.25

Silver (Ag) 4.5 1.54 9.81 0.5 38.1
CONCLUSIONS

This work investigates the effect of properties charge transport layers on performance of MEH-PPV /ZrS: solar cells
using SCAPS software. The results reveal that Increasing MEH-PPV thickness and decreasing its doping concentration
reduce efficiency while increasing ZrS. thickness and decreasing its doping density improve efficiency. The optimal
values of the neutral defect density interface and the work function of back contact were is 10° cm™ and higher 4.65 eV
respectively.
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JOCJIAKEHHS BIVINBY TPAHCIIOPTHHUX HIAPIB HA COHAYHI EJTEMEHTH ZrS2/MEH-PPV:
BUKOPUCTAHHS MIPOI'PAMHOTI'O 3ABE3IIEYEHHS SCAPS -1D
Mapgan C. Myca?, Xmya Aub-Jmyp®, Eman K. I:xkapanat®, Ycama €. Anb-Maganart?, Axmag M.D. (Acca’n) Txadep®,
Benniad 3ainif, Axmer Cair Ananig, B. Apasingan®
“Ilenapmamenm invcenepii sionoenosanoi enepeemuxu, Yuicepcumem [ocadapa, Ip6io 21110, Hopoanis
b Henapmamenm qpizuxu, paxynomem npupoonuyux nayx, Yuisepcumem Myma, Myma 6170, Hopoanis
“/lenapmamenm @izuxu, npupoonuuuii paxyremem. Icnamcoxuil ynisepcumem imama Moxammaoa Iou Cayoa,
Ep-Piso 11623, Cayoiecvra Apasis
4 Tenapmamenm xinii, @axyromem npupoonuyux nayx, Yuisepcumem Myma, Myma 6170, Hopoania
¢flenapmamenm GynOameHManbHux 2yMaHimapHux HayK i npUPOOHUYUX HAYK, MeOudHUll haKynemem, Yuigepcumem mMeousHux HayK
Axabu, Axaba 77110, ﬁopdaﬁiﬂ
'Kagedpa izuxu, paxyremem mamepianvuux nayk, Yunieepcumem Bamna 1, Bamua, Anocup
ePaxynomem izuxu, Texuiunuii ynisepcumem Hunous, Cmamoyn, 34220 Typevuuna
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V wiit poGOTi JOCIIKY€ETHCS BIUTUB LIAPiB TPAHCIIOPTYBAHHS 3apsiay Ha e(eKTUBHICTh COHSYHUX EIEMEHTIB i3 moJi[2-meTokcu-5-(2-
eTuirekcuioken)- 1,4-peninensinineny] (MEH_PPV) i mucynsdiny twmpkosnito (ZrS:) 3a I0MOMOTr0I0 IPOrpaMHOro 3ade3neyeHHs
Scaps-1D. Byno BctaHOBJ€HO, 110 mpu 30inbienHi ToBiHn MEH-PPV i 3MeHIIIeHHI KOHIIEHTpALil HOr0 aKIEeNTOPHOTO JOIyBaHHS
epexTuBHICTE (11%), koedimient 3amoHeHHs (FF) i ryctmna ctpymy KkopoTkoro 3aMukaHHsS (Jsc) 3MeHIIyIoTeCcs. | HaBmakw,
301TBIIEHHS] TOBIIMHM IIapy TPAHCIIOPTYBAHHS €IEKTPOHIB ZrS: i 3MEHIICHHS HOTO IUIBHOCTI JOHOPHOTO JETYBaHHS IiIBHUIIHUIO
edextuBHICTH (1%) 1 IUIBHICTH CTPYMY KOpPOTKOTO 3aMuKaHHS (Jsc), 36epiraroum mocTiliHy Hampyry xomocroro xoxy (Voc). Li
pe3yabTaTH MOXKHA MOSICHUTH 3HIDKCHUM PO3MOALIOM i 360pom 3apsiiB y MEH-PPV i 3MEHIICHOO JOBKHHOK ONTHYHOTO LUISIXY B
ZrS;. 3 iHmoro OOKy, 3BOPOTHHI KOHTAakT i3 poOororo Buxoxy Hmwxkde 4,65 eB, comsuni enementn MEH-PPV/ZrS:; nokazanm
HaWHWKYY e(BCKTHBHICTh MOPIBHSHO 3 Pi3HUMH THIIAMH 3BOPOTHOTO KOHTAKTY. 3a ONTHMAJbHHX YMOB COHsuHa Oartapest MEH-
PPV/ZrS2 noka3ye Bucoky epexruBHicTs 21%, konu konuenrpauis ronantry MEH-PPV i 3naueHHs HeliTpanbHOT LIBHOCTI AedeKTiB
Ha Mexi ZrS/MEH-PPV cranosnsats 1022 cm-3 i 10° em™ Bianosiaso.

Kurouosi cinoBa: SCAPS modentoganms, coHAUHI eneMenmu,; WinbHicmy 1e2y8anis, oeghexm inmepgheiicy; poboua ¢hyHkyis
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Cu(In,Ga)Sez (CIGS)-based thin-film solar cells are currently among the most efficient. Zinc sulfide (ZnS) is the best buffer layer used
in CIGS-based solar cells because it is non-toxic and has a wide band gap. In this study, we present a simulation of a CIGS solar cell
with a ZnS buffer layer, carried out using the Silvaco-Atlas simulator. We attained an efficiency of 24.13%, short-circuit current of
37.81 mA/cm?, an open circuit voltage of 740 mV and a fill factor of 78.78% at a bandgap around 1.41 eV, corresponding to an x ratio
of 0.5. The photovoltaic performance of the ZnS/CIGS solar cell is improved by optimizing the effects of layer parameters such as
thickness, acceptor and donor densities of the CIGS absorber and ZnS buffer layers. For a 0.035 um thick ZnS acceptor with a density
of 6 x 10'7 cm™ and a 3 pm thick CIGS donor with a density of 10'® cm, a maximum efficiency improved to 27.22%.

Keywords: Buffer layer (ZnS); CIGS; Solar cell; Optimization; Silvaco-Atlas

PACS: 84.60.Jt; 78.20.Bh; 89.30.Cc; 42.60.Lh.

1. INTRODUCTION

Due to its lower production costs, higher conversion efficiency and enhanced stability, the thin-film solar cell based on
the CIGS compound semiconductor has recently grown in popularity. In the visible solar spectrum, the CIGS compound
semiconductor offers captivating features, such as a directly controllable bandgap from (1.0 to 1.7 eV) to maximize
irradiance, and an absorption factor of 10% cm™. CIGS and CdS solar cells are the most popular thin-film photovoltaic
technology, with an energy conversion efficiency of 22.6%. When the 2.4 eV bandgap is unsuitable for solar cells, the CdS
buffer layer shows optical absorption losses, particularly in the short-wave range [3, 4]. In addition, because of the hazardous
cadmium (Cd) waste produced during deposition, the CdS buffer layer can pose a risk to human health and the environment.
Given these factors, the CIGS absorption layer is compatible with other wide-bandgap buffer layers. Zinc sulfide (ZnS)
prepared using chemical bath deposition (CBD) offers an attractive alternative to CdS in collaboration with CIGS absorbers
[8, 9] due to its wide bandgap of around 3.68 eV and its non-toxicity to the environment. Cell efficiency is enhanced by
ZnS/CIGS, Zni Sny Oy and CIGS, In,S,/CIGS, with rates of 21.0% [5], 18.2% [6] and 18.1% [7] respectively.

The energy of zinc sulfide (ZnS) is much higher than that of CdS in the bandgap. The ZnS buffer layer used in CIGS
solar cells improves current generation at shorter wavelengths. CIGS solar cells with a ZnS buffer layer perform almost
identically to CdS/CIGS solar cells [10-11]. The use of solar cell simulation has become an essential tool for studying
their operation and improving the design of high-performance solar cells. In this research, we perform a simulation of
both CIGS and ZnO/ZnS/CIGS solar cells to evaluate their performance [12, 14, 15, 16], where ZnS/CIGS solar cells are
more promising than CdS/CIGS solar cells [2, 17].

The main parameters of ZnS/CIGS cells have been identified by several numerical studies, such as thickness,
bandgap, gradient of the CIGS absorber layer and thickness of the ZnS buffer layer [17, 18, 19, and 20].

In this article, we examine ZnS/CIGS solar cells using simulation studies. Numerical analysis of CIGS solar cells is
presented using the Silvaco-Atlas simulator (AM1.5 G, 100 mW/cm?, 300 K) to determine basic parameters (Jsc, Voc,
FF and n). We use ZnS as a buffer layer to study the performance of CIGS solar cells, and have simulated our structure
to study photovoltaic characteristics. We compared the performance of a CIGS solar cell with a ZnS buffer layer with
other works [21, 22]. The consequences of the thickness of the absorber layer, the temperature and the impact of the CIGS
absorber layer in the band gap. The efficiency of this solar cell is 24.13%, thanks to the use of ZnS and CIGS.

2. Modeling and simulation parameters
2.1. Structure simulated
Figure 1 shows schematically the structure of the CIGS solar cell examined in this study. It consists of a single-
junction solar cell based on a CIGS that is both optically and electrically connected, with a layer of ZnO serving as a
transparent coating.Figure 1 shows the doping concentrations and thicknesses of the various layers that make up the
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simulated structure. The CIGS consists of a transparent n-type ZnO contact layer, an n-type ZnS buffer layer and a p-type
CIGS absorber layer. Finally, a layer of Molybdenum (Mo) on a glass substrate is often used as a back contact.

Cathode

Absorber >

Back contact

Figure 1. Structure of CIGS solar cell

2.2. Physical models

The Silvaco Atlas simulation software was used in this study. Atlas is a two- and three-dimensional physics-based
device simulator that enables us to numerically solve the Poisson's equation coupled to the continuity equations for
electrons and holes under stationary conditions. Newton's method is the default method selected for solving the basic
semi-conductor equations in the software [23]. The various basic parameters used in this work include band gaps Eg,
relative permittivity &, electronic affinity y., charge carrier mobility in the conduction band un, charge carrier mobility in
the valence band pp, effective density of states in the conduction band Nc, the effective density of states in the valence
band Ny, the Gaussian defect density Nga, Ngp, the maximum energy position Ega, Egp, the standard energy deviation
Waa, Wap, the electron capture cross section on, the hole capture cross section o, and the surface recombination velocity
parameters of electrons S, and holes S,,.

Table 1 [1, 13, 22, 24] shows the parameters for each layer of the solar cell, which serve as input data for the
Atlas-Silvaco numerical simulation.

Table 1. Material parameters used in the simulation.

Layer properties ZnO ZnS CIGS
E, (ev) 3.3 3.68 Varied
e 4.1 45 48
X (ev) 9 8.32 13.9
#, (cm® 1 Vs) 100 250 100
u, (cm2 /Vs) 25 40 25
N, (cm™) 22x10' 1.5%1018 2.2x10'8
N, (cm™) 1.8x10'° 1.8x10'9 1.8x10'?
Gaussian defect states
N Ny (17 cm’) D:10" A:10° D:10"
E, E,(eV) Mid gap Mid gap Mid gap
W, (eV) 0.1 0.1 0.1
o, (sz) 1072 107" 107"
o, (cm’) 107 1072 107

In this simulation, we use the illumination conditions of the AM1.5 G solar spectrum at one sun, with an incident
power density of 100 mW/cm? and an ambient temperature of 300°K. The bandgap of Culn;.Ga,Se, was calculated using
the empirical expression:

EgleV] = 1.010 + 0.626 - x — 0.167x(1 — x) (1)

Where Eg varies from 1.0692 eV to 1.7609 eV for x=0 (CIS) and x=1 (CGS), respectively [25].
Ga composition was set at 0.30, corresponding to a bandgap energy of 1.27 eV.
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ATLAS offers a variety of models that can be used to simulate devices. We have used the Density of States (DOS)
model to represent the defect density in CIGS and ZnS layers. The data provide two deep-level bands, modeled using a

Gaussian distribution.
2
E  —-F
864 (E)=NGA exp[—|: l;;/ :| :| )

GA

E-Eg, |
gGD(E)_NGDeXp|:_|: W, :|:l 3)

In this situation, E corresponds to the fault energy, while the indices (G, A, D) correspond to Gaussian fault states,
acceptors and donors respectively. Density states are defined by their effective density Nga or Ngp, their standard energy
gap WGA or Wgp, and their maximum energy position Ega or Egp [23].

In the standard model, the Gaussian defect distribution is used to describe the defect states of semiconductor
materials with defects. Shockley-Read-Hall recombination is modeled as follows:

2
_ pn—n
RSRH - E~E; —(E~Ey) (4)
7, n+nexp X \+7,| p+nexp H*
1 1
T, = and7, =
o-n Vth Nt o-p vth Nt

Where 1, and T, are the electrons and holes lifetime parameters (TAUNO and TAUPO in Silvaco Atlas), o, and o, are the
capture cross sections for electrons and holes, respectively, v is the thermal velocity, and Nt is the trap density by volume.
n; is a spatially varying intrinsic concentration level, E; is the intrinsic Fermi energy level, Er is the trap energy level, (E;
- Er is ETRAP in Silvaco Atlas), and Ty, is the lattice temperature in Kelvin [23,26].

A general expression for surface recombination is:

2
pn—n;

Ry = E-E; I ~(E~Fy) )
eff eff
7 [n+nl.exp KIL ]+z’n [p+n,.exp KIL ]
1 1 . 1 1 d,
7 Z—,+iSN and Tﬁ,z—i‘f‘—lS.P
Tl T, A o T, 4

where 7 ; and z',’; are the volume lifetimes calculated at node i along the interface, which may also be a function of

impurity concentration. Parameters d; and A; are the interface length and area for node i. Parameters S.N and S.P are the
recombination velocities for electrons and holes respectively [27].

3. Simulation Results and Discussion
3.1. Optimal CIGS absorbing layer bandgap
The electrical parameters of the CIGS cell were calculated for different values of the bandgap of the CIGS absorber
layer to determine the optimum efficiency-enhancing bandgap. We set the thickness of the CIGS absorber layer at 3 pm
and varied the bandgap by changing the X ratio from 0 to 1.

25 T T T T T T T

24 0’0\

Bk / °\ J
nt / ~o ]
uf \, -

o} /
9}

Efficiency (%)

L 1 1 L L L s
10 1.1 12 1.3 14 1.5 1.6 1.7 18
Band gap of CIGS Eg(cV)

Figure 2. The variation band gap energy of CIGS as function of efficiency

The characteristics of the CIGS cell for different band gaps as a function of efficiency are shown in Figure 2. It can
be seen that increasing the band gap of the CIGS absorber layer, and hence increasing the x-ratio, leads to a proportional
increase in efficiency up to a value of 1.4 and then the efficiency starts to decrease, the efficiency increase starts from
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16.75% to 24.13%. The excellent efficiency obtained for the CIGS solar cell is 24.13%. The optimum efficiency of the
CIGS cell was achieved when the optical bandgap was around 1.41 eV, corresponding to an x ratio of 0.5.

3.2. Influence of absorber layer thickness
The CIGS solar cell structure, obtained using Silvaco-Atlas, is shown in Figure 3.

ATLAS
Data from CIGS_Single str

o

Figure 3. Silvaco-Atlas structure file of the CIGS solar cell

In this section of the simulation, we first opted for a CIGS layer thickness of 2 pum, then adjusted the thickness of
the zinc sulfide (ZnS) buffer layer from 0.1 pm to 0.03 pm.

We observed that the efficiency increases and then decreases with increasing ZnS buffer layer thickness. We also found
that the high efficiency of CIGS thin-film solar cells decreases as the thickness of the zinc sulfide buffer layer increases
(from 22.45% for 0.035 pm to 20.91% for 0.1 um). As is obvious, the performance of all solar cells decreases as the buffer
layer thickness increases, with the exception of open-circuit voltage, which remains constant. Even if some absorption losses
in solar cells are caused by the ZnS buffer layer or emitter thickness, this may explain the profile of this result. The ZnS layer
has a thickness ranging from 10 nm to 30 nm, while the CIGS layer varies from 1 pm to 4 pm. Figures 4, 5, 6 and 7 shows
the impact of ZnS layer thickness on the performance of CIGS-based solar cells. The short-circuit current density increases
from 30.69 to 35.70 mA/cm? as the thickness of the ZnS buffer layer increases from 10 to 35 nm.
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Figure 6. Effect of ZnS buffer layer thickness on the factor

Tickness of ZnS (um)

form of the CIGS solar cells

The increase leads to a rise in the solar cell's conversion rate. In physical terms, a very thin absorber layer indicates
that the back contact and the depletion zone are very close, which favors electron capture by this contact. This form of
recombination process affects cell performance, as it has an impact on conversion efficiency.

Tickness of ZnS (um)

Figure 7. Effect of ZnS buffer layer thickness on the efficiency

of the CIGS solar cells
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3.3. Effect of temperature on CIGS solar cells using ZnS as buffer layer

One of the most crucial parameter optimizations for thin-film solar cells is operating temperature, which plays an
important role in assessing thin-film performance.

We are studying the influence of temperature on CIGS-based solar cells, using ZnS as a buffer layer. As we can see,
the performance of thin-film solar cells decreases with increasing operating temperature. The same variation in
performance properties with increasing operating temperature. This indicates that ZnS could be a good alternative material
for use in photovoltaic applications.

Figure 8 shows the influence of operating temperature on CIGS-based solar cells using ZnS as a buffer layer.

Extracted from the various (J-V) characteristics shown in Figure 9, the electrical parameters of the CIGS cell are

summarized in Table 2 and compared with the published data [21, 22], our simulated results represent higher efficiency
than them.

»
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Figure 8. Effect of the Temperature on performance of solar Figure 9. Simulation J-V characteristics of the ZnS/CIGS solar
cells, using ZnS as Buffer layer cell

Table 2. Comparison between our model and other works

Voc (mv) Jsc (mA/ cm?) FF (%) 7(%)
Our Simulation ZnS/CIGS 0.74 37.68 79.18 22.29
(Eg=1.2¢V)
Simulation of [21] 0.71 37.96 81.24 22.16
ZnS/CIGS (Eg=1.2 eV))
Our Simulation ZnS/CIGS 0.74 37.81 78.78 24.13
(Eg=1.41 eV, x=0.5)

Simulation of [22] 0.804 35.66 82.14 23.54

ZnS/CIGS (Eg=1.41 eV, x=0.5)

It is conceivable that the simulated data will serve as a starting point for modeling the effect of absorber layer
thickness, absorber layer bandgap and the use of ZnS as a buffer layer on solar cell performance in our work.

In this study, we aim to obtain the highest current values for the CIGS cell and find an optimum matching efficiency
for the simulated structure.

4. CONCLUSION

In this work, we have presented and discussed the results of a numerical simulation study of the electrical
characteristics of a CIGS-based thin-film hetero-junction solar cell. Of the electrical characteristics of a CIGS-based thin-
film hetero-junction solar cell, generated by the Silvaco Atlas-2D simulation software.

We studied the electrical stimulation of the CIGS cell with the ZnS cell, proving that the ZnS cell is better than the other
cells. Then we studied the impact of two layers in ZnS (buffer layer) and CIGS (absorber layer) with the aim of designing an
optimal ZnO/ZnS/CIGS hetero-junction structure that gives the best electrical performance. We conclude from this study that
the best doping for the ZnS layer is concentration 6x10'7 cm™ with a thin thickness of 35 nm and the best doping for the CIGS
layer of concentration 1x10'8 cm with a thickness of 3 um to obtain the optimum electrical efficiency of 27.22%.
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BIVIUB BY®EPHOI'O IAPY ZnS HA EOEKTUBHICTb COHAYHUX EJIEMEHTIB CIGS
Jlain Aoaenani?, Xamsa Aoin?, Ixpam 3inani?, Aicca Mekci?, A6nesiax Byrenna®, 3ain Benmayai¢
4J/labopamopis npukiaduux mamepianis, Yuisepcumem Jorcunnani Jliabec Cidi-benv-Abbec, Anxcup
5Biooin enexmpomexnixu Ynisepcumem nayx i mexnonoziti Opany, Anxcup B.P 1505, Exo Muayep, Opan, Anocup
“Jlabopamopis enekmpomexuixu Opana, enapmamenm erexmponixu, Qaxynvmem erekmpomexuixu, Yuisepcumem nayx i
mexnonoeii Opana (MB-USTO), 31000, Opan, Anscup
4Biooin enexmpomexuixu ma agmomamuxu, Yuieepcumem Penizany, Anocup

TonxkoruniBkoBi consuHi enementd Ha ocHOBI Cu(In,Ga)Se2 (CIGS) napasi € onuumu 3 HaitedextuBHimmx. Cynapdin uuaky (ZnS) e
HalikpamuM OyQepHUM MapoM, SIKAH BUKOPHCTOBYETHCS B COHAYHUX eleMeHTax Ha ocHOBI CIGS, OCKiNbKM BiH HETOKCHYHUH 1 Ma€e
IIMPOKY 3a00pOHEHY 30HY. Y IbOMY IOCIIJDKCHHI MU IIPEACTaBIIIEMO MOJCMIOBaHHS coHssaHOi Oarapei CIGS 3 OydepHumM mapom
ZnS, BUKOHaHE 3a JIONIOMOTroto cuMyssitopa Silvaco-Atlas. Mu nocsrnu epexruBaocti 24,13%, cTpymy KopoTkoro 3amukanHs 37,81
MA/cM2, HanpyTH Xonoctoro xoxy 740 MB i koedimienta 3anoBHeHHs 78,78% npu mupuHi 3a60poneHoi 30au 6mm3bko 1,41 eB, mo
BifmoBigae BigHoMmeHH!O X 0,5. @oToeneKkTpHUIHI XapaKTepUCTUKH COHAIHOI OaTapei ZnS/CIGS nokpalryoTsest MIIIXOM ONTHMI3ALT
BIUTUBY MapaMeTpiB LIapy, TaKUX SIK TOBIIMHA, LIUIBHICTH akientopis i monopi mornunHada CIGS i 6ydepnoro mapy ZnS. s
akgenropa ZnS toumHO0 0,035 MM 3 minbHICTIO 6 X 1017 cm-3 1 goHopa CIGS ToBmmHOM0O 3 MKM 3 mieHicTIO 1018 cMm-3
MaKCcHMaJbHa e(eKTHBHICTh MoKpamunacs 10 27,22%.
Kurouosi cinoBa: Oygepnuii wap (ZnS); CIGS; consiuna bamapes,; onmumizayis; Silvaco-Atlas
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A study of the structural features of reverse micelles of Na AOT (sodium bis(2-ethylhexyl) sulfosuccinate) molecules in cyclohexane
with an aqueous core was carried out using the molecular dynamics method. Reverse AOT micelles are formed in three-component
systems containing a non-polar solvent, water, and AOT molecules at certain concentration ratios, expressed as w = [H2O]/[AOT]. A
strong hydrogen bond between water molecules and AOT was found at the concentration w=6. For the first time, a sharp decrease in
hydrogen bonding between water molecules and AOT at w=7 was shown, caused by a difference in the packing of AOT molecules and
the collective dynamics of water molecules in the micelle core. The calculated results are in good agreement with experimental data
from other authors. It is shown that, along with the methods of vibrational spectroscopy and dynamic light scattering, the molecular
dynamics method is also informative for determining the structural characteristics of supramolecular structures and analyzing the
collective dynamics of water molecules.

Keywords: Molecular dynamics method, Reverse micelles; Hydrogen bonding

PACS: 82.70.Uv; 47.11.Mn; GROMACS 5.1.3

INTRODUCTION

The formation of reverse AOT micelles with an aqueous nano-core [1] is of particular interest, as these systems
serve as a medium for the growth of nanoparticles of various types [2, 3], organic molecules [4-6], biomolecules [7], and
metal nanoparticles [8, 9]. Information on the stability of reverse micelle solutions, the shape of reverse micelles, their
size distribution, and the properties of water in the core of reverse micelles has been obtained using small-angle X-ray [9]
and neutron scattering [10], nuclear magnetic resonance [6], infrared spectroscopy [3, 6, 11], UV-vis spectroscopy [4],
Raman spectroscopy, dielectric spectroscopy [12], methods of dynamic [13] and static light scattering [14], ultrafiltration
[15], conductivity [16], and density measurements [17-19], as well as other physical methods. The difficulty of obtaining
detailed molecular-level information on the structure of reverse micelles is that, unlike other complex organic structures,
reverse micelles are self-assembled exclusively in solutions, which does not allow for X-ray analysis or the use of high-
resolution microscopy [20]. Therefore, molecular dynamics is one of the main methods for studying supramolecular
systems with a large number of degrees of freedom.

The aim of this work is the molecular dynamics investigation of the self-organization of reverse micelles of AOT
molecules in the cyclohexane + water system and the study of structural properties and types of interactions depending

on the variation of parameter w.

METHOD OF MOLECULAR DYNAMICS
The self-organization of reverse AOT micelles with a change in the molar ratio of water and surfactant
(w =[H20])/[AOT] (Fig. 1) was studied using the GROMACS (Groningen Machine for Chemical Simulations) software
package [21], version 5.1.3.
To describe water, the SPC/E (Extended Single Point Charge) interaction potential was used [22], which was
successfully applied in other studies [23-31]. TIP3P water model is used in these molecular dynamics simulations to
accurately capture hydrogen bonding behavior in this micellar system.

T Systems were chosen in such way that the number of AOT and
7L A cyclohexane molecules were constant, and the number of water molecules
—p Z vy 2 e corresponded to the concentration range w=0.25+11 presented in Table 1. For
04 G - cyclohexane and AOT (Figure 1), the all-atom force field potential

N, s CHARMM27 [32] was chosen, as it describes well the formation of reverse
OSL"' — micelles in oth(?r. solutions [33] and clus.ters [34]. A cubic cell With periodic
" boundary conditions and a cut off radius of 1.2 nm were applied. Other

parameters and detail procedure of NPT ensemble are presented in our previous
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2 fs (Figure 2). Only the last 5 ns of the runs were used for data analysis. For the velocity autocorrelation function, the
equilibrium system was rerun for the next 15 ps.

Table 1. Number of molecules in the system as a function of w = [H20]/[AOT] concentration.

Number of molecules

w cyclohexane water AOT
0 1000 0 95
0.25 1000 24 95
0.5 1000 47 95
1.0 1000 95 95
2.0 1000 189 95
3.0 1000 284 95
4.0 1000 379 95
5.0 1000 473 95
6.0 1000 568 95
7.0 1000 662 95
8.0 1000 757 95
9.0 1000 852 95
10.0 1000 946 95
11.0 1000 1041 95

w=06 w=7 w=8 w=9 w=10 w=11

Figure 2. Formed micelles in concentration range 6+11 of w = [H20]/[AOT]

RESULTS AND DISCUSSION

Figure 3 presents the number of hydrogen bonds at various water/AOT concentrations (w), illustrating two main
types of interactions: between the SO~ anionic group of AOT and water molecules, and between water molecules
themselves. At low concentrations (w=1 and w=2), these two interaction types are roughly equal in number, suggesting
a balance between AOT-water and water-water bonding. However, starting at w=3, a shift occurs with water molecules
forming significantly more hydrogen bonds with each other than with AOT, at a ratio of approximately 2.5:1. This shift
indicates the formation of a more cohesive water network within the micellar core, as the available water molecules begin
interacting primarily with each other rather than with the surfactant. This structural change suggests that, as the water
content grows, water molecules cluster into a stable pool, altering the micelle’s internal arrangement.
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Figure 3. Number of hydrogen bonds in the system as a function of water/AOT concentration, shown from left to right: w=1, w=2,
w=3, w=4. Different types of hydrogen bonds are presented: between water molecules and: molecules calculated as the centre of
mass of molecules (black); hydrophilic part of SO~ (brown); O1 atom of AOT molecule (red); O2 atom of AOT molecule (green);
03 atom of AOT molecule (green); O4 atom of AOT molecule (yellow)
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As shown in Figure 4, at higher concentrations (w=6 and w=7), the number of hydrogen bonds between the SO~
group and water remains stable, but a sharp increase in water-water interactions occurs. This increase enhances the internal
hydrogen-bonded network among water molecules, contributing to a more robust water framework within the micelle and
impacting the overall structure. Additionally, for higher concentrations (w>7), we observe a distinct pattern where
interactions between specific oxygen atoms on AOT (O1 and O3) and water increase, while those involving O2 and O4
decrease. This pattern suggests a reorganization of the surfactant layer around the expanding water core. The repacking
of AOT molecules likely facilitates this structural shift, helping to stabilize the enlarged core. These findings support a
mechanism of micelle elongation under high hydration, as previously reported in studies describing the transition from
spherical to cylindrical shapes in micelles at elevated water content.
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Figure 4. Number of hydrogen bonds in the system as a function of water/AOT concentration, shown from left to right: w=5,
w=6, w=7, w=8. The types of hydrogen bond are shown in Figure 2.
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Figure 5. Radial distribution function between water molecules and AOT (calculated as the centre of mass of molecules).

Figure 5 provides further structural insight through the radial distribution function (RDF) between water and AOT
molecules. At low water content (w=0.25+2), RDF peaks are observed at 0.5 nm and 1.2 nm, indicating that water
molecules are closely associated with AOT, suggesting a compact micellar core. However, as concentration increases to
w=3+6, the intensity of the first RDF peak diminishes, reflecting the shift toward water-water hydrogen bonding within
the growing core. For concentrations w=7 and above, the peaks shift further towards longer distances, indicating that the
micelle is adjusting to a larger, less compact core. This structural adaptation results in a looser AOT packing, consistent
with the formation of elongated micelles as the water pool expands.
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Figure 6. Autocorrelation velocity function for the water oxygen atom

The autocorrelation velocity function of the water oxygen atom (Figure 6) highlights dynamic changes across
concentrations. At low concentrations (w=0.25+2), we observe a distinct minimum around 0.15 picoseconds and a slight
maximum at approximately 0.2 picoseconds, indicating restricted motion of water molecules due to strong interactions
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with the AOT head groups. With increasing concentration (w=3+6), this minimum becomes blurred, signaling that the
water core has become more stable and continuous, allowing for greater water mobility. At higher concentrations (w>7),
the velocity function shifts, with the minimum appearing at around 0.1 picoseconds and the maximum at about 0.12
picoseconds. This shift signifies increased fluidity and longer-range interactions within the water core, consistent with
structural elongation of the micelle [35].

In summary, at low water concentrations, hydrogen bonding is primarily between AOT and isolated water molecules,
supporting a compact micellar core. As water content rises, the formation of a stable hydrogen-bonded water network
within the core prompts a structural shift in the micelle, with AOT molecules rearranging around the expanded core. This
progression from isolated water molecules to a cohesive water network causes the micelle to elongate, consistent with
experimental observations of shape transitions in AOT micelles as hydration increases [35]. These findings illustrate how
hydrogen bonding dynamics drive structural adaptations within reverse AOT micelles, influencing both the shape and
internal dynamics of the micellar system as water concentration changes.

CONCLUSIONS

The study of the structural characteristics of reverse micelles in cyclohexane solution with an aqueous core has been
carried out using the method of molecular dynamics. In micelles, there is a strong interaction between surfactant molecules
and water, which leads to the rearrangement of water molecules and changes in micelle shape. It was shown that during
the transition from w=5.6 to w=7, a difference in the packing of surfactant molecules and the water core is observed,
which is related to the dynamics of water molecules. The calculation of hydrogen bonds in the system, the radial
distribution function between surfactant molecules and water, as well as the autocorrelation velocity function for the water
oxygen atom, showed a deviation for w=7. This deviation is related to the minimal interaction of surfactant molecules
with water and compensation of Coulomb and Van der Waals forces, as well as the dielectric susceptibility of water
observed in similar systems [15, 19]. The results based on data analyses reveal that at w=6, a strong hydrogen bond
appears between the hydrophilic group of AOT and water, and at w=7, the strength of the hydrogen bond changes
drastically, indicating that the micelle changes its shape. This fact is also confirmed by other authors [14, 35]. Thus, there
is a significant increase in the interaction of water with the polar groups of AOT, leading to structural changes in micelles.
With a further increase in www, the content of the aqueous pseudophase and the interaction of polar groups of surfactant
molecules with water molecules determine the size of nanoparticles obtained in micelles.
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CTPYKTYPHI OCOBJHUBOCTI OBPOTHHUX MIIEJ AOT Y BOAI/IHUKJIOTEKCAHI:
MOJIEKYJISAPHO-JUHAMIYHE JOCJIIXKEHHA
Hianoap Bozopora?, lilykyp Codypos®, Magiondek 3isic®, Oxcana Icmainosa®de
“IHcmumym iOHHO-NAA3MOBUX I 1a3epHux mexnonoziu, AS Y3bexucman, 100125, Tawxenm, /Jopman Honi 33, Vsbexucman
bYnieepcumem Llyxyéu, 1 Yome-1-1 Tenooaii, Lyxyba, - I6apaxi 3058577, Anonis
“Hamaneancokuii depacasnuii ynisepcumem, 160107, Hamanzan, bobypwox 161, Y36exucman
ATypuncoruti norimexuivnuti ynisepcumem ¢ Tawwenmi, 100195, Kivix Xanxa Honi 17, V3bexucman
¢V3beyvro-anoncekutl inHosayiunuil monodiocrui yenmp, Tawxenm, 100195, YVuieepcumem 26, Y30exucman

MeTo0M MOJIEKYJISIPHOT IMHAMIKH IIPOBEAEHO JOCIIPKEHHS CTPYKTYPHUX 0COOJIMBOCTEH 3BOPOTHUX Milen Mojekys Na AOT (6ic(2-
STUIITEKCHII)CYNIb(OCYKIIMHAT HATPII0) Y IUKIOTeKCaHi 3 BOAHUM siipoM. 3BopoTHi Miteian AOT yTBOPIOIOTBCS B TPUKOMIIOHSHTHHX
CHCTEMax, 110 MIiCTATh HEMOJIIPHUH PO3YMHHUK, BOLY Ta MoJieKynd AOT npu neBHUX CIiBBIJHOIICHHAX KOHIEHTPALH, BUPaXXEHUX
sk w = [H20]/[AOT]. BusBneno cuipHUIT BOTHEBUI 3B’ 130K MixK Mosekynamu Boau Ta AOT npu koHneHTpanii w=6. Briepre 6yio
MOKa3aHo Pi3Ke 3MEHIIECHHS BOJHEBHX 3B’ s3KiB MiXk MoJieKynaMu Boau Ta AOT npu w=7, BUKJIMKaHE Pi3HUIICIO B YIIAKOBIII MOJICKYJT
AOT Ta KOJNEKTHUBHOIO [MHAMIKOIO MOJEKY]T BOAM B sApI Mimenu. Pesynmbratn po3paxyHKIB JTOOpe Y3TOIDKYIOThCS 3
SKCTICpIMEHTAIbHUMH JTaHUMH iHIIMX aBTopiB. IlokaszaHo, IO MOpPSA 3 METOAAaMH KOJIHMBAJIBHOI CIIEKTPOCKOINI Ta AWHAMIYHOTO
PO3CiIOBaHHS CBiTJIA METOJ] MOJIEKYJIIPHOI JUHAMIKM TakoX € iH(GOPMAaTHBHHMM JUIsi BU3HAYEHHS CTPYKTYPHHX XapaKTEPHCTHK
CyIpaMoJIeKyJSIPHUX CTPYKTYp Ta aHali3y KOJEKTHBHOI AMHAMIKH MOJICKYJ BOJM.

Kuro4oBi ciioBa: memoo monexynapHoi Ounamixu, 360pomui miyenu; 800Hesull 38’130k





