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This work is devoted to the study of current flow in diffusion-doped zinc silicon samples in the dark and when illuminated with light 
with an intensity in the range from 0.6 to 140 lx and at a temperature of 300 K. At T = 300 K and in the dark, the type of the I–V 
characteristic contained all areas characteristic of semiconductors with deep energy levels. It was found that when illuminated with 
light, the type of I–V characteristics of the studied Si samples depended on the value of the applied voltage, the electrical resistivity of 
the samples, the light intensity, and their number reached up to 6. In this case, linear, sublinear, and superlinear sections were observed, 
as well as the switching point (sharp current jump) and areas with negative differential conductivities (NDC). The existence of these 
characteristic areas of the applied voltage and their character depended on the intensity of the light. The experimental data obtained 
were interpreted in the formation of low dimensional objects with the participation of multiply charged zinc nanoclusters in the bulk 
of silicon. They changed the energy band structure of single-crystal silicon, which affected generation-recombination processes in Si, 
leading to the types of I–V characteristics observed in the experiment. 
Keywords: Doped silicon; I–V characteristic; Negative differential conductivity; Low dimensional objects; Zinc nanoclusters 
PACS: 72.8-,-r, 72.80. Cw 

1. INTRODUCTION
The study of current flow processes in highly compensated (HC) silicon samples doped with zinc in a high non-

equilibrium state, at room temperatures and in the presence of illumination, is of important scientific and practical interest. 
From a scientific point of view, such studies provide more information about the role of a particular center formed by 
impurity atoms on current flow processes. From a practical point of view, knowledge of the behavior of a sample under 
various conditions makes it possible to determine the optimal conditions for creating various sensors of external influences 
based on HC silicon samples. 

It is known that zinc in silicon acts as a double acceptor with ionization energies E1=EV+0.31 and 
E2=EV+0.50 eV [1-3]. A study of the surface morphology using an atomic force microscope (AFM) and the photoelectric 
properties of diffusion zinc-doped silicon samples showed that nano-sized multi-charged clusters are formed in them [4]. 
These clusters significantly change the structure of the energy states of the zinc atoms in silicon. As a result, instead of 
the above two acceptor energy levels corresponding to a single zinc atom, other deep energy levels appear with the 
participation of zinc nanoclusters lying in the range of values E=EV+(0.16÷0.617) eV, which is consistent with the 
data [5]. 

2. EXPERIMENTAL METHODS, RESULTS AND IT’S DISCUSSION
To elucidate the mechanism of current flows in HC samples of silicon diffusion-doped with zinc with different types 

of conductivity and degrees of compensation, of both n- and p-type conductivities with resistivity lying in the range 
of 102÷105 Ω∙cm at T = 300 K were obtained using the high-temperature diffusion method according to the technology 
described in [6]. Ohmic contacts to the studied samples were created by laser soldering of copper wire with a diameter 
of 100 μm or by applying conductive silver paste [7]. 

The measurement of the I–V characteristics of diffusion-doped HC Si<P, Zn> samples of both p- and n-types, 
was carried out according to the method described in the [8]. Samples of p- or n- n-conductivity types in the form 
of parallelepipeds with dimensions of 10×5×0.3 mm3 were included in a circuit consisting of a series-connected 
load resistance RL and a stabilized voltage source. The voltage generator mode (RS ≫ RL) was performed regardless 
of the current flowing through the sample. An incandescent lamp, powered by direct current, served as a source of 
lighting. 
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2.1 Results And Discussion 
A study of the I–V characteristic of HC silicon samples diffusion-doped with zinc of both n- and p- types of 

conductivity and with electrical resistivity in the range of 102÷105 Ω∙cm at T = 300 K showed that the I–V characteristic 
in the dark contains three characteristic sections (Figure 1). 

  
Figure 1. I–V characteristics of Si<P, Zn> samples with 
different specific electrical resistances and types of conductivity 
in the dark at T = 300 K 

Figure 2. I–V characteristics of n–Si<P, Zn> samples with 
ρ = 5.74∙104 Ω∙cm, T = 300 K 

The first section in the dependence 𝐼 ൌ 𝑈ఈ is linear (the exponent α lies in the range 0.97÷1.03) for all studied 
samples whose length in voltage increases approximately 10 times with increasing ρ (for example, 0.1 ÷10 V for a sample 
with ρ = 1.3∙102 Ω∙cm and 0.1 ÷ 100 V for a sample with ρ = 6.91∙104 Ω∙cm). The second section is superlinear (the 
exponent is equal to the value 1.28 ÷ 1.97). The third section of the I–V characteristic is a section of a sharp increase in 
current from voltage. Here the value reaches up to 25.03. At first glance, the last section looks like an electrical 
breakdown. However, repeated measurements have shown that the experimental data is repeatable; therefore, we can say 
there is no electrical breakdown here. It should be noted that the exponent increases sharply in this section with increases 
of the ρ. 

Figure 2 shows the I–V characteristics of n–Si<P, Zn> samples, also taken at room temperature and in the presence 
of illumination with an intensity of 0.6–90 lx. 

  

Figure 3. Dependence of the threshold voltage of the current 
jump on the illumination of the light 

Figure 4. Dependence of the magnitude of the current jump on 
the illumination of the light 

As can be seen from Figure 2 the I–V Characteristics of n–Si<P, Zn> samples taken at low illumination of light have 
three characteristic sections [9]. The first almost linear section with the exponent α = 0.99 lies in the voltage range 
0.10÷9 V, then follows the superlinear section with α = 1.24 lying in the voltage range 10÷90 V, then follows the sublinear 
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section with the exponent α = 0.554 lying in the range 100÷950 V [10]. As the light irradiance value (LIV) increases, the 
number of characteristic areas and the nature of the 𝐼 ൌ 𝑈ఈ dependence changes. So, for example, at 6.25 lx the number 
of characteristic areas reaches six and this number is maintained for all LIV. In this case, the voltage extension of the first 
ohmic section is preserved for all values of the LIV. The nature of the second section does not change, i.e. it's always 
super linear. However, the degree of superlinearity increases from the beginning, and having reached a maximum 
(α = 1.77), it decreases (α = 1.55). The third section at low LIV is sublinear (α = 0.68) and with increasing LIV the 
sublinearity decreases (α = 0.75) with further growth of LIV it first turns into a linear dependence (α = 0.97) and then 
becomes superlinear (α = 1.15). The fourth section at relatively low LIV (6.25-23 lx) exhibits a superlinear dependence 
(α = 1.44÷2.04), then, as in the third section, it first turns almost linear (α = 1.08), and then a weak sublinear relationship 
(α = 0.90). The fifth section is a section of a sharp jump in current downward in value. The threshold voltage 
corresponding to a current surge depends on the LIV. At low LIV, the jump occurs at higher values of voltage applied to 
the sample. With increasing LIV, the current sharply decreases, and, starting from 23 lx, the current jump does not depend 
on the LIV (Figure 3), but the magnitude of its jump (ΔΙ = Imax – Imin) depends on the LIV. At low LIV, the value of ΔΙ is 
small and with increasing LIV it increases sharply, and, starting from LIV 23 lx, its growth slows down (Figure 4). 

Figure 5 shows the I–V characteristics of HC samples p–Si<P, Zn> with ρ = 6.91 ∙104 Ω∙cm taken at a temperature 
T = 300 K in the presence of illumination with an intensity lying in the range of 0.6÷100 lx. 

 
Figure 5. I–V characteristics of n–Si<P, Zn> samples with ρ = 6.91∙104 Ω∙cm, T = 300 K 

As can be seen from Figure 5, in contrast to n–Si<P, Zn> samples, the I–V characteristics of p–Si<P, Zn> taken at 
T = 300 K and low LIV contain 6 characteristic sections (instead of three). These are sections: the first almost linear 
section with the exponent α = 0.98 lies in the voltage range 0.10÷9 V, and this dependence is preserved for all LIV, then 
follows the second superlinear section with α = 1.73÷2.08, lying in the voltage range 10÷30 V, followed by the third 
sublinear section with the exponent α = 0.42, lying in the range 40÷100 V. With an increase in the LIV, this section 
moves to a superlinear dependence with the exponent α, lying in the range 1.27÷1.45. Next comes the fourth superlinear 
section with α = 2.55. With increasing LIV, this dependence becomes sublinear, and the value decreases. The fifth is a 
section of a sharp jump in current downward in value. The voltage corresponding to the current surge depends on the 
LIV. At low values of the LIV, the jump occurs at higher values of the voltage applied to the sample. With increasing 
LIV, the threshold voltage value decreases sharply, and starting from 23 lx, as in the case of p–Si<P, Zn> samples, it 
ceases to be affected by the LIV (Figure 3). In this case, the magnitude of the jump (ΔΙ = Imax – Imin) also depends on the 
LIV. At low LIV, the value of ΔΙ is small, but with increasing LIV it increases sharply and, starting from LIV 23 lx, its 
growth slows down (Figure 4). It should be noted that in n–Si<P, Zn> both the value of the threshold voltage Uth and the 
value of ΔΙ are always greater than in p–Si<P, Zn>. 

The nonlinearity of the I–V characteristic occurs not only in many semiconductor devices, in which the main working 
element is p-n junctions but also in many semiconductor materials in which p-n junctions are completely absent [11]. In 
semiconductor materials, if we exclude the influence of contacts, nonlinearity is most often due to the effects of strong 
fields. It is known that in strong electric fields, there is a dependence of mobility on the field strength until velocity 
saturation, NDC, impact ionization, and breakdown. However, in weak electric fields, the manifestation of nonlinearity 
of the I–V characteristic is also possible [12]. 

In [6], it was shown that in the silicon samples we studied, diffusion-doped with zinc at low voltages, the dependence 
of the current flowing through the sample on the applied voltage is linear. At higher voltages, nonlinearities appear in the 
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I–V dependence, which is described by the theory of limited space charge current (SCLC) by trapping holes at levels 
created by zinc atoms located in the band gap of silicon [13]. 

However, the exact reasons for the nonlinear nature of the I–V characteristics in semiconductors have not yet been 
unambiguously established [14]. According to [15], the nonlinearity of the relationship between excess carrier 
concentrations in compensated semiconductors leads to a complex dependence on the parameters that determine the shape 
of the I–V characteristics on the injection level. An important role in the formation of the I–V characteristics of the diode 
structure is played by the bipolar drift mobility and the effective diffusion coefficient. In the expressions that determine 
the above quantities, there is a function ν(p)=dn/dp, the form of which is determined by the specific type of the system 
of deep impurity levels in the compensated semiconductor. At low and high injection levels, when carrier concentrations 
are related by a linear dependence and the value of ν(p) is constant, the influence of equilibrium parameters on the values 
of mobility and diffusion coefficient has a weak effect. When considering the mechanisms responsible for the behavior 
of the I–V characteristics of a compensated semiconductor, it is necessary to take into account the influence of 
simultaneous changes in the bipolar drift mobility and the effective diffusion coefficient, which is a difficult task in 
practice. 

In our case, possible reasons for the nonlinearity of the I–V characteristics in Si<P, Zn> samples may be the following 
mechanisms: i) currents limited by space charges; ii) and ionization of impurity centers in strong electric fields [14, 16]. As 
was shown in [14], when a voltage is applied to samples with high resistance, an injection current appears in the circuit, 
which obeys the power law J ∼ E2. The nonlinear sections of the I–V characteristics in such samples containing shallow 
and deep traps were mainly associated with the possibility of implementing monopolar or double injection. 

In the HC Si<P, Zn> samples we studied, there are r− (slow, associated with doubly ionized zinc atoms) and s− 
(fast, levels arising during high-temperature diffusion) recombination centers, as well as t– trap levels associated with 
shallow levels [17]. This suggests that in fields where a quadratic dependence J ∼ E2 is observed, the I–V characteristic 
exhibits a trap character of conductivity. The experimental data obtained in the corresponding sections of the I–V 
characteristic show that in p- and n-type Si<P, Zn> samples, the transport of charge carriers in electric fields with a 
strength of less than 102 V/cm is mainly due to monopolar injection and is consistent with Lampert’s theory [9]. 

The sections of the I–V characteristic with α < 1 that we studied for p- and n-type Si<P, Zn> samples can be 
satisfactorily explained within the framework of the theory of the “injection depletion effect” [13]. The appearance of 
sublinear sections of the I–V characteristic is theoretically possible only in the case of counter-directions of ambipolar 
diffusion of nonequilibrium current carriers and their ambipolar drift, which in our case is mainly determined by injection 
modulation of the charge of deep levels [18]. Due to the difference in diffusion coefficients, holes move slowly, and 
electrons run far ahead, which leads to their separation in space and an electric field arises between them, inhibiting their 
movement. A decrease in their speed causes a decrease in current, which in turn leads to the appearance of sublinear 
sections of the I–V characteristic. 

Analysis of the results of experimental data obtained at relatively high electric field strengths (at E > 102 V/cm) 
shows that the increase in electrical conductivity with increasing E is associated with an increase in the concentration of 
excess charge carriers. This circumstance allows us to assume that the presence of a region of the sharper current growth 
in the I–V characteristic, where α > 3, can be explained by the fact that in Si<P, Zn> p– and n-type samples at such E, 
depletion (or ionization) occurs traps stimulated by an electric field. 

There is another mechanism that also leads to a strong change in the concentration of charge carriers. This may be 
due to a sharp increase in the degree of ionization of small donors or acceptors when free carriers are heated by an electric 
field. Such a sharp increase in the degree of ionization can be associated both with an increase in the rate of impact 
ionization upon heating of charge carriers and with the field dependence of the probability of their capture by similarly 
charged traps. This is only possible at very low temperatures. In fields of the order of 102 V/cm, almost complete release 
of charge carriers from traps occurs, which leads to sharp superlinearity of the I–V characteristic. At present, however, 
there is still no complete clarity regarding the specific mechanism of origin of the region responsible for NDC [10]. 

The origin of the fifth region, where a downward current jump is observed at certain values of voltage applied to the 
sample, is not yet completely clear. Such a current jump may be associated with the “opening” of a new additional 
recombination channel associated with zinc atoms. In this case, the capture cross section for nonequilibrium charge 
carriers at the center corresponding to this channel probably depends on the electric field strength. When the threshold 
voltage value is reached, this channel “opens”, which leads to a sharp decrease in the number of current carriers and 
corresponds to a current jump down in value. 

In [19], a model of a semiconductor with quantum dots (QDs) was used to explain the experimental data obtained. 
It is known that the presence in the band gap of a semiconductor of various traps for charge carriers associated with 
impurity atoms significantly affects the type of their I–V characteristics. This is especially evident in HC semiconductor 
materials. In this case, S- or N-shaped sections also appear on the I–V characteristic instead of a linear section, followed 
by quadratic and almost vertical dependencies. I–V characteristics with several NDCs or the simultaneous presence of S- 
and N-shaped characteristics are also possible [10]. 

The results obtained can be interpreted in such a way that zinc atoms in silicon, with strong compensation, form not 
only single deep levels but also an entire band of levels characteristic of nanoclusters (or quantum dots) with large carrier 
capture cross sections [7]. 
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The value of the electrical resistivity of Si<P, Zn> samples of both n- and p-type conductivity with NC with different 
charge states, obtained by high-temperature diffusion lies in a wide range (ρ~102÷104 Ω∙cm), i.e. they are quite high-
resistance. These NCs are deep traps for charge carriers. Unlike conventional traps, where carriers are at a fixed energy 
level, in NC they are not only bound but can also be at different quantized energy levels with different densities of states 
and capture cross sections. The nature of their distribution among levels depends on the degree of compensation, on 
injection, etc., in addition, the process of tunneling between NCs is possible. Therefore, it should be expected that the I-V 
characteristics in such materials should have their characteristics, which were experimentally discovered in the Si<P, Zn> 
samples with NC we studied [20]. 

It should also be noted that with a decrease in the resistivity of the samples, the value of the vertical section of the I–V 
characteristic also decreases. Knowing the charge carrier concentrations at a given temperature, we calculated the positions 
of the Fermi level in these samples at T=300 K, which are F1=0.35 eV, F2=0.43 eV, and F3=0.49 eV, respectively. Therefore, 
it can be assumed that in these samples the NCs act as traps with different concentrations and ionization energies, which are 
higher than the Fermi level. We can consider that in the samples under study there are only NCs with different charge 
multiplicities and assume that the detected energy levels correspond to their different charge states. 
 

3. CONCLUSIONS 
Based on the studies of the electrical properties of silicon samples diffusion-doped with zinc, it was established that 

the I–V characteristic consists of several characteristic sections (the number of which can reach up to 6): linear, sublinear, 
superlinear, switching point, and section with NDC. Their number and voltage ranges depend on the temperature, degree 
of illumination, and resistivity of the sample. 

The sublinear sections of the I–V characteristic observed in p- and n-type Si<P, Zn> samples can be satisfactorily 
explained within the framework of the theory of the injection depletion effect. The observed quadratic dependences J ∼ E2 
in the I–V characteristic can be associated with the influence of traps on conductivity. In the p- and n-type Si<P, Zn> 
samples we studied, the transfer of charge carriers in electric fields with a strength of less than 102 V/cm is mainly due to 
monopolar injection and is consistent with Lampert’s theory. 

The presence of a region of sharper current growth in the I–V characteristic, where α >3, can be explained by the 
fact that in Si<P, Zn> p- and n-type samples at such electric field strengths, emptying (or ionization) of traps occurs, 
stimulated by the electric field. 

The observed features in the I–V characteristic are mainly associated with the formation of nano-sized multiply 
charged clusters, which significantly change the structure of the energy states of zinc atoms in silicon. As a result, instead 
of the well-known two acceptor energy levels corresponding to atomic zinc, a whole spectrum of deep donor energy levels 
of zinc nanoclusters appears lying in the range E=EV+(0.16÷0.4) eV. 
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Дана робота присвячена вивченню протікання струму в дифузійно легованих зразках цинкового кремнію в темряві та при 
освітленні світлом з інтенсивністю в діапазоні від 0,6 до 140 лк і температурі 300 К. При Т = 300 К і в темряві вид ВАХ містив 
усі ділянки, характерні для напівпровідників з глибокими енергетичними рівнями. Встановлено, що при освітленні світлом 
вид ВАХ досліджуваних зразків кремнію залежав від величини прикладеної напруги, питомого електричного опору зразків, 
інтенсивності світла, а їх кількість досягала 6. при цьому спостерігалися лінійні, сублінійні та суперлінійні ділянки, а також 
точка перемикання (різкий стрибок струму) і області з від’ємною диференціальною провідністю (НДП). Наявність цих 
характерних ділянок прикладеної напруги та їх характер залежали від інтенсивності світла. Отримані експериментальні дані 
інтерпретовано при формуванні низькорозмірних об'єктів за участю багатозарядних нанокластерів цинку в об'ємі кремнію. 
Вони змінили енергетичну зонну структуру монокристалічного кремнію, що вплинуло на процеси генерації-рекомбінації в 
Si, що призвело до типів ВАХ, які спостерігалися в експерименті. 
Ключові слова: легований кремній; ВАХ; негативна диференціальна провідність; малорозмірні об’єкти; нанокластери цинку 
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In this paper, the effect of doping silicon with dysprosium (Dy) on its structural and optical characteristics is investigated. Silicon n-Si 
was doped with dysprosium by thermal diffusion at 1473 K for 50 h. Raman spectroscopy and X-ray diffraction analysis were used for 
the analysis. The Raman spectroscopy results showed a main peak at 523.93 cm⁻¹, corresponding to n-Si optical phonons, with an 
increase in the intensity and full width at half maximum (FWHM) in n-Si<Dy> samples, indicating an improvement in the crystallinity 
of the structure. A decrease in the intensity of the peaks at 127.16 cm⁻¹ and 196.24 cm⁻¹, associated with amorphous structures, confirms 
a decrease in defects. The detection of a new peak at 307.94 cm⁻¹ indicates successful deposition of dysprosium as nanocrystallites 
associated with the 2TA phonon mode in the cubic phase of Dy2O3. X-ray diffraction analysis revealed characteristic structural lines 
indicating the (111) crystalline orientation and the presence of microdistortions in the lattice. Heat treatment and rapid cooling lead to 
a change in the intensity of structural lines, an increase in the second- and third-order lines, which indicates microstrains and a change 
in the size of subcrystallites. Doping of silicon with dysprosium improves the crystallinity of the structure, reduces the number of 
defects and forms polycrystalline layers on the surface consisting of SiO2 and Dy2O3 nanocrystals. 
Key words: Silicon; Defects; Dysprosium; Rare earth element; Raman spectroscopy; Diffusion; Heat treatment; Temperature; 
Composition; X-ray phase analysis 
PACS: 33.20.Rm, 33.20.Fb 

INTRODUCTION 
It is known that defect formation processes are significantly affected by various factors [1-6]. The formation efficiency 

and annealing kinetics of certain defects in the bulk of silicon depend on the presence of various active and inactive 
uncontrolled impurities, their content and state in the silicon lattice, other specially introduced impurities, the presence of 
several impurities at once, and many factors. Diffusion is carried out from the oxide film of rare earth elements on the surface 
of the silicon wafer. Thin-film nanocomposites consisting of crystalline and amorphous Si nanoparticles embedded in silicon 
oxide layers have been widely studied over the past two decades as suitable materials for non-volatile memory devices, third-
generation photovoltaic devices, and other applications. The efficiency of rare earth doping in silicon and the manifestation 
of optical properties of the structures depend on the spectrum of optically and electrically active centers containing rare earth 
elements, their total concentration, and the interaction with uncontrolled impurities and thermal defects in the bulk of the 
material. Recent advances in self-aligned silicide deposition have revived the interest in metal-oxide semiconductor Schottky 
barrier field-effect transistors (SB-MOSFETs), and devices with outstanding electrical characteristics and high-frequency 
performance have been fabricated. Metal silicides such as PtSi, DySi₂₋ₓ, YbSi₂₋ₓ, and ErSi₂₋ₓ have been extensively studied 
as Schottky barrier source-drain (S/D) contacts due to their low Schottky barrier height on silicon [7-8]. 

Raman spectroscopy has proven its effectiveness in monitoring the local formation of various technologically 
important metal silicides (e.g. CoSi₂, TiSi₂, PtSi and NiSi) [2-9]. The Raman spectrum also provides a unique “fingerprint” 
of the material: each phonon in the spectrum corresponds to a unique vibrational mode of the crystal lattice. This method 
provides additional information such as the phase state, strain, nucleation site and grain size of the silicide material. 

The aim of this work is to dope n-Si silicon with dysprosium (Dy) by the diffusion method at a temperature of 
1473 K and to study the structural and optical characteristics of n-Si silicon samples and the REE oxide film on the surface 
of n-Si<Dy> silicon wafer using Raman spectroscopy and X-ray diffraction (XRD) analysis. 

MATERIALS AND METHODS 
In this study, n-Si and its doped n-Si<Dy> sample were analyzed using Raman spectroscopy (RS) and X-ray 

diffraction (XRD) methods. Control n-Si samples with initial resistance from 0.2 to 100 Ω×cm was selected for the 
experiment. The doping process with dysprosium (Dy) was carried out by thermal diffusion method. The samples were 
chemically cleaned and treated with HF solution to remove oxide layers from the surface.  
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Then Dy (99.999% purity) was deposited on the cleaned silicon surface in a high vacuum environment with a 
vacuum level of 10-⁶ to 10-7 Torr in evacuated quartz ampoules using an oil-free vacuum pump system. Diffusion annealing 
of the samples was performed at a temperature of 1473 K for 50 hours, followed by rapid and slow cooling to uniformly 
distribute the material and achieve the maximum concentration of dysprosium in silicon. 

Raman spectroscopy was performed on a QE Pro High-Sensitivity Spectrometer Raman microscope at room 
temperature using a 532 nm laser in the wavelength range from 50 to 1200 cm-¹. X-ray diffraction analysis was performed 
on a MiniFlex II diffractometer (Rigaku, Japan) using CuKα radiation. All diffraction patterns were recorded in the 
angular range 2θ=3÷120°. The obtained diffraction data were analyzed for the presence of characteristic signals for 
n-Si<Dy> composites. The presence of elements was determined based on literature data on phases and the ICDD card 
database for known compounds. 
 

RESULTS AND DISCUSSIONS 
To study the physical and chemical structure of the samples, Raman analysis was performed, the obtained spectra 

are presented in Figure 1. 

Figure 1. Raman spectra of the studied samples: Figure 2. TA and LO peaks of samples: 
a. n-Si doped with dysprosium (<Dy>), heat-treated at 1373 K for 
50 hours, followed by rapid cooling and 15 μm depth removal; b. n-
Si doped with dysprosium (<Dy>), heat-treated at 1373 K for 50 
hours, followed by rapid cooling; c. n-Si (control), heat-treated at 
1373 K for 50 hours, followed by rapid cooling; d. n-Si (original 
material) 

a. n-Si (as-is). b. n-Si (control) heat-treated at 1373 
K for 50 h followed by rapid cooling; c. n-Si doped with 
dysprosium (<Dy>) heat-treated at 1373 K for 50 h 
followed by rapid cooling and 15 μm depth removal; d. n-Si 
doped with dysprosium (<Dy>) heat-treated at 1373 K for 
50 h followed by rapid cooling 

As shown in Figure 1, the first-order Raman spectrum (G point, k~0) of all single-crystal silicon samples at room 
temperature is observed at 523.93 cm-1 [10, 11]. The peak is formed as a result of optical phonon scattering inside the n-
Si nanocrystal, which corresponds to the LO (longitudinal optical) and TO (transverse optical) optical phonon modes of 
n-Si at the center of the Brillouin zone [12]. It is known that tensile stress causes the Raman peak to shift toward a lower 
wavenumber, while compressive stress causes the Raman peak to shift toward a higher wavenumber [13]. Figures 1 and 
2 show the typical shifts of Raman peaks for amorphous silicon based on the experimental results of references, which 
are approximately 127.16 cm-1 (phonon mode similar to TA-like phonon mode) and 196.24 cm-1 (phonon mode similar 
to LA-like phonon mode) [12, 13, 16]. 

It is evident from Fig. 1 that the peak intensity and first-order bandwidth at half-maximum for the heat-treated n-Siht 
sample are lower than that obtained for the control sample (n-Si). In addition, the higher intensity of the peaks at 
127.16 cm-1 and 196.24 cm-1 appearing in the Raman spectrum of the heat-treated sample indicates that the amorphous 
silicon with higher concentration of crystal defects is formed during the processing. 

According to the Raman spectra of the obtained n-Si<Dy> samples, due to the deposition of dysprosium on the n-Si 
surface, the peak intensity significantly increased along with the FWHM value at 523.93 cm-1, and the peak intensity of 
the amorphous structures at 127.16 cm-1 and 196.24 cm-1 sharply decreased. These observations indicate that the 
deposition of dysprosium leads to an increase in the crystallinity of the structure and a decrease in the defect sites in the 
n-Si samples. In addition, a new peak appearing at 307.94 cm-1 is associated with the Fg band (2TA phonon mode) in the 
cubic phase of Dy2O3 [17, 18]. The peak position, intensity and width at half maximum are 307.94 cm-1, 1157.84 and 
44.15 cm-1, respectively. Thus, using Raman spectroscopy, it is possible to prove the successful deposition of dysprosium 
(in the form of n-Si<Dy>) on the silicon surface for 50 hours at a temperature of 1473 K under vacuum conditions. 

After removing the 15 μm thick surface, it is seen that the intensity of the Dy2O3 peak decreases significantly at 
about 307.94 cm-1, and the intensity of the crystalline and amorphous structure decreases and increases, respectively, 
compared to n-Si. When analyzing the n-Si<Dy> sample, the removal of the Dy2O3 layer from the surface of the silicon 
wafer was determined.  
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Fig. 3 shows the secondary phonon range of 15 μm thick samples obtained as a result of mechanical processing by 
diffusing Dy atoms onto the n-Si surface after heat treatment (phonon mode similar to 2TO) [12.14.15.]. In the range of 
900-1020 cm-1, there is a broad peak, which is formed as a result of the superposition of two or more optical modes [19.].  

 
Figure 3. Second-order phonon range of samples: 

a. n-Si (as-received material). b. n-Si (control) heat-treated at 1373 K for 50 h followed by rapid cooling; c. n-Si doped with 
dysprosium (<Dy>), heat-treated at 1373 K for 50 h followed by rapid cooling and 15 μm depth removal; d. n-Si doped with 
dysprosium (<Dy>), heat-treated at 1373 K for 50 h followed by rapid cooling 

For a deep study of the obtained Raman spectra of the samples, work was carried out to separate the obtained signals 
(3 peaks 2TO(X), 2TO(W) and 2TO(L)) using the Origin Pro and Fityk programs; the obtained data on these peaks are 
presented in Table 1. 
Table 1. Results of the Raman spectra analysis of Si samples. 

No Samples studied 2TO Center (cm-1) Area Height FWHM 

1 n-Si 
X 951.64 31939.7 666.817 44.9978 
L 990.27 289.095 33.8002 33.8002 
W 977.02 1327.96 70.3974 17.7213 

2 n-Siht 

X 951.16 30764.9 670.615 43.0974 
L 992.65 9270.74 283.238 30.7489 
W 976.35 3285.26 152.592 20.2259 

3 n-Si<Dy>mp 

X 952.03 34169.9 705.095 45.5265 
L 991.93 9885.45 290.036 32.0194 
W 976.94 1983.78 99.8088 18.6721 

4 n-Si<Dy> 
X 952.23 91713.8 1901.56 45.1889 
L 1014.27 3032.63 136.081 20.9358 
W 987.64 26456.7 799.234 31.0977 

Comparing the obtained Raman spectra data of the samples (Table 1), we can draw a conclusion on the effect of 
various treatments and additives on the properties of the materials. Below is a comparison of n-Si<Dy> samples with the 
control n-Si sample: 

Change in the 2TO(X) peak shift: 
thermally treated n-Siht sample: the area decreased by ~3.7% compared to the control sample (31939.7 versus 

30764.9), the height remained virtually unchanged (666.817 versus 670.615), the half-width decreased by ~4.2% (44.9978 
versus 43.0974). 

sample obtained by decreasing the sample surface area by 15 µm n-Si<Dy>mp: area increase by ~7% (31939.7 vs. 
34169.9), height increase by ~5.8% (666.817 vs. 705.095), half-maximum increase by ~1.2% (44.9978 vs. 45.5265). The 
area and height increase, but the rate of increase is significantly lower than that of the n-Si<Dy> sample. 
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n-Si<Dy> sample: area increased by ~187% (31939.7 vs. 91713.8), height increased by ~185% (666.817 vs. 
1901.56), width at half-maximum increased by ~0.4% (44.9978 vs. 45.1889). 

Change in 2TO(L) peak shift: 
thermally treated n-Siht sample: area increased by ~3106% (289.095 vs. 9270.74), height increased by ~738% 

(33.8002 vs. 283.238), width at half-width is ~9% lower (33.8002 vs. 30.7489). 
sample obtained by decreasing the sample surface by 15 μm n-Si<Dy>mp: area increased by ~3321% (289.095 vs. 

9885.45), height increased by ~758% (33.8002 vs. 290.036), width at half-width is ~5.3% lower (33.8002 vs. 32.0194). 
n-Si<Dy> sample: area increased by ~949% (3032.63 vs. 289.095), height increased by ~302% (136.081 vs. 

33.8002), FWHM decreased by ~38% (20.9358 vs. 33.8002). 
Change in 2TO(W) peak shift: 
thermally treated n-Siht sample: area increased by ~147% (1327.96 vs. 3285.26), height increased by ~116% 

(70.3974 vs. 152.592), FWHM increased by ~14% (17.7213 vs. 20.2259). 
sample obtained by decreasing the sample surface area by 15 μm n-Si<Dy>mp: area increased by ~49% (1327.96 vs. 

1983.78), height increased by ~42% (70.3974 vs. 99.8088), FWHM increased by ~5.4% (17.7213 vs. 18.6721). 
n-Si<Dy> sample: area increased by ~1894% (1327.96 vs. 26456.7), height increased by ~1035% (70.3974 vs. 

799.234), FWHM increased by ~75% (17.7213 vs. 31.0977). Raman scattering can also be used to determine the thickness 
of our silicide films. This is done by measuring the attenuation of Raman scattering on silicon substrate phonons due to 
the silicide layer. The intensity of the silicon peak is determined by the following equation: 

 I = I଴eିଶ஑ୢ, (1) 

where, I0 is the intensity of the reference silicon wafer without the top layer, a is the absorption coefficient of the top layer, 
d is the film thickness [17]. To determine the yield thickness, equation (1) can be rewritten as follows: 

 αd = − 1 2ൗ ln (I I଴ൗ ). (2) 

We measured two vibrations of dysprosium monosilicide at wavelengths of 127 and 196 cm-1. To deeply study the 
physical and chemical structure of both the control n-Si sample and the obtained n-Si<Dy> samples, X-ray phase analysis 
was performed. 

Figure 4 shows the X-ray diffraction pattern of the n-Si sample (initial). It is evident from the data presented in 
Figure 4 that the X-ray diffraction pattern contains some structural reflections with different intensities (the structural data 
are presented in Table 2). 

 
Figure 4. X-ray diffraction pattern of n-Si sample (initial) 

Among such structural reflections, the structural line observed at 2θ = 27.99° with d/n = 3188 nm has the highest 
intensity; it was established based on the experimental analysis that it belongs to the crystallographic orientation (111). 
The high intensity of this reflection (21779 imp·sec-1) and the half-width (0.01 rad), determined from the experimental 
results, indicate both a good degree of crystallinity of the studied samples and the fact that most of the constituent atoms 
are arranged in the crystallographic order (111). According to this structural reflection, its beta (β) component was 
observed at 2θ = 25.31° with d/n = 3.5096 nm, and its second (222) and third (333) orders were observed at 2θ = 57.9° 
with d/n = 1.5933 nm and 2θ = 94.68 with d/n = 1.0474, respectively. Usually, the second (222) order reflex is considered 
to be a forbidden structural line with respect to the crystallographic first order (111), and in most cases it manifests itself 
in the X-ray diffraction pattern by the presence of microdistortions of the crystal lattice. The ratio of the intensity of the 
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structural lines to the intensity of the main structural line is I(222)/I(111) = 3.6∙10-3, and this value is greater than 10-4, 
which once again confirms the presence of microdistortions in the crystal lattices of the studied n-Si sample (initial). Such 
microdistortions of the crystal lattice are formed as a result of the uneven distribution of oxygen atoms from the main 
background impurities of silicon-based structures. Also, the presence of microdistortions in the crystal lattice is indicated 
by the fact that the inelastic background level of the X-ray diffraction pattern has a non-monotonic character, i.e. it takes 
variable values at small, medium and large scattering angles. 

In turn, these microdistortions (formed as a result of filling several oxygen atoms in the crystal lattice with 
unsaturated silicon-oxygen bonds) lead to the formation of a thin layer on the surface of the n-Si plate, belonging to 
another phase group. Therefore, several structural lines (structural data are given in Table 2), corresponding to silicon 
dioxide, are observed in the X-ray diffraction pattern at small and medium scattering angles. 
Table 2. Structural data of n-Si (initial) 

№ Reflexes and 
background level 

Intensive 
in rel. units Location 2θ, deg  Interlayer 

distance. d, Å Line width, rad Block size, 
nm 

1 Diffuse. Neg. SiO୶; x < 2 
247 17.1 5.11 0.05 0.9 

2 (100)SiO2 233 20.4 4.354 0.009 17.6 
3 (111)β 231 25,31 3,5096 - - 
4 (111)Si 21779 27.997 3,1843 0.01 14.21 
5 (210)ୗ୧୓మ  176 35,39 2,45403 0,018 8.44 
6 (200)ୗ୧୓మ  99.5 41.66 2.1662 0.017 9.29 
7 (220)Si 88 46.57 1.9489 0.01 15.3 
8 (212)ୗ୧୓మ  99.6 49.84 1.8285 0.015 13.9 
9 (222)Si 80 57,9 1,5933 Prohibited 

10 (300)ୗ୧୓మ  60.1 64.2 1.451 0.018 9.49 
11 (301)ୗ୧୓మ  69 66.2 1.411 0.022 7.92 
12 (302)ୗ୧୓మ  74 73.8 1.2828 0.02 8.43 
13 (331)Si 74 77.14 1.234 0.016 11.56 
14 (333,511)β 72 83.97 1.1515- - - 
15 (333,511)Si 1221 94.68 1.0474 0.027 7.86 

Inelastic background 
Small-angle scattering 259 - - - - 

Medium-angle scattering 75 -  - - 
High-angle scattering 58 - - - - 

The parameters of the crystal lattices were determined using the experimental values of these structural reflections based 
on the formulas given in [20], they are equal to a = b = 4.9762 nm and c = 5.4321 nm, respectively. This fact proves that their 
unit cell belongs to the trigonal crystal lattice and the space group P321. Based on the obtained results and their analysis, as well 
as the values of the SiO2 crystallite sizes presented in Table 2 and their different crystallographic directions, it can be concluded 
that a polycrystalline layer with a thickness of 1÷2 μm is formed on the surface of the studied n-Si samples. Also, clear splitting 
by α1 and α2 radiations (having two times differences from each other) of the third (333) structural reflection on the X-ray 
diffraction pattern indicates that a layer is formed on the surface of the sample under the influence of microstresses. 

In addition, the X-ray diffraction pattern at 2θ ≈ 17.1º shows a wide (FWHM = 0.05 rad) diffuse reflection caused 
by structural fragments of SiOx in the surface layers with unsaturated bonds. The too wide width of this reflection indicates 
that the sizes of the structural fragments caused by this reflection are small and there is no long-range order in their 
arrangement. Consequently, these structural fragments are not SiOx nanocrystals, but clusters. The characteristic sizes of 
these clusters were ~ 0.9 nm, respectively. 

Based on the experimental values of the main (111) structural reflection, it was determined that the lattice parameter 
of the n-Si plate under study was аSi = 5.4451 nm. 

The samples, the structural values of which were determined above, were subjected to heat treatment at a temperature 
of 1100OC for 40 hours, and then cooled at a cooling rate of 3000C/s. The surface of such plates was polished using 
certain technological means. X-ray structural studies of the processed samples were carried out, the experimental results 
are shown in Fig. 5. 

From Fig. 5 it is evident that the X-ray patterns of the processed n-Si plates differ significantly from the X-ray 
pattern of the original samples (Fig. 4) and an increase in the intensity of structural lines by 13 times is observed in it. 
However, the scattering angle of the observed main structural reflection (111) remained practically unchanged, and the 
lattice constant is equal to aSi(pol) = 5.4456 nm with a very small difference (Δa = 0.0005 nm) in values. 

Also, the characteristic second (222) and third (333) orders increase by 114 and 377 times, respectively. In most X-
ray diffraction patterns of the undistorted diamond-like structure lattice, the second (222) order structural line is not 
observed (forbidden reflection), and the intensity of the third (333) order structural line is lower than the intensity of the 
main structural line (111) [21]. In our case, the X-ray diffraction pattern showed high-intensity second (222) and third 
(333) order structural lines. This, in turn, indicates that certain microdeformations arose in their crystal lattice due to long-
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term (40 hours) heat treatment (1100 oC) and subsequent rapid cooling of the samples. In support of our statement, we 
can cite an example of the ratio I(222)/I(111) of the intensities of the lines of the second (222) order and the main (111) 
structure, equal to 3.4∙10-2. The fact that this value is almost 100 times greater than the value of 10-4 indicates the presence 
of sufficient microstresses in the crystal lattice [22]. In addition, the sharp cooling of the samples caused the disintegration 
of their subcrystallites, which led to a decrease in their sizes (Table 3). A decrease in the size of the subcrystallites leads 
to an increase in the number of boundary areas in them, this fact, in turn, causes an increase in the number of defective 
high-potential regions, i.e. microdistortions at their interfaces [20]. 

 

 
Figure 5. X-ray diffraction pattern of processed n-Si wafers (control) 

Table 3. Structural data of processed n-Si wafers (control) 

№ Reflexes and 
background level 

Intensive 
in rel. units Location 2θ, deg  Interlayer 

distance. d, Å 
Line width, 

rad Block size, nm 

1 Diffuse. Neg. SiO୶; x < 2 
347 13.51 6.5484 0.1473 0.99 

2 Diffuse. Neg. SiO୶; x < 2 
296 17.84 5.0103 0.1499 0.98 

3 (111)β 689 25.47 3.4964 - - 
4 (111)Si 268610 27.995 3.1846 0.017 8.8 
5 (210)ୗ୧୓మ  313 34.14 2.5531 0.024 6.3 
6 (222)Si 9175 58.47 1.5772 Prohibited 
7 (333,511)β 636 83.24 1.1597 - - 
8 (333,511)Si 461190 94.5 1.0492 0.017 12.4 

Inelastic background 
Small-angle scattering 219 - - - - 

Medium-angle scattering 132 -  - - 
High-angle scattering 63 - - - - 

After heat treatment, the surface of the samples was polished and a 2 μm thick layer was removed. When analyzing the 
obtained sample, only one structural line was observed on their X-ray diffraction pattern at 2θ = 34.14° with d/n = 2.5531 nm, 
belonging to silicon dioxide, corresponding to a trigonal crystal lattice (with parameters a = b = 4.9762 nm and 
c = 5.4321 nm) and space group P321. This, in turn, indicates that under the influence of heat treatment, oxygen atoms form 
a bond with silicon atoms at a certain depth, and then under the influence of rapid cooling they form crystallites. But due to 
the ionic radius of oxygen (r +4

Si  = 1.40 Ǻ), which is greater than the ionic radius of silicon ( 2−
or = 0.42 Ǻ), its ions prefer to 

be located along the unsaturated bond at the boundaries of subcrystallites [23]. This nature of oxygen leads to the 
formation of structural fragments with low symmetry among subcrystallites consisting of silicon ions with high symmetry, 
as well as to deformations of the crystal lattice due to the arrangement of its atoms in the nodes. This is evidenced by an 
increase in the level of the inelastic background at small, medium and large scattering angles of the X-ray diffraction 
patterns of the studied samples and the observation of two diffuse reflections associated with SiOx fragments in small-
angle scattering (see Fig. 5). 

Subsequently, using doping (for 40 hours at a temperature of 1100 oC) with Dy atoms, n-Si<Dy> samples were 
obtained. The obtained X-ray diffraction data for the samples are shown in Fig. 6. 
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It is evident that the X-ray diffraction pattern of n-Si<Dy> platinum differs sharply from the X-ray diffraction 
pattern of the n-Si sample (initial sample, Fig. 4). It is necessary to take into account the fact that the intensity of the 
main structural line (111) did not change, and the intensity of the structural lines of the second (222) and third (333) 
orders increased by 1.6 and 82 times, respectively. Observation of the forbidden structural line of the second (222) 
order and the ratio of its intensity to the intensity of the main (111) reflection is I(222)/I(111) = 4.8 10-3 and this value 
is less than 10-4. Also, the intensity of the line of the structure of the third (333) order is 4.5 times greater than the 
intensity of the main reflection (111). This, in turn, indicates that volume defects were formed at the boundaries of 
subcrystallites as a result of prolonged heat treatment of the samples and rapid cooling at the end of the process [24]. 
In addition, in the X-ray diffraction pattern, the main (111) structural line was shifted toward higher-angle scattering 
(Δθ = 0.18o). Based on the results of experiments on this structural line, it was established that the lattice constant of 
the sample is aSi<Dy> = 5.4186 nm. This, in turn, is associated with the doping of the silicon plate with Dy atoms, and the 
difference in the ionic radii of the O ( 2−

or =1.3 Ǻ) and Dy (rୈ୷ଷା=0,91 Ǻ) atoms with Si (r +4
Si =0.42 Ǻ and rୗ୧ିସ = 2.7 Ǻ) 

indicates that a deformation equal to aSi - aSi<Dy> = 0.026 nm has formed in the crystal lattice. 

 
Figure 6. Radiograph of unpolished n-Si<Dy> platins 

In addition, a number of structural reflections belonging to other crystallographic orientations are observed in the 
X-ray diffraction pattern with small- and medium-angle scattering, and their experimental and calculated data are 
presented in Table 4. Based on the analysis of the obtained results, it was found that these structural reflections are 
observed as a result of combinations of the mutual order of the SiO2 and Dy2O3 compounds. As a result of long-term heat 
treatment of the samples, the diffusing Dy atoms combine with oxygen atoms from the main background impurities of 
silicon to form nanocrystallites. This is evidenced by the fact that the inelastic background level tends to be monotonous 
in the medium and large-angle scattering in the X-ray diffraction pattern of the obtained n-Si<Dy> sample. Also, after the 
processes carried out, as a result of sharp cooling of the samples, it was found that nanocrystallites based on SiO2 and 
Dy2O3 compounds accumulate mainly in the surface areas of the obtained sample and form oxide layers with 
polycrystalline properties. Based on the experimental results of the study of the formed layer, consisting of 
nanocrystallites of different crystallographic orientation and size, it was established that such a layer has a monoclinic 
unit cell with parameters a = b = 6.4548 nm and c = 8.6549 nm, belonging to the space group P21/c. 

However, rapid cooling of the samples leads to the formation of unsaturated bonds due to the absence of oxygen and 
dysprosium atoms in the ordered arrangement of silicon-oxygen-dysprosium atoms of some nanocrystallites [25, 23]. 
This, in turn, leads to the formation of small clusters consisting of a small number of atoms [26]. The small size and close 
arrangement of such clusters leads to the appearance of diffuse reflection in small-angle scattering X-ray diffraction 
patterns of the studied samples. 
Table 4. Structural data without polished n-Si<Dy> wafers 

No Reflexes and background 
level 

Intensive 
in rel. units Location 2θ, deg  Interlayer 

distance. d, Å Line width, rad Block size, nm 

1 Diffuse. Neg.  SiDy୶O୶; x < 2 54 14.56 6.057 0.09 1.6 
2 (110)ୗ୧୓మାୈ୷మ୓య 51 15.89 5.575 0.0054 27  
3 (200)ୗ୧୓మାୈ୷మ୓య  535 20.18 4.3964 0.0033 44.5 
4 (111)ୗ୧୓మାୈ୷మ୓య  48 22.79 3.8989 0.0035 42.1 
5 (210)ୗ୧୓మାୈ୷మ୓య  67 23.88 3.7264 0.0035 42.3 
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No Reflexes and background 
level 

Intensive 
in rel. units Location 2θ, deg  Interlayer 

distance. d, Å Line width, rad Block size, nm 

6 (111)β 86 26.02 3.4207 - - 
7 (111)Si 22178 28.13 3.1688 0.003 49.7 
8 (021)ୗ୧୓మାୈ୷మ୓య  1067 29.41 3.0337 0.0041 36.4 
9 (300)ୗ୧୓మାୈ୷మ୓య 842 30.74 2.9059 0.0041 36.6 
10 (121)ୗ୧୓మାୈ୷మ୓య 110 32.25 2.7733 0.0036 41.8 
11 (221ത)ୗ୧୓మାୈ୷మ୓య 147 33.27 2.6946 0.0037 40.6 
12 (130)ୗ୧୓మାୈ୷మ୓య 25 40.48 2.2263 0.0053 29.1 
13 (031)ୗ୧୓మାୈ୷మ୓య 38 41.39 2.1796 0.0062 24.9 
14 (230)ୗ୧୓మାୈ୷మ୓య 35 44.29 2.0431 0.0053 29.5 
15 (321)ୗ୧୓మାୈ୷మ୓య 65 45.87 1.9766 0.0053 29.7 
16 (220)Si 59 46.93 1.938 0.004 39.5 
17 (132ത)ୗ୧୓మାୈ୷మ୓య 37 48.29 1.8852 0.0017 93.3 
18 (411)ୗ୧୓మାୈ୷మ୓య 73 49.86 1.8272 0.0074 21.57 
19 (511ത)ୗ୧୓మାୈ୷మ୓య 40 51.26 1.7808 0.0057 28.17 
20 (500)SiO2+Dy2O3 62 51.94 1.7588 0.0068 23.68 
21 (413ത)ୗ୧୓మାୈ୷మ୓య 85 52.65 1.7369 0.0076 21.25 
22 (231)ୗ୧୓మାୈ୷మ୓య 44 53.8 1.7025 0.0081 20.04 
23 (311)Si 39 55.73 1.6478 0.0024 68.23 
24 (004)ୗ୧୓మାୈ୷మ୓య 46 56.94 1.6156 0.0042 39.21 
25 (222)Si 131 58.46 1.5774 Prohibited 
26 (242ത)ୗ୧୓మାୈ୷మ୓య 48 61.27 1.5116 0.007 24 
27 (142)ୗ୧୓మାୈ୷మ୓య 30 63.29 1.4681 0.0065 46.9 
28 (433ത)ୗ୧୓మାୈ୷మ୓య 49 65.81 1.4179 0.0072 23.9 
29 (315ത)ୗ୧୓మାୈ୷మ୓య 29 72.46 1.3031 0.0059 30.4 
30 (350)ୗ୧୓మାୈ୷మ୓య 31 76.64 1.2422 0.0039 47.3 
31 (333,511)β 444 83.25 1.1595 - - 
32 (333,511)Si 100210 94.68 1.0474 0.0017 125.7 

Inelastic background  
Small-angle scattering 31 - - - - 

Medium-angle scattering 14 -  - - 
High-angle scattering 11 - - - - 

Fig. 7 shows an X-ray diffraction pattern after polishing the obtained n-Si samples doped with Dy atoms at a 
temperature of 1100oC for 40 hours. Significant differences can be seen in the resulting X-ray diffraction pattern compared 
to the X-ray diffraction patterns of the original samples (Fig. 4). 

 
Figure 7. X-ray diffraction pattern of processed n-Si<Dy> samples 

It can be seen that the main (111) structural line is 18 times higher than its intensity and is shifted toward higher 
scattering angles at Δθ = 0.19о (Table 5). This, in turn, indicates that the number of atoms belonging to a certain 
crystallographic orientation increase, i.e. the degree of monocrystallization increases [22]. But the manifestation shifted 
toward higher angular scattering reports that the deformation caused by the penetration of Dy atoms into the silicon crystal 
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lattice resulted in the formation of aSi - aSi(pol)<Dy> = 5.4451 nm – 5.4080 nm = 0.037 nm. This, in turn, leads to the fact 
that in the X-ray diffraction pattern the radiation intensity of the second (222) (forbidden) order structure increases by 
25 times. The intensity ratio of this structural line to the intensity of the main (111) structural line is I(222)/I(111) = 0.005, 
and this value is greater than 10-4 and this indicates the presence of micronutrients under the influence of 
deformations [27]. 

When studying the sample (333), the structural line was observed to be two times less intense compared to the 
intensity of the main structural line (111), and was also clearly split into α1 and α2 components and suggested a ratio of 
their intensities of I஑భ/I஑మ ≈ 2. This, in turn, indicates that Dy atoms cannot be located in bulk crystal nodes due to the 
difference in the ionic radius of Dy atoms Dy (rୈ୷ଷା= 0,91 Ǻ) and Si (r = 0.42 Ǻ and Si (r +4

Si  = 0.42 Ǻ and rୗ୧ିସ = 2.7 Ǻ), 
i.e., they settle on the nodes at the interfaces of subcrystallites and surface areas. This is also evidenced by the fact that 
the level of the inelastic background of the X-ray diffraction pattern has a monotonic character with medium- and large-
angle scattering.  

The obtained research data led to the following conclusion: silicon, oxygen and dysprosium atoms form new bonds, 
forming different crystallites as a result of long-term heat treatment of the samples. Also, sharp cooling of the samples after 
heat treatment leads to the formation of oxide layers on the surface areas of the formed crystallites. However, as a result of 
polishing the surface of the samples and removing layers 1÷2 μm thick, no structural lines associated with SiO2 and Dy2O3 
compounds were observed in the X-ray diffraction patterns of the n-Si(pol)<Dy> samples. Only in scattering at an angle of 
14.05° with d/n = 6.2774 was a structural line associated with the Dy2O3 compound observed, which means that oxygen and 
dysprosium atoms are located in empty sites at the interfaces of the n-Si(pol)<Dy> sample subcrystallites. This allows the 
formation of small-sized nanocrystallites due to the accumulation of impurity atoms in these places. Based on the 
experimental results of the structural reflection (001)ୈ୷మ୓య, it was established that such nanocrystallites belong to the space 
group P4m2 and consist of tetragonal unit cells with parameters a = b= 3.8116 nm and c = 5.4933 nm, respectively. 
Table 5. Structural data of processed n-Si<Dy> wafers 

№ Reflexes and 
background level 

Intensive 
in rel. units Location 2θ, deg  Interlayer 

distance. d, Å 
Line width, 

rad 
Block size, 

nm 
1 (001)ୈ୷మ୓య  337 14.05 6.2774 0.011 13.2 
2 Diffuse. Neg. SiDy୶O୶; x < 2 

288 18.27 4.8669 0.1297 0.98 

3 (111)β 4360 25.33 3.5121 - - 
4 (111)Si 398650 28.19 3.1626 0.0049 52.3 
5 (222)Si 2056 58.53 1.5757 Prohibited 
6 (333,511)β 261 83.29 1.1591 - - 
7 (333,511)Si 193840 94.68 1.04747 0.0071 97.6 

Inelastic background 
Small-angle scattering 38 - - - - 

Medium-angle scattering 15 -  - - 
High-angle scattering 11 - - - - 

In addition, at the boundaries of subcrystallite division near the surface areas of the Si(pol)<Dy> sample, the 
formation of unsaturated bonds with oxygen and dysprosium atoms is observed, and these do not allow the atoms to be 
located in a long-range order. As a result, diffusion reflection is observed during small-angle scattering of the sample 
under study. 

 
CONCLUSIONS 

The study included a comprehensive assessment of the structural and optical characteristics of dysprosium (Dy) 
doped silicon using Raman spectroscopy and X-ray diffraction (XRD) analysis. The aim of the work was to study the 
effects of dysprosium doping of silicon by high-temperature diffusion and their influence on the crystal structure and 
optical properties of the materials. 

Raman spectroscopy showed that doping with dysprosium leads to significant changes in the Raman spectrum. In 
particular, an increase in the peak intensity at 523.93 cm⁻¹ and the appearance of a new peak at 307.94 cm⁻¹ associated 
with the phonon modes of Dy2O3 were noted. This indicates successful deposition of dysprosium on the silicon surface 
and an increase in the crystallinity of the structure, as well as a decrease in the defect concentration. At the same time, the 
observed decrease in the intensity of the peaks corresponding to amorphous silicon confirms the improvement of the 
crystalline structure of the samples. X-ray phase analysis confirmed changes in the silicon crystal lattice after doping. In 
particular, a change in the crystal lattice parameters associated with the introduction of dysprosium is observed. The 
intensities of the X-ray lines for the samples subjected to heat treatment increased, indicating the formation of new 
crystalline phases and the possible formation of oxide layers. 

Based on the X-ray phase analysis data, the exact crystallographic orientation and change in the lattice parameters 
depending on the treatment were established. Thus, in the n-Si<Dy> samples, changes were found indicating the presence 
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of dysprosium dioxides and a change in the crystal structure of silicon, which is confirmed by shifts in the X-ray peaks 
and changes in the sizes of subcrystallites. 

In general, the results of the work show that doping silicon with dysprosium leads to an improvement in the crystal 
structure and a change in the optical properties. The use of Raman spectroscopy and X-ray phase analysis methods made 
it possible to better understand the mechanisms of interaction of rare earth elements with silicon and their effect on the 
properties of semiconductor materials. 
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ДОСЛІДЖЕННЯ ДЕФЕКТНОЇ СТРУКТУРИ КРЕМНІЮ, ЛЕГОВАНОГО ДИСПРОЗІЄМ, ЗА ДОПОМОГОЮ 

РЕНТГЕНОФАЗОВОГО АНАЛІЗУ ТА РАМАНІВСЬКОЇ СПЕКТРОСКОПІЇ 
Ходжакбар С. Далієва, Шаріфа Б. Утамурадоваb, Джонібек Дж. Хамдамовb, 

Шахрійор Б. Норкуловb, Мансур Б. Бекмуратовb 
aФілія Федерального державного бюджетного навчального закладу вищої освіти «Національний дослідницький 

університет МПЕІ», вул. Йогду, 1, м. Ташкент, Узбекистан 
bІнститут фізики напівпровідників та мікроелектроніки Національного університету Узбекистану, 

100057, Ташкент, Узбекистан, вул. Янги Алмазар, 20 
У даній роботі досліджено вплив легування кремнію диспрозієм (Dy) на його структурні та оптичні характеристики. Кремній 
n-Si легували диспрозієм методом термодифузії при 1473 К протягом 50 годин. Для аналізу використовували спектроскопію 
комбінаційного розсіювання та рентгеноструктурний аналіз. Результати рамановської спектроскопії показали головний пік 
при 523,93 см⁻¹, що відповідає оптичним фононам n-Si, зі збільшенням інтенсивності та повної ширини на половині 
максимуму (FWHM) у зразках n-Si<Dy>, що вказує на покращення в кристалічність структури. Зменшення інтенсивності піків 
при 127,16 см⁻¹ і 196,24 см⁻¹, пов'язаних з аморфними структурами, підтверджує зменшення дефектів. Виявлення нового піку 
при 307,94 см⁻¹ вказує на успішне осадження диспрозію у вигляді нанокристалітів, пов’язаних із фононною модою 2TA у 
кубічній фазі Dy2O3. Рентгеноструктурний аналіз виявив характерні структурні лінії, що вказують на орієнтацію кристала 
(111) та наявність мікроспотворень у ґратці. Термічна обробка та швидке охолодження призводять до зміни інтенсивності 
структурних ліній, збільшення ліній другого та третього порядку, що свідчить про мікродеформації та зміну розмірів 
субкристалітів. Легування кремнію диспрозієм покращує кристалічність структури, зменшує кількість дефектів і формує на 
поверхні полікристалічні шари, що складаються з нанокристалів SiO2 і Dy2O3. 
Ключові слова: кремній; дефекти; диспрозій; рідкоземельний елемент; Раманівська спектроскопія; дифузія; теплова 
обробка; температура; композиція; рентгенофазовий аналіз 
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This article presents the results of a study of the temperature dependences of the coefficients of thermal expansion and isothermal 
compressibility of the ternary compound TlGaS2. In the studied temperature range (80-400 K), no anomalies were found in the 
temperature dependences of these properties. The thermal expansion coefficient of the TlGaS2 semiconductor compound is calculated 
based on empirical formulas including Debye temperature and Debye functions, and the average energy of the crystal lattice is 
calculated and its temperature dependence is tabulated. It was shown that the energy of the crystal lattice depends on the degree of 
anharmonicity of the oscillations. 
Keywords: Semiconductor; Thermal expansion; Thermal oscillation; Crystal lattice; Debye temperature; Young's modulus; 
Anharmonicity 
PACS: 05.70.Ce 

INTRODUCTION 
The class of thallium chalcogenide compounds of 𝑇𝑙𝐵ூூூ𝐶ଶ௏ூሺ𝐵 =  𝐼𝑛, 𝐺𝑎,     𝐶 =  𝑆, 𝑆𝑒, 𝑇𝑒ሻ exhibits a layered-

chain structure, is classified as 2D crystals and is characterised by anisotropic physical properties [1]. These compounds 
are characterized by weak van der Waals bonding between layers and covalent bonding within each layer. The charge 
carriers in 𝑇𝑙𝐵ூூூ𝐶ଶ௏ூ single crystals can move within the layers, while their motion between the layers is restricted by van 
der Waals interaction. Crystals of this family are of not only scientific but also significant practical interest, since they 
are optically active, have high photosensitivity in a wide spectral range and, as a result, are promising for use in 
optoelectronics. 

The ternary compound 𝑇𝑙𝐺𝑎𝑆ଶ belongs to a large group of layered crystals of the 𝑇𝑙𝐵ூூூ𝐶ଶ௏ூ type exhibiting both 
semiconductor and ferroelectric properties, and crystallizes into a monoclinic structure in the space group 𝐶ଶ௛௛ ሺ𝐶 2 𝑐⁄ ሻwith 
unit cell parameters 𝑎 =  10.299 Å, 𝑏 =  10.284 Å, 𝑐 =  15.175 Å, 𝛽 =  99.603° [2, 3]. 𝑇𝑙𝐺𝑎𝑆ଶ is a 𝑝 − type wide 
bandgap layered semiconductor with melting point 𝑇௠௘௟௧ = 1165 𝐾, possesses a wide range of practically important 
physical characteristics such as high photo- and X-ray sensitivity. On the temperature dependences of various physical 
parameters of this compound, sharp peaks are observed. Sharp increases in the values of thermal parameters are often due 
to the temperature dependence of the Gruneisen parameter in these substances. The role of optical phonons in phonon-
phonon scattering increases in these cases [4]. 

To assess the nature of chemical bonding and the dynamics of thermal oscillations in layered semiconductors, it is 
important to investigate the temperature dependences of thermal parameters. In complex semiconductor compounds, these 
dependencies are due to the degree of anharmonicity of crystal lattice vibrations, transverse and longitudinal acoustic 
phonons, as well as optical phonons. 

Analysis of literature data shows that 𝑇𝑙𝐺𝑎𝑆ଶ  is a perspective semiconductor material in terms of practical 
applications [5, 6, 7, 8]. To elucidate the temperature range of applicability of a given material, it is necessary to know 
the thermal and thermodynamic properties in addition to the electrical properties. The coefficients of thermal expansion 
and isothermal compressibility are such parameters. These parameters are significant and informative characteristics 
of solids that are related to the thermodynamic and structural characteristics of the material. The objective of the 
present work is to investigate the temperature dependences of thermal expansion and isothermal compressibility 
coefficients of 𝑇𝑙𝐺𝑎𝑆ଶ, basing on experimental investigations of thermal properties of crystals to determine the Debye 
function, the energy of zero-point vibrations in the lattice, the values of average lattice energy and the Debye 
temperature. 
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EXPERIMENTAL METHOD 
The samples were synthesized from the elements taken in stoichiometric ratios by their direct fusion in quartz 

ampoules evacuated to 10ିଷ 𝑃𝑎  at 1180 േ  5 К  for 5– 7  h. High purity chemical elements were used as initial 
components: Tl (Тl00), Ga (Ga 5N), S (HP 165). During the synthesis process, the ampoules were shaken frequently to 
ensure better mixing of the components. The samples based on 𝑇𝑙𝐺𝑎𝑆ଶwere annealed in vacuum at 750 K for 120 h in 
order to homogenize. Homogenizing annealing of the resulting single-phase samples was carried out in a spectrally pure 
argon environment. The annealed alloys were cooled to room temperature in a switched-off furnace mode. Completeness 
of synthesis and homogeneity of the obtained samples, as well as their individuality, were controlled by DTA and XRD 
methods. The single crystals of materials investigated by us were grown applying a modified Bridgman method – a 
method of slow cooling at a constant temperature gradient along the ingot. The structural and morphological properties 
of 𝑇𝑙𝐺𝑎𝑆ଶthin films were investigated by XRD, SEM and AFM techniques. 

The angular positions of the diffraction spectrum lines of the synthesized 𝑇𝑙𝐺𝑎𝑆ଶsamples were recorded on a Bruker 
D8 ADVANCE X-ray diffractometer in 40 𝑘𝑉, 40 𝑚𝐴 mode with 𝐶𝑢𝐾ఈ -radiation ሺ𝜆 = 1.5406 Åሻ on a 450K TTC type 
temperature chamber. Samples for measurements were prepared by grinding crystals and their subsequent pressing in a 
special holder. Diffraction reflections were recorded in the range 2   0– 90°, indexed by the TOPAS program, and 
crystallographic parameters refined by using EVA program. To study the morphology and microcomposition of the 
sample surface, a scanning electron microscope of Japanese brand JEOL JSM6610-LV was used.  

Cleavage along the basal plane (001) 𝑇𝑙𝐺𝑎𝑆ଶ  was carried out immediately before the experiments. Electron 
diffraction patterns and micrographs were taken on freshly cleaved surfaces. AFM surface micrographs were obtained for 
3-5 samples, from which the clearest images reflecting the general trend were selected. 

Measurements of the coefficient of thermal expansion (𝛼௅) and isothermal compressibility (Tχ) were carried out 
using the dilatometric setup described in [9, 10]. For these measurements, cylindrical samples with a length of 0.03 𝑚 
and a diameter of 0.005 𝑚  were made from synthesized ingots. The measurements were carried out in a direction 
perpendicular to the layers. The relative measurement error was 0.5%. 

 
RESULTS AND DISCUSSION 

The X-ray pattern of𝑇𝑙𝐺𝑎𝑆ଶrecorded at offset angle 2𝜃 in the range of 0– 90°, is depicted in Figure 1a). Analysis of 
the intensities of X-ray reflections shows the presence of a predominant direction in the crystal, as well as that the investigated 
sample consists of a single phase. It is evident that the diffraction peaks in the control pattern of the sample appeared at 2𝜃 =  24.35°, 36.15° and 48.45°. These peaks are associated with the ሺ400ሻ, ሺ−422ሻ and ሺ215ሻplanes, respectively. 
Diffraction patterns recorded from different areas of single crystals corresponded to the monoclinic syngony. The unit cell 
parameter calculated by the least squares method for the reflections is 𝑎 =  10.299 Å, 𝑏 =  10.284 Å, 𝑐 =  15.175 Å,𝛽 =  99.603°, agreeing satisfactorily with the results of [11, 12]. 

 

 
a) b) 

Figure 1. a) X-ray diffraction pattern of the TlGaSଶ crystal; b) microanalysis of the crystal surface 
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Quantitative X-ray microanalysis determined the phase composition and distribution of chemical elements on the 
surface of the investigated sample (Fig. 1b). Analysis of the obtained results shows the homogeneity of the surface, but 
with a change in stoichiometry within the homogeneity region 𝑇𝑙𝐺𝑎𝑆ଶtowards the excess of thallium. 

The results of microprobe X-ray spectral analysis showed that the content of elements in the grown single crystals 
corresponds to the formula - ሾ𝑇𝑙ሿ ∶  ሾ𝐺𝑎ሿ ∶  ሾ𝑆ሿ  =  1 ∶  1 ∶  2. 

A two-dimensional image of 𝑇𝑙𝐺𝑎𝑆ଶsingle crystals obtained by magnifying a relatively homogeneous surface area 5 ∙ 10ଷ ൈ 5 ∙ 10ଷ𝑛𝑚 in an atomic force microscope is presented in Fig. 2. a). Fig. 2.b). shows a volumetric description of 
a part with a relatively uniform relief on the surface of this single crystal. As is clear from the figure, the surface of 𝑇𝑙𝐺𝑎𝑆ଶ 
single crystal is quite homogeneous and smooth. 

Although the 𝑇𝑙𝐺𝑎𝑆ଶ single crystal is a layered crystal, certain irregularities are observed on the natural fracture 
surface. Analysis of the histogram of the atomic force microscope image shows that the natural surface of the 𝑇𝑙𝐺𝑎𝑆ଶ 
single crystal is varied in a uniform arrangement of 25 𝑛𝑚. The average grain size is 55 𝑛𝑚. The observed certain 
roughness in the boundary layer is most likely associated with the presence of weak van der Waals forces between the 
layers. In the process of separation, groups of atoms, rather than individual atoms, remain on the crystal surface [13]. 

a) b) 

Figure 2. 2D (a) and 3D (b) images of TlGaSଶ single crystal surface 

The measurement results of the coefficient of linear thermal expansion (CLTE) are presented in Fig. 3. Analysis 
of the obtained results demonstrates that 𝛼௅ in the temperature range 80 − 220 𝐾 increases sharply from 3.8 ∙ 10ି଺ to 9.9 ∙ 10ି଺𝐾ିଵ, and above ሺ260 − 300 𝐾ሻthe growth of 𝛼௅ slows down and depends weakly on temperature, and with 
further temperature increase remains almost constant. This behavior of 𝛼௅ is probably related to the change in the degree 
of anharmonicity of thermal vibrations of atoms in single crystals of the ternary compound 𝑇𝑙𝐺𝑎𝑆ଶ. 

 

Figure 3. Temperature dependence of the coefficient of thermal expansion of 𝑇𝑙𝐺𝑎𝑆ଶ 

The CLTE of solids is due to the anharmonicity of the resulting interaction potential of atoms in the crystal lattice. 
The CLTE is known to be directly proportional to the anharmonicity coefficient [14,15]. Therefore, a sharp increase in 
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CLTE in the temperature range 80 − 220𝐾 and a slight change in its relatively high temperatures is caused by a change 
in the coefficient of anharmonicity of thermal atomic vibrations in the crystal lattice. Since at low temperatures, the degree 
of temperature dependence of the vibration coefficient in the 𝑇𝑙𝐺𝑎𝑆ଶ  lattice is greater than that at relatively high 
temperatures. The Gruneisen constant, which is a measure of the anharmonicity of atomic vibrations, decreases with 
increasing temperature, and starting at a temperature of ~280 𝐾, it practically remains constant [16]. 

The isothermal compressibility measurement results of 𝑇𝑙𝐺𝑎𝑆ଶ  in the temperature range of 80 − 400 𝐾  are 
presented in Fig. 4. It is evident from the figure that in the entire investigated temperature range, the isothermal 
compressibility coefficient 𝜒் increases slightly from 6.4 ∙ 10ିଵଶ ௠మே  to 6.9 ∙ 10ିଵଶ ௠మே  as the temperature increases. 

 

Figure 4. Temperature dependence of the isothermal compressibility coefficient of TlGaSଶ 

A comparison of CLTE and isothermal compressibility shows that changes in CLTE are considerably larger in 
magnitude than changes in the isothermal compressibility coefficient. In the temperature range 80-400 К, the increase in 
the isothermal compression coefficient is 8%, and in this range an increase in CLTE of more than 3 times is observed. 
This significant change of CTLE in the investigated temperature range in comparison with isothermal compressibility is 
associated with the fact that thermal expansion also changes the amplitude of vibrations of atoms in the crystal lattice, 
which in turn leads to isothermal compressibility. 

It is apparent from Figures 3 and 4 that no anomalies are noticed in the temperature dependences of the coefficient 
of linear thermal expansion and isothermal compressibility in the analyzed temperature range. This confirms that no phase 
transformations are present in the indicated temperature range. 

As is known, a number of physical properties of crystalline bodies depend greatly on the value of the interaction 
energy between the atoms and molecules that make up it. As the temperature increases, the vibrational motion of the 
atoms that make up the crystal lattice also increases, and this, in turn, leads to an increase in the energy of the lattice as a 
whole. Based on the existing theoretical models, the average energy of the crystal can be calculated with the help of 
thermodynamic parameters [17]. 

 𝑊 = ଽ଼ 𝑁𝑘଴𝜃 ൅ 3𝑘଴𝑁𝑇𝐷 ቀఏ்ቁ. (1) 

Here, 𝑊଴ = ଽ଼ 𝑁𝑘଴𝜃 - is the energy of the zero-point oscillations of the lattice, θ - Debye temperature, N - is the 
Avogadro number, 𝑘଴- is the Boltzmann constant, T - is the absolute temperature, and D(θ/T) - is the Debye function. The 
value of the Debye temperature is determined from the expression 

 𝜃 = ௛ఔ೘ೌೣ௞బ . (2) 

Here h – Planck's constant, νmax – is the maximum frequency of thermal oscillations of atoms. The value of this frequency 

 𝜈௠௔௫ = ଵଶగ ටఉ௠, (3) 

is determined from the expression. Here β - is the coefficient of the harmonic oscillation limits, m – is the mass of the 
atom. The value of β can be determined using values of Young's modulus (E) and lattice parameter 𝑎଴ [18]. In this case 
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 EΔ௔௔బ = ி௔బమ, (4) 

 F=−𝛽Δ𝛼, (5) 

equations are used. 
In the existing literature, the values of E, β and 𝜈௠௔௫ have been reported for solids that crystallize in the cubic 

structure. As a result of the calculations, a value of approximately 1013 Hz was obtained for the 𝜈௠௔௫ value, as shown in 
Einstein's theory. It is interesting from both theoretical and practical point of view how useful these expressions are for 
complex semiconductor compounds. 

In this study, using the values of the Debye characteristic temperature (θD) and Young's modulus (E) calculated 
based on the experimental values of the thermal expansion coefficient for the TlGaS2 semiconductor compound, the 
energy of the zero-point oscillations of the crystal lattice and the values of the average energy of the lattice as a whole 
were determined. The Debye characteristic temperature and Young's modulus values were calculated using existing 
empirical formulas [19, 20]. 

    𝜃஽ = ଵଽ.ଷ଻ඥ஺̅௏మ/యఈ, (6) 

and 

       𝜃஽ = ଵ.଺଼ଵ଼∙ଵ଴య√ாெభ/యఘభ/ల . (7) 

Here, the value of Young's modulus is given in units of 10 𝑘𝑔/𝑐𝑚ଶ. M - molecular weight, ρ - density,  - root 
mean square atomic mass, V - molar volume, α - coefficient of linear thermal expansion. 

It should be noted that the values of 𝜃஽ and E calculated from these expressions depend on the temperature according 
to the change of the value of α. 

Since the Debye approximation is used in the reported formula (1), the maximum value of E was taken to find the 
value of θ. In this case, the calculated zero-point energy for the crystal lattice can be taken as constant. Thus, the average 
energy of the lattice and its temperature dependence were determined by adding the temperature and the Debye function 
to this energy each time. 

The values of α, 𝐷ሺఏ்ሻ, W for the TlGaS2 compound given in the Table 1. The value of the 𝐷ሺఏ்ሻ- Debye function 
corresponding to different temperatures is taken from the literature [20]. 

Table 1. Thermodynamic parameters and values of Debye function of TlGaS2 

T, K α,10-6 
1/K 𝐷ሺ𝜃𝑇ሻ Wo, 

J/mol 
W, 

J/mol , K 

80 3.85 0.521 1972.71 3009.37 325 
90 4.29 0.549 1972.71 3206.24 319 
100 4.75 0.590 1972.71 3442.98 302 
120 5.24 0.651 1972.71 3916.46 276 
140 6.42 0.680 1972.71 4345.07 267 
160 6.92 0.725 1972.71 4863.42 258 
180 7.28 0.765 1972.71 5404.18 243 
200 8.21 0.770 1972.71 5810.36 228 
220 9.57 0.812 1972.71 6424.41 225 
240 9.76 0.835 1972.71 6966.65 222 
260 9.89 0.840 1972.71 7415.22 218 
280 10.83 0.848 1972.71 7896.68 215 
300 10.86 0.854 1972.71 8352.21 212 

As can be seen from the table, with the increase in temperature, both the Debye function, but also the average energy 
of the lattice increases. These increases can be attributed to the anharmonic oscillation of atoms in the crystal lattice. 

To confirm this idea, the ratio of the coefficient (γ) characterizing the degree of anharmonicity of oscillations to the 
square of the coefficient characterizing the degree of harmonicity (β2) for the TlGaS2 compound was calculated and 
presented in the table (Table 2). For this purpose, the formula given in the literature was used [21]. 

𝛼 = 𝛾𝑘଴𝑎𝛽ଶ 

Here, α is the thermal linear expansion coefficient, 𝑘଴ is the Boltzmann constant, and α is the lattice parameter. 
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Table 2. Temperature dependence of the degree of anharmonicity of TlGaS2 

T, K 80 90 100 120 140 160 180 200 220 240 260 280 300 𝛾𝛽ଶ , 10଻ 𝑁ିଵ 28.73 31.18 34.53 38.09 46.67 50.31 52.92 62.95 66.57 70.95 72.17 76.73 78.95 

As can be seen from the table, the ratio ఊఉమ increases with the increase in temperature. This suggests that the value of 

the coefficient of thermal expansion is a function 𝐷 ቀఏ்ቁand the values of the average energy of the lattice depend on the 
degree of anharmonic oscillation of atoms. 

CONCLUSION 
The morphology of natural fracture surfaces of layered 𝑇𝑙𝐺𝑎𝑆ଶ single crystals grown by the Bridgman method has 

been investigated. Analysis of the data obtained on a scanning probe microscope has revealed that the root mean square 
roughness of the film surface is 25 nm, and the average grain size is 55 nm. Temperature dependences of the coefficient 
of linear thermal expansion and isothermal compressibility exhibit no anomalies, showing that there is no phase transition 
in the investigated temperature range ሺ80 − 400 𝐾ሻ. By calculations based on the experimental values of CLTE, the 
characteristic Debye temperature decreases with increasing temperature, whereas the value of the average lattice energy 
and the Debye function increase. It has been shown that these increases are determined by the anharmonicity of vibrations 
of the atoms of the crystal lattice. 
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У статті наведено результати дослідження температурної залежності коефіцієнтів теплового розширення та ізотермічної 
стисливості потрійної сполуки TlGaS2. У досліджуваному діапазоні температур (80-400 К) аномалій температурних 
залежності цих властивостей не виявлено. Коефіцієнт теплового розширення напівпровідникової сполуки TlGaS2 розраховано 
на основі емпіричних формул, включаючи температуру Дебая та функції Дебая, а також розраховано середню енергію 
кристалічної решітки та її температурну залежність які наведені в таблиці. Показано, що енергія кристалічної решітки 
залежить від ступеня ангармонійності коливань. 
Ключові слова: напівпровідник; теплове розширення; теплові коливання; кристалічна решітка; температура Дебая; модуль 
Юнга; ангармонічність 
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This article elucidates the dependence of the ideality factor on both internal functional parameters and external factors in 
semiconductors at low temperatures. We have explored the influence of external factors such as temperature and external source 
voltage. Through numerical modeling and theoretical analysis, we thoroughly investigate the dependencies of semiconductor material 
internal functional parameters—including doping concentration, the bandgap of semiconductors, the lifetime of charge carriers, and 
geometric dimensions ranging from micrometers to nanometers— the ideality factor on p-n and p-i-n junction structures. Our analysis 
spans cryogenic temperatures from 50 K to 300 K, with intervals of 50 K. To conduct this study, we have focused on p-n and p-i-n 
junction structures fabricated from Si and GaAs. The selected model features geometric dimensions of a=10 μm, b=8 μm, and c=6 μm. 
The thickness of the i-layer ranged from 10 µm to 100 µm in 10- µm increments. Increasing the thickness of the i-layer 
results in a corresponding rise in the ideality factor. 
Keywords: p-n junction; p-i-n junction; SRH recombination; Internal functional parameters; External factors; Ideality factor; 
Cryogenic temperatures 
PACS: 73.40. Lq, 73.61.Cw, 73.61.Ey, 72.20.Jv 

INTRODUCTION 
This factor evaluates the ideality of p-n and p-i-n junction structures and assists in assessing the current mechanisms 

through numerical and theoretical modeling. The attributes and functionality of p-i-n and p-n junction diodes are 
intimately connected to the conduct of carriers at the interface established between p-type and n-type materials. These 
junctions serve as the fundamental building blocks for many other electronic devices, and the analytical techniques applied 
to understand p-i-n and p-n junctions can be extended to solve various electronic problems. The kinetic processes of 
electrons and holes at p-n and p-i-n junctions are explained through two mechanisms: drift-diffusion and recombination-
generation. The ideality factor serves as a distinguishing parameter between these mechanisms, theoretically falling within 
the range of 1 to 2 [1]. However, several experiments have shown that the ideality factor often exceeds 2 [2-3]. The 
primary objective of this work is to discuss the relationship between forward voltage, temperature, the thickness of the 
i-layer, and material parameters, all of which are dependent on the ideality factor. Numerous scientific articles have
explored the correlation between the ideality factor and temperature [4-8], although these studies have typically not
covered a broad temperature range. Characteristics of thermosensors at cryogenic temperature were studied [9].

While numerous articles [10-12] have investigated the ideality factor, its true nature and the parameters influencing 
it remain incompletely understood. Variations in ideality factor values across different materials [13] underscore the 
importance of comprehensively studying the dependence of materials on their functional parameters. To address this gap, 
this work focuses on studying the ideality factor of p-n and p-i-n junction structures fabricated from Si and GaAs materials. 
Overall, operating semiconductor devices at cryogenic temperatures is essential for a wide range of scientific and 
technological applications, enabling advancements in fields such as quantum computing, astrophysics, materials science, 
and high-energy physics. At cryogenic temperatures, semiconductor devices often exhibit improved electrical 
characteristics, such as reduced noise, increased carrier mobility, and lower leakage currents. This can lead to enhanced 
device performance, including higher-speed operation, improved signal-to-noise ratios, and lower power consumption. 

Some semiconductor materials, such as certain types of doped silicon and germanium, exhibit superconducting 
behavior at cryogenic temperatures. Cryogenic temperatures are essential for the operation of many quantum computing 
architectures, which often rely on semiconductor-based qubits. In astrophysics and space exploration, semiconductor 
devices operating at cryogenic temperatures are used in instruments such as infrared detectors, spectrographs, and low-
noise amplifiers.  Cryogenic temperatures are often employed in materials research to investigate the electronic properties 
of semiconductors, including bandgap engineering, electron mobility, and quantum confinement effects. In experiments 
conducted at particle accelerators and high-energy physics laboratories, semiconductor detectors cooled to cryogenic 
temperatures are used to measure the energy and trajectories of charged particles produced in collisions. 

MATERIALS AND METHODS 
In the ideal scenario, the relationship between the current density and the voltage passing through the p-n and p-i-n 

junction structures is expressed as follows. 
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where Up-n is p-n junction voltage, q is the elementary electron charge, JS is referred to as the saturation current density 
in the reverse connection, and its value is determined as follows: 
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Where ni intrinsic concentration, Dp,n, and Lp,n are diffusion coefficient and length of electrons and holes respectively. 
ND and NA are donors and acceptors. The diffusion length LD for silicon with resistivity values of 10 Ωcm and 100 Ωcm, 
and carrier lifetimes of 8µs and 3µs for electrons and holes, respectively, is approximately Lp,n ≈100 µm. If the current 
transport mechanism relies on a drift-diffusion mechanism, then expression (2a) is appropriate. Conversely, if the current 
transport mechanism is driven by a recombination-generation mechanism, it is determined from expression (2b).    
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Another crucial aspect of the ideality factor m is its role in determining the recombination mechanism in the p-n 
junction. Experiment and theoretical calculations indicate that the ideality factor is inversely proportional to temperature 
as follows expression. 
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We express the ideality factor using expression (4). Through theoretical calculations, we aimed to determine the 
parameters on which A(T) and C(T) coefficients depend. The coefficients A(T) and C(T) are assumed to represent both 
the internal functional parameters and external factors of the semiconductor material. 

 ( ) ( ) ( )C T
m T A T

T
= +  (4) 

The expression (4) was employed to analytically ascertain the temperature dependence of the ideality factor for p-n 
junctions based on Si and GaAs, covering temperatures from 50 K to 300 K with intervals of 50 K. The band gap of the 
semiconductor depends on the size [14].  

The thickness of the i-layer ranged from 10 µm to 100 µm in 10-µm increments. Increasing the thickness of the 
i-layer results in a corresponding rise in the ideality factor. The thesis chose Si semiconductor materials, incorporating 
boron doping at a concentration of 3e17 cm-3 to create the pSi-layer and phosphorus doping at a concentration of 4e18 cm-3 
for the nSi-layer. The diffusion length LD for silicon with resistivity values of 10 Ωcm and 100 Ωcm, and carrier lifetimes 
of 8µs and 3µs for electrons and holes, respectively, is approximately LD≈100 µm. 

 
Figure 1. The schematic depicting a 2D cross-section of our model planar p-i-n junction, UF is forward voltage. The light grey area 
represents the i-layer region, while the dark grey areas represent the quasi-neutral (QNR) fields in the p-type and n-type regions, 
respectively 

The selected model features geometric dimensions of a=10 μm, b=8 μm, and c=6 μm. Within the electrophysical 
models, certain distinctions are noted: the gap width fluctuates with temperature [15], while the mobility of electrons and 
holes is influenced by both temperature and concentration [16]. Moreover, variations in Shockley-Read-Hall (SRH) 
recombination are observed in response to changes in temperature and doping concentration [17]. Recombination in p-n 
and p-i-n junctions at low temperatures shows distinct characteristics compared to room temperature behavior due to 
changes in carrier dynamics and material properties. Recombination Mechanisms are mainly three types. Radiative 
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Recombination, Non-Radiative Recombination, Surface Recombination. The results obtained from the models and 
samples employed in this section are thoroughly presented and scrutinized in Section RESULTS AND DISCUSSION. 

 
RESULTS AND DISCUSSION 

In this section, the results are presented and analyzed. The various current lines observed in Figure 2 at low 
voltage can be explained as follows. The results are depicted in Figure 2, showcasing both semi-logarithmic (a) and 
linear (b) I-U characteristics. It is evident from the figures that there is a decrease in current as the layer thickness 
increases.  
 

 
Figure 2. Volt-Amper characteristic of p-i-n junction based on Si a) Semi-logarithmic, b) linear, d is the thickness i-layer 

Figure 3 (b) illustrates the dependency of the ideality factor (i) on the layer thickness at 0.2, 0.4, 0.6, and 0.8 volts.  
 

 
Figure 3. Ideality factor of the p-i-n junction dependent on a) forward voltage, b) the thickness of the i-layer 

 
Fig. 4. a) The semi-logarithmic volt-ampere characteristic of a p-i-n junction, b) the ideality factor of the p-i-n junction as a function 

of forward voltage, across different intrinsic doping concentrations of the i-layer 
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The I-U characteristic of the p-i-n junction structure made of Si material is provided, wherein the intrinsic field 
concentration was studied for cases A, B, C, D, and E. The intrinsic concentration of silicon is typically ni ≈1010 cm-3, 
however, in this scenario, ni =1011 cm-3 for case A, ni =1012 cm-3 for case B, ni =1013 cm-3 for case C, ni =1014 cm-3 for case 
D, and ni=1015 cm-3 for case E were observed. From Figure 4, we can see that in the range from 0 volts to 0.5 volts, there 
are different lines of current strength at different values of doping concentration, and at values greater than 0.5 volts, they 
almost all overlap. This situation can be explained as follows: recombination processes were observed between 0 and 
0.5 volts, while the drift-diffusion mechanism prevailed above 0.5 volts. Recombination processes with different values 
were observed for different concentration levels. In the case of E, where ni=1015 cm-3, it is shown that the drift-diffusion 
current prevails even at low voltages and high concentration values. 

 
Figure 5. Illustrates the temperature dependence of the ideality factor for p-n junctions based on Si and GaAs, ranging from 50 K 

to 300 K with intervals of 50 K 

In Figure 5, utilizing expressions (3) and (4), the following result was derived: the temperature dependence of the 
ideality factor for p-n junctions based on Si and GaAs, spanning temperatures from 50 K to 300 K with intervals of 50 K. 
The ideality factor displays a reverse dependence on temperature. This phenomenon arises because, as the temperature 
decreases, the dominance of the drift-diffusion mechanism diminishes, while the recombination-generation mechanism 
begins to take precedence. As the temperature decreases, electron diffusion in the Si crystal decreases, as well as in other 
crystals. 

 
CONCLUSIONS 

In this study, the ideality factor was found to depend on several factors. It was observed that the ideality factor 
decreases with increasing temperature. Additionally, the ideality factor dependent voltage from 0 to 1 volt for the 
appropriate connection voltage in silicon. Changes in the ideality factor were also observed when the thickness of the 
intrinsic layer varied from 10 μm to 100 μm. In all cases where the thickness of the intrinsic i-layer was less than 100 μm, 
distinct lines were observed at low voltages, while they converged and overlapped at high voltages.  Moreover, the 
influence of the specific concentration of the intrinsic layer on the ideality factor was investigated as it ranged from 
ni=1011 cm-3 case to ni=1015 cm-3 case. As a result, it was determined that both external and internal factors affect the 
ideality factor by influencing the current transport mechanism. 
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ФАКТОРИ, ЩО ВПЛИВАЮТЬ НА КОЕФІЦІЄНТ ІДЕАЛЬНОСТІ НАПІВПРОВІДНИКОВИХ p-n ТА p-i-n 
ПЕРЕХІДНИХ СТРУКТУР ПРИ КРІОГЕННИХ ТЕМПЕРАТУРАХ 

Джошкін Ш. Абдуллаєвa, Іброхім Б. Сапаєвa,b 

aНаціональний дослідницький університет TIIAME, фізико-хімічний факультет, Ташкент, Узбекистан 
bЗахідно-Каспійський університет, Баку, Азербайджан 

У цій статті висвітлюється залежність ідеальності фактора як від внутрішніх функціональних параметрів, так і від зовнішніх 
факторів у напівпровідниках при низьких температурах. Ми дослідили вплив зовнішніх факторів, таких як температура та 
напруга зовнішнього джерела. За допомогою чисельного моделювання та теоретичного аналізу ми детально вивчили 
залежності внутрішніх функціональних параметрів напівпровідникових матеріалів, включаючи концентрацію домішок, 
ширину забороненої зони напівпровідників, тривалість життя носіїв заряду та геометричні розміри в діапазоні від мікрометрів 
до нанометрів, на ідеальність фактора в структурах p-n і p-i-n переходів. Наш аналіз охоплює кріогенні температури від 50 К 
до 300 К з інтервалом 50 К. Для проведення цього дослідження ми зосередилися на структурах p-n і p-i-n переходів, 
виготовлених з Si та GaAs. Обрана модель має геометричні розміри a=10 мкм, b=8 мкм і c=6 мкм. Товщина i-шару варіювалася 
від 10 мкм до 100 мкм з кроком 10 мкм. Збільшення товщини i-шару призводить до відповідного збільшення ідеальності 
фактора. 
Ключові слова: p-n перехід; p-i-n перехід; рекомбінація за механізмом Шоклі-Ріда-Холла (SRH); внутрішні функціональні 
параметри; зовнішні фактори; фактор ідеальністі; кріогенні температури 
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The work is devoted to the problem of ellipsometric studies of real surfaces and considers the case when surface inhomogeneities are 
individual localized defects or conglomerates with a size comparable to the wavelength of the probing radiation. Such inhomogeneities 
lead to angular dependences of ellipsometric parameters that have a non-classical form and cannot be described using conventional 
well-known models of homogeneous planar layers. This work focuses on the influence of conglomerates of localized defects on the 
angular dependences of ellipsometric parameters and serves as a continuation of earlier studies in which single localized defects were 
considered. The dependence of the degree of influence of the distance between defects on the ellipsometric parameters is examined. 
The parameter “critical distance” between defects is introduced, beyond which they can be considered as localized, and estimates of 
this parameter for the considered configurations are provided. 
Keywords: Ellipsometry, Terahertz waves, Scale modeling, Surface defects, Localized defects 
PACS: 68.35.Ct, 42.25.Ja, 78.68.+m 

1.INTRODUCTION
Ellipsometry is a non-contact, precise, non-destructive method for studying the properties of surfaces and interfaces. 

It is based on measuring changes in the polarization state of radiation after it is reflected from the surface of a sample or 
passes through a transparent sample [1-3]. 

In most cases, a pair of parameters, 𝛹 and 𝛥 (the so-called ellipsometric parameters), is the result of an ellipsometric 
experiment. The first parameter characterizes the relative change in amplitude ratios, and the second one represents the 
change in the phase difference of the orthogonal components (p- and s-components) of the electromagnetic wave during 
their interaction with the system under study. The simplest configuration of an ellipsometric experiment (a scheme with 
a rotating analyzer, RAE) is shown in Fig. 1. Electromagnetic radiation from the source S passes through a polarizer P 
with a known azimuth and is reflected from the sample, leading to a change in the polarization state. Next, the radiation 
passes through another polarizer (the Analyzer), and detector D measures the radiation amplitude. In the RAE scheme, 
the ellipsometric parameters 𝛹 and 𝛥 are found from the dependence 𝐼(𝐴) of the intensity of the recorded signal on the 
azimuth of the analyzer A [2, 3]. 

Figure 1. Schematic of the ellipsometric experiment 

Ellipsometric parameters are related to the physical characteristics of the structure under study and are related to 
those measured by the basic equation of ellipsometry: 𝜌 = 𝑡𝑔𝛹 ∙ 𝑒௜௱ = ோ೛ோೞ , (1) 

where 𝑅𝑝(𝑠) are the complex Fresnel coefficients of the sample. 
The advantages of ellipsometry include high accuracy and reproducibility of results, as well as the absence of a need 

for a reference measuring channel or reference sample. These benefits have led to its widespread application in many 
areas [2, 5-9]. However, ellipsometry is an indirect technique, meaning that to calculate the material characteristics, it is 

Cite as: O. Haluza, I. Kolenov, I. Gruzdo, East Eur. J. Phys. 4, 334 (2024), https://doi.org/10.26565/2312-4334-2024-4-38 
© O. Haluza, I. Kolenov, I. Gruzdo, 2024; CC BY 4.0 license 

https://doi.org/10.26565/2312-4334-2024-4-38
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0003-3809-149X
https://orcid.org/0000-0002-1741-5195
https://orcid.org/0000-0002-4399-2367


335
Scale Modeling of the Influence of Multiple Localized Defects of Metal Surface... EEJP. 4 (2024)

necessary to solve equation (1) for the desired parameters, which are typically the optical constants of the sample material 
and/or the optical constants and thickness of film coatings. The exact form of the right-hand side of equation (1) is 
determined by the physical model chosen to describe the structure under study [1-3, 10, 11]. For analyzing ellipsometric 
experiments, researchers often use planar surface models, including those of clean surfaces or multilayer systems with 
distinct boundaries between layers. These models are usually just approximations of real structures, so the development 
of more accurate models for the structures under study remains one of the main challenges in ellipsometry. A specific 
problem arises when analyzing ellipsometric data for surfaces with deviations from planarity [12-15], such as roughness 
(medium and highly rough surfaces), island films, regular reliefs [16, 17], grains in polycrystals, inclusions of secondary 
phases, blistering, and more [18, 19]. The last three types of structures can be classified as localized defects [20]. Localized 
defects disrupt the statistical homogeneity of surface properties and are therefore poorly described by effective medium 
models (which are represented by homogeneous films with averaged optical constants [2, 21]) or random fields with 
homogeneous statistical properties [22-24]. Since localized defects often appear on real surfaces due to various processes, 
such as sputtering with high-energy particle beams or chemical etching, analyzing the results of optical studies (e.g., 
ellipsometry, reflectometry) is highly relevant [18, 19]. It is important to note that there is currently a lack of general 
understanding regarding how these surface defects impact ellipsometry results [20]. 

This work is a continuation of [20], which addressed the problem of creating and testing a physical ellipsometric 
model of localized defects using a sub-terahertz null ellipsometer with an operating wavelength of 2.14 mm. In [20], 
quasi-optical scale modeling of the influence of a single localized defect (a series of samples with defects of various sizes 
on a millimeter scale) located at the center of the sample was conducted and analyzed. It was demonstrated that if the size 
of a localized defect is slightly smaller than the wavelength, ellipsometry does not “see” it, while reflectometry shows a 
decrease in the reflection coefficient compared to a clean surface. However, conglomerates of defects are much more 
common in real samples. They can simultaneously affect the change in the polarization state of the probing radiation upon 
reflection. Therefore, a logical next step in the development of quasi-optical scale modeling is to study the simultaneous 
influence of multiple defects of various sizes, spaced apart at specified distances. This study focuses on experimentally 
examining how a group of parallelepiped defects affects radiation scattering, polarization, and the measured ellipsometric 
parameters. The study also examined the “localization” of defects, i.e., determining the minimum distance at which they 
begin to independently influence the result of the experiment. 
 

2. EXPERIMENTAL PROCEDURE AND SAMPLES 
Since optical ellipsometry operates with wavelengths on the order of half a micrometer, the size of defects that are 

relevant cannot exceed 1 micrometer and most often have a significantly smaller size. It is clear that artificially and 
controllably creating such defects with given shapes, sizes, and relative positions on a defect-free surface is currently a 
technically complex, time-consuming, and expensive task. Therefore, it was decided to take advantage of the property 
that the features of the interaction of EM radiation with objects are determined not by the absolute values of the radiation 
wavelength (λ) and the characteristic sizes of objects (d), but by their ratio. In our case, we are interested in ratios in the 
range d/λ = 0.1 to 2. To be able to create the desired defects, their size must be about 1 mm. Accordingly, to maintain the 
specified d/λ ratio, the wavelength must be on the order of several mm (in our case, λ = 2.14 mm). This allows for the 
relatively easy creation of surfaces with a preassigned defect geometry and the performance of ellipsometric (and other) 
measurements, the results of which can be transferred to optical-range ellipsometry. This approach is commonly called 
“scale modeling” and is often used in radiophysics. However, in radiophysics, reduced models are typically constructed, 
leading to the use of proportionally smaller wavelengths. This enables the study of the scattering of long-wavelength 
waves from large objects under laboratory conditions. In our case, we propose to use enlarged models and wavelengths. 

To carry out large-scale modeling, in this study, a quasi-optical terahertz ellipsometer (QOTE) operating at a probing 
radiation wavelength of 2.14 mm (0.14 THz) was used. QOTE is built based on the PCSA (Polarizer – Compensator – 
Sample – Analyzer) scheme and implements a rotating-analyzer measurement scheme (Rotating Analyzer Ellipsometry, 
RAE) in an automated mode using specially developed hardware and software. The advantages of this scheme include 
the relative simplicity of design and measurements, as well as the ability to study both absorbing and transparent materials 
(due to the presence of a compensator). The measurement error for the ellipsometric parameters Ψ and Δ provided by 
QOTE is 0.05° and 0.1°, respectively. 

QOTE is based on a quasi-optical transmission line - a hollow dielectric beam guide and quasi-optical devices and 
components for the frequency range 0.1...1 THz, developed at the O. Ya. Usikov Institute of Radiophysics and Electronics 
NAS of Ukraine [25, 26]. Fig. 2 shows the quasi-optical design of QOTE. The generator (G) signal is output through a 
standard waveguide and transmitted to the quasi-optical beamguide transmission line via a waveguide-beamguide 
junction (1). The signal is modulated by a mechanical amplitude modulator (2). The attenuator (3) serves as a linear 
polarizer in the circuit, allowing adjustment of the probing signal amplitude. The polarization plane rotator (4) rotates the 
polarization plane by an arbitrary angle P. Thus, in this circuit, the function of a polarizer with a variable azimuth is 
performed by a pair of elements: the linear polarizer itself (as part of the attenuator) and the polarization plane rotator. 
Next, compensator (5) converts the radiation into elliptically polarized radiation, adding a controlled phase shift between 
orthogonally polarized components. The measuring cell, which includes a goniometer with a sample holder, provides the 
required angle of incidence of radiation θ on the study object S mounted on it. The analyzer function is performed by a 
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pair of elements: a polarization plane rotator (6), which determines the azimuth of analyzer A, and the fixed angle analyzer 
itself (7). This design of the analyzer is due to the polarization sensitivity of the detector (D). The signal from the (D) 
goes to the input of the synchronous detector. After the synchronous detection procedure, the signal is measured using 
the ADC interface unit, and the result is transmitted to the PC. All rotating elements are equipped with stepper motors 
and controlled by a PC via a special interface. Measuring the intensity dependence on an azimuth of the analyzer is 
performed automatically. QOTE is described in more detail in [27]. 
 

 
Figure 2. Quasi-optical terahertz ellipsometer scheme 

 
The sample material for this study was Epcos No. 87 ferrite. The choice of material was based on its optical 

properties (n~6.7, k~4.0) [18, 19], which are similar to those of metals in the optical range. 
The samples used in this study were ferrite plates with a size of 50×22×6 mm. Probe beam diameter is 20 mm 

(Fig. 3(a)). Several identical defects, each in the form of a parallelepiped with dimensions a, b, and c, made of the same 
material were placed in the center of the plate and beam (Fig. 3(b)). The position of the defects is specified by a single 
parameter - the distance d from the sample center to the defect. 
 

 
Figure 3. Schematic representation of the sample, the distribution of the beam spot, and the arrangement of defects 

on the sample surface 
 

For quasi-optical scale modeling of the influence of several defects on ellipsometric parameters, three defect 
configurations were considered: a) two parallelepipeds with a long side parallel to the plane of incidence, located 
symmetrically relative to the plane of incidence at a distance of 2d from each other (Fig. 3b), configuration I); b) two 
parallelepipeds oriented with their long sides perpendicular to the plane of incidence, located symmetrically relative to 
the center of the sample and spaced at a distance of 2d (Fig. 3b), configuration II); c) four defects, square in plan (a = b), 
with sides parallel to the sides of the sample, located symmetrically at a distance d from its center (Fig. 3b), configuration 
III). It should be noted that the total defect area is the same in all three configurations. 

The ellipsometric parameters 𝛹 and 𝛥 were measured for surfaces with defects of varying sizes (parameters a, b, 
and h) and relative positions (parameter d). In configurations I and II, defects with plan dimensions a = 5 mm and b = 2.5 
mm, and heights h = 2.5 mm and 1.5 mm were considered. In configuration III, the defects had dimensions a = b = 2.5 
mm in plan and three heights h = 2.5 mm, 1.5 mm, and 0.5 mm. The parameter d in all configurations varied from 0 to 
12 mm. All options for defect parameters and configurations are summarized in Table 1. 
Table 1. Parameters of defects (a, b, h) and their relative position (d) for all configurations. 

 a, mm b, mm h, mm d, mm 
Configuration I 5.0 2.5 1.5; 2.5 0, 1, 2, 3, 5, 7, 9, 12 Configuration II 5.0 2.5 1.5; 2.5 
Configuration III 2.5 2.5 0.5; 1.5; 2.5 0, 1, 2, 3, 5, 7, 12 

The choice of defect parameters and configurations is determined by the results obtained in [20]. As mentioned 
above, [20] shows that a single defect, with a characteristic size less than the wavelength 𝜆, becomes “invisible” for 
ellipsometry. If the defect size significantly exceeds 𝜆, then the angular dependences of the ellipsometric parameters 
become non-trivial. Thus, for the study of multiple defects, defects and their configurations with dimensions comparable 
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to the wavelength of the probing radiation (in our case, 𝜆 = 2.14 mm) are of greatest interest. In addition, it is precisely 
this range of ratios of defect size to wavelength that is most interesting from the point of view of large-scale modeling of 
the effect of defects on the results of optical ellipsometry. The goal of the experiment was to clarify the conditions under 
which defects can be considered localized from the point of view of ellipsometry, i.e., when multiple defects can be 
considered as individual defects, as a single defect, or as a group of defects influencing each other (i.e., not localized 
defects). Next, we present the results of the experiment. 
 

3. EXPERIMENTAL RESULTS 
Fig. 4 shows the experimental angular dependences of 𝛹 and 𝛥 for the initial (bare) ferrite surface without defects 

(dots). From these data, the optical constants of the substrate were determined in the bare surface model [2] (𝑛 = 6.74, 𝑘 = 4.02). The lines in Fig. 4 represent the angular dependences of 𝛹 and 𝛥 corresponding to these values of optical 
constants. One can see that the experimental data are described by the model of a bare isotropic surface with an error not 
exceeding the experimental error. With these optical constants, the probing radiation does not penetrate this material 
beyond 10 μm. Accordingly, the samples under study can be considered as bulk (without coatings), and the results of 
further experiments related to the presence of defects on the surface can be interpreted without taking into account 
interference effects in the defect and/or substrate. 

Figure 4. Angular dependencies of the experimental data (dots) and fitted model (lines) for the ellipsometric parameters Ψ and Δ 
of the defect-free substrate. 

Next, we consider part of the experimental results that reflect the general trends in the influence of changes in defect 
configurations on the ellipsometric parameters 𝛹 and 𝛥. Fig. 5 shows the experimental results for defect configurations I 
(h = 1.5 mm), II (h = 2.5 mm), and III (h = 2.5 mm) as listed in Table. 1. For the convenience of analysis, the figures 
show the following dependencies of ellipsometric parameters differences: 

 𝛿𝛹(𝜃) = (𝛹(𝜃) −𝛹଴(𝜃)),      𝛿𝛥(𝜃) = (𝛥(𝜃) − 𝛥଴(𝜃)),    (2) 
 
where 𝛹଴(𝜃) and 𝛥଴(𝜃) are the ellipsometric parameters of the defect-free surface (see Fig. 4). Thus, the effect of a 
defect on the ellipsometric parameters relative to a bare surface is illustrated. 

 
Figure 5. Experimental angular difference dependencies of ellipsometric parameters 𝛹 (a) and 𝛥 (b) 

for configurations I (a), b), h = 1.5 mm), II (c), d), h = 2.5 mm), III (e), f), h = 2.5 mm). 

Fig. 5 shows that the nature of the dependencies for different configurations is similar. For all configurations with 
h = 2.5 mm, oscillations of the angular dependencies of the ellipsometric parameters are observed. At h = 1.5 mm, the 
oscillations have less amplitude. However, despite the different local nature of the dependencies for all configurations, 
they have similar integral properties. A single large defect (d = 0 mm) causes a significant deviation of the angular 
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dependencies 𝛹(𝜃) and 𝛥(𝜃) from the clean surface. As the distance d between defects increases in all three 
configurations, both 𝛹(𝜃) and 𝛥(𝜃) initially deviate further from the clean surface, but with a further increase in distance, 
they start to approach the clean surface values. Thus, individual defects in all configurations become “invisible” to 
ellipsometry as the distance between them increases. 
 

4. ANALYSIS OF RESULTS 
From the above graphs, it is difficult to quantitatively estimate the degree of deviation of the 𝛹(𝜃) and 𝛥(𝜃) 

dependencies from the “bare surface” for various defect configurations. Therefore, to characterize the degree of deviation 
of the angular dependencies for surfaces with and without defects, we will use the arithmetic mean of the root-mean-
square differences: 
 𝜎 = ଵଶ ቆටଵ௡∑ (𝛹ఏ೔௕௔௥௘ − 𝛹ఏ೔ௗ௘௙)ଶ௡௜ୀ଴ + ටଵ௡∑ (𝛥ఏ೔௕௔௥௘ − 𝛥ఏ೔ௗ௘௙)ଶ௡௜ୀ଴ ቇ,  (3) 

 
where 𝛹ఏ೔௕௔௥௘and 𝛥ఏ೔௕௔௥௘ are the ellipsometric parameters of a defect-free sample at an angle of incidence 𝜃௜, 𝛹ఏ೔ௗ௘௙ and 𝛥ఏ೔ௗ௘௙ 
are the parameters for a sample with defects, and n is the number of measurements at different angles of incidence θ. 
Next, we consider the dependences 𝜎(𝑑) for various configurations and defect height h (Fig. 6). 

 
Figure 6. Dependences of σ(d) in configurations I (a), II (b), and III (c) for different defect heights. 

Fig. 6 shows that in all 3 configurations, the dependences 𝜎(𝑑) at h = 2.5mm (h/λ~1) are qualitatively the same and 
quantitatively close. Namely, 𝜎(𝑑) increases monotonically and reaches a maximum at d/λ ~ 1.5 (configurations I and II) 
and d/λ ~ 2 (configuration II). Further, σ monotonically tends to 0. At h=1.5mm and 0.5mm (h/λ ~ ¾, h/λ ~ ¼), the 
dependencies are qualitatively similar, but the maxima are less by value and shifted to the d~1 region. 

From the above results, it is clear that the influence of the considered localized defects on the ellipsometric 
parameters 𝛹 and 𝛥 is significant and non-trivial. Thus, the presence of various configurations defects leads to a 
qualitative change like the angular dependencies 𝛹(𝜃) and 𝛥(𝜃) compared to a “bare surface”. From the experimental 
data, it is clear that the main influence of defects appears in oscillations of ellipsometric parameters around the clean 
surface (Fig. 5). This effect is associated with the interference of waves reflected from different areas of the defective 
surface [15]. It is worth noting that for high defects (h=2.5mm, h/λ~1) the oscillations are greater in amplitude and 
frequency. As the height of the defects decreases, the oscillations decrease, and for defects with a height of 0.5 mm, they 
are practically absent. 

The results in Fig. 6 can be divided according to the h parameter (2.5, 1.5, and 0.5 mm) because the trends in the 𝜎(𝑑) dependencies are similar for different defect configurations. One can see that the 𝜎(𝑑) dependencies at h=2.5mm 
(~1λ) have explicit maxima for all defect configurations at d=3-5 mm (which corresponds to ~1-2λ). So, at a given 
distance d between defects, the maximum influence of interference effects on the ellipsometric parameters occurs. With 
a further increase in d, the σ values monotonically decrease, which indicates a decrease in the interaction between defects. 
Wherein, σ(0)=σ(3.5-4.5λ), i.e. starting from a critical distance dcr = 4.5λ between defects, the defects stop interacting and 
can be considered as localized. 

In the case of defects with a smaller height (h=1.5mm = ~3/4λ and h=0.5mm = ~1/4λ) 𝜎(𝑑) is smaller in value, 
which indicates less interference interaction between defects. At the same time, the dependencies 𝜎(𝑑) begin to decrease 
monotonically starting from σ(0.5λ), which indicates the maximum interaction of defects at a distance of fractions of a 
wavelength. It is also worth noting that for cases d=(0.5 and 1.5 mm) σ(0)~σ(<1λ) we can conclude that the distance dcr 
at which defects become localized depends on their dimensions and, firstly, turn from their height. A similar dependence 
is observed in the case of configuration III at h = 0.5 mm. 

We previously observed similar non-classical behavior of ellipsometric parameters in measurements in the optical 
range (λ = 633 nm) [18] and in large-scale simulations with a single localized defect [20]. In [18], samples of a 
precipitation-hardened copper alloy were studied and subjected to radiation sputtering, which led to the appearance of a 
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significant number of localized defects (Fig. 7), specifically harder particles of secondary phases. In this work, the angular 
dependences 𝛹(𝜃) and 𝛥(𝜃) were obtained for the first time, with their profiles being radically different from the classical 
ones. Additionally, a hypothesis was formulated that explained this behavior as being due to the presence of localized 
defects, and predicted that if the size of such a defect is several times smaller than the wavelength, ellipsometry would 
cease to be sensitive to these defects. 

 
Figure 7. Examples of localized surface defects in a sputtered precipitation-hardened CuCrZr alloy: 

(a) single defect and (b) multiple defects  

The results of this work confirm this hypothesis. Specifically, it is shown that the behavior of the angular 
dependences Ψ(θ) and Δ(θ) is linked to the presence of localized defects whose size is several times larger than the 
wavelength of the probing radiation. As the size of the localized defects decreases and the degree of localization increases 
(i.e., the distance between defects in the case of grouped defects) to sizes slightly smaller than the wavelength of the 
probing radiation, the defects become “invisible” to ellipsometry but continue to significantly influence specular 
reflection. 
 

5. CONCLUSIONS 
Thus, the work demonstrates that deviations from the classical behavior of the angular dependences of the 

ellipsometric parameters are grounds to assume the presence of localized defects or their conglomerates. In this case, 
statistically homogeneous defect layers (such as roughness, transition layers, etc.) never lead to qualitative deviations 
from the classical behavior of angular dependencies. 

It is also shown that for all defect configurations studied, with small distances between defects, they have a joint 
effect on the ellipsometry results. At a certain distance, defects begin to influence ellipsometry results independently. 
Accordingly, a critical distance for defect localization can be introduced, beyond which they do not jointly affect the 
ellipsometric parameters. So, for h/λ~1, dcr is equal to 3.5-4.5λ; for h/λ~¾ and ¼ - less than λ. Thus, dcr decreases with 
decreasing h/λ ratio. The detailed form of the dcr(h/λ) dependence will be investigated in a separate study. 

As mentioned above, defects of relatively large sizes (~λ) can lead to oscillations in the angular dependences of 
ellipsometric parameters, which can be used to determine the characteristics of roughness. As the defect height h 
decreases, the oscillation period increases; therefore, to more thoroughly study the influence of defects with h < 0.7λ, 
measurements in a larger range of incidence angles are required. 
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МАСШТАБНЕ МОДЕЛЮВАННЯ ВПЛИВУ МНОЖИННИХ ЛОКАЛІЗОВАНИХ ДЕФЕКТІВ ПОВЕРХНІ МЕТАЛУ 

НА РЕЗУЛЬТАТИ ОПТИЧНОЇ ЕЛІПСОМЕТРІЇ 
Олексій Галузаа,b, Іван Коленовc,d, Ірина Груздоb 

aНаціональний технічний університет «Харківський політехнічний інститут», вул. Кирпичова, 2, м. Харків, 61002, Україна 
bХарківський національний університет радіоелектроніки, пр. Науки, 14, м. Харків, 61166, Україна 
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dІнститут радіофізики та електроніки ім. О.Я. Усикова НАН України, вул. Ак. Проскури, 12, 61085, м. Харків, Україна 

Робота присвячена проблемі еліпсометричних досліджень реальних поверхонь і розглядає випадок, коли поверхневі 
неоднорідності являють собою окремі локалізовані дефекти або їх конгломерати розміром, порівняним з довжиною хвилі 
зондуючого випромінювання. Такі неоднорідності призводять до кутових залежностей еліпсометричних параметрів, які 
мають некласичний вигляд і не можуть бути описані за допомогою звичайних відомих моделей однорідних плоских шарів. 
Ця робота присвячена вивченню впливу конгломератів локалізованих дефектів на кутові залежності еліпсометричних 
параметрів і є продовженням попередніх досліджень, у яких розглядалися поодинокі локалізовані дефекти. Досліджено 
залежність ступеня впливу відстані між дефектами на еліпсометричні параметри. Введено параметр «критична відстань» між 
дефектами, за межами якого їх можна вважати локалізованими, та наведено оцінки цього параметра для розглянутих 
конфігурацій. 
Ключові слова: еліпсометрія; терагерцеві хвилі; масштабне моделювання; поверхневі дефекти; локалізовані дефекти 
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The spectra of luminescence and magnetic circular polarization of a single crystal of thulium-yttrium garnet-aluminate Tm3+:YAG 
have been studied within the visible spectral range at a temperature of 90 and 300 K in a magnetic field of 10 kOe. Based on the 
analysis of optical and magneto-optical data, the presence of "quasi-degenerate" states of excited multiplets 1D2, 3F4,3G4 and the ground 
multiplet 3H6 of the Tm3+ RE ion in garnet-aluminate YAG at the radiative transitions 1G4→3H6, 1D2→3F4 and 1D2→3F3 has been 
determined. The effect of quantum mechanical “mixing” plays a significant role in the occurrence of magneto-optical effects on 
luminescence bands caused by “forbidden” 4f→4f transitions in the non-Kramers Tm3+ ion having a “quasi-doublet” structure in the 
energy spectra. 
Keywords: Thulium-yttrium garnet; Rare-earth ions; Magneto-optical properties; Luminescence; Energy levels; Magnetic circular 
polarization 
PACS: 71.70.Ej; 78.20.Ls 

INTRODUCTION 
Yttrium aluminum garnet Y3Al5O12 (YAG) doped with trivalent rare-earth (RE) ions R3+ is well known as a material 

used for creation of solid-state lasers [1-3]. This circumstance has contributed to the intensive study of the optical and 
magneto-optical properties and energy levels of a number of rare-earth ions R3+ in the garnet crystalline cell, replacing 
the yttrium ions Y3+ located in the dodecahedral positions of the garnet structure [4]. But among all these garnets with RE 
ions as impurities, the similar properties (in particular, magneto-optical ones) of Tm3+:YAG garnet have been studied 
comparatively insufficiently. Therefore, at present, the magneto-optical properties of Tm3+ RE ions in garnet crystals are 
studied systematically [5-6], and this circumstance has become one of the motivating factors for this study to be 
conducted. 

On the other hand, the presence of a large number of emission transitions observed within the wide spectral range 
from near infrared (IR) to ultraviolet (UV) shows that Tm3+:YAG is a good material for lasers operating within the near 
IR range [7-9]. An effective process in the same region is emission due to the up-conversion pumping [10]; in this case 
also promising matrices are garnet-structure crystals for further activation by trivalent thulium ions. Another new possible 
application of the Tm3+:YAG RE compound is its use in information display systems operating within the spectral range 
from 460 nm to 470 nm because of proximity of the 1D2 →3F4 emission transition to optimal operating wavelengths of 
video-displays in this spectral range. Therefore, the study of this transition is still of great interest, since an in-detail 
consideration of the spectroscopic properties of this transition to be aimed at obtaining information on mechanisms of 
excitation of the radiative states of Tm3+ ions and hence obtaining efficient generation is currently of paramount 
importance.  

The crystalline electrostatic field (CF) created by the low-symmetry environment of the RE ion in the garnet lattice 
leads to a partial or almost complete “removal” of the quantum degeneracy from the Stark sublevels in the multiplets 
belonging to the ground 4f(n) configuration of the ion. Further removal of degeneracy from the Stark sublevels of the RE 
ion with the help of the Zeeman splitting of their states by an outer magnetic field H leads to emerging induced circular 
anisotropy of the optical absorption and luminescence bands, which manifests itself both in magnetic circular dichroism 
(MCD) observed during light absorption [11] and in magnetic circular polarization of luminescence (MCPL) recorded
during light radiation emission [12]. The study of the MCD and MCPL phenomena (being differential in essence) in non-
Kramers RE ions (i.e. with an even number of electrons in the unfilled 4f(n) shell) provides a fundamental opportunity to
determine a symmetry of the wave functions of the Stark sublevels (including the so-called “quasi-degenerate” sublevels
that cannot be resolved directly in optical experiments), from which (or to which) the optical 4f→4f transitions occur
(forbidden in the electrodipole (ED) approximation) [13].

At the same time, it is well known that the main source of MCPL (or MCD) phenomena in non-Kramers RE ions is 
the Van Vleck “mixing” (by an outer magnetic field) of the wave functions of neighboring non-degenerate Stark sublevels 
combining in the optical transition. This circumstance makes it possible to reliably position the “quasi-degenerate” states 
in the energy spectrum of the non-Kramers RE ion. According to the results of experimental and theoretical studies of 
YAG (or YGaG) garnets activated by Ho3+ [14] and Tb3+ [15] RE ions, in the low-symmetry CP of the garnet a set of the 
“quasi-doublet” states are formed in the energy spectra of the ground and excited multiplets of non-Kramers ions [16], 
while no “quasi-doublets” were detected in the multiplets of Tm3+ ions in the similar garnets. The absorption and 
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luminescence spectra of Tm3+:YAG have been studied in detail within the visible and near infrared ranges at various 
temperatures (including low ones) by J.B.Gruber et al. [17]. For the emission spectra of the transitions from the 1D2 state 
to the 3H6, 3F4, 3F3 and 3F2 multiplets to be studied, laser excitation of the optical transitions was used. Although these 
data provided information confirming the crystal-field splitting of the most multiplets (i.e. the J,L,S-states) belonging to 
the ground 4f(n)-configuration of the Tm3+ ion in the garnet structure, as well as information on the symmetry of the Stark 
sublevels of these multiplets, we believe that the previously obtained energy spectra of the Tm3+ ion in the garnet-
aluminate structure should be supplemented by the corresponding "quasi-doublet" states that in turn can be detected and 
identified by magnetic circular polarization of luminescence methods in a wide range of wavelengths and 
temperatures [18]. Therefore, new studies of the emission spectra of Tm3+:YAG by the differential magneto-optical 
methods would be very useful, since their application can help in positioning and determining a symmetry of the nearby 
(i.e. “quasi-degenerate”) Stark sublevels in non-Kramers Tm3+ ions. On the other hand, the similar studies of the magneto-
optical activity of emission transitions in thulium-yttrium garnets seems relevant due to a certain smallness of the Faraday 
rotation detected in these garnets within the visible spectral range as compared to the similar spectra observed in other 
rare-earth garnets [19], and their analysis led to contradictory results associated with the possible absence of "quasi-
degenerate" ground states in non-Kramers Tm3+ ions in the garnet structure. The above-mentioned contradictions 
discovered during the study and interpretation of magneto-optical and magnetic properties of thulium garnet Tm:YAG 
were the motivating factors for this work to be carried out. 

 
MATERIALS AND METHODS 

A single crystal of thulium-yttrium garnet-aluminate Tm3+:YAG grown by a spontaneous crystallization method 
from the "solution-melt" was provided by Prof. J. Heber (Physics Institute of the Technical University, Darmstadt, 
Germany). A sample under study containing ∼1% Tm3+ ions was X-ray oriented and cut in the crystallographic planes 
of the (110) and (001); after that the sample surface was ground and polished with diamond pastes with a slowly thinning 
grain (down to ∼1 μm). The luminescence spectra of Tm3+:YAG were measured at temperatures T = 90K and 300K for 
the radiative 4f→4f transitions 1D2→3F4  and 1G4→3H6 within the spectral ranges of 452-462 nm and 484-488 nm with 
a resolution of ∼ 1.5-2.0 cm-1. The differential magneto-optical spectrum of Tm3+:YAG, i.e. a spectrum of the MCPL 
degree 𝑃 ൌ ூశିூషூశାூష (where I± is the intensity of orthogonal circularly polarized components of the luminescence line), was 
studied at a temperature of T = 300 K within the spectral range of 453-462 nm and 484-488 nm with a resolution of 
∼10 cm-1 and orientation of the outer magnetic field H = 10 kOe along the [110] axis of the garnet crystal. The MCPL 
degree spectra was recorded by a method of light radiation polarization modulation at a frequency of ∼36 kHz with a 
photoelastic modulator with positive optical feedback [13]. The relative errors of the measured values (intensities of 
luminescence and degrees of circular light polarization) in all experiments did not exceed  ∼3-5%. 

 
RESULTS AND DISCUSSION 

The luminescence and MCPL spectra in single crystals of thulium-yttrium garnet-aluminate were studied for the 
radiative transitions 1G4→3H6  and 1D2→3F4 within the wavelength range of 453-484 nm. The luminescence observed for 
the radiative transitions of the type: 1G4→3H6, 1D2→3F4, 1D2→3F3, turns out to be the most intensive in the emission band 
caused by the radiative transition 1D2→3F4 (Fig. 1).  

 
Figure 1. The luminescence spectrum of Tm3+:YAG recorded in the emission band 1D2→3F4 and 1G4→3H6  at T=300K (blue 

dotted line) and at T=90K (black solid line) 

The spectra of blue luminescence bands recorded at T=300K and 90K are characterized by a large number of well-
resolved emission lines associated with the radiative 4f→4f transitions between the sublevels of the 1D2 and 3F4 multiplets 
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in the Tm3+ ion. A decrease in the sample temperature from 300 to 90K is accompanied by a decrease in the luminescence 
brightness, with the intensities of the strongest emission lines at wavelengths of 455, 459, 460 nm, determined by the 
areas under the corresponding lines, decreasing to the same extent by approximately 1.5 times as compared to a more 
significant decrease in the intensity of the remaining emission lines. The redistribution of the luminescence line intensity 
is due to a sharp decrease in the populations of the excited Stark singlets of the 3F4 and 1D2 multiplet when the temperature 
drops. When the temperature is lowered to 90 K, it is clearly seen that the emission lines at wavelengths of 453.6 and 457 
nm are doublet lines insufficiently resolved at T=78 K. The most intensive luminescence lines in the 1D2→3F4 
luminescence band originate from the ground quasi-doublet state of the excited 1D2 multiplet of the ground 4f(12) 
configuration of the Tm3+ ion in YAG garnet-aluminate. The remaining emission lines are apparently due to radiative 
transitions from excited singlet sublevels of the 1D2 multiplet to Stark sublevels of the 3F4 multiplet.  

Comparison of experimentally observed energies of the ground 4f(12) configuration of Tm3+ ions in the crystal field 
(CF) of D2 symmetry with theoretical values makes it possible to carry out symmetry identification of the radiative 4f→4f 
transitions in the luminescence band of 1D2→3F4 and 1G4→3H6. Symmetry identification of the radiative transitions 
observed in the luminescence band 1D2→3F4 and 1G4→3H6 was performed based on the data of [17] and according to the 
notation of [4]. Classification (in symmetry) of the Stark sublevels of the multiplets 3F4, 1G4, 1D2 and 

3H6 was carried out 
using irreducible representations Гi (where i = 1,2,3,4) of the D2 symmetry group; and the directions and notations of the 
axes of the local coordinate system corresponding to one of the crystallographically nonequivalent positions (the so-called 
c-sites) of the RE ion Tm3+ in the garnet structure coincide with those adopted in [4]. 

The spectra of the MCPL degree measured in a single crystal of thulium-yttrium garnet-aluminate on the 
luminescence line 1D2→3F4 (Fig. 2, Fig. 3) and on the luminescence line 1G4→3H6 (Fig. 4) at T=300 K and T=90 K in the 
outer magnetic field H = 10 kOe are presented in Fig. 2, Fig. 3 and Fig. 4. 

 
Figure 2. The spectra of the MCPL degree measured for the radiative transitions 1D2→3F4 within the wavelength range 453-456 nm 
at T=90 K (black) and 300 K (green). The luminescence spectra (dots) were measured at 90 K. The inset shows a diagram of optical 
transitions between sublevels of the multiplets 1D2 and 3F4 of the Tm3+ in Tm3+:YAG with no outer magnetic field and that of 
H=10 kOe 

A comparison of the spectra of the MCPL degree P and luminescence (fluorescence) indicates the obvious fact that 
despite the relatively complicated structure of the observed spectrum P, for some emission lines the dispersion of the 
MCPL degree spectrum can be explained in a fairly simple way. For example, on lines 4, 7 (Fig. 2), 12 (Fig. 3) and 14 
(Fig. 4), within the luminescence line the spectral dependence of the MCPL degree can be approximated by inclined linear 
dependences for which an effect magnitude is symmetrical (or asymmetrical) relative to zero (when the effect sign 
changes in the “centers of gravity” of the corresponding line). Moreover, from the schemes of radiative transitions shown 
in Fig. 2 and Fig. 3 it follows that the lines 4 and 12 are associated with allowed (in symmetry in the D2 group) forced 
optical transitions occurring from the В2(Г3) sublevel of the 1D2 multiplet to the nearby Stark sublevels Y4(Г4), Y3(Г2) for 
the line 4 and to the Y8(Г4), Y7(Г1) sublevels for the line 12 of the 3F4 multiplet. At the same time, the line 7 in Fig. 2 is 
caused by permitted (in symmetry) optical transitions occurring from the B2 Stark sublevel of the 1D2 multiplet with Г3 
symmetry to the nearby Y8(Г4) and Y7(Г1) Stark sublevels of the 3F4 multiplet. Besides, the special feature of the spectral 
dependence of the MCPL degree on the line 7 (Fig. 2) is caused by the permitted (in symmetry) optical transitions 
occurring from the nearby Stark sublevels В4(Г4) and В3(Г2) of the 1D2 multiplet to the Y5(Г1) sublevel of the 3F4 multiplet.  

The scheme of optical transitions between sublevels of multiplets 1D2 and 3F4 of the Tm3+ ion in Tm3+:YAG is shown 
in the insets to Fig. 2 and Fig. 3. On the emission line 12, the spectral dependence P(ν) is an inclined linear dependence 
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within the luminescence line with a change in the sign of the effect in its center. According to the general theory (see 
[18]), a value of the spectrum slope - P (A is the term of the MCPL degree) is due to the Zeeman splitting of the sublevels 
of the final and initial states combining in the optical transition; in this case, to the Zeeman splitting of the quasi-doublet 
state of the 5D1 multiplet in the magneto-optically active transition "singlet → quasi-doublet". In the outer magnetic field, 
the wave functions of nearby singlets and singlets from multiplets combining in radiative transitions begin to "mix" with 
each other; and magnetic dipole and electric dipole transitions begin to occur between them. Using the available selection 
rules (in symmetry) for the matrix elements of the components of the electric and magnetic dipole moments of the RE ion 
from the expression for the A term of the MCPL degree, it is easy to establish the symmetry of one of the combining 
states in the magneto-optical transition if the symmetry of the other is known [12]. 

Figure 3. The spectra of the MCPL degree measured for the radiative transitions 1D2→3F4  within the wavelength range 459-461 
nm at T=90 K (black) and 300 K (green). The luminescence spectra (dots) were measured at 90 K. The inset shows a diagram of 
optical transitions between sublevels of the multiplets 1D2 and 3F4 of the Tm3+ ion in Tm3+:YAG with no outer magnetic field and 
that of H=10 kOe. 

 
Figure 4. The MCPL degree spectra measured on radiative transitions 1G4→3H6 within the wavelength range 483-488 nm at T=90 
K (black) and 300 K (green). The luminescence spectra (dots) were measured at 90 K. The inset shows a diagram of optical 
transitions between sublevels of the 1D2 and 3F4 multiplets of the Tm3+ ion in Tm3+:YAG in the absence of an external magnetic 
field and at H=10 kOe 

Indeed, in accordance with the formula for the ratio of the paramagnetic term C′ of the magneto-optical activity 
(MOA) and the diamagnetic А′ term of the MOA to the dipole strength of the D transition: 
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𝐶 ′𝐷ଵ = 2 𝐼𝑚൛⟨𝑎|𝜇̂௭|𝑏⟩ ⋅ (⟨𝑎|𝑃෠௫|𝑗⟩ ⋅ ⟨𝑗|𝑃෠௬|𝑏⟩ − ⟨𝑎|𝑃෠௬|𝑗⟩ ⋅ ⟨𝑗|𝑃෠௫|𝑏⟩)ൟቂห⟨𝑎|𝑃෠௫|𝑗⟩หଶ + ห⟨𝑗|𝑃෠௬|𝑏⟩หଶቃ  

(1) 𝐴′𝐷ଶ = 2 𝐼𝑚൛⟨𝑗|𝜇̂௭|𝑘⟩ ⋅ (⟨𝑎|𝑃෠௫|𝑗⟩ ⋅ ⟨𝑗|𝑃෠௬|𝑏⟩ − ⟨𝑎|𝑃෠௬|𝑗⟩ ⋅ ⟨𝑗|𝑃෠௫|𝑏⟩)ൟቂห⟨𝑎|𝑃෠௫|𝑗⟩หଶ + ห⟨𝑘|𝑃෠௬|𝑎⟩หଶቃ
 

where 𝜇̂௭ is the z-projection operator of the ion magnetic moment (in units of μB); |𝑎⟩ and |𝑏⟩ are the wave functions of 
two closely located Stark singlets of the ion ground state; |𝑗⟩,|𝑘⟩ are the wave functions of two closely located Stark 
singlets of the excited state; 𝑃෠௫,௬  are the components of the ion dipole moment operator; D1 and D2 are the dipole 
“transition strengths” for the “quasi-doublet–isolated singlet” and “isolated singlet–quasi-doublet” transitions, we obtain 
a unique opportunity to unambiguously determine a symmetry of the Stark sublevels of the ground and excited multiplets 
of the non-Kramers RE ion in the garnet structure according to the selection rules in symmetry. It is easy to see that if the 
symmetry of the quasi-doublet states is described by the irreducible representations Г2 and Г4, then for a “diamagnetic” 
contribution to the MCPL to exist, it is necessary that the possible symmetry of the singlet |𝑎⟩ be described by the 
irreducible representation Г1 (or Г3). If this condition is met the transitions from the level |𝑎⟩ to the levels |𝑗⟩ and |𝑘⟩ will 
be permitted (see formula (1)). Similarly, for the existence of a “paramagnetic” contribution to the MCPL at the “quasi-
doublet–singlet” transition, the singlet symmetry is to be described by irreducible representations Г1 (or Г3), in accordance 
with the selection rules (see (1)). 

In accordance with formula (1) and the data of crystal-field calculations in Table 1, the symmetry of the Stark 
sublevels of the Г4, Г1 quasidoublet of the 3F4 multiplet is directly dictated by the symmetry of the Г3 Stark sublevel of 
the 1D2 multiplet combining in the “singlet → quasidoublet” transition. 
Table 1. Theoretically calculated energies and wave functions of the Stark sublevels of the 3H6,  3F4 and 1G4  multiplets of the Tm3+ ion 
in Tm3+:YAG 

№ 2S+1LJ Energy 
(cm-1) 

Major components of the Stark sublevels wavefunctions of Tm3+ ion ground 3H6, 3F4 and 1G4 
multiplets in the CF of D2 symmetry 

1 

3H6 

9.09 /𝛹ଵ(𝛤ଶ) >= −0.661(/ 𝐻ଷ ଺, +1 > −/ 𝐻ଷ ଺,−1 >) − 0.2379(/ 𝐻ଷ ଺, +5 > −/ 𝐻ଷ ଺,−5 >) 
2 17.47 /𝛹ଶ(𝛤ଵ) >= 0.8338/ 𝐻ଷ ଺, 0 > −0.3649(/ 𝐻ଷ ଺, +2 > +/ 𝐻ଷ ଺,−2 >) 

3 211.84 /𝛹ଷ(𝛤ସ) >= −0.3088(/ 𝐻ଷ ଺, +1 > +/ 𝐻ଷ ଺,−1 >) − 0.3176(/ 𝐻ଷ ଺, +3 > +/ 𝐻ଷ ଺,−3 >) −0.5461(/ 𝐻ଷ ଺, +5 > +/ 𝐻ଷ ଺,−5 >) 

4 233.24 /𝛹ସ(𝛤ଷ) >= −0.4534(/ 𝐻ଷ ଺, +2 > −/ 𝐻ଷ ଺,−2 >) + 0.4407(/ 𝐻ଷ ଺, +4 > −/ 𝐻ଷ ଺,−4 >) +0.3062(/ 𝐻ଷ ଺, +6 > −/ 𝐻ଷ ଺,−6 >) 

5 260.23 /𝛹ହ(𝛤ଵ) >= −0.2555/ 𝐻ଷ ଺, 0 > −0.3676(/ 𝐻ଷ ଺, +2 > +/ 𝐻ଷ ଺,−2 >) −0.4787(/ 𝐻ଷ ଺, +4 > +/ 𝐻ଷ ଺,−4 >) − 0.3104(/ 𝐻ଷ ଺, +6 > +/ 𝐻ଷ ଺,−6 >) 

6 265.93 /𝛹଺(𝛤ଶ) >= 0.1542(/ 𝐻ଷ ଺, +1 > −/ 𝐻ଷ ଺,−1 >) − 0.4671(/ 𝐻ଷ ଺, +3 > −/ 𝐻ଷ ଺,−3 >) −0.5031(/ 𝐻ଷ ଺, +5 > −/ 𝐻ଷ ଺,−5 >) 

7 500.4 /𝛹଻(𝛤ସ) >= 0.621(/ 𝐻ଷ ଺, +1 > +/ 𝐻ଷ ଺,−1 >) − 0.2599(/ 𝐻ଷ ଺, +3 > +/ 𝐻ଷ ଺,−3 >) −0.2013(/ 𝐻ଷ ଺, +5 > +/ 𝐻ଷ ଺,−5 >) 

8 614.83 /𝛹଼(𝛤ଷ) >= −0.5257(/ 𝐻ଷ ଺, +2 > −/ 𝐻ଷ ଺,−2 >) + 0.448(/ 𝐻ଷ ଺, +4 > −/ 𝐻ଷ ଺,−4 >) +0.1337(/ 𝐻ଷ ଺, +6 > −/ 𝐻ଷ ଺,−6 >) 

9 638.91 /𝛹ଽ(𝛤ଵ) >= 0.4645/ 𝐻ଷ ଺, 0 > +0.4692(/ 𝐻ଷ ଺, +2 > +/ 𝐻ଷ ଺,−2 >) −0.3585(/ 𝐻ଷ ଺, +4 > +/ 𝐻ଷ ଺,−4 >) − 0.1936(/ 𝐻ଷ ଺, +6 > +/ 𝐻ଷ ଺,−6 >) 

10 691.13 /𝛹ଵ଴(𝛤ଶ) >= 0.1542(/ 𝐻ଷ ଺, +1 > −/ 𝐻ଷ ଺,−1 >) − 0.4671(/ 𝐻ଷ ଺, +3 > −/ 𝐻ଷ ଺,−3 >) −0.5031(/ 𝐻ଷ ଺, +5 > −/ 𝐻ଷ ଺,−5 >) 

11 696.5 /𝛹ଵଵ(𝛤ସ) >= 0.1106(/ 𝐻ଷ ଺, +1 > +/ 𝐻ଷ ଺,−1 >) − 0.5717(/ 𝐻ଷ ଺, +3 > +/ 𝐻ଷ ଺,−3 >) −0.3945(/ 𝐻ଷ ଺, +5 > +/ 𝐻ଷ ଺,−5 >) 

12 772.68 /𝛹ଵଶ(𝛤ଷ) >= −0.1119(/ 𝐻ଷ ଺, +2 > − 𝐻ଷ ଺,−2 >) − 0.3151(/ 𝐻ଷ ଺, +4 > −/ 𝐻ଷ ଺,−4 >) +0.6186(/ 𝐻ଷ ଺, +6 > −/ 𝐻ଷ ଺,−6 >) 

13 784.29 /𝛹ଵଷ(𝛤ଵ) >= 0.1961/ 𝐻ଷ ଺, 0 > −0.355(/ 𝐻ଷ ଺, +4 > +/ 𝐻ଷ ଺,−4 >) +0.597(/ 𝐻ଷ ଺, +6 > +/ 𝐻ଷ ଺,−6 >) 

14 

3F4 

5817.13 /𝛹ଵ଺(𝛤ଵ) >= 0.1402(/ 𝐹ଷ ସ, 3 > −/ 𝐹ଷ ସ,−3 >) +    0.5330(/ 𝐹ଷ ସ,−1 > −/ 𝐹ଷ ସ, 1 >) + +0.3708(/ 𝐺ଵ ସ, +1 > −/ 𝐺ଵ ସ, +1 >) + 0.1975(/ 𝐻ଷ ଶ, +1 > −/ 𝐻ଷ ଶ,−1 >)
15 5918.01 

/𝛹ଵ଻(𝛤ଵ) >= 0.4344(/ 𝐹ଷ ସ, 3 > +/ 𝐹ଷ ସ,−3 >) −    0.1502(/ 𝐻ଷ ସ, 3 > +/ 𝐻ଷ ସ,−3 >) − −0.1267(/ 𝐻ଷ ସ, 1 > +/ 𝐻ଷ ସ,−1 >) + 0.3496(/ 𝐹ଷ ସ, 1 > +/ 𝐹ଷ ସ,−1 >) + 0.2920(/ 𝐺ଵ ସ,−3 > + +/ 𝐺ଵ ସ, +3 >) + 0.2404(/ 𝐺ଵ ସ, 1 > +/ 𝐺ଵ ସ,−4 >)
16 6043.83 

/𝛹ଵ଼(𝛤ଵ) >= 0.1238(/ 𝐻ଷ ସ, 4 > +/ 𝐻ଷ ସ,−4 >) −    0.3741(/ 𝐹ଷ ସ, 4 > +/ 𝐹ଷ ସ,−4 >) − −0.2459(/ 𝐺ଷ ସ, 4 > + +/ 𝐺ଷ ସ,−4 >) + 0.1402(/ 𝐹ଷ ସ, 2 > +/ 𝐹ଷ ସ,−2 >) − −0.5637/ 𝐹ଷ ସ, 0 > −0.3782/ 𝐺ଵ ସ, 0 > +0.1957/𝐻ସ, 0 >
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№ 2S+1LJ Energy 
(cm-1) 

Major components of the Stark sublevels wavefunctions of Tm3+ ion ground 3H6, 3F4 and 1G4 
multiplets in the CF of D2 symmetry 

17 6116.24 /𝛹ଵଽ(𝛤ଶ) >= −0.1454(/ 𝐹ଷ ସ, +1 > −/ 𝐹ଷ ସ,−1 >) − 0.3596(/ 𝐺ଵ ସ, +3 > −/ 𝐺ଵ ସ,−3 >) +0.1801(/ 𝐻ଷ ସ, +3 > −/ 𝐻ଷ ସ,−3 >) − 0.5504(/ 𝐹ଷ ସ, +3 > − 𝐹ଷ ସ,−3 >) 

18 6162.15 
/𝛹ଶ଴(𝛤ଵ) >= −0.1841/ 𝐻ଷ ସ, 0 > +0.5384/ 𝐹ଷ ସ, 0 > +0.3591/ 𝐺ଵ ସ, 0 > +0.2914(/ 𝐹ଷ ସ, +2 > +/ 𝐹ଷ ସ,−2 >) + 0.1955(/ 𝐺ଵ ସ, +4 > +/ 𝐺ଵ ସ,−4 >) −0.2989(/ 𝐹ଷ ସ, +4 > +/ 𝐹ଷ ସ,−4 >) 

19 6227.68 
/𝛹ଵ଼(𝛤ସ) >= >   0.4546(/ 𝐹ଷ ସ, 2 > −/ 𝐹ଷ ସ,−2 >) +    0.3414(/ 𝐹ଷ ସ,−4 > +/ 𝐹ଷ ସ, 4 >) + +0.3010(/ 𝐺ଵ ସ, 2 > −/ 𝐺ଷ ସ,−2 >) + 0.1518(/ 𝐻ଷ ସ,−2 > −/ 𝐹ଷ ସ, 2 >) + +0.4546(/ 𝐹ଷ ସ, 2 > −/ 𝐹ଷ ସ,−2 >) + 0.3010(/ 𝐺ଵ ସ, 2 > −/ 𝐺ଵ ସ,−2 >)

20 

1D2 

27876.89 
/𝛹଺ସ(𝛤ଵ) >= 0.1152/ 𝑃ଷ ଶ, 0 > +/0.455(/ 𝑃ଷ ଶ, +2 > + 𝑃ଷ ,−2 >) + 0.295(/ 𝐹ଷ ଶ, +2> +/ 𝐹ଷ ଶ,−2 >) +0.4382(/ 𝐷ଵ ଶ, +2 > +/ 𝐷ଵ ଶ,−2 >) 

21 27913.63 /𝛹଺ହ(𝛤ଷ) >= 0.4437(/ 𝑃ଷ ଶ, +2 > −/ 𝑃ଷ ଶ,−2 >) − 0.3209(/ 𝐹ଷ ଶ, +2 > −/ 𝐹ଷ ଶ,−2 >) +0.4459(/ 𝐷ଵ ଶ, +2 > −/ 𝐷ଵ ଶ,−2 >) 

22 28043.75 /𝛹଺଺(Гଶ) >=  0.4624(/ 𝑃ଷ ଶ, 1 > −/ 𝑃ଷ ଶ,−1 >) +    0.4455(/ 𝐷ଵ ଶ, 1 > +/ 𝐷ଵ ଶ,−1 >) + +0.2944 (/ 𝐹ଷ ଶ, 1 > −/ 𝐹ଷ ଶ,−1 >) 

23 

1G4 

28043.75 
/𝛹଺଻(𝛤ଵ) >= 0.3604(/ 𝐻ଷ ସ, +2 > +/ 𝐻ଷ ସ,−2 >) + 0.4464(/ 𝐺ଵ ସ,−2 > +/ 𝐺ଵ ସ, +2 >) + + + 0.2429(/ 𝐺ଷ ସ,−4 > +/ 𝐺ଵ ସ,−4 >) + 0.1984(// 𝐻ଷ ସ,−4 > +/ 𝐻ଷ ସ, +4 >) − −0.1840( 𝐹ଷ ସ, 2 > +/ 𝐹ଷ ସ,−2 >

24 

21191.68 /𝛹ହ଺(𝛤ଶ) >= 0.3932(/ 𝐻ଷ ସ,−1 > −/ 𝐻ଷ ସ, +1 >) +    0.5208(/ 𝐺ଵ ସ,−1 > −/ 𝐺ଵ ସ, +1 >) + +0.2180(/ 𝐹ଷ ସ, 1 > −/ 𝐹ଷ ସ,−1 >) + 0.1192(/ 𝐺ଵ ସ, +3 > −/ 𝐺ଵ ସ,−3 >)
21225.58 

/𝛹ହ଻(𝛤ଷ) >= 0.3969(/ 𝐺ଵ ସ,−4 > −/ 𝐺ଵ ସ, +4 >) + 0.3518(/ 𝐺ଵ ସ,−2 > −/ 𝐺ଵ ସ, +2 >) + +0.3102(/ 𝐻ଷ ସ,−4 > −/ 𝐻ଷ ସ, +4 >) +    0.2713(/ 𝐻ଷ ସ,−2 > −/ 𝐻ଷ ସ, +2 >) + +0.1626(/ 𝐹ଷ ସ, +4 > −/ 𝐹ଷ ସ,−4 >) + 0.1458(/ 𝐹ଷ ସ, +2 > −/ 𝐹ଷ ସ,−2 >)
The peculiarity of the MCPL degree spectrum on line 4 in Fig. 2 is caused by the permitted (in symmetry) optical 

transitions occurring from the В2(Г3) sublevel of the 1D2  multiplet to the nearby Y4(Г4)  and Y3(Г2) Stark sublevels of the 
3F4 multiplet. The C-term of the MCPL degree on line 4 is due to the transition from the singlet sublevel to the quasi-
doublet state. A similar analysis of the MCPL degree spectrum in Fig. 4 showed that on the luminescence line 14 in a 
magnetic field there is a magneto-optical transition caused by the transition between the sublevel Г1 (20815 cm-1) of the 
1G4 multiplet to the nearby Stark sublevels Г3 (225 сm-1), Г4 (215 сm-1).  

The inclined linear dependence within the luminescence line (with a change in the sign of the effect in its center) 
indicates the manifestation of the A - term of the MCPL degree on the line 14. In the approximation of the Gaussian 
contour of the luminescence band, the expression for the MCPL degree P of a non-Kramers ion:  

 𝑃 = 12𝜇В𝐻 ቈ(𝜈 − 𝜈଴)𝛤ଶ ⋅ {𝐴′𝐷ଶ + 𝐶 ′𝐷ଵ} + 1𝑘𝑇 ⋅ 𝐶 ′𝐷ଵ቉                                                              (2)  
 

is an inclined linear dependence shifted relative to zero, the center of the radiation line, by a value of the temperature-
dependent "addition" (proportional to the amplitude of the C′- term of the MCPL degree). The first and second terms in 
(2) determine the contributions of the "diamagnetic" (А′-term) and temperature-dependent "paramagnetic" (C′- term) 
mechanisms of the MCPL of a non-Kramers RE ion, respectively; ν is the wave number (in cm-1). 

Considering that the magnetic moments μg of the corresponding quasidoublets combining in radiative transitions 
are determined by the values of the ratios С′/D1 and А′/D2 (in units 𝜇஻), then from the experimental data (Fig. 2, Fig. 3, 
Fig. 4), it is easy to find the “effective” Zeeman splittings 𝛥𝐸௭௘௘௠௘௙ = 𝜇௚𝐻 of the quasidoublet states combining in 
magneto-optically active radiative transitions. In this case, the “effective” Zeeman splittings of the corresponding quasi-
doublet states 𝛥𝐸௭௘௘௠௘௙ = ஺ᇲ஽మ 𝜇஻𝐻 in the 3F4 multiplet can be easily found from the doubled products of the slopes of the 

MCPL degree spectra 𝛥𝛲 𝛥𝜈ൗ  on the lines 4 and 12 and the squares of their half-widths Г2 (Fig. 1). The Zeeman 
splittings responsible for the emergence of the А′- terms of the MCPL degree turn out to be relatively small and equal 
to 𝛥𝐸௭௘௘௠௘௙ = 0.16 cmିଵ  and 𝛥𝐸௭௘௘௠௘௙ = 1.01 cmିଵ  for the emission lines 4 and 12,  respectively, and 𝛥𝐸௭௘௘௠௘௙ =0.23 cmିଵ for the line 14 for the quasi-doublet states of the 3Н6 multiplet in the outer field H = 9.5 kOe. In this case, 
the value of the “effective” splitting 𝛥𝐸௭௘௘௠௘௙ = ஼ᇲ஽భ 𝜇஻𝐻 of the quasi-doublet state of the 1D2 multiplet for the radiative 
transitions “quasi-doublet–isolated singlet” on the emission line 7 can be determined similarly to how this was done 
above for the lines 4 and 2 . From what was found in this way (for the line 7, it is equal to 𝛥𝐸௭௘௘௠௘௙ = 0.6 cmିଵ), it 
follows that the features of the MCPL degree spectra on them are apparently associated with radiative transitions 
occurring from the same quasi-doublet state located in the lower part of the 1D2 multiplet. However, the asymmetry of 



347
Magneto-Optics Features of Radiation Transitions of Non-Kramers Tm3+ Ion... EEJP. 4 (2024)

the MCPL degree spectrum observed on these lines cannot be explained only by a contribution of the MCPL C′-term 
caused by the above-found value of the “effective” Zeeman splitting of the quasidoublet in the 1D2 multiplet (see also 
formula (1)) because of the smallness of the splitting itself. Therefore, the features in the behavior of the spectral 
dependence of magnetically polarized luminescence on the emission lines 4 and 8 are formed mainly by a mechanism 
of Van Vleck “mixing” of this quasi-doublet state with the states of nearby Stark singlets in the 1D2 multiplet. 

 
CONCLUSIONS 

Based on the analysis of the spectral dependences of magneto-optical (MCPL) and optical (luminescence) effects in 
a single crystal of thulium-yttrium garnet-aluminate Tm3+:YAG, it has been established that there are “quasi-degenerate” 
states of excited multiplets 1D2, 3F4,3G4 and the ground multiplet 3H6 of the RE ion Tm3+ in the garnet-aluminate YAG in 
the luminescence band 1G4→3H6, 1D2→3F4 and 1D2→3F3. 

Analysis of optical and magneto-optical studies show that the quantum-mechanical “mixing” plays a significant role 
in the mechanism of occurrence of magneto-optical effects on luminescence bands caused by “forbidden” 4f→4f 
transitions in the non-Kramers Tm3+ ion that has a “quasi-doublet” structure in the energy spectra. The results of symmetry 
identification of the found 4f→4f transitions are confirmed by the data of the magneto-optical studies. 
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МАГНІТООПТИЧНІ ОСОБЛИВОСТІ РАДІАЦІЙНИХ ПЕРЕХОДІВ НЕКРАМЕРСЬКОГО ІОНУ Tm3+ 
В КРИСТАЛАХ ІТРІЄВО-АЛЮМІНІЄВОГО ГРАНАТУ 

Фуркат К. Туротов, Марія Є. Малишева, Раміль Р. Вільданов 
Національний університет Узбекистану імені Мірзо Улугбека, Ташкент, 100174, Узбекистан 

Досліджено спектри люмінесценції та магнітної кругової поляризації монокристалу тулій-ітрієвого гранат-алюмінату 
Tm3+:YAG у видимій області спектру за температури 90 та 300 К у магнітному полі 10 кЕ. На основі аналізу оптичних та 
магнітооптичних даних встановлено наявність «квазівироджених» станів збуджених мультиплетів 1D2, 3F4,3G4 та основного 
мультиплета 3H6 іона Tm3+ RE в гранат-алюмінатному YAG на випромінювальних переходах 1G4→3H6, 1D2→3F4 та 1D2→3F3. 
Ефект квантово-механічного “перемішування” відіграє значну роль у виникненні магнітооптичних ефектів на смугах 
люмінесценції, зумовлених “забороненими” переходами 4f→4f в некрамерсовському іоні Tm3+, що має “квазідублетну” 
структуру енергії спектри. 
Ключові слова: тулій-ітрієвий гранат; рідкоземельні іони; магнітооптичні властивості; люмінесценція; рівні енергії; 
магнітна кругова поляризація 
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The structural, mechanical, electrical and optical properties of double perovskite halides like Rb2CuSbH6 (where H = Cl, Br, and I) for 
flexible electronic devices are fascinating and complex. Extensive literature survey clearly establishes that there has been limited 
research on analyzing the potential uses of these materials for the highly sought-after sector of flexible electronic devices. In this paper, 
focused studies have been carried out on investigating the characteristics of these materials using QuantumATK NanoLab Software 
Tool. All double perovskite halides Rb2CuSbH6 (H = Cl, Br, I) show positive values for the elastic constants C11, C12, and C44, and 
obey the stability trend C11>C12>C44. Mechanical stability was established using Born-Huang criteria. Optimized values of Young's 
modulus, bulk modulus, shear modulus and Poisson ratios established that materials are stable and ductile in nature. While carrying 
out analysis of electronic properties, all three materials Rb2CuSbCl6, Rb2CuSbBr6, and Rb2CuSbI6 were found to be possessing indirect 
energy bandgap of 0.924 eV, 0.560 eV, and 0.157 eV, respectively. Moreover, the Complex Bandstructure (CB) naturality indicates 
that most evanescent wave may exist when layer separation is lowest in Rb2CuSbCl6 (6.0 Å), Rb2CuSbBr6 (6.33 Å), and highest in 
Rb2CuSbI6 (6.8 Å). Absorption bands for Rb2CuSbCl6, Rb2CuSbBr6 and Rb2CuSbI6 lie in the visible range with 344 nm to 574 nm, 
348 nm to 688 nm and 369 nm to 608 nm respectively. The reflectivity (r) reported under this study is 0.105, 0.139 and 0.185 
respectively for Rb2CuSbCl6, Rb2CuSbBr6 and Rb2CuSbI6. Overall, all the obtained results implicate toward need to explore the 
Rb2CuSbH6 materials in more depth for variety of electronic device applications. 
Keywords: Perovskite; QuantumATK; DFT; Optical Properties; Electronic structure; Mechanical properties 
PACS: 71.20.−b, 77.22.−d, 78.20.Ci 

1. INTRODUCTION
Flexible electronic devices market is expected to grow at a Compound Annual Growth Rate (CAGR) of more than 

15 % by year 2027 [1]. Advances in materials research, production, and design are continually changing flexible electronic 
device development. With its maturity, the technology is projected to alter healthcare and consumer electronics, enabling 
new smart, integrated, and highly flexible gadgets. Wearable technology, such as fitness trackers and smartwatches, has 
become increasingly popular, contributing significantly to the growth of the flexible electronics sector [2]. 

The materials used for flexible electronic devices are crucial for their functionality, durability, and flexibility [3,4]. 
A combination of variety of materials ultimately helps in creating a good flexible electronic device. Materials like 
Polyimide (PI), Polyethylene Terephthalate (PET), Polyethylene Naphthalate (PEN) are typically being used for flexible 
substrates. Indium Tin Oxide (ITO), Silver Nanowires, Graphene and Carbon nanotubes are used as conductive materials 
in the process of overall fabrication of the device. Many other materials like a-Si, indium gallium zinc oxide (IGZO), 
Barium Strontium Titanate (BST), polymethyl methacrylate etc. are used as conducting or dielectric materials [5]. Teflon 
and other specialized polymers have been used to protect devices from moisture and other environmental factors. Among 
all these materials, perovskites have been making their place owing to their ease of fabrication and display of high 
efficiency especially for solar cell devices [6-8]. The halide-based double perovskites have been explored in a number of 
different fields of application, including topological insulating materials [9], solar energy systems [10-14], and as 
superconductors [15]. Various studies have shown that Pb-halide perovskites can display an efficiency of more 
than 20% [16]. Efforts are being made to bring this conversion efficiency in the range of 45-50% [17].  

Methylammonium lead iodide (CH3NH3PbI3) has been investigated as a possible material for use in solar cell technology 
[18]. However, the material exhibited poor thermodynamic strength, showing a tendency to decompose into various phases, 
ultimately rendering it highly unstable [19, 20]. Perovskites have been successfully improved by using an ion exchange 
technique coupled with an ion exchange matrix to enhance their crystal structure in some cases [21, 22]. 

The double lead (Pb) halide perovskites have superior performance and technical superiority, as well as being highly 
efficient and cost-effective [23]. However, there remains a significant concern in the context of its instability and 
toxicity [24]. Pb-based perovskites are restricted from being used in photovoltaics because of this particular property. To 
overcome these difficulties, researchers are working on developing a perovskite-like material that does not contain lead 
but must have more manufacturing efficiency [25] and be capable of mixing cations [26], so as to achieve the capabilities 
of creating a perovskite. A good example of this is the use of organic halides in perovskites. It may be possible to reduce 
lead while maintaining bandgap by using DFT based computational method [27]. 
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In recent years, researchers have developed and characterized Cs-based double halides with exceptional light-
absorbing properties [28, 29]. Despite this, Cs-based materials continue to be the subject of discussion and investigation 
because Cs is a scarce metal that presents a financial disadvantage in large-scale commercial production. The halides 
Rb2ScAgX6 and Rb2ScCuX6 (X = Cl, Br, I) have been studied extensively in the past one decade. A major reason for their 
potential use in thermoelectric and solar cell applications consists of their cost-effectiveness [30, 31]. The use of low-cost 
materials to customize Sc and Ag can have a significant impact on material science and the production of solar cells. 

The Rb2CuSbH6 series offers an opportunity for the development of customized designs and improvements in 
functionality due to its adaptable composition that allows for the incorporation of different halogen substitutions such as 
Cl, Br, and I. It is likely that the inclusion of Cl, Br, and I substitutions in Rb2CuSbH6 will enhance application ranges 
and improve performance in several technical domains by taking into account small differences in its structure. 

In this study, we investigate and understand the various characteristics of these halide perovskites. It describes their 
fundamental behaviours and identifies their possible applications for solar cells, optoelectronic devices and other flexible 
electronic devices. 
 

2. COMPUTATIONS AND METHODOLOGY 
In this study, the structural and electronic properties of double perovskite halides, Rb2CuSbH6 (H = Cl, Br, I), were 

systematically studied employing density functional theory (DFT) simulations. The computational work was carried out 
utilizing the QuantumATK software, employing its latest version (V-2023.09 SP1) [32]. The crystallographic data for 
Rb2CuSbH6, which crystallizes in the orthorhombic space group (Fm-3m), was sourced from the database of Materials 
Project. The DFT calculations employed the Generalized Gradient Approximation (GGA) method, utilizing the Perdew-
Burke-Ernzerhof (PBE) functional for exchange-correlation interactions [33-34]. The linear combination of atomic 
orbitals (LCAO) approach was applied to represent the wave functions, with the numerical accuracy parameters adjusted 
to ensure precise results. Specifically, the density mesh cutoff was fixed at 105 Hartree, and the k-point grid was sampled 
using a (4×4×4) Monkhorst-Pack mesh. Fermi-Dirac smearing was used with a broadening of 1000 K and a convergence 
tolerance of 0.0001. The structural optimization and passivation processes were conducted in an iterative manner to ensure 
the stability and reliability of the crystal structures. For the pseudopotentials [35], PseudoDojo projector-augmented wave 
(PAW) potentials were utilized, assigning suitable potentials for each constituent element: Rubidium (Z=9), Copper 
(Z=19), Antimony (Z=23), Chlorine (Z=7), Bromine (Z=7), and Iodine (Z=7). To accurately solve the electronic structure 
and determine the energy levels, the diagonalization solver was employed to address the eigenvalue problems, ensuring 
precise electronic property calculations. 
 

3. RESULTS AND DISCUSSION 
A. STRUCTURAL AND MECHANICAL PROPERTIES  

The computational analysis in this study was conducted using the QuantumATK software, version V-2023.09 SP1 
[32]. To model the exchange-correlation interactions, the Generalized Gradient Approximation (GGA) was applied, 
specifically utilizing the Perdew-Burke-Ernzerhof (PBE) functional. The Linear Combination of Atomic Orbitals (LCAO) 
method was employed for calculating electronic properties. For enhanced precision, a density mesh cutoff of 105 Hartree 
was used, and the k-point grid was sampled with a (4×4×4) Monkhorst-Pack mesh. Fermi-Dirac statistics were applied 
with a broadening of 1000 K and a convergence tolerance of 0.0001. Pseudopotentials from the PseudoDojo library were 
employed for the respective elements in the crystal structure, including Rubidium (Z=9), Copper (Z=19), Antimony 
(Z=23), Chlorine (Z=7), Bromine (Z=7), and Iodine (Z=7). The structural bonding and atomic arrangements of the double 
perovskite halide Rb2CuSbH6 (where H = Cl, Br, I) are illustrated in Figures 1(a) and 1(b) as part of Figure 1, providing 
a detailed depiction of the material’s crystal structure. 

 

Figure 1. Crystal Structure of double halide Rb2CuSbH6 (H= Cl, Br, I) 

There are twelve equivalent RbH12 cuboctahedra, six equivalent RbH12 cuboctahedra, four equivalent CuH6 
octahedra, and four equivalent SbH6 octahedra formed when Rb1+ bonds to 12 H1- atoms. The Rb–H bond lengths for 
Rb2CuSbCl6, Rb2CuSbBr6 and Rb2CuSbI6 are respectively 3.68 Å, 3.88 Å, and 4.17 Å. For Rb2CuSbCl6, Rb2CuSbBr6 
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and Rb2CuSbI6, the lengths of the Cu–H bonds for each of these compounds are 2.52 Å, 2.65 Å, and 2.85 Å respectively. 
All Sb–H bond lengths are 2.68 Å, 3.86 Å and 4.17 Å for Rb2CuSbCl6, Rb2CuSbBr6 and Rb2CuSbI6 respectively. 
Rb2CuSbCl6, Rb2CuSbBr6 and Rb2CuSbI6 have Cl-Cl, Br-Br and I-I bond lengths of 3.57 Å, 3.75 Å, and 4.03 Å 
respectively. Four Rb1+ atoms, one Cu1+ atom, and one Sb3+ atoms are bonded to H1- in a distorted linear geometry. 

The equilibrium lattice contacts (a0) and elastic constants (Cij) for double perovskite halides Rb2CuSbH6 (H = Cl, Br, 
I) are shown in Table 1. According to results, the lattice constant, unit cell volume and density increase from Rb2CuSbCl6 to 
Rb2CuSbBr6 to Rb2CuSbI6. The reported values of lattice constant are 10.41 Å, 10.97 Å and 11.79 Å for Rb2CuSbCl6, 
Rb2CuSbBr6 and Rb2CuSbI6 respectively. Our results are consistent with other studies [36, 37] as mentioned in table 1. It is 
evident that this increasing variation in lattice constant (a0), volume and density of unit cell are consistent with the change as 
the ion radius increases. There is a benefit to using alkali atoms, which are lighter, as they can minimize the density of the 
material, which is used as a perovskite, which can reduce the weight of a device. The reliability of our geometry optimization 
was confirmed through a thorough comparison with previous published results [36, 37].  
Table 1. Computed equilibrium lattice (a0) and elastic (Cij) constants for Rb2CuSbH6 (H= Cl, Br, I) 

Materials a0(Å) Unit Cell 
Volume (Å3) 

Density 
(g/cm3) 

Space 
Group C11 (GPa) C12 (GPa) C44 (GPa) 

Rb2CuSbCl6 
Present Study 10.41 282.4 3.346 44.69 23.95 12.20 

Other Study (Exp. 
& Theo.) 

10.23 [36] 
10.19 [37] - 3.57 [37] 52.26 [36] 27.90 [36] 12.34 [36] 

Rb2CuSbBr6 
Present Study 10.97 330.5 4.199 33.98 28.26 9.73 

Other Study (Exp. 
& Theo.) 11.00 [36] - - - - - 

Rb2CuSbI6 
Present Study 11.79 409.6 4.531 8.98 30.33 7.23 

Other Study (Exp. 
& Theo.) 11.81 [36] - - - - - 

The elastic properties of the cubic crystal structures are determined by three independent elastic constants shown in 
Table 01. All double perovskite halides Rb2CuSbH6 (H = Cl, Br, I) show positive values for the elastic constants C11, C12, 
and C44, and obey the stability trend C11>C12>C44. Born-Huang stability criterion was used to assess mechanical stability 
of these materials [38, 39]: (a) C11>0 (b) C11-C12>0 (c) C11+2C12>0 (d) C44>0. Mechanical stability criteria are met by 
these materials, making them stable. The computed positive value of Cauchy’s pressures C12-C44 concludes that all double 
perovskite halides (DPHs) Rb2CuSbH6 (H = Cl, Br, I) are ionic in nature. Below table 2 showcased the material properties 
from the elastic constants (GPa) for Rb2CuSbH6 (H= Cl, Br, I). 
Table 2. Computed material properties from the elastic constants (GPa) for Rb2CuSbH6 (H= Cl, Br, I) 

Materials Bulk modulus 
(GPa) 

Shear modulus 
(GPa) 

Young's 
modulus (GPa) Poisson ratios 

Rb2CuSbCl6 
Present Study 30.86 11.39 27.97 0.34 

Other Study (Exp. & Theo.) 37.38 [36] 
36.02 [37]  12.28 [37]  0.347 [37] 

Rb2CuSbBr6 Present Study 30.17 4.96 8.32 0.45 
Other Study (Exp. & Theo.) 27.60 [36]    

Rb2CuSbI6 
Present Study 23.21 21.99 37.82 0.77 

Other Study (Exp. & 
Theo.) 21.28 [36]    

 
B. ELECTRONIC PROPERTIES 

Solar cells and light-emitting diodes are both efficient due to the influence of band structure on carrier transitions 
and movement, optical absorption coefficients, as well as electrical conductivity. In order to design optoelectronic devices, 
it's important to understand the band structure thoroughly. Energy Bandstructure of DPHs Rb2CuSbH6 (H= Cl, Br, I) are 
depicted in Figure 2(a)-(c) for Rb2CuSbCl6, Rb2CuSbBr6 and Rb2CuSbI6 respectively. 

Interestingly, all three double perovskite halides have indirect bandgaps. For all compounds, the valence and 
conduction bands are at X and L symmetry. The indirect band gaps of Rb2CuSbCl6, Rb2CuSbBr6, and Rb2CuSbI6 are 
0.924 eV, 0.560 eV, and 0.157 eV, respectively. Effective curvature represents the effective mass (m*) of carriers in these 
bands. Effective charge carriers in the valence band with a flat or dense state have a high effective mass, but with a high 
curvature in the conduction band states, electrons have a smaller effective mass, which makes optoelectronic devices 
more efficient. All the three double perovskite halides Rb2CuSbH6 (H= Cl, Br, I) are having a narrow band-gap 
semiconducting property. The study results revealed that the double perovskite halides Rb2CuSbH6 (H = Cl, Br, I) can be 
combined with wide-gap materials to improve the record of conversion efficiency in tandem solar cells.  

The Complex Bandstructure (CB) consists of propagating and decaying modes, characterized by kc. We analyzed a 
2D CB to assess the materials for optical device and other photovoltaic applications [40-42]. Figure 3 illustrates the 
Complex Bandstructure of the double halides (a) Rb2CuSbCl6, (b) Rb2CuSbBr6, and (c) Rb2CuSbI6. 
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The variable kc can be complex on surfaces in the c-direction. Real kc values represent traditional Bloch states (right 
diagram), while complex kc values indicate surface states. The left graph shows the imaginary part, representing decay 
magnitude, with color codes indicating the real component of kc. 

  
Figure 2. Energy Band structure of double perovskite 

halides Rb2CuSbH6 (H= Cl, Br, I) (a) Rb2CuSbCl6 
(Eg=0.924 eV); (b)Rb2CuSbBr6 (Eg=0.560 eV); (c) 

Rb2CuSbI6 (Eg= 0.157 eV) 

Figure 3. Complex Bandstructure of double perovskite 
halides Rb2CuSbH6 (a) Rb2CuSbCl6; (b) Rb2CuSbBr6; (c) 

Rb2CuSbI6 

The analysis of the Complex Bandstructure (CB) reveals that only a few decaying modes are present in the right 
section, indicating the existence of evanescent waves on the material’s surface. Our study indicates that double perovskite 
halides Rb2CuSbH6 materials are extremely appropriate for optoelectronic device fabrications. The nature of the CB 
shows that evanescent waves are favored due to the minimal layer separation, which is lowest in Rb2CuSbCl6 (6.01 Å), 
followed by Rb2CuSbBr6 (6.33 Å), and highest in Rb2CuSbI6 (6.8 Å). Thus, double perovskite halides Rb2CuSbH6 (H = 
Cl, Br, I) are promising candidates for optoelectronic and thermoelectric devices.  

 
Figure 4.  Electron density of double halide Rb2CuSbH6 (a) Rb2CuSbCl6; (b) Rb2CuSbBr6; (c) Rb2CuSbI6 
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We further investigated the electron density of these compounds to augment the results on the energy band and 
complex band. The electron density of double halide Rb2CuSbCl6, Rb2CuSbBr6 and Rb2CuSbI6 respectively are plotted 
in Figure 4 (a)-(c). As shown in Figure 4(a)-(c), electron density plots provide an insightful depiction of bonding nature. 
Rb2CuSbCl6 exhibits covalent bonding between Cu, Cl, and Sb atoms, while Rb atoms exhibit ionic characteristics. 
Simultaneously, the same covalent character is observed in Rb2CuSbBr6 and Rb2CuSbI6. 

Further, Rb2CuSbCl6 has highest electron density 1.6 Å-3 and Rb2CuSbI6 has the lowest 1.1 Å-3. The major 
contribution is due to halides radii. The electron density reported decreasing with increase of atomic radii of the halides. 
Based on Figure 5(a)-(c) and Figure 6(a)-(c), an analysis of each element's contributions to valence and conduction bands 
can be done in more detail. The band structure near Fermi level is used to determine VBM and CBM contributions. Alkali 
metal Rb plays a small role in VBM and CBM; its primary role is to stabilize the perovskite structure by serving as a 
charge donor. 

 
Figure 5. Density of States of double halide Rb2CuSbH6 (a) Rb2CuSbCl6; (b) Rb2CuSbBr6; (c) Rb2CuSbI6 

 
Figure 6. Projected Density of States of double halide Rb2CuSbH6 (a) Rb2CuSbCl6; (b) Rb2CuSbBr6; (c) Rb2CuSbI6 

A main contribution to the VBM is the H-p orbital, and a major contribution to the CBM is the Sb-p orbital, with 
partial contributions from Cu-s and H-p orbitals. VBM and CBM electronic transition is primarily dominated by p and d 
orbitals which is evident from Figure 5(a)-(c) and 6(a)-(c). 

 
C. OPTICAL PROPERTIES 

The optical properties of optoelectronic solid materials are incredibly important, including absorption, refractive 
index, reflectivity, and extinction loss [43]. To understand interaction between light and matter, we evaluated the optical 
characteristics of these double perovskite halides Rb2CuSbH6 (H= Cl, Br, I). The optical properties in this study are 
presented in two sets: (i) Real and (ii) Complex Optical Properties and are tabulated in Table 3 along with other studies 
done so far [36, 37]. 

Figure 7 (a)-(d) show the comparative study of Real Optical properties (a) absorption coefficients (αa), (b) Refractive 
Index (n), (c) Extinction Coefficient (k) and (d) Reflectivity (r), of double halide Rb2CuSbH6 (H=Cl, Br, I) respectively. 
Figure 7(a) indicates the absorption bands of double halide Rb2CuSbH6 (H=Cl, Br, I) and reported a highest pick at 3.36 
eV (697589 cm-1) 2.4 eV (648741 cm-1) and 2.8 eV (597548 cm-1) for Rb2CuSbCl6, Rb2CuSbBr6 and Rb2CuSbI6 
respectively. Further, we have also calculated plotted the absorption coefficients with respect to wavelength (inset plot 
with x-axes as wavelength) and found that all the absorption bands lie in the visible range with 344 nm to 574 nm, 348 
nm to 688 nm and 369 nm to 608 nm for Rb2CuSbCl6, Rb2CuSbBr6 and Rb2CuSbI6 respectively and align closely with 
earlier published results [37]. This justifies that these double halide Rb2CuSbH6 (H=Cl, Br, I) possess utmost important 
property for its solar applications. 
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Table 3. Computed optical properties for double perovskite halides Rb2CuSbH6 (H= Cl, Br, I) 

Computed Optical Properties 

Materials 

 Rb2CuSbCl6 Rb2CuSbBr6 Rb2CuSbI6 

Units Present 
Study 

Other 
Study 

(Exp. & 
Theo.) 

Present 
Study 

Other 
Study 

(Exp. & 
Theo.) 

Present 
Study 

Other 
Study 

(Exp. & 
Theo.) 

Real 
Optical 

Properties 

Absorption Coefficients (αa) cm-1 697589 
(3.36 eV) 

6.12×104 
[37] 

648741 
(2.4 eV)  597548 

(2.8 eV)  

Refractive Index (n) - 1.96  2.19  2.51  
Extinction Coefficient (k) - 8.0×10-5  5.3×10-5  6.20×10-5  
Reflectivity (r) - 0.105  0.139  0.185  

Complex 
Optical 

Properties 

Dielectric constant (ε) - 3.85 4.23 
[37] 4.79  6.30  

Susceptibility (χ) - 2.85  3.79  5.30  
Polarizability (α) C.m2V-1 0.71×10-38  1.11×10-38  1.9×10-38  

Optical Conductivity (σ) A.V-1cm-1 3.53×103 1.9×104 

[36] 4.23×103 7.8×104 

[36] 3.6×103 8.2×104 

[36] 
 

 
Figure 7. Real Optical properties (Absorption, Refractive Index, Extinction Coefficients and Reflectivity) of double halide 

Rb2CuSbH6 (H=Cl, Br, I) (a) Absorption, (b) Refractive Index, (c) Extinction Coefficients and (d) Reflectivity 

The refractive index is a key factor in optics, as it provides information about how light interacts with a material. It 
changes depending on the speed at which light travels through different media [44]. Figure 7(b) illustrates the correlation 
between refractive index and energy, offering valuable insights into the optical behavior of the material across different 
energy ranges. The Computed value of refractive index (at 0 eV) from the plot are 1.96, 2.19 and 2.51 respectively for 
Rb2CuSbCl6, Rb2CuSbBr6 and Rb2CuSbI6. Whereas the observed peak values of refractive index are 3.01 at 1.92eV for 
Rb2CuSbCl6; 3.47 at 1.725 eV for Rb2CuSbBr6 and 3.89 at 1.36 eV for Rb2CuSbI6 respectively. For the high energy 
spectrum, specially above the 2.08 eV, 2.4 eV and 2.72 eV respectively for Rb2CuSbCl6, Rb2CuSbBr6 and Rb2CuSbI6, 
the value of refractive index (n) values decreases below 2.0 which makes these materials best fit for solar technology 
(refractive index (n) benchmark for solar cell technology, n = 1.0-2.0).  

The absorption capability of a material at a specific frequency can be evaluated through its extinction coefficient, 
which defines how electromagnetic waves propagate within the material [45]. As shown in Figure 7(c), the extinction 
coefficient (k) follows a similar trend to the Kramer-Kronig relationship with energy. The observed values of extinction 
coefficient are 8.0×10-5, 5.3×10-5 and 6.20×10-5 for Rb2CuSbCl6, Rb2CuSbBr6 and Rb2CuSbI6. The minimal variation in 
k suggests these compounds are excellent candidates for solar and optoelectronic devices, particularly in the higher energy 
regions above 2.08 eV, 2.4 eV, and 2.72 eV, respectively, for each material (in the order of Rb2CuSbCl6, Rb2CuSbBr6 
and Rb2CuSbI6). 

Figure 7(d) illustrates the reflectivity (r) of the materials, which provides essential insights into how they interact 
with light at the surface. The reported values of reflectivity (r) under this study for Rb2CuSbCl6, Rb2CuSbBr6 and 
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Rb2CuSbI6 are 0.105, 0.139 and 0.185 respectively. The reflectivity (r) possesses the similar trend as refractive index has 
i.e. the value of r increases with heavier atom substitution. 

Additionally, the complex optical properties of these double perovskite halides Rb2CuSbH6 (H= Cl, Br, I) were 
analyzed to better understand their optical properties. Both the real (Re[ε]) and imaginary (Im[ε]) parts of the dielectric 
function are closely linked to the energy-dependent electronic transitions within the band structure. The complex dielectric 
function is defined as ε=Re[ε]+Im[ε] [46]. The spectra in Figure 8(a)-(c) are compared for the double halide Rb2CuSbH6 
(H=Cl, Br, I) in energy ranges of 0-4 eV. The value of real dielectric function Re[ε] for Rb2CuSbCl6, Rb2CuSbBr6 and 
Rb2CuSbI6 are 3.85, 4.79 and 6.30 respectively. The values of basic real dielectric function Re[ε] increases with increase 
of the atomic radii moving from Cl→I. Also, the values of imaginary dielectric function Im[ε] is in parity with refractive 
index (n). The results of this study and characteristics are in good agreement with other studies [37] as well. 

Figure 8. Dielectric Constant of double halide Rb2CuSbH6 (a) Rb2CuSbCl6; (b) Rb2CuSbBr6; (c) Rb2CuSbI6 

 

Figure 9. Optical Conductivity of double halide Rb2CuSbH6 (a) Rb2CuSbCl6; (b) Rb2CuSbBr6; (c) Rb2CuSbI6 

Material optical conductivity is related to the magnitude of induced electric fields. The optical conductivity has been 
found to be 3.53×103 AV-1cm-1, 4.23×103 AV-1cm-1 and 3.6×103 AV-1cm-1 respectively for Rb2CuSbCl6, Rb2CuSbBr6 and 
Rb2CuSbI6 as shown in Figure 9(a)-(c). The results are in excellent agreement with other results [36] and suggest that 
these materials are excellent choice of material for optoelectronic devices. The polarizability of double halide Rb2CuSbH6 
(H=Cl, Br, I) is also computed and represented in Figure 10(a)-(c). The polarizability is found to increasing with heavy 
halogen moving from Rb2CuSbCl6 → Rb2CuSbBr6 → Rb2CuSbI6 with the values 0.71×10-38 C·m2V-1, 1.11×10-38 C·m2V-1 
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and 1.9×10-38 C·m2V-1 respectively. We have also calculated the Susceptibility of these double halide Rb2CuSbH6 (H=Cl, 
Br, I) as shown in Figure 11(a)-(c) and found an increasing trend from Rb2CuSbCl6 → Rb2CuSbBr6 → Rb2CuSbI6 with 
the values 2.85, 3.79 and 5.30 respectively which makes these material appealing for storage devices. 

 
Figure 10. Polarizability of double halide Rb2CuSbH6 (a) Rb2CuSbCl6; (b) Rb2CuSbBr6; (c) Rb2CuSbI6 

 

 
Figure 11. Susceptibility of double halide Rb2CuSbH6 (a) Rb2CuSbCl6; (b) Rb2CuSbBr6; (c) Rb2CuSbI6 

4. CONCLUSIONS 
The research on Rb₂CuSbH₆ (where H = Cl, Br, I) was carried out using DFT with the QuantumATK software, 

programmed in Python. The structural characteristics of these double perovskite halides were determined using DFT 
calculations based on the GGA and PBE functionals, employing the LCAO method. The key findings from this study are 
as follows: 

1. The lattice constant (a0), volume, and density of the unit cell for Rb2CuSbH6 increase progressively from 
Rb2CuSbCl6 to Rb2CuSbBr6 to Rb2CuSbI6. This trend is consistent with the increasing ionic radius of the halide ions. 
Additionally, incorporating alkali atoms can further reduce the material’s overall density. 

2. All double perovskite halides Rb₂CuSbH₆ (H = Cl, Br, I) show positive values for the elastic constants C₁₁, C₁₂, 
and C₄₄, and obey the stability trend C11>C12>C44. The Born-Huang stability criterion was used to assess mechanical 
stability of these materials. 
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3. All three double perovskite halides have indirect bandgaps and have a narrow band-gap semiconducting property. 
Pairing the double perovskite halides Rb₂CuSbH₆ (H = Cl, Br, I) with high-bandgap compounds could improve the energy 
conversion efficiency of tandem solar cells. 

4. Double perovskite halides Rb2CuSbH6 (H= Cl, Br, I) exhibit significant potential for applications in 
optoelectronic and thermoelectronic devices. The characteristics of the Complex Bandstructure (CB) indicate a conducive 
environment for the formation of evanescent waves on the surface of these materials. 

5. We evaluated the optical properties of double perovskite halides Rb2CuSbH6 (H=Cl, Br, I) and found that the 
absorption bands of these materials lie in the visible range with 344 nm to 574 nm, 348 nm to 688 nm and 369 nm to 608 
nm respectively. 

6. The refractive index of Rb2CuSbCl6, Rb2CuSbBr6, and Rb2CuSbI6 drops below 2.0 in the high-energy spectrum. 
Their extinction coefficient, which helps determine absorption at specific frequencies, follows a similar energy-dependent 
trend as the Kramers-Kronig relations. Reflectivity increases with heavier atom substitution, with values of 0.105, 0.139, 
and 0.185 for Rb2CuSbCl6, Rb2CuSbBr6, and Rb2CuSbI6, respectively. 

7. The optical properties of Rb2CuSbH6 (H = Cl, Br, I) were analyzed, showing that the real dielectric function 
(Re[ε]) values are 3.85, 4.79, and 6.30 for Rb2CuSbCl6, Rb2CuSbBr6, and Rb2CuSbI6, respectively. These are linked to 
frequency-dependent electronic transitions within the material. 

8. We have calculated the polarizability and susceptibility of double halide Rb2CuSbH6 (H=Cl, Br, I) and found an 
increasing trend from Rb2CuSbCl6 Rb2CuSbBr6 Rb2CuSbI6 respectively. 

The findings from this research are anticipated to provide valuable insights into potential uses for photovoltaic 
systems, electronic devices with optical components, and flexible electronics. This could pave the way for more cost-
effective and efficient methods of utilizing solar power. Additionally, it may contribute to the creation of more adaptable 
and wearable technologies. The outcomes could also support the innovation of novel materials tailored for solar energy 
systems and various electronic applications. 
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ПОТЕНЦІАЛ ПОДВІЙНИХ ГАЛОГЕНІДІВ ПЕРОВСКІТУ Rb2CuSbH6 (H = Cl, Br, I) ДЛЯ ГНУЧКОЇ 

ЕЛЕКТРОНІКИ: КОМПЛЕКСНЕ ДОСЛІДЖЕННЯ СТРУКТУРНИХ, МЕХАНІЧНИХ, ЕЛЕКТРИЧНИХ 
ТА ОПТИЧНИХ ВЛАСТИВОСТЕЙ 

Крішна Кумар Мішраa, Соня Чахарa, Раджніш Шармаb 
aІнститут інженерії та технології Університету Чіткара, Університет Чіткара, Раджпура, Пенджаб-140401, Індія 

bШкола інженерії та технології, Університет Чіткара, Солан, Гімачал-Прадеш-174103, Індія 
Структурні, механічні, електричні та оптичні властивості подвійних галогенідів перовскіту, таких як Rb2CuSbH6 (де H = Cl, 
Br та I) для гнучких електронних пристроїв, захоплюючі та складні. Дослідження літератури чітко встановлює, що 
дослідження щодо аналізу потенційного використання цих матеріалів у дуже затребуваному секторі гнучких електронних 
пристроїв були обмежені. У цій статті були проведені цілеспрямовані дослідження щодо вивчення характеристик цих 
матеріалів за допомогою програмного засобу QuantumATK NanoLab. Усі галогеніди подвійного перовскіту Rb2CuSbH6 
(H = Cl, Br, I) демонструють позитивні значення пружних констант C11, C12 та C44 і підкоряються тенденції стабільності 
C11>C12>C44. Механічну стабільність встановлювали за критеріями Борна-Хуанга. Оптимізовані значення модуля Юнга, 
модуля об’ємної пружності, модуля зсуву та коефіцієнтів Пуассона встановили, що матеріали є стабільними та пластичними 
за своєю природою. Під час проведення аналізу електронних властивостей було виявлено, що всі три матеріали Rb2CuSbCl6, 
Rb2CuSbBr6 і Rb2CuSbI6 мають непряму заборонену зону 0,924 еВ, 0,560 еВ і 0,157 еВ відповідно. Більше того, природність 
комплексної смугової структури (CB) вказує на те, що найбільша кількість хвиль, що завмирають, може існувати, коли поділ 
шарів найменший у Rb2CuSbCl6 (6,0 Å), Rb2CuSbBr6 (6,33 Å) і найвищий у Rb2CuSbI6 (6,8 Å). Смуги поглинання для 
Rb2CuSbCl6, Rb2CuSbBr6 і Rb2CuSbI6 лежать у видимому діапазоні від 344 нм до 574 нм, від 348 нм до 688 нм і від 369 нм 
до 608 нм відповідно. Коефіцієнт відбиття (r), зазначений у цьому дослідженні, становить 0,105, 0,139 і 0,185 відповідно для 
Rb2CuSbCl6, Rb2CuSbBr6 і Rb2CuSbI6. Загалом, усі отримані результати вказують на необхідність більш глибокого вивчення 
матеріалів Rb2CuSbH6 для різних застосувань електронних пристроїв. 
Ключові слова: перовскіт; QuantumATK; DFT; оптичні властивості; електронна структура; механічні властивості 
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In this work, Ge0.9Er0.1S was synthesised by partially replacing Ge atoms with Er atoms. The crystal structure of the resulting compound 
was studied by X-ray diffraction. The research found that Er atoms can completely replace Ge atoms in the crystal structure. Therefore, 
the compound can crystallize into one phase. It was established that the structure of this compound corresponds to orthorhombic 
symmetry and space group Pnma. The crystallographic parameters of the Ge0.9Er0.1S compound were determined by analyzing the 
X-ray diffraction spectrum using the Rietveld method. Based on the obtained structure on different atomic planes, an explanation of
the crystal structure of the Ge0.9Er0.1S semiconductor is given. It is established that one of the main elements in the formation of the
crystal structure are the ionic radii of the elements Ge, Er and S.
Keywords: Ge0.9Er0.1S; Crystal structure; X-ray diffraction; Lattice parameters
PACS: 61.05.cp; 61.82.Fk

1. INTRODUCTION
Materials with semiconductor properties are materials with wide application potential in modern electronics and 

spintronics. Recently, theoretical and experimental research has been carried out in the direction of studying the optical, 
magnetic, thermal and electrical properties of functional materials [1-5]. It is known that the physical properties of 
semiconductors depend on their electronic and crystal structure. Therefore, the structural properties of these materials are 
studied using modern research methods. One such material is GeS crystal. This crystal is a crystal with a layered structure. 
X-ray diffraction studies showed that the crystal structure of this compound corresponds to orthorhombic symmetry. In
this compound, interesting optical properties are observed in compounds obtained by partial replacement of germanium
atoms with rare earth elements. Therefore, Ge1-xLnxS crystals have been synthesized for a long time and various optical
properties have been studied.

The photoconductivity of GeS and Ge1-xNdxS compounds (x = 0.005 and 0.01) was studied at low temperatures 
(T = 80-300 K). An analysis of the obtained spectra revealed that significant changes in photoconductivity are observed 
when Ge atoms are partially replaced by Nd atoms. Elementary excitation of the exciton type was observed in Ge1-xNdxS 
compounds in the temperature range 200 K < T < 350 K [6]. When Ge atoms were replaced by rare earth elements, 
optically active processes were also observed in the Ge1-xSmxS and Ge1-xGdxS compounds [7,8]. Previous studies have 
established that substitution with rare earth elements causes significant changes in the optical properties of 
semiconductors. But in many cases, rare earth elements cannot replace cations in a crystal. In this case, the crystal structure 
of the material is complex. Thus, a two-phase, three-phase system is formed [9]. With a complex crystal structure, it is 
difficult to study the structural aspects of the physical properties of substances. In the course of structural studies of 
Ge1-xLnxS crystals, it was established that Ln atoms can completely replace Ge atoms. Therefore, it is possible to study 
these systems. Data obtained from studying such systems can be used as a model when studying compounds with similar 
physical properties and structures. 

It is known that changes in interatomic distances occur due to differences in ionic radii during cation-cation 
substitutions. These changes can affect the crystal structure. As the concentration increases during the substitutions, 
changes in the crystal structure also increase. Therefore, the structure of new materials obtained by cation-cation and 
anion-anion substitution requires careful study. Although the structure of many compounds included in the GeS and Ge1-

xLnxS system has been studied, the structure of compounds obtained by replacing Ge atoms with Er atoms has not been 
sufficiently studied. It is known that Er atoms have a smaller ionic radius compared to the elements Nd, Sm and Gd [10]. 
Consequently, in compounds included in the Ge1-xErxS system, a crystal structure with higher symmetry is possible. In 
this work, the compound Ge0.9Er0.1S was synthesized and its crystal structure was studied by X-ray diffraction. 
Crystallographic parameters: space group, syngony, lattice parameters, atomic coordinates, interatomic distances and 
angles between bonds were determined by analyzing the spectrum obtained at room temperature. 
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2. EXPERIMENTAL PART 
2.1. Synthesis of samples. 

The process of synthesis of the Ge0.9Er0.1S compound was carried out according to standard methods under vacuum 
conditions at high temperatures according to the synthesis of the chalcogenide semiconductor GeS. The synthesis used 
germanium with a resistivity of ρ = 50 Ohm·cm. The stoichiometric amounts of each of the elements Ge, S and Er were 
calculated, weighed on a high-precision electronic balance, taken in appropriate quantities and mixed. The resulting 
mixture was placed in a vacuum (10-3 mm Hg) in a quartz tube with a length of l = 15 cm and a diameter of d = 2 cm. To 
prevent the explosion of the ampoule, the germanium element was ground into powder and m = 10 g was taken. Once the 
material is ready, the synthesis process begins. This process was carried out in two stages. In the first stage, the ampoule 
was placed in an oven and heated to a temperature T = 300 ºC at a rate of 5ºC/min. The synthesis was carried out at this 
temperature for 12 hours. Then the temperature was increased to the melting temperature of germanium (T = 930 ºC) at 
a rate of 3 ºC/min. The synthesis was carried out at this temperature for 12 hours. The temperature of the upper part of 
the furnace is 50ºC higher than the melting point of germanium, and the temperature of the lower part is lowered by 50ºC. 
Then the ampoule was lowered from above at a speed of 3 mm/h. Upon completion of this process, a Ge0.9Er0.1S single 
crystal with geometric dimensions of 10×8×6 mm3 was obtained. Because this compound has a layered crystal structure, 
it can be easily separated in parallel planes. Therefore, samples for research were prepared by grinding them into small 
particles. 

 
2.2. Structural analysis 

The crystal structure of the Ge0.9Er0.1S compound was studied by X-ray diffraction. This method allows one to 
determine phase analysis, crystal structure, and structural phase transitions in chalcogenide semiconductors with fairly 
high accuracy [11,12]. The samples were first ground in a mortar and then analyzed on a CuKα 40 kV, 40 mA, λ = 1.5406 
Å X-ray diffractometer (D8 Advance, Bruker, Germany). The studies were carried out at room temperature and under 
normal conditions. The resulting spectra were analyzed by the Rietveld method in the Mag2Pol program. 

 
3. RESULTS AND DISCUSSIONS 

The crystal structure of the Ge0.9Er0.1S compound was studied by X-ray diffraction in the diffraction angle range 
5°≤ 2θ ≤ 50°. The spectrum obtained at room temperature and under normal conditions is shown in Figure 1. 
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Figure 1. X-ray structural spectrum of the compound Ge0.9Er0.1S. 

Shown are the experimentally obtained spectrum points (red dots), the curve calculated in the Mag2Pol program 
(black line), atomic planes corresponding to the Miller indices (vertical lines), and the difference between theory and 
experiment (blue line). As can be seen from the spectrum, three main diffraction maxima are observed in the resulting 
spectrum over a wide range. These maxima correspond to the diffraction angles 2θ = 17°, 27° and 34°. During the analysis 
in the Mag2Pol program, it was found that this spectrum corresponds to orthorhombic symmetry with the space group 
Pnma, and the central diffraction maxima correspond to (2 0 0), (2 0 1) and (4 0 0). aircraft. During the calculation, it was 
determined that the lattice parameters of the Ge0.9Er0.1S crystal are: a = 4.318(3) Å, b = 3.649(6) Å, c = 10.491(2) Å and 
V = 165.43 Å3 ( Rp = 6.23, Rwp = 5.02 and χ2 = 1.32%). The Ge0.9Er0.1S compound was synthesized in a single-phase 
case. This is because Er atoms can completely replace Ge atoms in the crystal structure. It is known that Ge atoms when 
forming the GeS compound are in a divalent state and form covalent bonds with divalent S atoms. Lanthanides form 
compounds in both divalent and trivalent states. When Er atoms replace Ge atoms, they become divalent. Another reason 
why Er atoms can replace Ge atoms in a crystal structure is that the difference in the ionic radii of these atoms is small. 
Thus, in the divalent case, the ionic radius of germanium atoms is RGe2+ = 0.72 Å, the ionic radius of erbium atoms is 
REr2+ = 1.09 Å, and the difference between them is ΔREr-Ge = 0.37 Å [10]. As you can see, this value is not so large 
compared to interatomic distances. Therefore, replacements were possible. Obtaining a single-phase system by 
substitution is very important for explaining the structural features of the physicochemical processes occurring in these 
compositions. 
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To obtain more accurate information about the crystal structure, it is important to determine the coordinates of the 
atoms. The coordinates of Ge, Er and S atoms were determined by analyzing the X-ray diffraction spectrum of the 
Ge0.9Er0.1S compound (Fig. 1) using the Rietveld method. It has been established that Ge and Er atoms upon substitution 
are located in the same crystallographic position. The coordinates of their atoms correspond to: x/a = 0.622, y/b = 0.25, 
z/c = 0.372, and the coordinates of the S atoms: x/a = 0.848, y/b = 0.25, z/c = 0.501. 

The Ge0.9Er0.1S compound has a very simple crystal structure. So, since the Ge(Er) and S atoms have the same 
concentration, then the number of their atoms in the elementary lattice is the same. To visualize the crystal structure, the 
crystal structure of the Ge0.9Er0.1S compound was determined on the 𝑎⃗𝑏ሬ⃗ , 𝑎⃗𝑐 and 𝑏ሬ⃗ 𝑐 planes in the Diamond 3.2 program. 
The resulting structure at different levels is presented in Figure 2 and the 𝑏ሬ⃗ 𝑐 plane, as can be seen from the given structure, 
there are 4 germanium (erbium) atoms and 4 sulfur atoms in the elementary lattice, therefore Z = 4. The elementary lattice 
consists of two different layers. if the bonds were located inside the layer and formed a high symmetry parallel to the 𝑎⃗, 𝑏ሬ⃗  and 𝑐 axes, then an elementary lattice with cubic systems would be obtained. However, as can be seen, the Ge0.9Er0.1S 
compound crystallizes in orthorhombic systems with slightly lower symmetry. This structural effect can also be observed 
in the angle values of the interconnects. Thus, the Ge-S-Ge bond takes on 4 different values depending on its distance in 
the elementary lattice: 132º, 90º, 56º, 37º. It is known that the ideal crystal structure with high symmetry for binary b-
compounds is the NaCl model. If the Ge0.9Er0.1S compound crystallized according to this model, then the intervalence 
angles would be 90° and 45°. The difference in contact angle values is explained by the difference in the symmetry of the 
crystal structure.  

 
Figure 2. Crystal structure of the Ge0.9Er0.1S compound along the 𝑎⃗𝑏ሬ⃗ , 𝑎⃗𝑐 and 𝑏ሬ⃗ 𝑐  planes 

A layered crystal structure is also observed in interatomic distances. Thus, it was determined that the distance 
between the Ge(Er) and S atoms inside the layer is lGe(Er)-S = 2.44 Å, and the interatomic distances between the layers are 
lGe(Er)-S = 3.27 Å. Thus, the layered Ge0.9Er0.1S crystal is located parallel to the planes and has a shape that can be easily 
separated from each other mechanically. 

Many interesting physical properties are observed in semiconductor compounds with a layered crystal structure. Thus, 
during some physical processes, the interlayer distances and other crystallographic parameters change. During these changes, 
not only the mechanical properties change but also the physical properties of the material as a whole. During the structural 
studies of the TlGaSe2 crystal at high pressures, it was found that the structural phase transition occurs at a pressure of 
P = 0.5 GPa. However, during the analysis, it was found that the symmetry of the crystal was monoclinic C2/c both before 
and after the phase transition [13]. It was determined that the main reason for the phase transition is a sharp decrease in the 
value of the distance between the layers under the action of pressure. As you can see, the distance between the layers also 
plays an important role in layered semiconductors. Therefore, it is important to understand the structural elements when 
studying these crystals. For this reason, the results obtained in the study of the crystal structure of the Ge0.9Er0.1S 
semiconductor are very important. These results are very important both from the point of view of studying the structure of 
the crystal and from the point of view of explaining the structural aspects of its physical properties. Thanks to the simple 
crystal structure, it is possible to explain the physicochemical processes occurring in the Ge0.9Er0.1S compound. 
 

4. CONCLUSIONS 
The compound Ge0.9Er0.1S with a layered crystal structure was synthesized and its crystal structure was studied by 

X-ray diffraction. In the course of studies carried out by the Rietveld method, it was found that Er atoms can completely 
replace Ge atoms in the crystal structure. The X-ray diffraction spectrum obtained at room temperature was analyzed in 
the Mag2Pol program and the crystallographic parameters were determined. The structural features of the Ge0.9Er0.1S 
compound are shown based on the values of interatomic distances and intervalence angles, and the crystal symmetry and 
layered structure are explained. The role of the values of ionic radii and valence of the atoms included in the composition 
in the formation of bonds is shown. It is known that oxidation is constantly occurring on the surface of materials. This 
process is observed even in some oxide materials of complex composition [14]. It is observed more in non-oxide materials. 
There are a number of methods to prevent this process and minimize oxidation. The main method is to ensure the 
saturation of all bonds in the synthesized sample. In this case, metal atoms cannot form bonds with oxygen atoms. In this 
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regard, the Ge0.9Er0.1S compound can be considered stable. Therefore, elements made from this combination can work 
stably for a long time. 

 
R.E. Huseynov, https://orcid.org/0000-0003-0636-3948 
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ОТРИМАНО ТА ДОСЛІДЖЕНО СТРУКТУРНІ АСПЕКТИ СПОЛУКИ Ge0.9Er0.1S ІЗ ЗАМІНОЮ Ge → Er  

Р.З. Ібаєваa, Г.Б. Ібрагімовa, А.С. Алекперовb,c, Р.Е. Гусейновa 
aІнститут фізики Міністерства науки і освіти Азербайджанської Республіки, Баку, AZ-1143, Азербайджан 

bАзербайджанський державний педагогічний університет, Баку, AZ-1000, Азербайджан 
cБакинський інженерний університет, Хирдалан, AZ-0101, Азербайджан 

У цій роботі шляхом часткової заміни атомів Ge на атоми Er було синтезовано сполуку Ge0.9Er0.1S. Кристалічна структура 
отриманої сполуки досліджена методом рентгенівської дифракції. Дослідження показало, що атоми Er можуть повністю 
замінити атоми Ge в кристалічній структурі. Тому сполука може кристалізуватися в одну фазу. Встановлено, що структура 
цієї сполуки відповідає орторомбічній симетрії та просторовій групі Pnma. Кристалографічні параметри сполуки Ge0.9Er0.1S 
визначали шляхом аналізу рентгенівського спектру за методом Рітвельда. На основі отриманої структури на різних атомних 
площинах дано пояснення кристалічної структури напівпровідника Ge0.9Er0.1S. Встановлено, що одними з основних елементів 
у формуванні кристалічної структури є іонні радіуси елементів Ge, Er і S. 
Ключові слова: Ge0.9Er0.1S; кристалічна структура; рентгенівська дифракція; параметри ґратки 
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The synthesis of nanocomposite films comprising carboxymethyl cellulose/ polyvinyl alcohol (CMC PVA) mixed with zinc oxide 
nanoparticles (ZnO NPs) through a simple solution casting method is examined. Furthermore, the impact of ZnO NPs and 
UV-irradiation exposure for varying durations (20,45,75h) on the morphology (FE-SEM) is investigated. The X-ray diffraction (XRD), 
Fourier-transform infrared (FTIR) spectroscopy, and ultraviolet-visible (UV-Vis) spectroscopy are utilized to analyze the as-prepared 
films. Furthermore, the field-emission scanning electron microscopy (FE-SEM) images reveal a noticeable change in the morphology 
of CMC PVA/ZnO nanocomposite films attributed to the significant impact of ZnO nanoparticles and UV exposure. The XRD spectra 
demonstrate a modification in the amorphous phase of the samples as a result of UV exposure The FTIR analysis reveals that the 
exposure to UV radiation positively influenced the polymer's structure, as evidenced by notable changes in the infrared peaks. 
Additionally, the UV-Vis spectroscopy results indicate that longer UV exposure times (75 hours) and the addition of ZnO nanoparticles 
resulted in improved absorption characteristics within the produced films. The nanocomposite films displayed an adjustable energy 
gap (Eg) that varied between (4.52 eV and 4.55 eV) as the duration of UV irradiation increased from (20 hours) (75 hours) led to a 
reduction in the energy gap (Eg) value to (4.50 eV). This phenomenon is believed to be caused by the substantial influence of UV 
radiation on the development of structural defects. Ultimately, the Energy gap Eg of the nanocomposite films was influenced by the 
duration of UV. The results demonstrate that there is significant potential for the utilization of CMC/PVA/ZnO nanocomposite films 
in various crucial optoelectronic applications. 
Keywords: CMC/PVA/ZnO; Nanocomposites Properties; ZnO Nanoparticles; Energy Gap; UV irradiation; X-ray 

1. INTRODUCTION
Over the past few years, there has been a notable surge in the study of polymers with varied optical properties, 

largely attributed to their extensive range of uses such as sensors and light-emitting diodes. The optical attributes of these 
substances can be readily modified by managing the levels of fillers. Despite the extensive research conducted on these 
materials, there is still much to explore and understand [1] Polyvinyl alcohol (PVA) is a polymer with a semi-crystalline 
structure that is soluble in water. It possesses remarkable film-forming and adhesive characteristics, rendering it highly 
valuable in various technological, pharmaceutical, and biomedical fields due to its intriguing physical properties. [2] 
Polyvinyl alcohol (PVA) is a polar polymer with hydroxyl groups linked to methane carbons via a carbon chain backbone. 
The incorporation of OH groups enable the creation of PVA composites through hydrogen bonding interactions. PVA 
showcases advantageous traits including a notable charge storage capability, robust dielectric strength, and optical and 
electrical properties that are modulated by the filler material employed. By incorporating chalcogenide semiconductors 
and metal oxide semiconductors into PVA, optical properties of the host matrix can be significantly enhanced. 
Consequently, PVA has emerged as a promising candidate in the fields of electronics and optoelectronics [3]. One of the 
derivatives commonly used in various industries is carboxymethyl cellulose (CMC). This compound undergoes treatment 
with chloroacetic acid (ClCH2CO2H). CMC is utilized in various industries such as cosmetics, paints, pharmaceuticals, 
mineral processing, food, textiles, ceramic foam, biodegradable films, and paper. It functions as a thickening agent, 
binding agent, stabilizer for suspensions, and agent for retaining water in these industries [4]. The frequently utilized 
natural polysaccharide polymer possesses outstanding biodegradability, biocompatibility, and film-forming 
characteristics. Due to its safety and lack of toxicity, it finds extensive application in the pharmaceutical, food, and 
packaging sectors [5] The frequently utilized natural polysaccharide polymer possesses outstanding biodegradability, 
biocompatibility, and film-forming characteristics. Due to its safety and lack of toxicity, it finds extensive application in 
the pharmaceutical, food, and packaging sectors [6]. Moreover, zinc oxide nanoparticles (ZnO NPs) exhibit versatile 
properties as a metal oxide, showcasing remarkable electrochemical and physicochemical attributes. These include 
elevated chemical stability and a wide-ranging absorption spectrum [7]. The wide energy range and stable thermal 
properties of this material make it exhibit semiconductor characteristics, indicating promising prospects for its utilization 
in electronic and optoelectronic technologies like solar cells and storage devices. [8,9] Sunlight is made up of a continuous 
spectrum of electromagnetic energy separated into three major wavelength bands: ultraviolet (5%), visible and infrared 
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(45%), and 50%. The UV light region is found between (100-400) nm. International UV radiation is classified as follows 
by the Commission on Illumination: There are three types of wavelengths: long tidal wave UVA (315-400 nm), UVB 
(280-315 nm), and UVC (short wave) (100–280 nm) [10]. The impact of UV exposure on the electrical and optical 
characteristics of solution-processed transparent ZnO films has been a subject of study by Hwai-En Lin and colleagues. 
Researchers have shown considerable interest in exploring the chemical and physical attributes of CMC/PVA blend 
materials, including the analysis of CMC/PVA samples, as demonstrated by Al-Muntaser and others. [12]. The Co/ZnO-
CMC nanocomposite was thoroughly investigated to analyze its structural, optical, thermal, and electrical characteristics, 
with a specific focus on its potential utilization in solid-state battery applications. Channa et al. [13]. The hybrid 
nanocomposite films of PVA/PVP/CMC-ZnO were fabricated through the solution casting technique. [14] The solution 
casting technique was effectively utilized to fabricate lightweight and elastic polymer nanocomposites of 
CMC/PVA/ZnO-NPs in a recent study, resulting in enhanced optical properties. ZnO nanoparticles were incorporated as 
conducting fillers, while a CMC/PVA blend was utilized as the polymer matrix. Various techniques and protocols were 
examined to systematically analyze the optical and structural characteristics of this composite system. The significance 
of this study in academia lies in the comprehension of the fundamental nanoscale mechanisms that improve the functional 
characteristics of composite materials. This research seeks to improve the structural and optical features of 
CMC/PVA/ZnO nanocomposite-based films through photo-irradiation (UV light) exposure of the as-prepared samples. 

 
2. THEORETICAL PART 

The proportion of the incident light beam that is not reflected upon striking a material surface is either absorbed or 
transmitted through the substance. The amount of beam that is absorbed is influenced by the thickness of the materials 
and the interaction of photons with them, as stated by the Beer-Lambert Law. Equation (1) establishes the connection 
between the brightness of the incident light and the light that is transmitted [15]. 

 𝐼 = 𝐼௢𝑒ିఈ௧  (1) 

The incident and transmitted light intensities are denoted by (Io) and (I), respectively, the symbol (α) is used to 
denote the optical absorption coefficient, while (t) is used to represent the thickness of the film. The optical absorption 
coefficient (α) can be determined from the optical absorption spectrum Equation (2) by using the absorbance relation 
A = log (Io/I) .[16,17] 

  = 2.303 ஺௧   (2) 

The energy band gap can be calculated using the following equation, where λ represents the wavelength of the incident 
light. [18,19] 
 h = B(h− E୥)୰ (3) 

Where: Eg: optical energy gap for indirect transition in (eV), B: constant depended on type of material, r: The refractive 
index is unchanging and can vary between 1/2, 3/2, 2, or 3, contingent upon the specific material and the nature of the 
optical transition. 

Scherer's equation is utilized to estimate the average crystallite size (D). Subsequently, various calculations can be 
performed based on this estimation. [20,21]. 

 D = ୏
 େ୓ୗ஘. (4) 

The lattice parameter (a) was determined through calculations based on X-ray diffraction findings, utilizing 
specific mathematical relationships [22] 

 ଵୢ౞ౡౢమ = (୦మା୩మ)ୟమ + ୪మୡమ. (5) 

Where dhkl: is the inter planer distance for a given plane with Miller indices (hkl). 
 

3. EXPERIMENTAL PART 
The powdered carboxymethyl cellulose (CMC) was obtained from AVONCHEM, a UK-based company, with an 

average molecular weight of 67.000 g/mole. The powdered PVA was acquired from Thomas Baker, with an average 
molecular weight of 14.000 g/mole, and was manufactured in India. Zinc oxide (ZnO) nanoparticles with an average 
particle size of 22.15 nm were utilized in the fabrication of a CMC/ PVA/ZnO nanocomposite film, which was 
manufactured in the United States by Sky Spring Nanomaterials, Inc. The combination of CMC and PVA was prepared 
by dissolving 0.25 g of each polymer in 17 ml of distilled water through the solution casting technique. Subsequently, 
ZnO NPs powder was added in varying amounts of (0.008) g, along with 8 ml of distilled water, and mixed with the 
precursor solution of CMC/PVA blend. In order to achieve full dissolution, the precursor solution underwent magnetic 
stirring for a duration of 24 hours at ambient temperature. The CMC/ PVA/ZnO nanocomposite was then formed by 
carefully pouring the solution onto glass plates measuring (5) cm in diameter, and subsequently allowing it to gradually 
evaporate over a period of (5-9) days at room temperature. The outcome of this procedure led to the creation of a consistent 



366
EEJP. 4 (2024) Sarah A. Ibrahim, et al.

layer. The nanocomposite film composed of as-synthesized CMC /PVA/ZnO exhibited a measured thickness of 
(0.044) μm. Moreover, the as-prepared films were exposed to UV sterlizer (UV -209b) (8) watt (220-275) nm made in 
China. The sample was exposed to the lamp for durations of 20, 45, and 75 hours, with the distance between the sample 
and the lamp kept constant for each irradiation time. The T70/T80 Series UV/Vis Spectrometer, a UV-Visible 
spectrophotometer, was employed to examine the absorption and transmission spectra across the wavelength range of 
200-900 nm. The composite characteristics of each film were assessed through FTIR spectroscopy (Bruker-Tensor 27 
with ATR unit). The samples' thicknesses were measured utilizing a Japanese-made digital micrometre model (Tasha), 
which has a measurement accuracy of (0.001) mm and a measurement range of (0-150) mm. Fourier transform infrared 
spectroscopy (FTIR) was performed on all films utilizing an FTIR spectrometer (Bruker-Tensor 27 type with ATR unit). 
A completely computerized X-ray diffractometer 106 Materials Science and Modern Manufacturing (XRD; Aeris – 
Malvern Panalytical’s company-made in Holland, the investigation focused on analysing the composition of CMC, PVA 
polymer, and CMC/PVA/ZnO and ZnO nanocomposite films at Al Khora Company. High-resolution scanning electron 
microscopy FESEM (Inspect F50-EFI company-made in Holland, the surface composition and the presence of cracks 
were analysed in pure CMC and CMC/ZnO nanocomposite films by Al Khora Company. 
 

3. RESULTS AND DISCUSSION 
XRD, Field Emission Scanning Electron Microscope (FESEM), FTIR, Uv- Visible Spectroscopy and UV irradiation, were performed 

to examine the structure and morphology of the samples 

 
3.1. X-ray diffraction analysis (XRD)  

Display Figure 1 (A) the ZnO nanoparticles' X-ray diffraction pattern. It was evident from the study of the ZnO 
nanoparticles' X-ray diffraction patterns that they were single-phase in nature [21]. 

 
Figure 1. Display the X-ray diffraction patterns of (A) ZnO NPs, (B)CMC/PVA/Zno Nanocomposite Film and (C) 

CMC/PVA/ZnO Nanocomposite Film after UV-irradiation for 75h 

When the peaks for ZnO occur at an angle of 2ϴ = 29.385, 32.0275, 33.8567, 45.1378, 53.8266, 54.2048, 60.4452, 
63.9796, 65.5435, 66.6788, and 74.5686 degrees, the crystalline nature results. With crystal planes (100), (002), (101), 
(102), (110), (103), (200), (112), (201), (004) and (202), ZnO has a hexagonal crystal structure. The values are in 
agreement with the data on the International Center of Diffraction Data (ICDD) card No. (36-1451). that agree with 
research [23,24] The estimated average size of ZnO nanoparticles (NPs) average 25.5203 nm, as determined using 
equation (4) and presented in Table (1). 

In addition, a solitary peak at 2θ = 19.6314° was observed in the X-ray diffraction (XRD) analysis of the 
PVA/CMC/ZnO nanocomposite film prior to exposure to UV radiation, as illustrated in Figure 1-B, that implies the 
amorphous structure of the CMC/PVA/ZnO nanocomposite film. The XRD spectrum of the CMC/PVA/ZnO 
nanocomposite film, as shown in Figure (1-C), demonstrates several peaks at 2θ = 20.79, 32.47, 36.89, 45.66,73.47, 49.02, 
with lower intensity compared to Figure (1-B) after being exposed to UV-irradiation for 75 hours. he results suggest that 
UV-irradiation has influenced the film by increasing the amorphous phase and reducing its crystallinity. The prolonged 
UV-irradiation time of 75 hours has led to an increase in disorder and defects in the structure, ultimately causing a 
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reduction in the degree of crystallinity of the film. The two polymers utilized in the present study exhibited characteristics 
of semi-crystalline materials due to the presence of both crystalline and amorphous regions. Additionally, the broad peak 
observed in the CMC/PVA/ZnO film may be attributed to the crystalline cellulose structure of CMC [25,26]. 
Table 1. XRD Parameters for ZnO 

 2θ 
(deg) 

FWHM 
(deg) 

Intensity 
(I/Io) 

d 
(𝑨°) D 

(nm) (hkl) 

1 29.385 0.3337 57 3.03709 25.27 (100) 
2 32.0275 0.3252 42 2.79228 25.93 002) 
3 33.8567 0.3449 100 2.64548 24.45 (101) 
4 45.1378 0.4079 19 2.00707 20.67 (102) 
5 53.8266 0.1734 4 1.70179 48.64 (110) 
6 54.2048 0.365 36 1.6908 23.10 (103) 
7 60.4452 0.4134 27 1.53031 20.40 (200) 
8 63.9796 0.3933 4 1.45403 21.44 (112) 
9 65.5435 0.3686 26 1.42307 22.88 (201) 
10 66.6788 0.4067 12 1.40157 20.73 (004) 
11 74.5686 0.3107 4 1.2716 27.14 (202) 

 
3.2. Field Emission Scanning Electron Microscope (FESEM) 

The technique employed serves to characterize the surface morphology of ZnO nanoparticles, as well as 
PVA/CMC/ZnOnanocomposite films, both prior to and following 75 hours of UV irradiation, as illustrated in Figures 
2(A-B and C) . The FESEM image in Figure (2-A) confirms the formation of ZnO nanoparticles depict dense clusters of 
particles, indicating their spherical and granular morphology. A higher resolution FESEM image reveals an aggregation 
of particles with uniform size, suggesting a multidimensional structure. These findings are consistent with previous 
research conducted by other scholars [27,28]  Fig. (2-B) The CMC–PVA/ZnO nanocomposite film displayed small white 
particles unevenly distributed across the surface of the biopolymer matrix, indicating the presence of ZnO nanoparticles 
and that the pores were tighter before UV-irradiation. The FESEM image depicted in Fig. (2-C) illustrates a surface that 
appears rougher due to the significant impact of UV-irradiation on the CMC/PVA/ZnO nanocomposite film. The shape 
of the film underwent a transformation, resembling a mixture of large and small non-uniform prominent particles. 

 
Figure 2. FESEM images for (A) ZnO NPs, (B) CMC/PVA/ZnONanocomposite Film Before UV-Irradiation, and (C) 

CMC/PVA/ZnO Nanocomposite Film after UV-Irradiation for 75 h 

The FTIR spectra illustrating the ZnO thin films that were prepared are displayed in Figure 3.The measurements 
were conducted at ambient temperature within the spectrum of 500–4000 cm−1. The spectrum of pure ZnO-NPs powder 
depicted in the analysis of Fig (3-A) involved the use of infrared tests in order to determine the characteristics and quality 
of the metal NPs. The absorption bands in metals in the fingerprint region, particularly those below 1000 cm-1, were a 
result of inter-atomic vibrations. Furthermore, the peaks at (708.69 and 1505.58) cm-1 indicate the stretching and 
deformation vibrations of Zn-O, respectively. The recorded metal-oxygen vibrations of the individual metal oxides align 
with the frequencies reported in existing literature [29]. Moreover, an analysis of the FTIR spectrum of the 
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PVA/CMC/ZnO nanocomposite film prior to UV irradiation was conducted, as illustrated in Figure (3-B) and Table (2). 
The CMC and PVA polymers exhibited O-H and C-H stretching modes, respectively, with infrared peaks at 
(3200-3550) cm-1 and (2920) cm-1. Moreover, the composite films displayed a distinct O=C=O stretching mode at 
(1340-1360) cm-1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. A-F.- The FTIR spectra of (A) ZnO NPs, (B) CMC/PVA/ZnO nanocomposite films before UV-irradiation and (C-E) 
after UV-irradiation at different times; 20 h, 45 h, and 75 h. 

Furthermore, the CMC polymer exhibited an asymmetrical stretching vibration of COO- at (1591.00) cm-1. The 
blend films contained the C=O carbonyl stretch bond (1733.55cm-1) from vinyl alcohol, along with acetate groups (PVA 
polymer). The IR absorption bands at (1414.61 cm-1), (1300-1461 cm-1), and (1050-1300) cm-1 were designated for the 
C-H scissoring and C-H bending, as well as C-O stretch of PVA polymer, respectively [ 5, 30,31]. Based on the findings 
of the FTIR analysis, it was confirmed through the FTIR spectra that a nanocomposite film of CMC/PVA/ZNO was 
formed, showing a minor shift in the IR peaks. The polymers and ZNO NPs were effectively mixed together physically 
without any chemical bonding taking place. It was observed that the presence of ZNO NPs did not alter the IR spectral 
features of the polymer matrix. These results provide further validation to the conclusions drawn in a previous study 
[32,33,34]. The influence of UV exposure on the composition properties of PVA/CMC/ZnO nanocomposite films is 
illustrated in Figs. (3 C-E). The IR absorption bands corresponding to different irradiation times (20 45, 75) are specified 
in Table (2). 
Table 2. FTIR-Characteristic of CMC/PVA/ZnO Nanocomposite Film 

Assignments Wavenumber (cm-1) 
After 20h After 45h After 75h 

O-H Stretching 3274.15 3278.82 3286.23 

C-H stretching 2921.77 2919.81 2921.40 
2853.34 

C-H, CH2 bending 2362.46 2120.97 2361.12 
COO- stretching 
Carbonyl group 

1734.64 
1592.82 

1733.98 
1592.24 

1733.70 
1594.21 

C-H scissoring 1413.75 
1322.20 

1414.04 
1374.74 
1322.28 

1417.12 
1373.15 
1321.56 

C-O stretch 
1247.72 
1052.08 
1021.82 

1248.73 
1051.85 
1021.45 

1242.94 
1021.86 

1,4--β Glycoside of Cellulos 831.86 832.85 834.29 

A 

B C 

D E 
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Figs. 3 C-E show that the IR peaks of OH stretching mode (3200-3550) cm-1 were observed for all irradiation times. 
Vibrational transitions ranging from 4000 to 3275 cm-1 were observed during the time intervals of 20, 45 and 75 hours. 
The stretching of C-H bonds at 2920 cm-1 was noted in both PVA and CMC polymers, with some variations in 
wavenumber. Additionally, the absorption related to the single bond character of C=O carbonyl stretching at 1733.61 cm-1 
was observed in vinyl alcohol and acetate groups (PVA polymer), while the C-O stretch bond (1050-1300 cm-1) was 
present throughout all irradiation times. New IR peaks were observed at different times of irradiation, including 
1592.82 cm-1 for 20 h 1592.24 cm-1 at 45 h, 1594.21 cm-1 at 75h. Additionally, asymmetrical COO-stretching 
(1591.67 cm-1) and CH scissoring (1300-1461 cm-1) of a carbonyl group were consistently observed throughout the 
irradiation process. The origin of the IR absorption bands observed can be attributed to the exposure of the samples to 
UV radiation. Furthermore, after 26 hours of irradiation, A recent IR band at 1417.12 cm-1 associated with C-H bending 
was identified the CC rocking mode was observed at 20, 45, and 75 hours of irradiation. The infrared (IR) findings of 
PVA/CMC/ZnO nanocomposite films exposed to UV-irradiation for varying durations indicate that the consistent 
intensities of the aforementioned IR peaks (2919, 1417, 1374, 1322, and 1052 cm-1) changed as the UV exposure time 
increased. These results can be attributed to the structure of PVA, which consists of parallel chains connected by hydrogen 
bonds. The impact of UV irradiation on the PVA/CMC/ZnO nanocomposite film is significant, affecting both hydrogen 
bonding and chain order. The decrease in intensity of these bands under UV radiation suggests that there was no change 
in the chemical structure, only in the value transmission, and no bond appeared or disappeared. Furthermore, the FTIR 
spectrum for all samples indicates that there were no chemical interactions between the nanoparticles and polymers, 
suggesting that only physical reactions occurred.  

 
3.4. Ultraviolet-visible (UV-vis) spectroscopy 

The UV-Visible absorption spectra were analyzed for a blend film of CMC/ PVA and a nanocomposite film of PVA-
CMC/ZnO, as illustrated in Figure 4 .The UV absorption edge for the CMC/PVA film was observed to be approximately 
245 nm, indicating a possible π →π* electronic transition. This finding is in agreement with prior studies (25-29), thereby 
affirming the results. The UV absorption edge of the PVA/CMC/ZnO nanocomposite film was measured at 255 nm. There 
is a significant enhancement in the light absorption intensity of this film in both the UV and visible regions compared to 
the CMC/PVA blend film spectrum. The incorporation of ZnO  NPs into the polymer matrix is believed to be the cause 
of these results. This conclusion is consistent with findings from prior research [35,5,36]. 

  
Figure 4. UV- Vis Absorption spectrum for CMC/PVA/ZnO 
Nanocomposite Films at Different UV-irradiation Times 

Figure 5. UV- Vis Absorption spectrum for CMC/PVA/ZnO 
Nanocomposite Films at Different UV-irradiation Times 

 
Figure 6. UV-Vis Absorption Coefficient for CMC/PVA/ZnO Nanocomposite Films at Different UV-irradiation Times 

Figure 5 illustrates the absorption spectra of CMC/PVA/ZnO nanocomposite films before and after UV irradiation 
for different durations (20, 45, and 75 hours). The figure shows that the absorption intensity increased with UV-irradiation 
time compared to the unirradiated sample. This increase was attributed to the higher energy of atoms, resulting in more 
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collisions between incident atoms, leading to decreased transmittance and increased absorbance [35,36] Additionally, A 
notable shift towards longer wavelengths (from 260 nm to 280 nm) in the absorption edge was detected, accompanied by 
increased intensity as a result of extended UV-irradiation exposure. The results demonstrate that the UV-irradiation 
impact led to a reduction in the optical energy band-gap of the synthesized film, as it generated defect levels, consequently 
enhancing the influence of the defects Moreover, the absorption coefficient (α) for each sample was determined utilizing 
Equation (2) illustrated in Figure 6.This parameter characterizes the ability of a substance to absorb light of a particular 
wavelength over a given distance. In cases where the absorption coefficient value was below (α ˂ 104 cm-1), it indicated 
the presence of an indirect electronic transition [37]. 

Figure 7 illustrates the variation in the optical energy band gap (Eg) of CMC/PVA/ZnO nanocomposite films before 
and after exposure to UV radiation. The findings suggest that increasing the UV exposure time from 20 to 75 hours 
resulted in an increase in the Eg values of the films from 4.43 to 4.55 eV, as outlined in Table 3. Moreover, extending the 
UV exposure time to 75 hours led to a decrease in the Eg of the film. This phenomenon can be attributed to the rise in 
disorder within the film due to the emergence of new defect levels in the band-gap of the nanocomposite film, ultimately 
leading to a narrowing of the Eg [35.37,38] 

 
Figure 7. UV-Vis Optical energy gap for CMC/PVA/ZnO(A) CMC/PVA/ZnO Nanocomposite Film Before UV-Irradiation(B) 
CMC/PVA/ZnO Nanocomposite Film after UV-Irradiation for 20h(c) CMC/PVA/ZnO Nanocomposite Film after UV-Irradiation 
for 45h(D) CMC/PVA/ZnO Nanocomposite Film after UV-Irradiation for 75h 

Table 3. Energy band gap value of CMC/PVA/ZnO Nanocomposite Films 

Eg (eV) UV-irradiation times 
(h) 

4.43 0 
4.52 20 
4.55 45 
4.50 75 

 
CONCLUSIONS 

The investigation focused on the synthesized CMC/PVA/ZnO nanocomposite film prepared through a simple 
solution casting method and the impact of UV-irradiation duration on the resulting films. Analysis of XRD data indicated 
that the structure quality of the samples was altered by the UV-irradiation time, leading to an increase in their amorphous 
characteristics. The FESEM images displayed a notable change in the morphology of the nanocomposite films based on 
the duration of UV exposure. Furthermore, the FTIR spectrum illustrated that ZnO and UV exposure played a beneficial 
role in the polymer structure by establishing covalent bonds between PVA and CMC. Lastly, The UV-Vis analysis 
demonstrated an increase in the absorption strength of the nanocomposite films as a result of the notable impact of ZnO 
NPs and UV exposure. The change in the optical band gap of the films, linked to the length of UV exposure, indicates 
their potential use in optoelectronic applications. 
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ДОСЛІДЖЕННЯ ВПЛИВУ УФ-ВИПРОМІНЮВАННЯ НА НАНОКОМПОЗИТНІ ПЛІВКИ PVA/ZnO, 

ВИГОТОВЛЕНІ МЕТОДОМ ЛИТЯ З РОЗЧИНУ 
Сара А. Ібрагімa, Абдерразек Уеслатіb, Абдельхеді Айдіb 

aЛабораторія багатофункціональних матеріалів і застосувань, Факультет наук Сфакса, Університет Сфакса, Сфакс, Туніс 
bЛабораторія спектроскопічної характеристики та оптичних матеріалів, факультет природничих наук, 

Університет Сфакса, Сфакс, Туніс 
Розглянуто синтез нанокомпозитних плівок, що містять карбоксиметилцелюлозу/полівініловий спирт (CMC PVA), змішаний 
з наночастинками оксиду цинку (ZnO NPs) простим методом лиття з розчину. Крім того, досліджено вплив наночастинок ZnO 
та УФ-опромінення протягом різної тривалості (20, 45, 75 годин) на морфологію (FE-SEM). Для аналізу підготовлених плівок 
використовуються рентгенівська дифракція (XRD), інфрачервона (FTIR) спектроскопія з перетворенням Фур’є та 
ультрафіолетова видима (UV-Vis) спектроскопія. Крім того, зображення скануючої електронної мікроскопії з польовою 
емісією (FE-SEM) показують помітну зміну в морфології нанокомпозитних плівок CMC PVA/ZnO, пов’язану зі значним 
впливом наночастинок ZnO та ультрафіолетового випромінювання. XRD-спектри демонструють модифікацію аморфної фази 
зразків у результаті УФ-опромінення. Аналіз FTIR показує, що вплив УФ-випромінювання позитивно вплинуло на структуру 
полімеру, про що свідчать помітні зміни в інфрачервоних піках. Крім того, результати УФ-видимої спектроскопії вказують 
на те, що довший час УФ-опромінення (75 годин) і додавання наночастинок ZnO призвели до покращення характеристик 
поглинання у створених плівках. Нанокомпозитні плівки демонстрували регульований енергетичний зазор (Eg), який 
змінювався між (4,52 еВ і 4,55 еВ), коли тривалість УФ-опромінення збільшувалася з (20 годин) (75 годин), що призвело до 
зменшення значення енергетичного зазору (Eg) до (4,50 еВ). Вважається, що це явище спричинене значним впливом УФ-
випромінювання на розвиток структурних дефектів. Зрештою, на енергетичний розрив Eg нанокомпозитних плівок впливала 
тривалість ультрафіолетового випромінювання. Результати демонструють, що існує значний потенціал для використання 
нанокомпозитних плівок CMC/PVA/ZnO у різних важливих оптоелектронних застосуваннях. 
Ключові слова: CMC/PVA/ZnO; властивості нанокомпозитів; наночастинки ZnO; енергетична щілина; УФ-опромінення; 
ультрафіолет 
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This study investigates the luminescence characteristics of quartz samples irradiated with a 60Co gamma source across a dose range 
of 57 to 570 Gy. Prior to irradiation, the samples were annealed at 650°C for two hours. The thermoluminescence (TL) spectra were 
measured at a heating rate of 5°C/sec, revealing two primary peaks at approximately 200°C and 320°C. The intermediate peak 
displayed a shoulder around 150°C. It was observed that the peak temperature maximum (Tm) at 206±2°C remained constant 
regardless of the irradiation dose. The intensity of the intermediate peak decreased significantly over time, with a lifetime estimated 
at 8±2 days for most doses and 19±2 days for the highest dose (570 Gy). Dose-response studies showed a linear relationship between 
the TL intensity and the irradiation dose up to 600 Gy. Comparisons with natural quartz samples indicated significant differences in 
glow curve shapes and sensitivities. Computerized glow curve deconvolution (CGCD) methods confirmed that the annealed quartz 
glow curve could be described as a superposition of four first-order kinetic peaks. These findings provide important insights into the 
stability and behavior of TL signals in quartz, which are crucial for applications in radiation dosimetry and archaeological dating. 
Keywords: Quartz; Isothermal decay, Lifetime; Radiation dosimetry; GlowFit 
PACS: 78.60.Kn  

INTRODUCTION 
Quartz is widely used in dating and dose reconstruction applications and it requires precise determination of the 

trap parameters for the intermediate glow peaks in this mineral [1,2]. Investigation of the lifetimes of these peaks is 
essential for determining the appropriate time frame for conducting retrospective measurements. These intermediate 
energy level peaks appear in the glow curve within the temperature range of 150–250°C. The intermediate temperature 
peaks of quartz can be used for dose determination because, due to their relatively short lifetimes, the geological TL 
signal, i.e., peaks in the higher temperature region, is expected to be weak compared to that produced by artificial 
radiation. Burnt bricks or roof slabs, which form a significant and integral part of building structures, are widely used in 
retrospective and emergency dosimetry. As trapped electrons are released by heating, the electrons accumulated over 
time are released and the TL intensity is canceled by their production. 

This research explored the thermoluminescence (TL) properties of quartz [3] identified ten trapping centers with 
activation energies between 0.62 and 2.96 eV through kinetic analysis of the glow curve. Each glow curve component 
was tested for linearity. Further analysis using Tm-Tstop and various heating rates (VHR) provided the kinetic 
parameters, including activation energy (E, eV). The quartz samples' minimum detectable dose (MDD) was determined, 
and the dosimeter demonstrated good reproducibility. The fading signal was also evaluated over different storage 
durations. 

 The TL characteristics and the structural changes in the irradiated quartz were analyzed by examining the 
crystallinity index through infrared bands of the SiO4 tetrahedron in the mid-infrared region [4]. Colorless quartz, 
containing aluminum impurities, turns dark smoky upon exposure to ionizing radiation. The TL glow curve analysis 
identified four trapping sites with TL peaks at 169, 212, 279, and 370°C. Kinetic parameters, including the order of 
kinetics, activation energy, and frequency factor, were determined using Chen’s peak shape method and the initial rise 
method. The study discussed the role of [AlSiO4/h+]0 centers (formed when Si4+ is replaced by Al3+ and charge 
compensated by a hole) in color development and luminescence, correlating FTIR and TL results. A range of studies 
have explored the influence of pre-treatment on the thermoluminescent properties of quartz. The glow curves of various 
quartzes showed glow peaks around 150-170, 190-220 and 290-320°C, which have been reported by several 
researchers [5,6]. Kitis [7] found that the sensitivity of quartz to heat and irradiation treatments varied, with a significant 
change in sensitivity occurring at around 10 Gy. Those changes were significant when predose treatment was combined 
with the heat treatment. This was further explored by [8], who observed that the intensity of glow peaks in synthetic 
quartz increased between room temperature and 200°C after heat treatments, with good stability above 250°C. The 
glow-curve of a quartz annealed at 900oC irradiated to 10 Gy shows three peaks; the main peak at 71 °C and two other 
peaks at 125°C and 177°C [9]. The center responsible for peak at 177°C is stable at ambient temperature and estimated 
values for the activation energy and frequency factor of the peak were as ~1.24 eV and ~1012 s−1 respectively. The 
intensity of the peak at 177oC shows sublinear dose dependency in the range 1–300 Gy. Based on the impact of 
irradiation dose on the peak position authors suggested that the peak follows non-first-order kinetics. The involvement 
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of specific defects in the production of thermoluminescence in quartz was highlighted by [10], who identified the 
(AlO4)0 center and suggested the involvement of H+ ions. These studies suggest that pre-treatment can significantly 
impact the thermoluminescent properties of quartz, with specific defects playing a key role in this process. 

TL peaks around 150 and 200°C were reported also in [11], while glassy quartz exhibited the second peak at 
300°C. TL intensity as a function of heating rate showed a decrease in TL intensity and a shift of TL peaks to higher 
temperatures due to thermal quenching. Using a computerized glow curve deconvolution program, the glow curve of 
quartz was resolved into five distinct peaks. 

The thermoluminescence (TL) peaks in the intermediate temperature range (350-550 K) of the quartz glow curve 
are crucial for dose evaluation in both dating and retrospective dosimetry. Despite numerous studies on the TL 
properties of quartz in this temperature range, there is no consensus on the published values of the trap parameters 
(thermal activation energy and frequency factor). There is also inconsistency in measurements across different types of 
quartz and a lack of a consistent progression of trap depth with glow curve temperature. 

 
MATERIALS AND METHODS 

Retrospective and emergency dosimetry considers fired bricks and other ceramic products that contain quartz as 
potential dosimeters. Quartz can be present in the composition of these materials as natural impurities in the raw 
materials or as fillers to improve the quality of the fired products. In this work we used quartz extracted from fired 
bricks. The extraction procedure for quartz from intact brick samples involves soaking the sample in dilute hydrofluoric 
or hydrochloric acid in an ultrasonic bath at room temperature for several hours to loosen the clay matrix. Once 
softened, the sample is rinsed in distilled water and gently crushed. The crushed sample is then dried, sieved, 
magnetically separated, and rinsed in acetone. Etched crystals are treated with aluminum chloride, washed, and re-
sieved before TL analysis. The quartz fraction with a size of 100-200 µm was used for the experiments. Part of the 
samples were heated to 650°C for two hours before irradiation. Irradiation was carried out in a gamma irradiator with a 
dose rate of 0.095 Gy/sec. The dose rate was determined by the electron paramagnetic resonance method using alanine 
dosimetry using the Magnettech  Miniscope  MS400  EPR  Spectrometer [12]. TL measurements were performed in a 
Harshaw TLD3500 Manual Reader in a N2 atmosphere using a Chance Pilkington HA-3 heat- absorbing filter with 80% 
transmittance response in visible regions (400–700 nm). The methodology of TL measurement is described in previous 
papers [13,14]. 

  
RESULTS AND DISCUSSIONS 

Luminescence curves of quartz samples irradiated with a 60Co gamma source in the range of 57 to 570 Gy are 
shown in Figure 1. Prior to irradiation, the quartz samples were heated at 650°C for two hours. TL spectra were 
measured at a heating rate of 5oC/sec. Since the TL spectra were taken one day after irradiation, a lower temperature 
peak in the region of 110°C is not observed. This peak is known to have a short half-life even at room temperature. The 
spectra clearly show two main peaks, the first at about 200oC and the second at 320oC. The first peak in turn has a 
shoulder on the left side somewhere around 150°C.  The inset in Figure 1 also illustrates the dose dependence of the 
position of the peak temperature maximum (Tm). The value of Tm is 206±2 oC and is independent of the irradiation 
dose. As shown below, the intensity of the intermediate peak decreases with time during storage, even at room 
temperature. It was found that the peak positions remain stable during long-term storage, although the intensity 
decreases by more than half. 

 
Figure 1. Glow curves of samples heated at 650oC for two hours and irradiated at different doses. The dose dependence of the 

position of peak maximum temperature (Tm) is given in the inset 

The dependence of the temperature at peak maximum (𝑇𝑚𝑎𝑥) of a thermoluminescence (TL) glow peak on the 
radiation dose is a well-known feature in the TL literature. This shift in 𝑇𝑚𝑎𝑥 with accumulated dose makes it a 
dynamic experimental parameter. The OTOR model predicts this effect, though it is more commonly explained using 
the empirical general order kinetics equation. In this framework, the dependence of 𝑇𝑚𝑎𝑥 on radiation dose is stronger 
for second-order kinetics and diminishes for first-order kinetics. However, experimental verification of this shift is not 



375
Thermoluminescence Behavior and Kinetic Analysis of Quartz under Gamma Irradiation EEJP. 4 (2024)

consistent, despite extensive TL literature on dose response studies. The OTOR model also forms the basis for the 
single unit TL peak model, which helps in evaluating kinetic parameters and deconvoluting complex TL glow curves 
but is not used to explain broader TL effects like dose response and sensitivity variations. 

Figure 1 clearly shows that the temperature at peak maximum (𝑇𝑚𝑎𝑥) of any TL peak for all studied materials 
remains constant across different doses, indicating no dependence of 𝑇𝑚𝑎𝑥 on dose. Regardless of the events during 
trap filling (irradiation), a certain number of traps are filled with 𝑛0 electrons by the end of irradiation, making the 
unbleached TL integral correspond to 𝑁 traps, where 𝑛0 = 𝑁. After thermal or optical bleaching, some trapped electrons 
(𝑛01) escape, leaving a portion (𝑁1) of traps empty. During subsequent TL readout, the number of empty traps is 𝑁 - 𝑁1. 
Increasing the duration of thermal or optical bleaching increases the number of empty traps (𝑁 - 𝑁1), thus enhancing the 
probability of re-trapping, which contributes to the shift in 𝑇𝑚𝑎𝑥 and an increase in kinetic order. 

 
Figure 2. Dose dependence of intermediate temperature TL peaks of quartz heated at 650°C. 

The predictions concerning the shift of 𝑇𝑚𝑎𝑥 as a function of radiation dose has been assessed by [15] using TL 
peaks derived according to the OTOR phenomenological model, as well as using synthetic TL peaks derived from 
analytical expressions. It is shown that in the case of non-first-order kinetics, the shift of 𝑇𝑚𝑎𝑥 as a function of trap 
emptying is confirmed by experimental results. 

Dose dependence of annealed quartz presented in Figure 2. The TL intensity of this glow peak was calculated 
from the area under the glow curve in the temperature range 180-240°C. Figure 2 shows that the intensity of the glow 
peak at 206oC shows a linear dependence on the irradiation dose within the dose range up to 600 Gy. 

 
Figure 3. Glow curves of unheated samples irradiated at different doses. The dose dependence of the position of peak maximum 

temperature (Tm) is given in the inset 

For the composition with the annealed quartz, the glow curves of the natural quartz are shown in Fig. 3. Changes 
in the shape of the glow curve are obvious: firstly, the natural quartz that has not been irradiated shows no peaks in the 
temperature region up to 250°C and only one broad peak above the 300°C temperature region. Secondly, the sensitivity 
of the peaks in the intermediate temperature range is several times lower than that of the annealed samples. At the same 
time, the peak at around 336°C shows no significant shift with increasing irradiation dose, again indicating that this 
peak or its components most likely follow first order kinetics (see inset in Fig. 3). 

Computerized glow curve deconvolution (CGCD) methods were used to determine the number of peaks and 
kinetic parameters (kinetic orders b, activation energy E and frequency factor s) associated with the 
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thermoluminescence (TL) glow peaks in annealed quartz irradiated at 570 Gy (Fig.4). The results of the CGCD method 
analysis indicate that the glow curve of quartz annealed at 650oC can best be described as a superposition of four glow 
peaks, all of which have first order kinetics. Estimated parameters of four peaks are listed in Table 1. 

 
Figure 4. The TL spectrum of quartz deconvoluted into four first-order peaks. The quartz was heated to 650oC and irradiated with 

a dose of 570 Gy 

Table 1. Kinetic parameters of the four deconvoluted peaks 

Peak ID Tm, K E, eV S, s-1 
Peak 1 424 0.82 2,70E+9 
Peak 2 476 0.91 1.73E+9 
Peak 3 502 0.61 0.33E+6 
Peal 4 597 1.41 3.69E+11 

 
Figure 5. Changes in the TL intensity of intermediate peaks with time at room temperature. Quartz samples were irradiated at 
different doses 

Fading process, which are very important in radiation dosimetry and archaeological dating, of individual TL peaks 
of this material were also investigated. Each of samples irradiated at 57, 114, 171, 285, 513 and 570 Gy were read after 
5, 12 and 43 days. The dose responses of all the glow curves show a similar pattern, with peak temperatures remaining 
in the same positions. Figure 5 shows the decay of the intermediate peak intensity at room temperature. The 
experimental data were fitted using the exponential decay function, which allows the lifetime of the responsible center 
to be estimated at room temperature. For all samples it was estimated to be 8±2 days, except for the sample irradiated at 
570 Gy. For these samples the estimated lifetime was 19±2 days. 

Quartz luminescence is typically explained phenomenologically, such as through thermoluminescence (TL), where 
a trapped electron is thermally excited to the conduction band and recombines with a nearby hole in the valence band. 
However, this explanation does not fully account for the large difference between the band gap energy and the emitted 
photon energy, often attributed to increased lattice vibrational energy.  

Itoh et al. [10] proposed a different, physically-based defect pair model. They explained both optically stimulated 
luminescence (OSL) and two prominent TL bands (110 °C and 325 °C) through reactions involving defect species 
created during ionizing irradiation. This model builds on the alkali halide model for luminescence. In quartz, various 
defect species, especially the aluminum ion (Al3+), play crucial roles. Al3+ replaces Si4+ in the crystal structure, and 
charge balance is maintained by interstitial protons or alkali ions like Li+ and Na+. 

When quartz undergoes β or γ ionizing radiation, electron/hole pairs are generated, and interstitial charge-
balancing ions are released. For example, as AlO4M+ = AlO4 + M+, where M+ moves and is captured by defects, 
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forming complexes such as XO4 + M+ = XO4/M+. According to [6], the positively charged [XO4/M+] complex can 
absorb an electron to form a neutral [XO4/M+]0, suggested as the source of the 110 °C TL band. Further, the [XO4/M+]0 
complex may exist in different states, each responsible for different TL bands, such as those at 160 °C and 220 °C. 

 
CONCLUSIONS 

This research analyzed the luminescence behavior of quartz samples subjected to gamma irradiation within the 
range of 57 to 570 Gy. The study revealed that the peak temperature maximum (Tm) of the thermoluminescence (TL) 
peaks was consistently observed at 206±2°C, regardless of the irradiation dose. Additionally, the intermediate peak 
intensity exhibited significant decay over time, with lifetimes estimated at 8±2 days for most doses, except for the 570 
Gy dose, which showed a longer lifetime of 19±2 days.  

The dose-response analysis indicated a linear relationship between the TL intensity of the glow peak at 206°C and 
the irradiation doses up to 600 Gy. Comparisons with natural quartz samples demonstrated significant differences: 
natural quartz showed no peaks up to 250°C and only a broad peak above 300°C. The sensitivity of intermediate 
temperature range peaks in natural quartz was markedly lower than in annealed samples, suggesting distinct kinetic 
behaviors. 

Furthermore, computerized glow curve deconvolution (CGCD) revealed that the glow curve of annealed quartz 
could be best described as a superposition of four first-order kinetic peaks. These findings underscore the stability and 
reliability of the 206°C peak in TL studies and highlight the notable differences between natural and annealed quartz. 
This provides valuable information for applications in radiation dosimetry and archaeological dating. 
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ТЕРМОЛЮМІНЕСЦЕНЦІЙНА ПОВЕДІНКА ТА КІНЕТИЧНИЙ АНАЛІЗ КВАРЦУ ПІД ГАММА-ОПРОМІНЕННЯМ 

Акшин Абішов, Сахіб Мамедов, Муслім Гурбанов, Ахмад Ахадов, Айбеніз Ахадова 
Інститут радіаційних проблем Міністерства науки і освіти Азербайджану 

Це дослідження досліджує характеристики люмінесценції зразків кварцу, опромінених гамма-джерелом 60Co в діапазоні 
доз від 57 до 570 Гр. Перед опроміненням зразки відпалювали при 650°C протягом двох годин. Спектри термолюмінесценції 
(TL) вимірювали при швидкості нагріву 5°C/с, виявляючи два первинних піки приблизно при 200°C і 320°C. Проміжний пік 
показав плече близько 150°C. Було помічено, що пік максимуму температури (Tm) при 206±2°C залишався постійним 
незалежно від дози опромінення. Інтенсивність проміжного піку значно зменшувалася з часом, причому тривалість життя 
оцінювалася в 8±2 дні для більшості доз і 19±2 дні для найвищої дози (570 Гр). Дослідження залежності доза-відповідь 
показали лінійну залежність між інтенсивністю TL і дозою опромінення до 600 Гр. Порівняння із зразками природного 
кварцу показало значні відмінності у формах кривих світіння та чутливості. Методи комп’ютеризованої деконволюції 
кривої світіння (CGCD) підтвердили, що криву світіння відпаленого кварцу можна описати як суперпозицію чотирьох 
кінетичних піків першого порядку. Ці знахідки дають важливу інформацію про стабільність і поведінку сигналів TL у 
кварці, які мають вирішальне значення для застосування в радіаційній дозиметрії та археологічному датуванні. 
Ключові слова: кварц; ізотермічний розпад, час згасання; радіаційна дозиметрія; GlowFit 
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Clear air turbulence (CAT) is a significant type of atmospheric turbulence that poses risks to aviation. Unlike other forms of turbulence, 
it occurs without substantial cloudiness, often under clear skies or with minimal cloud cover at the observation site. CAT can arise 
under various meteorological conditions, such as high atmospheric pressure, sunny weather, or in the presence of mountain ranges. 
Forecasting CAT is crucial for aviation safety, although its prediction is challenging due to its variability, sharp localization in the air 
flow, and variability in size and duration. Indirect signs can help predict CAT zones; however, direct observation is difficult, making 
it essential to develop forecasting methods and conduct research to ensure flight safety. 
Keywords: Turbulence; Clear air; Aviation; Instability parameter; Bénard cells 
PACS: 629.7.015:551.557.3 

INTRODUCTION 
Clear air turbulence (CAT) is a relatively recent innovation in the aviation industry with potential applications in 

free atmosphere and wind tunnels [1]. Identifying the locations of CAT occurrence is crucial because it allows aircraft to 
fly without the need for reconnaissance planes and provides data on the presence of turbulence and its potential impact 
on aviation infrastructure [2]. Moreover, the phenomenon of CAT is used for modeling turbulence levels in wind tunnels 
to understand the complexity of periodic turbulence [3]. This technology is utilized by airlines to obtain information about 
turbulence and to facilitate the accessibility of innovations and customer choices [4]. Through this technology, airlines 
can establish shared code-sharing agreements, allowing them to make reciprocal flights on certain routes. This reduces 
operating costs, increases flight frequency, and even introduces new routes, which may enhance accessibility for 
passengers. Such an approach can also foster innovation and customer choice by improving service and expanding routes. 
Passengers gain more flight options and the convenience of moving around, which can increase their satisfaction and 
loyalty to airlines. Additionally, payload sensors for measuring turbulent flows are being developed for flights on Hybrid 
Quadrotor (HQ) drones [5]. However, these sensors failed to directly measure turbulence intensity near the nozzle and 
the corresponding far field [6]. 

CAT technology opens many potential scenarios for the aviation industry, some of which are being explored under 
the Horizon 2020 research and innovation program. It is known that various factors influence CAT occurrence, such as 
thermal stratification, infrared radiative cooling, horizontal gradients, and large-scale vertical movements [7]. 
Additionally, temperature rise and changes in wind patterns are potential factors that can increase CAT parameters. To 
assess such changes in CAT frequency and severity, studies were conducted in the pan-Arctic region, introducing the use 
of four turbulence indices [8]. 

Thanks to rapid improvements in onboard instruments and atmospheric observation systems, in most cases, aircraft 
can avoid regions of adverse weather associated with developed CAT. However, they still encounter unexpected turbulent 
conditions in regions far from storms and clouds. This phenomenon poses a problem for understanding and predicting 
CAT. While most CAT incidents lead to mild discomfort, some can be critical, resulting in serious injuries to passengers 
and damage to the aircraft. 

Researchers of CAT have attempted to explain the physical mechanisms and instabilities underlying dynamic 
processes in the atmosphere. The main instabilities [9, 10] proposed include: 

• The impact of the ratio of vertical inhomogeneity of temperature and air velocity, measured by the Richardson
number (instability parameter) [1];

• Kelvin-Helmholtz (KH) instability in shear layers [2];
• Bénard cells and related Langmuir circulations [11];
• Rayleigh-Taylor instability [12, 13];
• Waves generated by mountain flows [14], which occur when atmospheric flow crosses mountainous terrain. As

a result, gravity waves are formed, which can become unstable and turn into turbulence. Such waves are often
observed in mountainous regions and can impact flight safety;

• Inertial-gravity waves from clouds and other sources [15] can be generated from cloud structures and other
atmospheric irregularities. They propagate through the atmosphere and can cause turbulence under certain
conditions. These waves play a crucial role in the transport of energy and momentum in the atmosphere;
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• Spontaneous imbalance theory [16] explains the occurrence of turbulence due to spontaneous imbalance in strong 
anticyclones. In such conditions, instabilities may arise, leading to turbulence. This is important for 
understanding turbulence in areas with strong anticyclones; 

• Horizontal vortex tubes [17] are specific turbulence structures that form in clear skies. They result from complex 
dynamic processes in the atmosphere and can significantly affect aircraft flights. These structures are difficult to 
predict and can appear suddenly. 

The issue of CAT has been widely studied as aircraft flying at altitudes above 5 km have encountered it. Since it is 
a phenomenon that occurs outside of convective activity, detecting and measuring it has been challenging. Observational 
studies have shown that CAT is associated with mesoscale phenomena such as jet streams, troughs, ridges, and fronts. 
Flow conditions such as high vertical speeds, wind shear, and low Richardson numbers have correlated with CAT regions. 
On the theoretical front, in the 1960s and 70s, KH instability in stably stratified fluid was considered an explanation for 
CAT formation. Hence, the Richardson number has been used as a CAT index. In subsequent decades, focus shifted to 
operational forecasting methods, with a range of indices using combinations of the Richardson number, vertical wind 
shear, horizontal convergence, deformation, etc. Recent years have seen a resurgence of interest in theoretical aspects, 
with some proposed as sources of intense CAT. Among theories based on inertial-gravity waves, the connection with the 
actual location where CAT is encountered often remains unclear. Among "local" theories (KH instability, frontogenesis, 
and spontaneous imbalance), detecting the trigger or critical disturbance remains complex. 

While various forecasting methods are employed, key questions remain. The presence of a large number of different 
indices (about 10) in the GTG procedure indicates the lack of a satisfactory theory. The difficulties in confirming various 
theories lie in the scarcity of PIREPs, which so far remain the only source of observation. In the future, satellite data may 
offer global coverage, simplifying the verification of theories. As seen in previous sections, there is a wide range of 
mechanisms proposed for CAT. Given the different ways of CAT formation, it is likely that a different mechanism 
operates in each category. In our view, if we look at the two ends of the spectrum, possible mechanisms are: moderate 
turbulence - inertial and gravity waves; and strong turbulence - horizontal vortex tubes. Rather than trying to find a 
universal mechanism and prediction method for all forms of CAT, it may be beneficial to focus on the severe form, which 
is potentially more harmful, although rarer. There is evidence that the formation and existence of horizontal vortex tubes 
of appropriate scale may be the source of intense clear-air turbulence. Extensive research has been conducted on main 
shear flows. It would be fruitful to explore the role of secondary structures in shear flows and their connections with 
atmospheric flows. Studies of the way CAT is sustained/decayed may be a promising area of research. A more holistic 
approach to the problem, including modeling weather systems, processes on land and sea, air traffic corridors, and urban 
effects, could be another area of investigation. 

Currently, there is no single and universal model that would best define CAT and be easily predicted. 
Different theories, such as Kelvin-Helmholtz instability, thermal convection, interaction of air masses, aerodynamic 

processes and others, choose different explanations for the occurrence of CAT in the atmosphere. Leather with these 
models has its advantages and limitations. 

Therefore, the optimal model of the occurrence of CAT is difficult to complicate, since it is still complex in nature 
and the phenomenon depends on a large number of factors. Its understanding requires a comprehensive approach, taking 
into account various theories and factors affecting atmospheric processes. Prediction of CAT requires further research 
and consideration of various aspects of interaction in complex atmospheric conditions. 

The existence of such a large number of mechanisms for the occurrence of CAT does not provide an answer to the 
question: under what conditions can CAT occur? 

The purpose of the work is a critical review of the proposed mechanisms for the occurrence of CAT and the 
identification of the most likely for CAT prediction. 

The article did not mention the specific technologies used to detect CAT. In fact, technologies such as LIDAR (Laser 
Atmospheric Scanning System), radar systems, satellite surveillance and special sensors on aircraft are used for this purpose. 
These instruments make it possible to detect turbulence even where it is not accompanied by clouds or other obvious signs. 

In practice, mathematical models that take into account the difference in wind speed at different heights (in 
particular, the analysis of the Richardson number), forecasting based on meteorological data and specialized programs 
for analyzing weather conditions are used to detect CAT. These techniques help predict where turbulence may occur, 
which is important for flight safety. 

To make sure that we are talking about the turbulence of clean air, several indicators are used. The most important 
of them is the Richardson number, which allows you to determine how likely turbulence is. Sudden changes in wind 
speed, temperature differences at different altitudes and data from on-board instruments that record pressure changes and 
other characteristics of air flows are also taken into account. 

 
THE RICHARDSON NUMBER (INSTABILITY PARAMETER) 

For analyzing the conditions of turbulence formation in a temperature-inhomogeneous atmosphere, a dimensionless 
parameter called the Richardson number (𝑅௜) is often used [12]: 

 𝑅௜ = ௚ሺఊೌିఊሻ்ఉమ , (1) 
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where: 
• 𝑔 is the acceleration due to gravity, 
• 𝑇 is the mean temperature of the layer, 
• 𝛾௔ is the adiabatic lapse rate, 
• 𝛾 is the actual vertical temperature gradient, 
• 𝛽 is the vertical gradient of the mean wind speed. 
In cases where 𝑅௜ < 𝑅௜ кр for the layer under consideration, the conditions are favorable for the formation and 

development of turbulence. The widespread use of the Richardson number is due to its theoretical basis in hydrodynamic 
stability theory, making it a fundamental dimensionless criterion for clear air turbulence (CAT). To determine Richardson 
numbers for meteorological support of aviation, layers of thickness 500 m or less should be used. Unfortunately, the lack 
of such data from network stations makes it difficult to calculate this parameter accurately. According to studies by S.M. 
Shmeter [19-21], errors in calculating Richardson numbers based on temperature-wind sounding data can reach up to 
400 %. 

Thus, the Richardson number can only be applied to forecast atmospheric turbulence if sufficient data on vertical 
profiles of wind and temperature are available. Research by I.G. Bdzhilko [22, 23] has shown that the presence of intense 
turbulence in the atmosphere should not be noted in layers with small Richardson numbers but rather at those levels where 
large changes in Ri values with altitude are observed. In addition to the Richardson number, several other empirical 
functions (indices) are used to assess the potential development of turbulence in the upper troposphere, including the 
indices of Reshetov [24], Matveev [25], and Buldovsky [26]. 

The existence of numerous criteria for the turbulent state of the atmosphere using the Richardson number suggests 
that the problem of predicting atmospheric turbulence that causes aircraft turbulence is being studied by many researchers. 
This problem has not yet been fully resolved. Both synoptic and physical-statistical methods are practically used for CAT 
forecasting. Both approaches are characterized by the tendency to comprehensively consider a number of factors 
associated with CAT development conditions [1]. 

The method of calculating the Richardson number is used to enhance the accuracy of numerical calculations by 
interpolating results obtained at different levels of discretization. 

Advantages: 
1. Increased Accuracy: Allows for more precise results by combining data from various levels of discretization or 

increasing the calculation step. 
2. Efficiency: Can significantly reduce the volume of calculations, as it typically uses existing information from 

different discretization levels instead of additional calculations. 
3. Universality: Applicable to various types of numerical methods, improving their accuracy. 
Disadvantages: 
1. Sensitivity to Errors: Sensitive to errors in initial data, which can lead to incorrect or insufficiently accurate 

extrapolation. 
2. Increased Computational Complexity: In some cases, achieving additional accuracy may require more 

computational operations or additional levels of discretization, increasing computational complexity. 
3. Limitations in Accuracy: Significant accuracy improvements are not always achievable, especially if the initial 

data are already of high accuracy or have limited or low precision. 
The Richardson number calculation method is a powerful and useful tool for enhancing the accuracy of numerical 

calculations, but it has its limitations that need to be considered during its application. 
Therefore, the Richardson number is a parameter that determines the degree of instability or the conditions for the 

transition from laminar to turbulent flow in fluid dynamics. This indicator is used to assess the flow regime of a fluid or 
gas, considering characteristics such as speed and density. The value of the Richardson number indicates which transfer 
forces (e.g., convection or diffusion) dominate the mass or heat transfer processes in the flow. A condition where the 
Richardson number is close to a critical value can cause a transition from one flow regime to another, from laminar to 
turbulent. 

Research on the Richardson number is crucial for understanding and predicting turbulent processes in various 
environments, including the atmosphere, oceans, and technical systems. Determining this parameter helps manage and 
analyze flows in different media, enhancing technologies and strategies to improve the efficiency and control of these 
processes. 

 
KELVIN-HELMHOLTZ INSTABILITY IN SHEAR LAYERS 

Most theoretical analyses conducted in the 1960s and 1970s suggested that clear air turbulence (CAT) results from 
Kelvin-Helmholtz (KH) instability due to shear layers in the atmosphere. Kelvin-Helmholtz instability arises when there 
is a velocity shear across the interface between two fluid layers. The formation of a two-dimensional vortex ring caused 
by KH-type instability can be explained as shown in Figure 1. Low-speed (bottom) and high-speed (top) regions create a 
shear layer, as shown in Figure 1A–B. Then, the instability of the shear layer (KH instability) forms a ring-shaped vortex 
through the transfer of shear into a pair of rotations, as seen in Figure 1C–D. In other words, this process involves 
converting non-rotational vorticity or shear into rotational vorticity, or converting shear into Liutex. Afterward, the pair 
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of rotations merges into a single vortex but still contains a pair of cores within the rotation, as shown in Figure 1E–H. 
Therefore, vortex pairing is a prominent feature of KH instability. Note that although KH instability relates to inviscid 
flow, it can still be used to describe "shear layer instability" for viscous flow as an approximation [3]. The formation, 
growth, and decay of KH waves similar to those observed in laboratory shear flows near regions associated with 
turbulence have been observed [2]. 

 
Figure 1. Numerical simulation in 2-D of KH instability (starting from (A) to (H) respectively) [3] 

KH instability is a linear instability of the interface between two flows. For two fluid flows with different densities 
(𝜌ଵ, 𝜌ଶ) and velocities (𝑈ଵ, 𝑈ଶ) separated by a horizontal interface under the assumptions of inviscid conditions and no 
surface tension at the interface, the speed of wave-like disturbances is given by: 

 𝑐 = ఘభ௎భାఘమ௎మሺఘభାఘమሻ േ ටെఘభఘమሺ௎భି௎మሻమሺఘభାఘమሻమ െ ఘమିఘభሺఘభାఘమሻ ௚௞, (2) 

where: 
• 𝑔 is the acceleration due to gravity, 
• 𝑘 is the wave number [4]. 
If there is no velocity difference, the configuration is unstable for 𝜌ଶ ൐ 𝜌ଵ, meaning that the heavier fluid is on 

top [4]. This situation corresponds to Rayleigh-Taylor instability [9]. If there is a velocity difference, the flow becomes 
unstable for large wave numbers: 

 𝑘 ൐ ఘభమିఘమమఘభఘమሺ௎భି௎మሻమ 𝑔. (3) 

Other effects, such as surface tension, viscosity, and rotation, have been studied [5-8]. Viscosity and rotation have 
a stabilizing effect and impose a limiting wave number, but higher wave numbers remain unstable. Surface tension 
suppresses instability if: 

 ሺ𝑈ଵ െ 𝑈ଶሻଶ < ଶሺఘభାఘమሻఘభఘమ ඥ𝑇𝑔ሺ𝜌ଵ െ 𝜌ଶሻ. (4) 

Surface tension is significant for high curvature or high wave numbers and is relevant for the air-sea interface but 
not for atmospheric fronts [8]. The latest data on the effect of surface tension on KH instability can be found in [12]. If 
there is continuous stratification and velocity changes as a function, the Howard-Miles criterion for instability is given 
as: 

 𝑅௜ < ଵସ. (5) 

based on the Richardson number ሺ𝑅௜ = 𝑁ଶ ሺ𝑈ᇱሻଶ, where  𝑁ଶ = െሺ𝑔 𝜌̅⁄ ሻ𝑑𝜌̅/𝑑𝑧 ⁄ , 𝑁 െ  Brent െWeissal frequency and  𝑈ᇱ = 𝑑𝑈/𝑑𝑧ሻ [13]. This criterion was initially used as a CAT predictor. However, large regions 
with low RiRiRi values can exist without triggering CAT, and it is now considered only a necessary condition for 
CAT [13]. 

It is essential to note that the Howard-Miles criterion (5) coincides with the criterion for the onset of KH instability 
in equal-density environments, which can be represented by the stability parameter 𝑤ଶ ൐ 2 [12]: 

 𝑤ିଶ = 𝑅௜ < ଵସ. (5a) 

Hence, the KH instability criterion serves as a supplementary criterion to the Richardson number and addresses all 
shortcomings mentioned in Section 2 of this study. 

The KH instability calculation method for shear layers is used to analyze instability phenomena in hydrodynamics, 
particularly during the interaction of two media with different densities and velocities. 
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Advantages: 
1. Explanation of Turbulence Formation: It allows a better understanding of the conditions and mechanisms for the 

emergence of turbulent flows during the interaction of different media. 
2. Risk Prediction: Helps predict instability and the risks of vortex formation or inhomogeneities in moving media. 
3. Practical Applications: Has significant importance in studying hydrodynamic phenomena in nature and 

engineering systems, such as oceanography, aerodynamics, and hydroelectric power. 
Disadvantages: 
1. Complexity of Calculations: Calculations can be complex and require significant computational power, especially 

when analyzing complex systems or large scales. 
2. Model Limitations: Only considers certain aspects of instability, which may limit accuracy in predicting turbulent 

phenomena under specific conditions. 
3. Non-homogeneous Conditions: In real-world conditions, KH instability can be influenced by various factors 

altering its characteristics, complicating precise prediction. 
The KH instability calculation method is valuable for understanding turbulent processes, but it requires cautious 

application and consideration of its limitations when analyzing complex hydrodynamic systems. 
Thus, KH instability is a significant phenomenon in hydrodynamics and aerodynamics because it influences 

turbulence development and flow pattern formation in fluid or gaseous environments. This process occurs when two 
media with different densities or velocities meet, leading to the formation of shear layers. Research into KH instability is 
crucial for understanding mixing processes, mass, and energy transfer, and for developing turbulence management 
strategies in natural and technical systems. This opens up opportunities for improving prediction and control of such 
processes in various fields where KH instability significantly impacts. 

The alignment of KH instability and Howard-Miles criteria based on the Richardson number makes KH instability 
in shear layers the most likely candidate for describing the emergence of CAT. 

 
BENARD CELLS 

A separate series of experimental studies was dedicated to the formation of ordered convective cells in a two-layer 
medium, with both layers initially at rest. The lower layer consisted of Bénard cells made from an oil-aluminum 
suspension. The upper layer was composed of air above the surface of the suspension, confined by a thin transparent glass 
plate. The results of experimental and theoretical investigations are provided in [12]. 

Experimental studies have shown that in a two-layer medium at rest in the horizontal plane (with the lower layer 
being oil and the upper layer being air) heated from below, convective cells form in each layer. The cells in the liquid and 
air layers, which are in contact with each other, are arranged in pairs, one above the other, and have approximately the 
same geometric dimensions. Convective motion occurs in opposite directions inside and on the periphery of the cells: in 
the air layer, the air moves upward inside the cell, and in the oil, it moves downward. The coincidence of the sizes of 
Bénard cells in oil and air indicates their similarity, so it can be assumed, as noted in [27], that the Rayleigh and Prandtl 
numbers for these media are the same. 

The theoretical study was conducted using cylindrical geometry, unlike the classical Rayleigh theory, which uses a 
Cartesian coordinate system. Cylindrical geometry is more natural because the thermal columns arising at the lower 
boundary of the layer have a cylindrical geometry. This approach made it possible to describe internal convective flows, 
formulate the energetic principle of forming cells of a specific diameter, and confirm these findings experimentally. 

In concluding this section, it should be noted that observational data on solar granulation evidently suggest that the 
system of equations used in cylindrical geometry correctly describes the convective mass transfer of solar material when 
neglecting the Sun's rotation and magnetic field generation. 

From the obtained results regarding the emergence of Bénard cells, it follows that vertical air movement occurs in 
the studied air layer: upwards in the center of the cells and downwards at their periphery. For an external observer moving 
horizontally through an ordered structure of such cells, there is a periodic action of lifting and lowering forces. Such 
almost periodic action of forces depends on the direction of movement in the horizontal plane and can be observed as a 
consequence of the emergence of CAT. 

Thus, this section presents data on the experimental and theoretical foundations of studying Bénard cells in air that 
contacts Bénard cells made from oil below. It has been shown that Bénard cells in the air can create mutually opposing 
air movements that may be perceived by a horizontally moving object as manifestations of CAT. 

The method of Bénard cells calculation [12] can be used to analyze and predict the characteristics of fluid or gas 
flows, particularly their instabilities and the formation of periodic structures. 

Advantages: 
1. Understanding Flows: Allows better understanding of the structure and movement within a fluid or gas, which is 

useful in hydrodynamics and aerodynamics. 
2. Nature Studies: Helps analyze and understand natural phenomena, such as currents in rivers, oceans, atmospheric 

processes, and the movement of solar material on the Sun. 
3. Practical Applications: Used to improve technologies and engineering solutions, particularly in transportation, 

energy, and aerospace industries. 
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Disadvantages: 
1. Complexity of Calculations: Calculations involving Bénard cells can be quite complex due to the need to consider 

many factors and parameters. 
2. Model Limitations: The method is linear and may be limited in predicting the behavior of fluid or gas under 

complex conditions or in systems with numerous influencing factors. 
3. Need for Accurate Data: Calculation results may be sensitive to initial conditions and input data, requiring high 

measurement accuracy. 
The Bénard cell method is a valuable tool for flow analysis, but its application requires caution and consideration of 

its limitations when studying complex hydrodynamic and aerodynamic systems. 
Thus, Bénard cells represent a unique and complex pattern of movement arising in fluid or gas flows under the 

influence of instability factors, such as gravity, incompressibility, viscosity, and surface tension. These cells form regular 
geometric structures similar to hexagonal or honeycomb patterns, which are observed in various natural conditions, such 
as in atmospheric phenomena or convective mass transfer on the Sun. 

Research on Bénard cells helps understand and study complex physical processes occurring in fluid or gaseous 
environments. This is important for developing new forecasting technologies for natural phenomena and creating effective 
engineering solutions, especially in areas related to fluid motion, transport, aerodynamics, and geophysics. 

 
RAYLEIGH-TAYLOR INSTABILITY 

Rayleigh-Taylor instability occurs at the interface between two fluids of different densities when the denser fluid is 
positioned above the less dense one in a gravitational field. This leads to the development of disturbances at the interface, 
which gradually increase and result in the mixing of the fluids. A monograph [12] is dedicated to a comprehensive study 
of instability in stratified viscous media. One of the key aspects of this work is the analysis of Rayleigh-Taylor instability, 
which plays a significant role in various fields of science and engineering. 

The main characteristics of this phenomenon include: 
1. Primary disturbances at the fluid interface gradually grow if the denser fluid is on top, leading to the development 

of complex structures and mixing of the fluids. 
2. The influence of viscosity and surface tension significantly impacts the development of instability. High surface 

tension can suppress the growth of disturbances, while high viscosity slows down the instability process [12]. 
Advantages: 
1. Simplicity of the Model: The Rayleigh-Taylor instability model is based on relatively simple mathematical 

equations, making it easy to analyze and predict the primary aspects of the process. 
2. Widespread Application: The method is used in many fields, including astrophysics, geophysics, and industrial 

processes, making it a versatile tool for research and practical applications. 
Disadvantages: 
1. Idealized Theoretical Model: The theoretical model of Rayleigh-Taylor instability is idealized and does not 

consider many real-world factors, such as turbulence, medium heterogeneity, and external influences, which can 
significantly affect the results. 

2. Dependence on Initial Conditions: The method's outcomes are highly dependent on initial conditions and 
disturbances, which can complicate its application in real-world scenarios and require additional adjustments. 

Thus, the studies presented in the monograph highlight the importance of the Rayleigh-Taylor method for 
understanding hydrodynamic instability. The authors emphasize that although the method is an effective tool for 
theoretical research, its application requires caution and consideration of all limitations and specific conditions. Further 
research is aimed at improving models and expanding their applications, particularly by including additional factors for 
a more accurate assessment of instability processes in real-world conditions. 

 
DISCUSSION AND COMPARISON 

Clear air turbulence (CAT) is a complex physical phenomenon that occurs in the atmosphere under clear skies or 
with minimal cloudiness. To understand this phenomenon, we will consider the main mechanisms that cause turbulence 
formation under such conditions: 

1. Solar Radiation: Solar radiation heats the Earth's surface, which, in turn, heats the air. Hot air rises, while cooler 
air descends. This process creates vertical air currents, which can be a source of turbulence. 

2. Mountain Ridges: When air passes over mountain ridges, changes in altitude occur. This can lead to the 
formation of wave-like structures that cause turbulence. 

3. Thermal Instability: Differences in air temperature and humidity can create instability and promote turbulence 
development. 

4. Horizontal Wind Speed Gradients: Variations in wind speed at different altitudes can lead to the development of 
horizontal turbulence. 

Compared to other types of atmospheric turbulence, clear air turbulence has a less pronounced nature and can be 
challenging to predict. Research into this phenomenon is essential for the safety of air transportation and the development 
of effective forecasting methods. 
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Several primary instability mechanisms have been identified as playing a crucial role in CAT development: 
• Richardson Number (Instability Parameter): A dimensionless parameter that determines the conditions for 

transition from laminar to turbulent flow in fluid dynamics. A critical value of the Richardson number indicates potential 
turbulence. 

• Kelvin-Helmholtz Instability: Occurs in shear layers when there is a velocity difference between two fluid layers, 
leading to the formation of vortices and turbulence. 

• Bénard Cells: Convective cells that form due to temperature differences and can create periodic structures 
affecting airflow stability. 

• Rayleigh-Taylor Instability: Develops at the interface of two fluids with different densities, resulting in the 
denser fluid descending into the less dense one, which can lead to mixing and turbulence. 

By comparing these mechanisms, it becomes clear that each plays a role under specific conditions, contributing to 
the overall complexity of CAT. Understanding and modeling these mechanisms can help improve CAT prediction and 
enhance aviation safety. 

 
CONCLUSIONS AND SUMMARY 

The results of the study confirmed the importance of understanding and accounting for various instability 
mechanisms for predicting clear air turbulence (CAT). From our perspective, the most likely mechanisms for CAT 
formation include: 

• The Richardson Number: Used as a primary instability parameter to determine conditions under which 
turbulence is likely to occur. 

• The Stability Parameter for Kelvin-Helmholtz Instability: This parameter helps predict turbulence resulting from 
velocity differences in shear layers. 

• Conditions for the Stability of Bénard Cells: These cells create ordered convective patterns that can influence 
turbulence. 

• Conditions for Rayleigh-Taylor Instability: This occurs when a denser fluid lies atop a less dense one, leading 
to instability and potential turbulence. 

Recent studies show a correlation between the Richardson number and the inverse value of the stability parameter 
for Kelvin-Helmholtz instability. Therefore, the combined use of these criteria is both reasonable and promising. Utilizing 
the aforementioned mechanisms for CAT formation helps reduce risks for passengers and aircraft while enhancing overall 
comfort and efficiency of air travel. 

To improve CAT forecasting, further research is needed, especially in the integration of different approaches and 
the development of more accurate predictive models. Comprehensive data collection from satellite observations, in-flight 
sensors, and other technological advancements can aid in verifying existing theories and refining CAT prediction 
methods. Addressing the complex interactions between various instability mechanisms and their impact on atmospheric 
turbulence is essential for ensuring the safety of aviation and advancing our understanding of atmospheric dynamics. 
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ФІЗИЧНІ МЕХАНІЗМИ ТУРБУЛЕНТНОСТІ ЧИСТОГО ПОВІТРЯ 
В.О. Лихацькийa, В.І. Ткаченкоa,b, Л.С. Бозбейb 

aХарківський національний університет імені В.Н. Каразіна, Харків, Україна 
bНауковий центр «Харківський фізико-технічний інститут» НАН України, Харків, Україна 

Турбулентність чистого повітря (CAT) – це значний тип атмосферної турбулентності, який становить ризик для авіації. На 
відміну від інших форм турбулентності, вона виникає без значної хмарності, часто при ясному небі або з мінімальною 
хмарністю в місці спостереження. CAT може виникати за різних метеорологічних умов, таких як високий атмосферний тиск, 
сонячна погода або при наявності гірських хребтів. Прогнозування CAT має вирішальне значення для авіаційної безпеки, хоча 
його прогнозування є складним через його мінливість, різку локалізацію в потоці повітря та мінливість розміру та тривалості. 
Непрямі ознаки можуть допомогти передбачити зони CAT; однак безпосереднє спостереження є складним, тому необхідно 
розробляти методи прогнозування та проводити дослідження для забезпечення безпеки польотів. 
Ключові слова: турбулентність; чисте повітря; авіація; параметр нестабільності; комірки Бенара 
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An interferometric method for determining the location of a laser beam waist has been developed, which implements the dependence 
of the wavefront curvature on its distance to the waist. The initial laser beam, the waist location of which must be determined, is split 
by a shear interferometer into reference and information beams, which form a spatially non-localized interference field in reflected 
light. The period of the interference fringes observed in any cross-section of the interference field carries information about the location 
of the waist of the initial laser beam relative to this section. The distance from the waist to the plane of recording the period of the 
interference fringes is calculated using the formulas of Gaussian optics. The fundamental difference of this method from currently 
known ones allows for increasing the accuracy of the obtained result while simultaneously reducing the laboriousness of the 
measurement process. 
Keywords: Laser; Gaussian beam; Waist location; Wavefront curvature; Shear interferometer; Two-beam interference; Period of the 
interference fringes 
PACS: 42.55.Lt; 42.60.Da; 42.25.Bs; 47.32.C− 

INTRODUCTION 
Determination of the spatial parameters of a laser beam is of fundamental importance in such practical applications 

as laser material processing [1], including laser welding [2] and cutting [3] in the aerospace and automotive industries, 
laser powder metallurgy [4], laser therapy in medicine [5], optical metrology [6], development of refractive [7], 
diffractive [8] and reflective [9] optics, spatial light modulators [10], acousto-optic deflectors [11], optical phased 
arrays [12] and other optical components [13], matching of eigenmodes of optical devices [14], efficient input of laser 
radiation into fiber systems [15], precision laser tracing [16], and others. 

Currently, the Gaussian model of a laser beam is widely used to describe the process of radiation propagation, both 
in various optical systems and in free space. Although this model does not satisfy Maxwell's equations, it provides 
acceptable accuracy of engineering calculations for most typical optical systems and satisfactory agreement with 
experimental results. The simplest Gaussian model describes the spatial characteristics of a stigmatic laser beam with 
cylindrical symmetry. The location of the laser beam waist plays a fundamental role in the Gaussian model, since it 
establishes the origin of the coordinate system, which must be determined with the highest possible accuracy. From a 
fundamental point of view, the algorithm for determining the waist location is completely clear. First, taking into account 
the length of the laser resonator and the radii of curvature of its mirrors, it is necessary to calculate the spatial parameters 
of the radiation beam, including the location of the waist inside the resonator, following the classic article by Kogelnik 
and Lee [17]. Then we sequentially calculate the change in the location of the beam waist after passing through each 
element of the optical system, using the thin lens formula and taking into account the thickness and refractive index of 
both focusing and non-focusing optical elements. This theoretically clear approach is practically of little use, since it 
involves extensive calculations and, for a number of reasons, does not provide high accuracy of the calculation results. 
Therefore, laser specialists prefer to find the location of the waist experimentally. 

To this time, a number of experimental methods have been developed for determining the location of the 
waist [18-36] for laser radiation sources with different spatial, temporal, power and spectral characteristics. The very 
existence of a large number of methods confirms that all of them are unsatisfactory due to either insufficient versatility 
or due to the relatively low accuracy of the measurement result. 

The currently valid international standard ISO 11146-1/2/3:2021 [37 − 39] recommends determining the location of 
the waist by measuring the beam widths in at least 10 different sections located along the optical axis on both sides of the 
waist, with the measurement of the radiation density distribution in each section repeated at least five times. The obtained 
results are approximated by a hyperbolic dependence, and the vertex of the hyperbola indicates the location of the waist. 
However, such a method can rarely be implemented, as in practice the waist is usually inaccessible for direct 
measurements or does not physically exist. In this case, the standard recommends forming an artificial waist with an 
aberration-free focusing element, carrying out the above measurement procedure and calculating the location of the 
artificial waist. Then, based on the parameters of the focusing element and the distances from its main planes to the 
artificial and original waists, it is necessary to calculate the location of the original waist according to [17]. The ISO 11146 
standard requires the use of a CCD camera to measure beam widths, which are determined by calculating the first and 
second moments of the radiation power density distribution using the formulas given in the standard. If a CCD camera is 
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unavailable or cannot be used for any reason, the standard provides for the following alternative methods for measuring 
beam widths: the variable aperture method, the Foucault knife-edge method, the moving slit method, which are used when 
the radiation beam width is large, its power is high, or when CCD cameras with a suitable spectral range are not available. 

Thus, all known methods for determining the location of the waist, except diffraction methods [23, 24] and specific 
ionization methods [21, 32], which require direct access to the waist, implement the relationship between the width of the 
laser beam in any section and the distance from this section to the beam waist. The main disadvantages of the known 
methods are as follows: 

− reduced accuracy of measurement of radiation beams with low divergence, which are of greatest practical interest. 
As is known, such beams have a large width, which changes little from section to section. In this case, even a small error 
in measuring the beam width, as shown in [40], leads to a large error in the measurement result. In addition, wide-aperture 
focusing elements have increased aberrations, which further worsens the accuracy of the result; 

− a certain labor intensity, since in order to increase the accuracy of the measurement result, it is necessary to 
repeatedly measure the beam width in the maximum possible number of its sections at the maximum possible distance 
between the sections. 

The purpose of this work is to increase the accuracy of determining the waist location of a laser beam while 
simultaneously reducing the laboriousness of the measurement process. 

 
THEORETICAL RELATIONS 

Based on the relationship between the curvature R(z) of the wavefront at any point of the optical axis of the laser 
beam and the distance from this point to the beam waist, an interferometric method is proposed for determining the 
location of the laser beam waist [41], which does not require direct access to the waist. According to this method, the 
original laser beam, the location of the waist of which must be determined, is split into information and reference coherent 
beams that form a non-localized two-beam interference pattern in the space. This pattern is similar to the spatial 
interference pattern from two coherent point sources, i. e. it is a family of nested two-sheet hyperboloids of revolution 
with foci at the location of the imaginary waists of the laser beams. As is known, the intensity of the two-beam interference 
field at any point in space depends only on the wavelength of the radiation, the distance between the two sources, and the 
distance from the observation point to the origin. Knowing the wavelength of the radiation, the distance between two, 
imaginary in our case, waists and the period of the interference pattern in any registration plane, we can calculate the 
distance from the period registration point to the origin of coordinates, and therefore determine the location of the waists. 
Thus, the problem of determining the location of the original waist, which is inaccessible or does not physically exist, is 
reduced to determining the parameters of the interference pattern from the pair of imaginary waists we have created.  

Analysis of the known methods of forming two interfering beams from one original beam shows that in our case, 
only a system of two parallel planes is applicable, which forms two imaginary waists, the distance between which is 
determined only by the parameters of the formation system itself. Any other known system (Fresnel biprism, Biye bilens, 
Fresnel and Lloyd mirrors, etc.) forms sources, the distance between which also depends on the unknown distance 
between the plane of the waist of the original laser beam and the formation system. The technical implementation of the 
system of two parallel planes can be a transparent plane-parallel plate or a Michelson interferometer tuned to zero order. 
In the case of using a plane-parallel plate, the distance 2C between the imaginary waists of the interfering beams is equal 
to (Figure 1): 

 1
2 2 2

2 cos2
( sin )

dС

n

α

α
=

−
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where d is the plate thickness; n is the refractive index of the plate material; α is the angle of incidence of the laser beam 
on the plate. 

 
Figure 1. Ray path in a plane-parallel plate. 

It follows from formula (1) that the distance between the imaginary waists of the interfering radiation beams, i.e. the 
position of the foci of the family of two-sheeted hyperboloids, depends on the angle of incidence of the laser beam on the 
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plane-parallel plate, and, therefore, the interference pattern of two Gaussian beams formed by a system of two parallel 
planes is not a complete analogue of the classical interference pattern from two real point sources. It follows from Figure 2 
that a complete analogy of interference patterns should be observed only in the far field of the laser beam. 

 
Figure 2. Dependence of the wave front curvature on the distance to the radiation center 

a) Gaussian beam (λ = 0.6328 μm, ω0 = 1.0 mm), b) point source. 

When observing the interference pattern in an arbitrary recording plane, the interference fringes can be calculated 
as the lines of intersection of this plane with the family of hyperboloids. The shape, width and direction of the fringes 
depend only on the selected orientation of the recording plane. 

Let us consider the cases of observing an interference pattern that occur in practice. The origin of coordinates is 
placed in the middle between the imaginary waists, the abscissa axis is drawn through the centers of both waists (Figure 3). 
In all cases, the observation plane is at a distance of l >> 2C from the origin of coordinates. The following cases of the 
location of the photorecorder's light-sensitive area are fundamentally possible: 

1) the ordinate axis passes through the center of the photorecorder's light-sensitive area normally to it. 
An interference pattern is observed in the form of a series of practically equidistant fringes, which can be considered 
straight with high accuracy; 

2) the photorecorder's area is located at an angle to both coordinate axes - this is the case most often realized in 
practice when measuring the spatial parameters of a laser beam. The interference pattern is a family of curved 
nonequidistant fringes; 

3) the abscissa axis passes through the center of the photorecorder's light-sensitive area normally to it. The 
interference pattern has the form of a family of concentric rings. 

 
Figure 3. Scheme of formation of interfering beams 

These three cases exhaust the entire set of observed interference patterns. When forming an interference pattern 
using a plane-parallel plate, all three positions of the recording plane can be obtained by changing the angle of incidence 
of the radiation beam on the plate. When forming an interference pattern using a Michelson interferometer adjusted to the 
zero order, the third case of observation is realized. 

The period h of the interference fringes depends on the distance l between the recording plane and the origin. Solving 
together the equation for the optical path difference between the interfering beams and the equation for the recording 
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plane, we obtain, taking into account (1), a calculation formula for determining the distance from the recording plane to 
the origin of coordinates by the period of the interference fringes 

2 2

1
2 2 2

( sin 2 cos [cos( ) tg sin ( )]

( sin )

h dl

n

α α α ϕ α α ϕ

λ α

+ + +
=

−

, 

where λ is the radiation wavelength; φ is the angle of incidence of the radiation beam on the recording plane. If the 
recording plane is placed perpendicular to the interfering beams, which is almost always possible, then φ = 0 and the 
calculation formula is simplified 
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When using a Michelson interferometer, it is more convenient to measure the diameters of concentric rings instead 
of the fringe period. In this case, the calculation formula takes the following form 
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where d is the thickness of the equivalent air plate of the Michelson interferometer; Dn and Dn+1 are the diameters of any 
two adjacent interference rings. 

Thus, by setting the angle of incidence of the laser beam on a plane-parallel plate and measuring the period of the 
interference fringes in the recording plane, we determine the distance from the recording plane to the origin using the 
above formula. 

We will estimate the measurement error of the waist location by differentiating formula (3):  
1

2 2 2 2
2 2l h d n

l h d
δ δ δ δλδα δ
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. 

Typical values of the error components are as follows: δh/h ≈ 10-3; δd/d ≈ 10-4; δα ≈ 10-4, δλ/λ ≈ 10-6; δn ≈ 10-4, 
which allows us to estimate δl/l ≈ 10-3.  

It is worth noting the feature of the above-described interference measurement method, which distinguishes it from 
the known methods of measuring the spatial parameters of a laser beam and allows us to consider it promising for 
measuring the location of the waist of beams with small (on the order of fractions of an angular second) divergence angles. 
For example, in known methods, a small difference in beam widths, which is measured with a large error even for large 
beam divergence angles, tends to zero as the divergence angle decreases, which leads to a complete loss of the information 
contained in it. In the described interferometric method, the value of the informative parameter − the period of the 
interference pattern − increases with decreasing beam divergence angle, which allows us to advance in measuring the 
waist location for beams with small divergence angles beyond known methods by changing the parameters or design of 
the interference pattern formation system. 

 
VALIDATION OF THE INTERFEROMETRIC METHOD 

The following equipment was used to confirm the operability and accuracy of the interferometric method: He-Ne 
laser LG-56 with a plane-sphere resonator and a radiation wavelength of 0.632816 μm, a plane-parallel plate from the 
OSK-2 optical bench kit, 20.75 mm thick, made of K8 optical glass with a relative refractive index of n = 1.514627 for a 
laser wavelength, a collimator from the OSK-2 bench with a focal length of 1600 mm, a goniometer GS-5, two 1st-category 
geodetic rods with a nominal length of 1 meter, an indicator bore gauge NI-50 18–50, a microdensitometer MF-2; screens, 
adjustment tables, sheet film. 

The tests were carried out as follows. The waist of the original laser beam of the LG-56 coincides with the surface 
of its output flat mirror. The location of the waist of the original laser beam was measured by the section method and the 
above-described interferometric method. Then the divergence of the beam was reduced using a collimator and the changed 
location of the beam waist was again measured by both methods. Consistent application of this procedure allowed us to 
obtain and measure a series of beam waist position values in the divergence angle range from ~ 10' to ~ 3". 

The laser beam width was measured using the section method using screens with sheet photographic film, 
successively installed at different distances from the waist with a step of 5 m. The maximum distance from the output flat 
mirror of the laser was 75 m. The distance from the output mirror of the laser was set by successively moving two geodetic 
rods with a nominal length of 1 m. A screen with photographic film was placed at the measured distance. After processing 
the film, the diameter of the radiation spot obtained on it at the half-intensity level was measured using an MF-2 
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microdensitometer. The waist position was determined according to ISO 11146-1 by approximating the measurement 
results with a hyperbolic function. 

The waist position was measured using the interference method using a standard plane-parallel plate from the OSK-2 
optical bench with a thickness of 20.75 mm. The plate was mounted on the goniometer's rotary table so that the front 
reflecting surface of the plate coincided with the axis of rotation of the table. The angle of incidence of the laser beam on 
the plate varied within the range 0° ÷ 45°. The initial distance from the laser output mirror to the front surface of the 
plane-parallel plate was 75 m and was set, as in the previous case, by the method of repositioning the geodetic rods. 
A screen with a sheet of photographic film was placed at a distance of 1 m in the radiation beam reflected from the plate 
to record the interference pattern. A typical appearance of the obtained interference patterns is shown in Figure 4. 
Processing and photometry of the films were carried out in the same way as in the previous case. The location of the waist 
relative to the plane of recording the interference pattern was determined by calculation using the above formula (3). 

 
                               a b  

Figure 4. Interference patterns for beams with different divergence θ 
a) θ = 8'15"; b) θ = 1'48" (reduced by 3 times) 

DISCUSSION OF RESULTS 
As a result of testing the measuring devices described above, the following was established: 
— for the initial beam of radiation from the LG-56 laser with a divergence angle of ~ 10', both methods give results 

that coincide with each other with an accuracy of about 2 %; 
— as the divergence angle decreases, i. e. when the location of the waist changes, the accuracy of the coincidence 

of the results decreases; 
— the section method recommended by ISO 11146-1 is advisable to use to determine the location of the beam waist 

with a divergence angle exceeding 30", while the measurement error is about 10 %. The reason for limiting the 
measurement range is an increase in the measurement error in determining the location of the waist; 

— the interference method is advisable to use to determine the location of beam waists with divergence angles 
exceeding 5', while the measurement error is no more than 5 %. The reason for limiting the measurement range is a 
decrease in the number of interference fringes observed in the radiation beam reflected from the plate to two. It is assumed 
that the measurement range can be expanded by changing the dimensions of the plane-parallel plate. 

 
CONCLUSIONS 

An interferometric method for determining the location of a laser beam waist has been developed, implementing the 
known relationship between the curvature of the wavefront in any cross-section of the radiation beam and the distance 
from this section to the beam waist. The tests conducted confirmed the operability of the interferometric method for 
determining the location of the laser beam waist, and the results obtained allow us to recommend this method as the most 
accurate of those currently known. 

The laboratory testing process was carried out using fairly complex and bulky universal optical devices and precision 
measuring instruments. The development of a specialized device controlled by a microcontroller will significantly reduce 
the time of a single measurement by simplifying the operations of optical adjustments, setting the measurement angle, the 
process of scanning the interference pattern and processing the obtained data. 

It should also be noted that, due to the significantly greater complexity of operation, the Michelson interferometer 
is advisable to use for unique measurements in cases where the use of wide-aperture plane-parallel plates of large thickness 
and weight is limited by the technological capabilities of their manufacture. The use of the Michelson interferometer is 
designed for future needs, while the existing level of needs can be fully satisfied by using those plane-parallel plates, the 
industrial production of which has been mastered at present. 
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ІНТЕРФЕРОМЕТРИЧНИЙ МЕТОД ВИЗНАЧЕННЯ ПОЛОЖЕННЯ  
ПЕРЕТЯЖКИ ПУЧКА ЛАЗЕРНОГО ВИПРОМІНЮВАННЯ 

Вячеслав О. Маслов, Костянтин І. Мунтян 
Харківський національний університет імені В.Н. Каразіна, майдан Свободи, 4, Харків, Україна, 61022 

Розроблено інтерферометричний метод визначення місця перетяжки пучка лазерного випромінювання, що реалізує 
залежність кривизни хвильового фронту від його відстані до перетяжки. Вихідний лазерний пучок, розташування перетяжки 
якого необхідно визначити, розщеплюється інтерферометром зсуву на опорний та інформаційний пучки, що утворюють у 
відбитому світлі нелокалізоване в просторі інтерференційне поле. Період інтерференційних смуг, що спостерігаються в будь-
якому перерізі інтерференційного поля, несе інформацію про місцезнаходження перетяжки вихідного лазерного пучка щодо 
цього перерізу. Відстань від перетяжки до площини реєстрації періоду інтерференційної картини обчислюється за формулами 
гаусової оптики. Принципова відмінність цього метода від відомих нині дозволяє підвищити точність отриманого результату 
за одночасного зниження трудомісткості процесу виміру. 
Ключові слова: лазер; гауссів пучок; розташування перетяжки; кривизна хвильового фронту; інтерферометр зсуву; 
двопроменева інтерференція; період інтерференційної картини 
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The purpose of this study is to study the combined influence of thermal and mass stratification on unsteady magnetohydrodynamic
nanofluid past a vertically oscillating plate with variable temperature. The problem’s governing equations are numerically solved using
the implicit Crank-Nicolson approach. Significant results from the thermal and mass stratification are contrasted with the environment
where stratification is absent. The velocity decreases with both kinds of stratification, while the temperature decreases with thermal
stratification and the concentration decreases with mass stratification. We use graphs to demonstrate the effects of the different
parameters, including phase angle, thermal radiation, magnetic field strength, heat sources/sinks, and chemical reactions. Additionally,
the Skin-Friction Coefficient, the Nusselt Number, and the Sherwood Number are computed and represented graphically. The findings
highlight the critical role of stratification in improving fluid dynamics and increasing the efficiency of heat and mass transfer processes,
providing essential information for engineering and environmental applications under similar circumstances.

Keywords: Mass Stratification; Chemical Reaction; Nanofluid; Thermal Stratification; Oscillating Vertical Plate; Crank-Nicolson
Method; Thermal Radiation; Porous Medium; MHD

PACS: 44.05.+e, 44.25.+f, 44.27.+g, 44.40.+a, 47.11.-j, 44.30.+v

1. INTRODUCTION
The term "nanofluid" is used to describe a specific form of artificial fluid in which particles with sizes typically less

than 100 nanometers are suspended in a base fluid. The unique thermal and mechanical features of nanofluids have attracted
a lot of attention in recent years, leading to their widespread implementation. One of the most promising applications
in the field of heat transfer is the use of nanofluids, which perform better than their base fluids in terms of both thermal
conductivity and convective heat transfer coefficients. They are helpful in a range of heat transfer applications, such as
solar collectors, heat exchangers, and the cooling of electronic devices, thanks to their capacity to dissipate heat effectively.

Choi and Eastman [1] was the first to introduce the concept of nanofluid, which indicates that floating metallic
nanoparticles in standard heat transfer fluids could create a revolutionary novel kind of heat transmission fluid. In a
partly heated rectangular enclosure, Oztop and Abu-Nada [2] conducted a numerical investigation on several kinds of
nanoparticles and how they impact on heat transmission and fluid flow. The authors of the papers Das and Jana [3]
and [4] examined the radiation-induced free convection flow of nanofluids in a vertical plate and channel, respectively.
Titanium dioxide, aluminium oxide, and copper nanofluids were the subject of investigation in both reports. The study
conducted by Rashidi et al. [5] investigates the utilisation of lie group theory to provide a solution for the movement
of nanofluid across a chemically reactive horizontal plate, considering the generation or absorption of heat. The study
conducted by Abolbashari et al. [6] applies the homotopy analysis method (HAM) to examine the entropy of the nanofluid
composed of water as the fundamental fluid and member of four different kinds of nanoparticles: 𝑇𝑖𝑂2, 𝐴𝑙2𝑂3, 𝐶𝑢, and
𝐶𝑢𝑂. The nanofluid past over a stretched permeable surface. Kameswaran et al. [7] studied the impact of several factors
on convection heat and mass transfer in nanofluid move across a stretching sheet, including the viscous dissipation, soret
effect, hydro-magnetic, chemical reaction, and viscous dissipation. For the purpose of exploring the impact of certain
factors, a numerical study was carried out by Motsumi and Makinde [8] on the flow via the boundary layer of nanofluids
over a movable flat plate. The study aimed to analyze the consequence of viscous dissipation, thermal diffusion, and
thermal radiation. Furthermore, Sheikholeslami et al. [9] examined the flow of MHD nanofluids numerically to determine
the impact of viscous loss on the flow. As it move via a upright plate, Chamkha and Aly [10] numerically evaluates
an MHD nanofluid that has heat production or absorption impacts. The analytical examination on the MHD nanofluid
movement for different types of water-based nanoparticles as they travelled through a continuously stretching/shrinking
permeable sheet was conducted by Turkyilmazoglu [11] within the framework of velocity slip and temperature leap. A
circular tube was used to perform experimental study on a diluted CuO/water nanofluid by Fotukian et al. [12]. In their
research of the MHD Cu-water nanofluid subjected to Lorentz forces, Sheikholeslami et al. [13] utilised the Lattice
Boltzmann method. In addition, Sandeep and Reddy [14] investigated the influences of nonlinear thermal radiation on
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the flow of MHD Cu-water nanofluids across a cone and a wedge. The influences of mass and heat transfer on nanofluids
travelling through a moving or stationary upright plate in the presence of a heat source were studied by Reddy et al.
[15] and Mahanthesh et al. [16], respectively. Vemula et al. [17] performed an analytical study to examine the motion
of magnetohydrodynamic (MHD) nanofluids flowing past a vertically oriented plate that is accelerating exponentially,
while also having a temperature that changes. The united impacts of mass and heat stratification across an upright wavy
truncated cone and a wavy surface were studied by Cheng [?] and [19], respectively. In addition, the impact of these
effects on infinite vertical cylinders has been studied by Paul and Deka [20]. Krishna et al. [21] studied MHD Carreau
fluid flows, emphasizing how bouyancy and exponential heat sources modify fluid behaviour. Recent efforts by Gowri and
Selvaraj [22] and Selvaraj et al. [23] have focused on rotational effects and the dynamics of accelerated flows in porous
media, offering deeper insights into how rotational forces affect MHD parabolic flows. The study conducted in Nath and
Deka [24] examined the impact of both temperature stratification and chemical reactions on the flow around an indefinite
vertical plate. Similarly, the investigation in Kalita et al. [25] focused on the influence of these factors on the flow around
an accelerated upright plate and Nath et al. [26], conducted a study on how thermal stratification affects the flow of
unstable parabolic motion around a upright plate that extends infinitely. Nath and Deka [27] conducted a study on how
heat and mass stratification affect the movement of an unstable magnetohydrodynamic nanofluid across an upright plate.
The plate’s temperature varies exponentially, and the study was conducted in a porous media. In a similar vein, Nath and
Deka [28] investigated numerically how temperature and mass stratification affect the flow of a magnetohydrodynamic
nanofluid that is unstable as it passes across a porous medium with an exponentially accelerating upright plate. An endless
upright plate with a temperature that drops exponentially and changing mass diffusion in a porous medium was studied by
Nath and Deka [29] in terms of the effect on temperature and mass stratification. The MHD ternary hybrid nanofluid was
the subject of a numerical study by Nath and Deka [30]. The study revolved around a cylinder that was stretched vertically
within a porous medium that had heat stratification and radiation. The study conducted by Sheikholeslami et al. [31]
examined the influence of the diffusion of heat and heat generation on the erratic multi-channel hydrodynamics (MHD)
flow of a radiatively and electrically conducting nanofluid passing through a porous medium across an oscillating upright
plate. Rammoorthi and Mohanavel [32] looked into how a magnetic field’s radiation can affect the convective movement
of a reactive chemically hybrid nanofluid across an upright plate.

In this work, we investigate the behavior of an unsteady MHD nanofluid in a porous media as it flows through an
oscillating vertical plate with variable temperature. The unique aspects of this particular problem are as follows: It makes
use of a numerical method that is both efficient and unconditionally stable, and it guarantees convergence with ease. So
far, no one has tried to show how mass and temperature stratification work together to affect MHD nanofluid as it circulates
across a porous medium with ramping temperature and concentration, past an oscillating vertical plate. Nanoparticles of
Ag-water and Cu-water was studied for how thermal and mass stratification affected them in the occurrence of a magnetic
field(𝑀), thermal radiation(𝑅), heat generation or absorption(𝑄), and chemical reaction(𝐾𝑟). As far as we know, no
attempt has ever been made to carry out this kind of research. Nanofluid stratification research is a promising and rapidly
expanding field with potential applications in medical technology, catalysis, and energy storage.

Figure 1. Physical Model and Coordinate System

2. MATHEMATICAL FORMULATION
Examine the transfer of heat and flow in nanofluids as they pass an oscillating vertical plate with changing temperature.

The flow is erratic, viscous, incompressible, and exhibits free convection. The 𝑥′ axis is oriented vertically and parallel
to the surface of the plate, while the magnetic field is oriented perpendicular to the direction of propagation with the 𝑦′
axis. The initial assumption is that the surrounding nanofluid and the plate have the same temperature and concentration,



Numerical Study on the Effects of Mass Stratification...
395

EEJP. 4 (2024)

denoted as 𝑇 ′
∞ and 𝐶′

∞ accordingly. At 𝑡′ > 0, the plate starts to oscillate vertically inside its own plane at a frequency of
𝜔′. Simultaneously, the temperature exhibits a linear increase over time, while the concentration is denoted as 𝐶′

𝑤 . The
plate is assumed to be exposed to a uniform magnetic field 𝐵0, and the heat produced by viscous and joule dissipation is not
taken into account. It is crucial to analyze the radiative heat flux that is perpendicular to the direction of the plate, which
is represented by the symbol 𝑞′𝑟 . Our work will focus on the analysis of a water-based nanofluid including nanoparticles
of silver (Ag) and copper (Cu). The governing equations of momentum, energy, and concentration for nanofluid given
by authors in Mahanthesh et al. [16] and Vemula et al. [17] using the boundary layer approximation and Boussinesq are
written as

𝜌𝑛 𝑓
𝜕𝑢′

𝜕𝑡′
= 𝜇𝑛 𝑓
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𝜕𝑦′2
+ 𝑔(𝜌𝛽𝑇 )𝑛 𝑓 (𝑇 ′ − 𝑇 ′
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∞) − 𝜎𝑛 𝑓 𝐵2

0𝑢
′

−
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𝑘 ′𝑝
𝑢′ (1)

𝜕𝑇 ′

𝜕𝑡′
=

𝑘𝑛 𝑓

(𝜌𝑐𝑝)𝑛 𝑓
𝜕2𝑇 ′

𝜕𝑦′2
− 1

(𝜌𝑐𝑝)𝑛 𝑓
𝜕𝑞′𝑟
𝜕𝑦′

+ 𝑄0
(𝜌𝑐𝑝)𝑛 𝑓

(𝑇 ′ − 𝑇 ′
∞) − 𝛾𝑢′ (2)

𝜕𝐶′

𝜕𝑡′
= 𝐷𝑛 𝑓

𝜕2𝐶′

𝜕𝑦′2
− 𝑘1 (𝐶′ − 𝐶′

∞) − 𝜉𝑢′ (3)

The initial and boundary conditions are as follows:

𝑢′ = 0 𝑇 ′ = 𝑇 ′
∞ 𝐶′ = 𝐶′

∞ ∀𝑦′, 𝑡′ ≤ 0
𝑢′ = 𝑢0 cos𝜔′𝑡′ 𝑇 ′ = 𝑇 ′

∞ + (𝑇 ′
𝑤 − 𝑇 ′

∞)𝐴𝑡′ 𝐶′ = 𝐶′
𝑤 at 𝑦′ = 0, 𝑡′ > 0

𝑢′ = 0 𝑇 ′ → 𝑇 ′
∞ 𝐶′ → 𝐶′

∞ as 𝑦′ → ∞, 𝑡′ > 0

where, (𝛽𝑇 )𝑛 𝑓 , (𝛽𝐶 )𝑛 𝑓 , 𝜌𝑛 𝑓 , 𝜇𝑛 𝑓 , 𝜎𝑛 𝑓 , 𝐵0, 𝑔, 𝑘
′
𝑝 , 𝑘𝑛 𝑓 , (𝜌𝑐𝑝)𝑛 𝑓 , 𝑄0, 𝑞

′
𝑟 , 𝐷𝑛 𝑓 , 𝑘1 denote the thermal expansion coef-

ficient of the nanofluid, coefficient of expansion for species concentration of the nanofluid, the density of the nanofluid,
dynamic viscosity of the nanofluid, electrical conductivity of the nanofluid, uniform magnetic field, acceleration due to
gravity, porous medium permeability, thermal conductivity of the nanofluid, heat capacitance of the nanofluid, uniform
volumetric heat source/sink, radiative heat flux, mass diffusion coefficient of the nanofluid, chemical reaction coefficient
respectively. Moreover, the ”thermal stratification parameter" and "mass stratification parameter" are denoted as 𝛾 =
𝑑𝑇 ′

∞
𝑑𝑥′ + 𝑔

𝐶𝑝
and 𝜉 =

𝑑𝐶′
∞

𝑑𝑥′ respectively. The concept of "thermal stratification" encompasses the phenomenon of vertical

temperature advection, denoted as
(
𝑑𝑇 ′

∞
𝑑𝑥′

)
, wherein the temperature of the surrounding fluid varies with height, and work of

compression, denoted as
(
𝑔

𝐶𝑝

)
, which represents the rate at which reversible work is performed on fluid particles through

compression. The mathematical representations of certain physical quantities are in the following manner:

𝜇𝑛 𝑓 =
𝜇 𝑓

(1 − 𝜙)2.5 , 𝜌𝑛 𝑓 = (1 − 𝜙)𝜌 𝑓 + 𝜙𝜌𝑠 , (𝜌𝑐𝑝)𝑛 𝑓 = (1 − 𝜙) (𝜌𝑐𝑝) 𝑓 + 𝜙(𝜌𝑐𝑝)𝑠

(𝜌𝛽𝑇 )𝑛 𝑓 = (1 − 𝜙) (𝜌𝛽𝑇 ) 𝑓 + 𝜙(𝜌𝛽𝑇 )𝑠 , (𝜌𝛽𝐶 )𝑛 𝑓 = (1 − 𝜙) (𝜌𝛽𝐶 ) 𝑓 + 𝜙(𝜌𝛽𝐶 )𝑠

𝜎 =
𝜎𝑠

𝜎 𝑓
, 𝜎𝑛 𝑓 =

[
1 + 3𝜙(𝜎 − 1)

(𝜎 + 2) − 𝜙(𝜎 − 1)

]
𝜎 𝑓 , 𝑘𝑛 𝑓 =

[ (𝑘𝑠 + 2𝑘 𝑓 ) − 2𝜙(𝑘 𝑓 − 𝑘𝑠)
(𝑘𝑠 + 2𝑘 𝑓 ) + 𝜙(𝑘 𝑓 − 𝑘𝑠)

]
𝑘 𝑓

where 𝜌𝑠 , 𝜌 𝑓 , 𝜇 𝑓 , 𝜙, (𝜌𝑐𝑝)𝑠 , (𝜌𝑐𝑝) 𝑓 , 𝜎 𝑓 , 𝑘𝑠 , 𝑘 𝑓 denote the density of nanoparticles, density of base fluid, viscosity
of base fluid, volume fraction of nanoparticle, heat capacitance of nanoparticles, heat capacitance of base fluid, electrical
conductivity of nanoparticles, thermal conductivity of nanoparticles and thermal conductivity of base fluid respectively.
The Rosseland estimate [33] is used to get a good idea of the flux of radiative heat 𝑞′𝑟 in Eq. (2), since the nanofluid is
thought to be an optically thick fluid. According to the study by Turkyilmazoglu [11], we can rewrite Eq. (2) as

𝜕𝑇 ′

𝜕𝑡′
=

1
(𝜌𝑐𝑝)𝑛 𝑓

(
𝑘𝑛 𝑓 +

16𝜎∗𝑇 ′3
∞

3𝑘 𝑓 𝑘

)
𝜕2𝑇 ′

𝜕𝑦′2
+ 𝑄0
(𝜌𝑐𝑝)𝑛 𝑓

(𝑇 ′ − 𝑇 ′
∞) − 𝛾𝑢′

Now, we provide the subsequent non-dimensional quantities:

𝑈 =
𝑢′

𝑢0
, 𝑡 =

𝑡′𝑢2
0

𝜈 𝑓
, 𝑦 =

𝑦′𝑢0
𝜈 𝑓

=
𝑦′

𝐿𝑟𝑒 𝑓
, 𝜃 =

𝑇 ′ − 𝑇 ′
∞

𝑇 ′
𝑤 − 𝑇 ′

∞
, 𝐶 =

𝐶′ − 𝐶′
∞

𝐶′
𝑤 − 𝐶′

∞
, 𝑀 =

𝜈 𝑓𝜎 𝑓 𝐵
2
0

𝜌 𝑓 𝑢
2
0
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𝐺𝑟 =
𝑔𝛽𝑇𝑓

𝜈 𝑓 (𝑇 ′
𝑤 − 𝑇 ′

∞)
𝑢3

0
, 𝐺𝑐 =

𝑔𝛽𝐶 𝑓
𝜈 𝑓 (𝐶′

𝑤 − 𝐶′
∞)

𝑢3
0

, 𝑃𝑟 =
(𝜇𝑐𝑝) 𝑓
𝑘 𝑓

, 𝑆𝑐 =
𝜈 𝑓

𝐷𝑛 𝑓
, 𝑅 =

𝑘 𝑓 𝑘
′

4𝜎∗𝑇 ′3
∞
,

𝜔 =
𝜔′𝜈 𝑓

𝑢2
0
, 𝑄 =

𝑄0𝜈 𝑓

𝑢2
0 (𝜌𝑐𝑝) 𝑓

, 𝐾 =
𝑢2

0𝑘
′
𝑝

𝜈2
𝑓

, 𝐾𝑟 =
𝜈 𝑓 𝑘1

𝑢2
0
, 𝑆 =

𝛾𝜈 𝑓

𝑢0 (𝑇 ′
𝑤 − 𝑇 ′

∞)
, 𝐹 =

𝜉𝜈 𝑓

𝑢0 (𝐶′
𝑤 − 𝐶′

∞)

The non-dimensional forms of the Eq. (1)-(3) are given by

𝜕𝑈

𝜕𝑡
= 𝑎1

𝜕2𝑈

𝜕𝑦2 + 𝑎2𝐺𝑟𝜃 + 𝑎3𝐺𝑐𝐶 − 𝑎4𝑀𝑈 − 𝑎1
𝑈

𝐾
(4)

𝜕𝜃

𝜕𝑡
= 𝑎5

𝜕2𝜃

𝜕𝑦2 + 𝑎6𝜃 − 𝑆𝑈 (5)

𝜕𝐶

𝜕𝑡
=

1
𝑆𝑐

𝜕2𝐶

𝜕𝑦2 − 𝐾𝑟𝐶 − 𝐹𝑈 (6)

where,

𝑥1 = (1 − 𝜙) + 𝜙
(
𝜌𝑠

𝜌 𝑓

)
, 𝑥2 = (1 − 𝜙) + 𝜙 (𝜌𝛽𝑇 )𝑠

(𝜌𝛽𝑇 ) 𝑓
, 𝑥3 = (1 − 𝜙) + 𝜙 (𝜌𝛽𝐶 )𝑠

(𝜌𝛽𝐶 ) 𝑓

𝑥4 = 1 + 3𝜙(𝜎 − 1)
(𝜎 + 2) − 𝜙(𝜎 − 1) , 𝑥5 = (1 − 𝜙) + 𝜙

(𝜌𝐶𝑝)𝑠
(𝜌𝐶𝑝) 𝑓

, 𝑥6 =
(𝑘𝑠 + 2𝑘 𝑓 ) − 2𝜙(𝑘 𝑓 − 𝑘𝑠)
(𝑘𝑠 + 2𝑘 𝑓 ) + 𝜙(𝑘 𝑓 − 𝑘𝑠)

𝑎1 =
1

(1 − 𝜙)2.5𝑥1
, 𝑎2 =

𝑥2
𝑥1
, 𝑎3 =

𝑥3
𝑥1
, 𝑎4 =

𝑥4
𝑥1
, 𝑎5 =

𝑥6 + 4
3𝑅

𝑥5𝑃𝑟
, 𝑎6 =

𝑄

𝑥5

Non-dimensional form of initial and boundary conditions are:

𝑈 = 0 𝜃 = 0 𝐶 = 0 ∀𝑦, 𝑡 ≤ 0
𝑈 = cos𝜔𝑡 𝜃 = 𝑡 𝐶 = 1 at 𝑦 = 0, 𝑡 > 0
𝑈 = 0 𝜃 → 0 𝐶 → 0 as 𝑦 → ∞, 𝑡 > 0 (7)

Table 1. Thermo-physical properties of water and nanoparticles [16]

Physical Properties 𝐻2𝑂(base fluid) Ag Cu
𝜌 (𝑘𝑔/𝑚3) 997.1 10500 8933
𝐶𝑝 (𝐽/𝑘𝑔𝐾) 4179 235 385
𝑘 (𝑊/𝑚𝐾) 0.613 429 401

𝛽𝑡 × 106 (𝐾−1) 210 18.9 16.7
𝛽𝑐 × 106 (𝐾−1) 214 56.7 50.1

𝜎 (𝑠/𝑚) 5.5 × 10−6 63 × 106 59.6 × 106

3. METHOD OF SOLUTION
It is impossible to find the exact solutions for coupled partial differential equations Eq. (4)-(6) with initial and

boundary conditions (7). Therefore, to resolve them, we employ an implicit crank-Nicolson finite difference approach.
The finite difference scheme of the Eq. (4) is as follows

𝑈𝑛+1
𝑖

−𝑈𝑛
𝑖

Δ𝑡
2

= 𝑎1

[
𝑈𝑛+1
𝑖−1 − 2𝑈𝑛+1

𝑖
+𝑈𝑛+1

𝑖+1
(Δ𝑦)2

]
+ 𝑎1

[
𝑈𝑛
𝑖−1 − 2𝑈𝑛

𝑖
+𝑈𝑛

𝑖+1
(Δ𝑦)2

]
+ 𝑎2𝐺𝑟

[
𝜃𝑛+1
𝑖 + 𝜃𝑛𝑖

]
+𝑎3𝐺𝑐

[
𝐶𝑛+1
𝑖 + 𝐶𝑛𝑖

]
− 𝑎4𝑀

[
𝑈𝑛+1
𝑖 +𝑈𝑛𝑖

]
− 𝑎1
𝐾

[
𝑈𝑛+1
𝑖 +𝑈𝑛𝑖

]
⇒ 𝑈𝑛+1

𝑖 −𝑈𝑛𝑖 =
𝑎1Δ𝑡

2(Δ𝑦)2

[
𝑈𝑛+1
𝑖−1 − 2𝑈𝑛+1

𝑖 +𝑈𝑛+1
𝑖+1

]
+ 𝑎1Δ𝑡

2(Δ𝑦)2

[
𝑈𝑛𝑖−1 − 2𝑈𝑛𝑖 +𝑈𝑛𝑖+1

]
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+𝑎2𝐺𝑟Δ𝑡

2
[
𝜃𝑛+1
𝑖 + 𝜃𝑛𝑖

]
+ 𝑎3𝐺𝑐Δ𝑡

2
[
𝐶𝑛+1
𝑖 + 𝐶𝑛𝑖

]
− 𝑎4𝑀Δ𝑡

2
[
𝑈𝑛+1
𝑖 +𝑈𝑛𝑖

]
−𝑎1Δ𝑡

2𝐾
[
𝑈𝑛+1
𝑖 +𝑈𝑛𝑖

]
⇒ 𝑈𝑛+1

𝑖 −𝑈𝑛𝑖 = 𝑏1
[
𝑈𝑛+1
𝑖−1 − 2𝑈𝑛+1

𝑖 +𝑈𝑛+1
𝑖+1

]
+ 𝑏1

[
𝑈𝑛𝑖−1 − 2𝑈𝑛𝑖 +𝑈𝑛𝑖+1

]
+ 𝑏2

[
𝜃𝑛+1
𝑖 + 𝜃𝑛𝑖

]
+𝑏3

[
𝐶𝑛+1
𝑖 + 𝐶𝑛𝑖

]
− 𝑏4

[
𝑈𝑛+1
𝑖 +𝑈𝑛𝑖

]
− 𝑏5

[
𝑈𝑛+1
𝑖 +𝑈𝑛𝑖

]
⇒ −𝑏1𝑈

𝑛+1
𝑖−1 + (1 + 2𝑏1 + 𝑏4 + 𝑏5)𝑈𝑛+1

𝑖 − 𝑏1𝑈
𝑛+1
𝑖+1 = 𝑏1𝑈

𝑛
𝑖−1 + (1 − 2𝑏1 − 𝑏4 − 𝑏5)𝑈𝑛𝑖 + 𝑏1𝑈

𝑛
𝑖+1

+𝑏2
[
𝜃𝑛+1
𝑖 + 𝜃𝑛𝑖

]
+ 𝑏3

[
𝐶𝑛+1
𝑖 + 𝐶𝑛𝑖

]
(8)

where, 𝑏1 =
𝑎1Δ𝑡

2(Δ𝑦)2 , 𝑏2 =
𝑎2𝐺𝑟Δ𝑡

2 , 𝑏3 =
𝑎3𝐺𝑐Δ𝑡

2 , 𝑏4 =
𝑎4𝑀Δ𝑡

2 , 𝑏5 =
𝑎1Δ𝑡
2𝐾

Likewise, the finite difference scheme of the Eq. (5) can be outlined as follows

𝜃𝑛+1
𝑖

− 𝜃𝑛
𝑖

Δ𝑡
2

= 𝑎5

[
𝜃𝑛+1
𝑖−1 − 2𝜃𝑛+1

𝑖
+ 𝜃𝑛+1

𝑖+1
(Δ𝑦)2

]
+ 𝑎5

[
𝜃𝑛
𝑖−1 − 2𝜃𝑛

𝑖
+ 𝜃𝑛

𝑖+1
(Δ𝑦)2

]
+ 𝑎6

[
𝜃𝑛+1
𝑖 + 𝜃𝑛𝑖

]
−𝑆

[
𝑈𝑛+1
𝑖 +𝑈𝑛𝑖

]
⇒ 𝜃𝑛+1

𝑖 − 𝜃𝑛𝑖 =
𝑎5Δ𝑡

2(Δ𝑦)2

[
𝜃𝑛+1
𝑖−1 − 2𝜃𝑛+1

𝑖 + 𝜃𝑛+1
𝑖+1

]
+ 𝑎5Δ𝑡

2(Δ𝑦)2

[
𝜃𝑛𝑖−1 − 2𝜃𝑛𝑖 + 𝜃𝑛𝑖+1

]
+𝑎6Δ𝑡

2
[
𝜃𝑛+1
𝑖 + 𝜃𝑛𝑖

]
− 𝑆Δ𝑡

2
[
𝑈𝑛+1
𝑖 +𝑈𝑛𝑖

]
⇒ 𝜃𝑛+1

𝑖 − 𝜃𝑛𝑖 = 𝑏6
[
𝜃𝑛+1
𝑖−1 − 2𝜃𝑛+1

𝑖 + 𝜃𝑛+1
𝑖+1

]
+ 𝑏6

[
𝜃𝑛𝑖−1 − 2𝜃𝑛𝑖 + 𝜃𝑛𝑖+1

]
+ 𝑏7

[
𝜃𝑛+1
𝑖 + 𝜃𝑛𝑖

]
−𝑏8

[
𝑈𝑛+1
𝑖 +𝑈𝑛𝑖

]
⇒ −𝑏6𝜃

𝑛+1
𝑖−1 + (1 + 2𝑏6 − 𝑏7)𝜃𝑛+1

𝑖 − 𝑏6𝜃
𝑛+1
𝑖+1 = 𝑏6𝜃

𝑛
𝑖−1 + (1 − 2𝑏6 + 𝑏7)𝜃𝑛𝑖 + 𝑏6𝜃

𝑛
𝑖+1

−𝑏8
[
𝑈𝑛+1
𝑖 +𝑈𝑛𝑖

]
(9)

where, 𝑏6 =
𝑎5Δ𝑡

2(Δ𝑦)2 , 𝑏7 =
𝑎6Δ𝑡

2 , 𝑏8 = 𝑆Δ𝑡
2

Also, the finite difference scheme of the Eq. (6) can be outlined as follows

𝐶𝑛+1
𝑖

− 𝐶𝑛
𝑖

Δ𝑡
2

=
1
𝑆𝑐

[
𝐶𝑛+1
𝑖−1 − 2𝐶𝑛+1

𝑖
+ 𝐶𝑛+1

𝑖+1
(Δ𝑦)2

]
+ 1
𝑆𝑐

[
𝐶𝑛
𝑖−1 − 2𝐶𝑛

𝑖
+ 𝐶𝑛

𝑖+1
(Δ𝑦)2

]
− 𝐾𝑟

[
𝐶𝑛+1
𝑖 + 𝐶𝑛𝑖

]
−𝐹

[
𝑈𝑛+1
𝑖 +𝑈𝑛𝑖

]
⇒ 𝐶𝑛+1

𝑖 − 𝐶𝑛𝑖 =
Δ𝑡

2𝑆𝑐(Δ𝑦)2

[
𝐶𝑛+1
𝑖−1 − 2𝐶𝑛+1

𝑖 + 𝐶𝑛+1
𝑖+1

]
+ Δ𝑡

2𝑆𝑐(Δ𝑦)2

[
𝐶𝑛𝑖−1 − 2𝐶𝑛𝑖 + 𝐶𝑛𝑖+1

]
−𝐾𝑟Δ𝑡

2
[
𝐶𝑛+1
𝑖 + 𝐶𝑛𝑖

]
− 𝐹Δ𝑡

2
[
𝑈𝑛+1
𝑖 +𝑈𝑛𝑖

]
⇒ 𝐶𝑛+1

𝑖 − 𝐶𝑛𝑖 = 𝑏9
[
𝐶𝑛+1
𝑖−1 − 2𝐶𝑛+1

𝑖 + 𝐶𝑛+1
𝑖+1

]
+ 𝑏9

[
𝐶𝑛𝑖−1 − 2𝐶𝑛𝑖 + 𝐶𝑛𝑖+1

]
− 𝑏10

[
𝐶𝑛+1
𝑖 + 𝐶𝑛𝑖

]
−𝑏11

[
𝑈𝑛+1
𝑖 +𝑈𝑛𝑖

]
⇒ −𝑏9𝐶

𝑛+1
𝑖−1 + (1 + 2𝑏9 + 𝑏10)𝐶𝑛+1

𝑖 − 𝑏9𝐶
𝑛+1
𝑖+1 = 𝑏9𝐶

𝑛
𝑖−1 + (1 − 2𝑏9 − 𝑏10)𝐶𝑛𝑖 + 𝑏9𝐶

𝑛
𝑖+1

−𝑏11
[
𝑈𝑛+1
𝑖 +𝑈𝑛𝑖

]
(10)

where, 𝑏9 = Δ𝑡

2𝑆𝑐 (Δ𝑦)2 , 𝑏10 = 𝐾𝑟Δ𝑡
2 , 𝑏11 = 𝐹Δ𝑡

2 To address the issue, a rectangular region is partitioned into an
arrangement of lines that are parallel to the coordinate axes, with a spacing of Δ𝑦 in space and Δ𝑡 in time. In this context,
the variable 𝑖 denotes the spatial grid points, which are spaced out by Δ𝑦. On the other hand, the variable 𝑛 represents the
temporal grid points, which are separated by Δ𝑡. The mesh system being evaluated for computation has step sizes of Δ𝑦 =
0.01 and Δ𝑡 = 0.001. By considering the initial condition stated in Eq. (7), we obtain the following:

𝑈0
𝑖 = 0, 𝜃0

𝑖 = 0, 𝐶0
𝑖 = 0 for all 𝑖
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Now, using the left boundary condition of Eq. (7), we get:

𝑈𝑛0 = cos𝜔𝑡, 𝜃𝑛0 = 𝑡, 𝐶𝑛0 = 1 for all 𝑛

Similarly, using the right boundary condition of Eq. (7), we obtain:

𝑈𝑛𝑖𝑚𝑎𝑥
= 0, 𝜃𝑛𝑖𝑚𝑎𝑥

= 0, 𝐶𝑛𝑖𝑚𝑎𝑥
= 0 for all 𝑛

The initial conditions tell us what 𝑈, 𝜃, and 𝐶 are at the 1st time level, which is on the right-hand side of equations
(8)–(10). The boundary conditions tell us what 𝑈, 𝜃, and 𝐶 are at the (n+1)th time level, which is also on the right-hand
side of equations (8)–(10). Using the right sides of equations (8)-(10), it is possible to derive every value from the left-hand
side at the (n+1)th time level. For every unknown (𝑛 − 1)time level, this procedure is repeated. At each internal node
point on a specific (n)th level, a tridiagonal system of equations is composed of equations (8)-(10). To solve these systems
of equations, the Thomas algorithm, which was devised by Carnahan et al. [34] , is employed. 𝑈, 𝜃, and 𝐶 values are
thus acquired at every internal node on a unique 𝑖 at the (n+1)th time level. During each time step of the calculation, the
tridiagonal equations corresponding to variables 𝑈, 𝜃, and 𝐶 are resolved through iterative procedures. The procedure of
iteration concludes while the estimated percentage of round-off error for two successive iterations falls within the error
tolerance of 10−4 at all grid points. It is assumed that the outcomes for 𝑈, 𝜃, and 𝐶 have attained their steady-state value
when there are no absolute differences between the values of these variables at each grid point following two consecutive
time steps. The numerical technique is considered consistent due to the local truncation error, which has an order of
[(Δ𝑦)2 + (Δ𝑡)2] and approaches zero as Δ𝑦 and Δ𝑡 approach zero. Apart from that, Soundalgekar and Ganesan [35] proved
that the implicit finite-difference approach of the Crank-Nicolson type is unconditionally stable. The convergence of the
numerical scheme is guaranteed by this because of its stability and compatibility.

4. RESULT AND DISCUSSIONS
In order to acquire a comprehensive picture of the situation, we computed numerical values for many physical

parameters, including velocity, temperature, concentration, skin friction, Nusselt number, and Sherwood number. These
calculations were performed for varying values of the parameters 𝑆, 𝐹, 𝐺𝑐, 𝐺𝑟, 𝐾, 𝑀,𝑄, 𝑅, 𝐾𝑟 , and the phase angle (𝜔𝑡).
The numerical computations were executed using MATLAB, and the results are presented in figures (3)-(17). To verify
the accuracy of the numerical method used, our study is compared to one by Rajesh et al. [17], which did not account
for the effects of thermal stratification and heat source. The results of the current investigation are very comparable, as
illustrated in Fig. 2. Table 2 displays the findings of the Nusselt number comparison between Ag(water) and Rajesh et al.
[17] for various values of 𝜙 and 𝑅, excluding the presence of 𝑆 and 𝑄.

In the course of the research, the following values were utilized: 𝑆 = 0.7, 𝐹 = 0.7, 𝐺𝑟 = 5, 𝐺𝑐 = 5, 𝑀 = 2, 𝐾 =

5, 𝑅 = 3, 𝑄 = 1, 𝐾𝑟 = 0.3, 𝑃𝑟 = 0.71, 𝑆𝑐 = 0.22, 𝜔𝑡 = 𝜋/3, 𝜙 = 0.05 and 𝑡 = 0.7. The combined influence of the mass
stratification (𝐹) and thermal (𝑆) factors on the non-dimensional velocity is seen in Fig. 3. The velocity diminishes when
the thermal stratification (𝑆) and mass stratification (𝐹) intensify. There is a decrease in the effective convective potential
between the hot plate and the fluid that is surrounding it when the parameter for thermal stratification, denoted by (𝑆), is

Figure 2. Comparison of the Temperature Profile without 𝑆, 𝑄
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Table 2. Comparison of Nusselt number for Ag(water) when 𝑃𝑟 = 6.2, 𝑡 = 0.5 and in absence of 𝑆, 𝑄

𝜙 R Rajesh et al. [17] Present Study
0 1.6530 1.6523

0.01 1.6820 1.6812
0.02 3 1.7109 1.7101
0.03 1.7399 1.7391
0.04 1.7689 1.7681

1 1.4133 1.4126
3 1.7689 1.7681

0.04 5 1.8785 1.8777
7 1.9322 1.9313
9 1.9641 1.9632

Figure 3. Velocity Profile for various values of 𝑆, 𝐹 Figure 4. Velocity Profile for various values of 𝐺𝑟, 𝐺𝑐

Figure 5. Velocity Profile for various values of 𝑀 Figure 6. Velocity Profile for various values of 𝐾

increased. The buoyancy force is diminished due to this, leading to a decrease in the flow velocity. Moreover, elevating
the mass stratification (𝐹) value decreases the gradient of concentration between the surrounding environment and the
surface. This leads to a decrease in the upward force exerted by the fluid, thereby causing a decrease in the velocity of
the fluid flow. The velocity of the nanofluid is influenced by the combined effects of 𝐺𝑟 and 𝐺𝑐, as illustrated in Fig. 4.
An rise in the values of 𝐺𝑟 and 𝐺𝑐 leads to an increase in velocity. Increasing both 𝐺𝑟 and 𝐺𝑐 enhances the strength of
the thermal and mass buoyancy forces. This suggests that both the thermal and mass buoyancy effects have a tendency
to boost the velocity of the nanofluid. As depicted in Fig. 5, the fluid velocity diminishes with a rise in the magnetic
parameter (𝑀). It is observed that the thickness of the momentum boundary layer reduces as the magnetic parameter (𝑀)
increases. This pattern arises due to the Lorentz force generated by the transverse magnetic field, which causes a decrease
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in the velocity of the nanofluid. The relationship between the porosity parameter (𝐾) and the velocity of the nanofluid is
seen in Fig. 6. The velocity is directly proportional to the value of the porosity parameter. Fig.7 demonstrates a reduction
in the velocity of the nanofluid as the phase angle (𝜔𝑡) increases.

Figure 7. Velocity Profile for various values of 𝜔𝑡 Figure 8. Temperature Profile for various values of 𝑆, 𝐹

Figure 9. Temperature Profile for various values of 𝑃𝑟 Figure 10. Temperature Profile for various values of 𝑄

According to Fig. 8, the temperature of the nanofluid decreases with increasing thermal stratification (𝑆) but increases
with increasing mass stratification (𝐹). The presence of thermal stratification (𝑆) will cause a decrease in the temperature
difference between the vertical plate and the surrounding fluid. As a result, the thermal boundary layer increases in
thickness and the temperature decreases. It has been discovered that the boundary layer temperature will become negative
for specific values of the stratification parameters (𝑆, 𝐹). This phenomenon occurs because the fluids in close proximity
to the plate may exhibit lower temperatures compared to the surrounding medium. Fig. 9 demonstrates the impact of the
Prandtl number (𝑃𝑟) on the temperature distribution of the nanofluid. As the Prandtl number increases, the temperature of
the nanofluid decreases. A fluid with a high Prandtl number exhibits a diminished thermal conductivity. Consequently, the
fluid’s ability to conduct heat decreases, resulting in a decrease in the transfer rate and a reduction in the thickness of the
thermal boundary layer. Therefore, the temperature of the nanofluid decreases. The influence of a heat source parameter
(𝑄) on the temperature profile may be shown in Fig. 10. As the heat source parameter (𝑄) rises, the temperature of
the nanofluid likewise gets higher. This characteristic corresponds to the overall physical behavior of the fluid. The
temperature of the nanofluid lowers as the values of 𝑅 increase in Fig. 11. This is due to the correlation between greater
𝑅 values and lower thermal radiative flux, leading to lower temperatures. This can be seen as evidence of a decline in
temperatures.

As seen in Fig. 12, the concentration of the nanofluid decreases as the mass stratification increases (𝐹), while it
increases when the thermal stratification occurs (𝑆). Furthermore, Fig. 13 illustrates the impact of the Schmidt number
(𝑆𝑐) on the concentration profile. The concentration decreases whenever the Sc value increases. The concentration falls
as the value of the chemical reaction parameter (𝐾𝑟) increases, as depicted in Fig. 14. The concentration gradient is
nullified due to a destructive chemical reaction, resulting in the cancellation of the buoyancy effect.
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Figure 11. Temperature Profile for various values of 𝑅 Figure 12. Concentration Profile for various values of 𝑆, 𝐹

Figure 13. Concentration Profile for various values of 𝑆𝑐 Figure 14. Concentration Profile for various values of 𝐾𝑟

4.1. Skin-Friction Coefficient, Nusselt Number and Sherwood Number

The skin-friction coefficient(𝐶 𝑓 ), the Nusselt number(𝑁𝑢) and the Sherwood number(𝑆ℎ) are defined, respectively
as follows

𝐶 𝑓 =
𝜏𝑤

𝜌 𝑓 𝑢
2
0
, 𝑁𝑢 =

𝑞𝑤𝐿𝑟𝑒 𝑓

𝑘 𝑓 (𝑇 ′
𝑊

− 𝑇 ′
∞)
, 𝑆ℎ =

𝑞𝑚𝐿𝑟𝑒 𝑓

𝐷𝑛 𝑓 (𝐶′
𝑊

− 𝐶′
∞)

where 𝜏𝑤 , 𝑞𝑤 , 𝑞𝑚 are the shear stress or skin-friction , rate of the heat flux and the rate of mass transfer from the
surface of the plate correspondingly defined by

𝜏𝑤 = 𝜇𝑛 𝑓

(
𝜕𝑢′

𝜕𝑦′

)
𝑦′=0

, 𝑞𝑤 = 𝑘𝑛 𝑓

(
𝜕𝑇 ′

𝜕𝑦′

)
𝑦′=0

, 𝑞𝑚 = 𝐷𝑛 𝑓

(
𝜕𝐶′

𝜕𝑦′

)
𝑦′=0

By utilizing non-dimensional quantities, we obtain

𝐶 𝑓 =
1

(1 − 𝜙)2.5

(
𝜕𝑈

𝜕𝑦

)
𝑦=0

, 𝑁𝑢 = −
𝑘𝑛 𝑓

𝑘 𝑓

(
𝜕𝜃

𝜕𝑦

)
𝑦=0

, 𝑆ℎ = −
(
𝜕𝐶

𝜕𝑦

)
𝑦=0

The outcomes of thermal and mass stratification parameters on the skin-friction coefficient(𝐶 𝑓 ), Nusselt number(𝑁𝑢),
and Sherwood number(𝑆ℎ) are shown in Figures 15, 16 and 17. In both stratification, the skin-friction coefficient decreases.
Without stratification, the Nusselt number would continue to decline indefinitely, but increasing mass stratification(𝐹)
and reducing thermal stratification(𝑆) would help it to approach a stable state. Likewise, the Sherwood number obtains a
stable state for greater thermal stratification(𝑆) and lower mass stratification(𝐹).
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Figure 15. Skin-friction Coefficient for various values of
𝑆, 𝐹

Figure 16. Nusselt Number for various values of 𝑆, 𝐹

Figure 17. Sherwood Number for various values of 𝑆, 𝐹

5. CONCLUSIONS
This research paper explores the effects of thermal and mass stratification on unsteady MHD nanofluid for Ag-water

and Cu-water as it pasts an oscillating vertical plate in a porous medium with variable temperature. The outcomes of
this study reveal that when the thermal stratification parameter is increased, the velocity, temperature, and skin friction
coefficient all decrease, but the concentration rises significantly. Moreover, A decrease in velocity, concentration, and the
Nusselt number, together with an increase in temperature, are the outcomes of increasing the mass stratification parameter.
The stratification significantly enhances the thermal conductivity of the nanofluid. The increased thermal conductivity
enables more efficient heat transfer, making it applicable in several industries like power generation, cooling of electronic
components, and manufacturing of vehicles. In numerous chemical reactions, Ag nanoparticles function as effective
catalysts. They can increase reaction velocity and selectivity due to their huge surface area and distinctive electrical
characteristics. Our research will help them be used to treat pollution, make chemicals, and make catalytic converters.
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ЧИСЕЛЬНЕ ДОСЛIДЖЕННЯ ВПЛИВУ ТЕРМIЧНОЇ ТА МАСОВОЇ СТРАТИФIКАЦIЇ НА ХIМIЧНО
РЕАГУЮЧИЙ НЕСТАЦIОНАРНИЙМГД-ПОТIК НАНОФЛЮЇДУ ПОВЗ ОСЦИЛЮЮЧУ

ВЕРТИКАЛЬНУ ПЛАСТИНУ ЧЕРЕЗ ПОРИСТЕ СЕРЕДОВИЩЕ
Хемант Агарвалa,Шьяманта Чакрабортib, РупамШанкар Натa

𝑎Департамент математики, Унiверситет Гаухатi, Гувахатi-781014, Ассам, Iндiя
𝑏UGC-HRDC, Унiверситет Гаухатi, Гувахатi-781014, Ассам, Iндiя

Метою цього дослiдження є вивчення спiльного впливу термiчної та масової стратифiкацiї на нестацiонарну магнiтогiдроди-
намiчну нанофлюїд повз вертикально коливальну пластину зi змiнною температурою. Основнi рiвняння задачi розв’язуються
чисельно за допомогою неявного пiдходу Кренка-Нiколсона. Значнi результати термiчної та масової стратифiкацiї контрасту-
ють iз середовищем, де стратифiкацiя вiдсутня. Швидкiсть зменшується при обох типах стратифiкацiї, тодi як температура
зменшується при термiчнiй стратифiкацiї, а концентрацiя зменшується при масовiй стратифiкацiї. Ми використовуємо графiки,
щоб продемонструвати вплив рiзних параметрiв, у тому числi фазового кута, теплового випромiнювання, напруженостi магнi-
тного поля, джерел тепла/стiкача та хiмiчних реакцiй. Крiм того, обчислюються та представленi графiчно коефiцiєнт шкiрного
тертя, число Нуссельта та число Шервуда. Результати пiдкреслюють критичну роль стратифiкацiї в покращеннi динамiки рiди-
ни та пiдвищеннi ефективностi процесiв тепло- та масообмiну, надаючи важливу iнформацiю для iнженерних та екологiчних
застосувань за подiбних обставин.
Ключовi слова: стратифiкацiя маси; хiмiчна реакцiя; нанофлюїд; термiчна стратифiкацiя; осцилююча вертикальна пла-
стина; метод Кренка-Нiколсона; теплове випромiнювання; пористе середовище; МГД
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Within the framework of the impedance concept, approximate analytical formulas for the distributed surface impedance of the 
magnetodielectric layer with the inhomogeneous permeability and permittivity located on a perfectly conducting plane (PCP) for the 
cases of a quadratic law of changes in electrical parameters along the layer thickness are obtained. A comparative analysis of 
electromagnetic waves reflection coefficient from this structure for various laws of change of the permeability and permittivity is 
presented. 
Keywords: Magnetodielectric layer; Impedance concept; Surface impedance; Inhomogeneous permeability; Inhomogeneous 
permittivity; Reflection coefficient 
PACS: 82.45Mp; 84.40.Lj 

INTRODUCTION 
One of the ways to expand the limits of change in the electrodynamic characteristics of antenna and waveguide 

devices in SHF and EHF bands is the deposition of dielectric ( ε -type), magnetic ( μ -type), magnetodielectric ( ,μ ε -
type) coatings, in the general case, with variable physical properties, directly on their metal radiating devices (for 
example, [1]-[12] for ε -type, [10]-[14] for μ -type) and waveguide surfaces (for example, [15]-[19] for ε -type, 
[20]-[23] for μ -type, [24]-[31] for ,μ ε -type), including metamaterial coating [30]-[34]. Modern technologies to produce 
thin-film coatings make it possible to obtain non-uniform in the direction perpendicular to the ideally conducting plane 
of the base and inhomogeneous structures [31], [35]-[41]. Note that the nonuniformity of the coating is achieved by using 
multilayered magnetodielectrics. To calculate the parameters of the devices by setting and solving the corresponding 
boundary value problem, it is desirable to use the boundary conditions of the impedance type [12], [30], [31], [42]-[48]. 

An approximate analytical solution of the field equations for an inhomogeneous magnetodielectric layer on a PCP 
with a linear law of change the permittivity is obtained in [31] by the authors. A similar solution was found in [51] also 
by the authors for a layer with a linear law of change in magnetic permeability. 

In this paper the approximate analytical expressions for the distributed surface impedance of the magnetodielectric 
layer with the inhomogeneous permeability and permittivity located on a PCP for the cases of a quadratic law of changes 
in electrical parameters along the layer thickness are presented. If the surface impedance is found, it is not difficult to 
determine other electrodynamic characteristics of the structure under consideration (for example, reflection (absorption) 
coefficient [21]-[23] or backscattering cross section [43]). A comparative analysis of reflection characteristics for various 
laws of change the permeability and permittivity is also presented. 

APPROXIMATE BOUNDARY CONDITIONS FOR ELECTROMAGNETIC FIELDS 
The one-sided impedance boundary conditions allow to decrease the number of interfacing electrodynamic volumes 

which should be taken into account for the solution of a problem. Rejecting the need to determine fields inside the adjacent 
metal-dielectric elements at the problem formulation level is the main benefit of the impedance approach. The Shchukin-
Leontovich impedance condition on the connected boundary surface S  (see for example [12, 30, 31, 42-48]) can be 
written in following form: 

[ , ] [ ,[ , ]]S S SZ=n E n n H , (1)

where E  and H  are the vectors the electrical and magnetic fields with harmonic time dependence (in our case, the time 
t  dependence is i te ω , 2 fω π=  is the circular frequency, f  is the frequency, measured in Hz), n  is the normal to 
impedance surface, directed inside the impedance region, 0/S S S SZ R iX Z Z= + =  is the surface impedance normalized 
to the resistance of free space 0 120Z π=  Ohm. 

Thus, only the tangential components of the electromagnetic fields are involved in the boundary condition (1), there 
are some restrictions on the form of the surface S . It is clear that the condition (1) holds if the radius of surface curvature 
is much greater than the length of the incident electromagnetic wave. 
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SURFACE IMPEDANCE OF MAGNETODIELECTRIC LAYER WITH INHOMOGENEOUS 
PARAMETERS ON PCP 

Let us consider a plane layer of a magnetodielectric substance specified in Cartesian coordinate system ( , , )x y z  for 
−∞ < ,x y < ∞ , d dh z h− ≤ ≤  with permeability 1μ  and permittivity 1ε . The layer is placed on PCP at dz h= . Let the 
plane monochromatic electromagnetic wave with 0( ) ikz

x xE z E e−=  ( 2 /k π λ= , λ  is the wavelength in a free space) be 
incident from the free half-space z = −∞  on the magnetodielectric layer (Fig. 1). 

 
Figure 1. The dipole geometry and accepted designations 

Then the distributed surface impedance for this layer determined by the expression (1) can be written as 

 0 0( ) / ( )S x d y dZ E h H h= − − , (2) 

where the fields 0 ( )x dE h−  and 0 ( )y dH h− , i.e. ( )xE z  and ( )yH z  at the plane dz h= − , inside the magnetodielectric layer 
with material parameters 1 1( )zμ μ= , 1ε =const can be found as solution of the following differential equations 

 
2

21
1 12

1

d ( ) d ( )1 d ( ) ( ) ( ) 0,
d ( ) d d

x x
x

E z E zz k z E z
z z z z

μ μ ε
μ

− + =  (3a) 

 
1

d ( )( ) ,
( ) d

x
y

E ziH z
k z zμ

=  (3b) 

with the boundary conditions on the surfaces dz h= ± . 
For the case 1 1( )zε ε= , 1μ =const, the field equations have the form 

 
2

2
1 12

d ( ) ( ) ( ) 0 ,
d

x
x

E z k z E z
z

μ ε+ =  (4a) 

 
1

d ( )( ) ,
d
x

y
E ziH z

k zμ
=  (4b) 

also, with the boundary conditions on the surfaces dz h= ± . 
The equations (3) and (4) are valid for arbitrary permeability and permittivity functions 1( )zμ  and 1( )zε . The 

relation (2) for normal incidence of plane wave on the plane magnetodielectric layer is exact. The solutions of the 
equations (3) and (4) are quite complex, can be obtained analytically for a limited number of the functions 1( )zμ  ( 1( )zε , 
and can be expressed by special functions. If the distribution 1( )zμ  or 1( )zε  is a relatively slow varying function within 
the layer, then an approximate solution in a class of elementary functions can be obtained. 

Let consider the following form of 1( )zμ  and 1( )zε : 

 1 1( ) (0)[1 ( )],rz f zμ μ μ= −  (5a) 
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 1 1( ) (0)[1 ( )],rz f zε ε ε= −  (5b) 

where the constant 1 1 1| [ (0) ( )] / (0) |r dhμ μ μ μ= − −  ( 1 1 1| [ (0) ( )] / (0) |r dhε ε ε ε= − − ) is the relative value of permeability 

(or permittivity) change in the layer ( rμ <<1, rε <<1), ( )( ) / , ( 1,2,3...)n
df z z h n= − =  is a predefined function. Then for 

the linear law of change of function ( )( ) / df z z h= −  the approximate analytical solution of the equation system (3) and 

(4) by the method of expanding the desired function into a series in a small parameter rμ ( rε ) up to terms of order 2
rμ  (

2
rε ) have the form ([51], [31]) 

 1
1

1 1

tan( )
(1 ) ,

1 ( )tan( )
d

S r
r Lin d d

k h
Z iZ

f k h k h
μμ μ

μ μ

μ
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 (6a) 
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1 1
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tan( ) ,
1 ( )tan( )
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2 2
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k h

ε ε ε

ε ε

μ ε
μ ε

ε
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+

 
= +  
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 (6b) 

where dh  is the total thickness of the magnetodielectric layer; 2 2
1 1 1(0)k kμ μ ε= , 1 1 1(0) /Z μ μ ε= ; 2 2

1 1 1(0)k kε μ ε=  

1 1 1/ (0)Z ε μ ε=  respectively for (6a) and (6b). 
We further use the same method for solving equations (3) and (4) for the quadratic law of change permeability and 

permittivity ( )2( ) / df z z h= . Then the result is: 

 10.0f = 1 1 1
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The field reflection coefficient R  from the structure under consideration, and, accordingly, the power absorption 
coefficient A  will be determined by the following expressions: 

 ( ) ( ) 2R =|1 | / |1 |, A 1 RS SZ Zμ ε μ ε− + = − . (8) 
 

NUMERICAL RESULTS 
The material parameters of the magnetodielectric TDK IR-E110 used in these calculations at the frequency band 

7 12f = ÷  GHz according [25] are 1 8.84 0.084iε = −  and 1 2.42 0.0825 [ ] 0.994f GHz iμ = − − . If the layer thickness is 
equal to the quarter wavelength in the magnetodielectric ( 1.8dh ≈  mm at  GHz), as seen in the Figs. 2a-5a, the reflection 
coefficient R has the distinct minimum both for 1( )zμ  and for 1( )zε  (first resonance). Here and further in the Fig. 2: if 

rμ , rε >0, then 1( )zμ , 1( )zε  increasing towards the PCP, if rμ , rε <0, then 1( )zμ , 1( )zε  decreasing towards the PCP. 
The next resonance occurs at the layer thickness equal to three quarters of the wavelength in the magnetodielectric (

5.4dh ≈  mm at 10.0f =  GHz). Moreover, these resonances are observed for both considered laws of distribution of 
material parameters in the layer. 

Due to the losses in the substance, we do not have a perfect absorption for the uniform distribution, as the black 
curves show in all the figures. Thus, a small decrease in the refractive index of the medium at the air-medium interface 
makes it possible to reduce reflection compared to the case of an increase in this index (Figs. 2a,b, 4a,b – red curves), and 
even compared to a homogeneous medium (Figs.  4a, b – red and black curves). The latter is very important for creating 
new structures with strong radio wave absorption. For a relatively thick layer of a medium, see Figs. 2c, 4c, the reflection 
is smaller in the case of a decrease in the refractive index in the direction of an ideal conductor, since it is more difficult 
for a wave that has entered the medium to leave it. 
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Linear law 
[ ]1 1( ) (0) 1 ( / )r dz z hμ μ μ= +  

Quadratic law 
2 2

1 1( ) (0) 1 ( / )r dz z hμ μ μ = −   
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Figure 2. Reflection coefficient R versus layer thickness dh  at 
f =10 GHz (a); and frequency (b) - 1.8dh =  mm, (c) - 

5.4dh =  mm for linear law 1( )zμ . 

Figure 3. Reflection coefficient R versus layer thickness dh  at 
f =10 GHz (a); and frequency (b) - 1.8dh =  mm, (c) - 

5.4dh =  mm for quadratic law 1( )zμ . 
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Linear law 
[ ]1 1( ) (0) 1 ( / )r dz z hε ε ε= +  

Quadratic law 
2 2

1 1( ) (0) 1 ( / )r dz z hε ε ε = −   
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Figure 4. Reflection coefficient R versus layer thickness dh  at 
f =10 GHz (a); and frequency (b) - 1.8dh =  mm, (c) - 

5.4dh =  mm for linear law 1( )zε . 

Figure 5. Reflection coefficient R versus layer thickness dh  at 
f =10 GHz (a); and frequency (b) - 1.8dh =  mm, (c) - 

5.4dh =  mm for quadratic law 1( )zε . 
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CONCLUSION 
The work presents an approximate analytical solution of the field equations for finding the distributed surface 

impedance of a magnetodielectric layer with the inhomogeneous permeability and permittivity located on PCP. In contrast 
to the known solutions for creating coatings with inhomogeneous parameters, when a multilayer magnetodielectric is 
used, the solution found is valid for the continuous change in the parameters of the magnetodielectrics inside the layer 
according to a certain law. The analysis shows that the influence of the magnetodielectric inhomogeneity on the surface 
impedance can reach tens of percent compared to the case of a uniform layer, which can be considered as additional 
means of controlling the electrodynamic characteristics of antenna-waveguide devices and creating new absorbing 
structures. Note that similar results can also be obtained for cylindrical [12] and spherical [30] structures if the 
corresponding field equations are solved in the cylindrical or spherical coordinate systems. Expressions for the surface 
impedances of metal conductors coated with the magnetodielectric layer were obtained in [12] for the case of the uniform 
coating and are in quite satisfactory agreement with the experimental data presented in [3], [7]. 
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ВПЛИВ ЕЛЕКТРОФІЗИЧНИХ ПАРАМЕТРІВ МАГНІТОДІЕЛЕКТРИЧНОГО ШАРУ НА ІПП НА ЙОГО 
ЕЛЕКТРОДИНАМІЧНІ ХАРАКТЕРИСТИКИ 

Михайло В. Нестеренко, Віктор О. Катрич, Олександр М. Думін, Наталья К. Блінова 
Харківський національний університет імені В.Н. Каразіна, майдан Свободи, 4, Харків, Україна, 61022 

У рамках імпедансної концепції отримані наближені аналітичні формули для розподіленого поверхневого імпедансу 
магнітодіелектричного шару з неоднорідними магнітною та діелектричною проникностями, розташованого на ідеально 
провідній площині (ІПП) для випадків квадратичного закону зміни електричних параметрів вздовж товщини шару. Проведено 
порівняльний аналіз коефіцієнта відбиття електромагнітних хвиль від цієї структури для різних законів зміни магнітної 
проникності та діелектричної проникності. 
Ключові слова: магнітодіелектричний шар; імпедансна концепція; поверхневий імпеданс; неоднорідна магнітна 
проникність; неоднорідна діелектрична проникність; коефіцієнт відбиття 
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This study presents an in-depth rheological characterization of polyacrylamide polymers produced locally, employing the Anton Paar 
MCR 92 (Modular Compact Rheometer). The polymer samples were systematically analyzed to understand their response to various 
external stimuli. Using infrared spectroscopy, the composition of the polymer was meticulously verified, ensuring a robust assessment 
of its molecular structure and chemical stability under different environmental conditions. Our findings elucidate the significant 
potential of polyacrylamide in diverse industrial applications, attributable to its adaptable viscoelastic properties and chemical 
resilience. The implications of this research are profound, suggesting enhanced utility of polyacrylamide in fields requiring precise 
material behavior modulation under dynamic conditions. 
Keywords: Polyacrylamide; Anton Paar MCR 92 (Modular Compact Rheometer); Rheology; Gel; Gidrogel; IR spectroscopy 
PACS: 81.70.Pg 

INTRODUCTION 
Polymer materials, owing to their unique molecular structures and substantial sizes, are extensively utilized across 

various sectors of industry and technology, including construction, pharmaceuticals, and the oil and gas industries [1, 2]. 
For instance, these materials are employed in coatings, stabilization elements, and water retention systems, where their 
structural properties and characteristics play a crucial role in solving industry-specific challenges. Research indicates that 
polymers, particularly macromolecular compounds like polyacrylamide, are capable of participating in complex chemical 
and physical processes due to their high viscosity and durability. These properties ensure polymers' effective application 
across diverse environmental conditions [1, 4]. 

In the oil and gas sectors, the ability to control the cohesiveness of polyacrylamide is critically important for 
enhancing the efficiency of oil flow. This polymer optimizes the viscosity of liquids, thereby facilitating more effective 
extraction of oil from subterranean sources. Additionally, in water purification systems, polyacrylamide plays a pivotal 
role in the effective separation of toxic substances, which is essential for maintaining ecological stability [2, 3]. 

In the manufacture of pharmaceuticals, polyacrylamide plays a critical role in stabilizing drugs and controlling their 
dispersal, which extends the effectiveness and duration of the medications [5]. These studies and scientific discoveries 
delve deeper into the novel properties and practical applications of polymers, driving forward new advancements in the 
scientific community and the field of technology. The science and applications of polymers are becoming one of the most 
crucial topics in materials science, serving as a pivotal factor in the development of modern technologies [3, 5]. 

Rheometry is a scientific method focused on studying the flow and deformation properties of materials. This field 
provides information about the internal structure of materials by studying their response to flow and deformation, which 
is essential for understanding and predicting the mechanical behavior of materials [1-3]. Materials, particularly liquids 
and solids, provide extensive information about their compositional characteristics through rheometric analysis. This 
information, obtained through parameters such as viscosity and flow capabilities, is typically determined using specialized 
rheometers [2-5]. This process, known as rheotesting, allows for a precise understanding of how materials respond to 
dynamic and static loads. This scientific approach opens new avenues for understanding materials and their practical 
applications, playing a fundamental role in advancing research and developments in materials science. Rheometry creates 
a solid scientific foundation for accurately and reliably analyzing the physical and mechanical properties 
of materials [3,4,9]. 

X-ray analysis, especially X-ray diffraction (XRD), is another crucial method that determines the interatomic or
interionic structure of crystalline and amorphous substances. This analysis provides data about the phase composition 
and lattice dimensions of materials. XRD data are extensively used in materials science, mineralogy, and metallurgy 
because this method allows for an in-depth study of the microstructural properties of materials [6, 11]. Thus, 
information obtained from infrared spectroscopy and X-ray analysis deeply enhances our understanding of the 
chemical and physical structures of materials. These analyses play an important role in defining the properties of 
materials and the potential applications in which they can be used, thereby laying the groundwork for further research 
and scientific developments [12]. 
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EXPERIMENTAL 
Materials 

Polyacrylamide (PAA). Polyacrylamide is an odorless, amorphous solid with a white-yellowish color, the 
molecular weight of which is 104-107 (depending on the conditions of preparation). The density of polyacrylamide at 
room temperature (295-297 K) is about 1.302 g/cm3. The decomposition temperature is about 463 K. Polyacrylamide is 
a polyelectrolyte with hygroscopic properties, harmless, and forms a soft gel when dissolved in water [4, 5, 11]. 

Polyacrylamide (PAA) is a polyelectrolyte synthesized through the polymerization of acrylamide, which contains 
nitrogen, resulting in a structure that is linearly branched. This compound is produced at the Navoi Chemical Plant and 
complies with the standard ТSh 6.1-00203849-64:1997. Polyacrylamide appears as an amorphous solid, typically white 
to yellowish, and is odorless. It exhibits a molecular weight of approximately 104×107, although this can vary based on 
synthesis conditions. At standard room temperature (around 295-297 K), its density is recorded at 1.302 g/cm³. 
Polyacrylamide decomposes at a temperature of about 463 K. Due to its hygroscopic nature, polyacrylamide is harmless 
and capable of forming a soft gel upon dissolution in water, leveraging its polyelectrolyte properties [3-5, 8, 12]. 

 

 
Figure 1. Chemical formula (a) and model structure of PAA (b) [4, 5] 

FTIR. The structure of the obtained products was determined using IR spectroscopy and electron microscopy. IR 
spectra in the range 400–4000 cm-1 were recorded on “NIKOLET Magna-560 IR” and “Specord-75IR” 
spectrophotometers (Carl Zeiss, GDR). The samples for IR spectroscopy were prepared in the form of pellets with KBr, 
films on a KRS-5 plate, and films 8–12 µm thick. Films on a KRS-5 plate were obtained by evaporation of the solvent 
(water) at room temperature (295–297 K). 

XRD. The device used for X-ray diffraction analysis is an X-ray diffractometer, which operates using X-rays emitted 
from a copper (Cu) source. It functions at 40 kV voltage and a current of 30 mA, capable of rotating samples within an 
angular range of 4° to 80°. The sample rotation speed is set at 2° per minute, ensuring accurate and reproducible 
measurements. The X-rays undergo diffraction within the crystal lattice, adhering to the laws of X-ray diffraction. 

 2 sinn dλ ϕ=  (1) 

Rheometer. Rheological studies were conducted using the Anton Paar MCR 92 (Modular Compact Rheometer), a 
device noted for its modernity and high sensitivity. The MCR 92 model can operate continuously for less than one day, 
generating rotational and oscillatory torques ranging from 1 to 125 mNm. This rheometer’s angular velocity ranges from 
10-4 to 157 rad/s, and its angular frequency spans from 10-4 to 628 rad/s. The rotation speed (CSS/CSR) can be adjusted 
from 0.001 to 1500 rpm. The device can operate within a temperature range of -50°C to +400°C. During the sample 
examination, relatively flat and slightly conical plates were used. Throughout the rheological tests, the sample temperature 
was maintained at a constant 25±0.5°C, enhancing the reliability and repeatability of the experimental results. These 
specifications highlight the device’s high precision and versatility, facilitating the accurate and effective study of the 
rheological properties of various materials. 

Sample Preparation. The research sample of polyacrylamide was prepared under controlled conditions at room 
temperature (25°C). Due to the slow dissolution rate of polyacrylamide in water and to ensure thorough mixing, the 8% 
concentration of the sample was fully dissolved using a specialized dispenser, facilitating uniform consistency, pH = 7.2. 

 
RESULTS AND DISCUSSION 

The average molecular weight of polyacrylamide has been determined to be approximately 3.2‧106 g/mol using an 
Ubbelohde viscometer in an aqueous medium at 25°C. Furthermore, the dynamic viscosity was quantitatively analyzed 
as a function of concentration employing the Huggins equation. 

Infrared spectroscopy and X-ray fluorescence analyses are also important methods for material analysis. Infrared 
spectroscopy (IR spectroscopy) is used to study the chemical composition of materials; this method examines the 
vibrational characteristics of bonds within molecules, thereby identifying the types of chemical bonds between the atoms 
in the molecules. Through this technique, it is possible to understand the molecular structure of polymers, organic 
compounds, and other complex materials [5, 7, 9]. An IR spectroscopic image of polyacrylamide polymer is presented 
below (Fig. 2). The results obtained in the infrared region clearly show all the main bonds present in the structure of the 
polyacrylamide polymer. 
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Figure 2. Infrared spectroscopic imaging of polyacrylamide polymer. 

Polymers are macromolecular compounds that, while exhibiting amorphous characteristics in their dry state, also 
contain crystalline regions within their structure. The presence of these crystalline areas and the degree of crystallinity 
can be determined using X-ray diffraction (XRD) analysis. 
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From the results, we can also calculate the lattice size formed. 

 
cos
KD λ

β θ
= . (3) 

An XRD analysis of a film formed by drying a polymer solution at room temperature was conducted (Fig. 3). 

 
Figure 3. XRD image of polyacrylamide polymer film. 

The XRD spectrum of this polyacrylamide provides crucial information about the crystalline structure of the 
material. Notably, the most intense peak around 30º represents the primary crystalline phase of polyacrylamide. This peak 
indicates that the distances between the atoms in the material's crystalline lattice are well-defined. Using these peaks, it 
was determined that the amount of crystalline phase in the polymer content is significant, and the sizes of the lattices were 
identified (Tab. 1). 
Table 1. XRD spectrum analysis of polyacrylamide crystalline structure 

Peak 
number 

2Theta 
(degrees) 

FWHM 
(degrees) 

FWHM 
(radians) 

Crystal size 
(Å) 

1 17.0504 0.7365 0.012854 109.07 
6 34.0265 0.7190 0.012549 115.55 

14 77.4771 0.4371 0.007629 233.01 
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The location and intensity of each peak are critical as they provide complete information about the characteristics 
of the crystalline phases. The overall structure of the graph indicates that the XRD spectrum of polyacrylamide includes 
not only the crystalline phases but also the material’s amorphous characteristics. The amorphous phases are visible in the 
regions of lower intensity between the peaks, representing the non-uniform amorphous parts of the polymer structure. 

Rheology. A solution of polyacrylamide in water was examined using an Anton Paar MCR 92 rheometer, across an 
angular frequency range from 0 to 700 rad/s. The dependence of shear stress and shear strain on frequency was studied 
(Table 2). 
Table 2. Rheological properties of polyacrylamide solution 

Point 
No 

Angular 
Frequency 

[rad/s] 

Storage Modulus 
[Pa] 

Loss Modulus 
[Pa] 

Loss Factor 
[1] 

Shear 
Strain 

[%] 

Shear 
Stress 
[Pa] 

Torque 
[mN·m] 

1 0.314 2.4435 48869 20000 0.00276 1.3476 0.005498 
2 0.521 46799 11926 0.255 0.931 449.81 1.8352 
3 0.866 19625 10192 0.519 0.208 45.897 0.18725 
4 1.44 56971 36551 0.642 0.853 577.62 2.3566 
5 2.38 43812 31773 0.725 0.886 479.77 1.9574 
6 3.96 77604 58170 0.75 0.961 931.73 3.8013 
7 6.57 1.02E+05 79830 0.783 0.977 1264.9 5.1607 
8 10.9 1.19E+05 94252 0.794 0.986 1494.2 6.0962 
9 18.1 1.37E+05 1.10E+05 0.801 0.997 1747.7 7.1304 

10 30 1.52E+05 1.19E+05 0.787 1 1932.2 7.8831 
11 49.9 1.62E+05 1.28E+05 0.791 0.976 2013.1 8.213 
12 82.8 1.97E+05 1.51E+05 0.767 0.994 2465.4 10.059 
13 137 2.25E+05 1.74E+05 0.773 0.995 2833.3 11.56 
14 228 2.47E+05 1.96E+05 0.795 0.998 3145.6 12.833 
15 379 2.51E+05 2.01E+05 0.801 1 3228.9 13.174 
16 628 2.58E+05 2.14E+05 0.829 1 3360.4 13.71 

The results graphically depict how the material’s stress and deformation change with varying angular velocities. It 
is evident from the graphs that the behavior of the material’s stress and deformation changes according to different laws 
at various angular frequencies (Fig. 4). 

 
Figure 4. Dependence of rheological parameters on the angular frequency of rotation 

At the beginning of the graph, the shear strain rapidly increases, reaching nearly 1.0 (100%) at approximately 100 
rad/s, and then remains nearly constant. This indicates that the elastic phase of polyacrylamide quickly saturates and 
subsequently does not deform further. 

The shear stress curve also shows an increase, rising with angular frequency and stabilizing around 3500 Pa. This 
suggests that polyacrylamide retains its elastic properties even at higher frequencies, and due to the considerable size of 
polyacrylamide molecules, elasticity becomes more pronounced with increasing frequency due to the ordering of their 
conformational state. 
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The dependence of the solution’s internal friction coefficient on angular frequency was examined (Fig. 5). Initial 
viscosity values are very high (≈ 3000 mPa), decreasing almost exponentially with increasing frequency and stabilizing 
at around 500 mPa. This indicates that in the absence of external influences, the material's molecules form strong 
cohesion; as external forces increase, elasticity emerges and cohesion decreases. The material maintains its stability even 
under high strain, which is crucial for determining its application areas. 

When we apply a shear stress to the liquid, we impart a pulse, which is transmitted through different layers of the 
liquid. Due to friction between the layers, the velocity of the liquid and its kinetic energy decrease. The transverse stress 
and shear velocity are proportionally linked through the coefficient of internal liquid friction. The kinetic energy in the 
system occurs due to internal cohesion or dynamic viscosity η [3]. 

 ση
γ

=


 (4) 

The viscosity of a liquid depends on pressure and temperature, generally increasing with rising pressure and 
decreasing temperature. We can observe how the internal friction coefficient changes according to different laws at 
various angular frequencies. The graph can be divided into areas where the internal friction coefficient changes according 
to three distinct laws. While the polyacrylamide polymer exhibits high viscosity at low angular frequencies, the viscosity 
decreases rapidly up to 12-15 s-1 as the frequency increases, then decreases linearly between 178-180 s-1, and remains 
nearly constant at higher frequencies. 

 
Figure 5. Relationship between sample viscosity and shear rate 

The decrease in viscosity at high angular velocities is a characteristic of solutions containing long-chain molecular 
structures. At high velocities, the molecules' conformation aligns with the flow direction, and they begin to flow as parallel 
layers. 

 
CONCLUSIONS 

The rheological properties of the polyacrylamide polymer are analyzed with high precision using the state-of-the-
art Anton Paar MCR 92 across an angular frequency range from 0 to 700 rad/s. The physicochemical properties of 
polyacrylamide, including its molecular weight, viscosity, and sensitivity to external influences, were studied. 

The molecular structure and dimensions of the crystalline lattice of the polymer material were thoroughly 
investigated using IR spectroscopy and X-ray diffraction (XRD). The XRD spectra indicate that the high quantity of the 
primary crystalline phase of polyacrylamide aids in understanding the dissolution mechanism in the solvent. The results 
observed a rapid saturation of the material's elastic phase and a stabilization of shear stress around 3500 Pa, demonstrating 
polyacrylamide's ability to retain its elastic properties even at high frequencies. In conclusion, these analyses provide 
significant insights into the rheological properties and molecular structure of polyacrylamide. 

Optimizations, including the introduction of various types of additives, are required for the application of 
polyacrylamide in the oil and gas industry, water purification systems, and pharmaceutical manufacturing. These findings 
also help in understanding the effective application of polyacrylamide produced by local manufacturers in different 
environments and contribute to advancing new achievements within the scientific community. 
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РЕОЛОГІЧНІ ТА ФІЗИКО-ХІМІЧНІ ВЛАСТИВОСТІ ПОЛІАКРИЛАМІДУ: АНАЛІЗ ТА ЗАСТОСУВАННЯ 

Умматджон А. Асроровa,b 
aНаціональний університет Узбекистану імені Мірзо Улугбека, Ташкент, Узбекистан 

bТашкентський державний педагогічний університет імені Нізамі, Ташкент, Узбекистан 
У цьому дослідженні представлено поглиблену реологічну характеристику поліакриламідних полімерів, вироблених на 
місцевому рівні, використовуючи Anton Paar MCR 92 (модульний компактний реометр). Зразки полімерів систематично 
аналізували, щоб зрозуміти їх реакцію на різні зовнішні подразники. Використовуючи інфрачервону спектроскопію, склад 
полімеру був ретельно перевірений, забезпечуючи надійну оцінку його молекулярної структури та хімічної стабільності в 
різних умовах навколишнього середовища. Наші висновки з'ясовують значний потенціал поліакриламіду в різноманітних 
промислових застосуваннях, що пояснюється його адаптивними в'язкопружними властивостями та хімічною стійкістю. 
Наслідки цього дослідження є глибокими, що свідчить про збільшення користі поліакриламіду в областях, де потрібна точна 
модуляція поведінки матеріалу в динамічних умовах. 
Ключові слова: поліакриламід; Anton Paar MCR 92 (модульний компактний реометр); реологія; гель; гідрогель; ІЧ-
спектроскопія 
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This study investigates the effect of charge transport layers on the efficiency of Poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-
phenylenevinylene] (MEH_PPV) and Zirconium Disulfide (ZrS₂) solar cells using Scaps-1D software. It was found that by increasing the 
MEH-PPV thickness and decreasing its acceptor doping concentration, the efficiency (μ%), fill factor (FF), and short-circuit current density 
(Jsc ) decreased. Conversely, increasing the thickness of the ZrS₂ electron transport layer and decreasing its donor doping density enhanced 
the efficiency (μ%) and short-circuit current density (Jsc) while maintaining a constant open-circuit voltage (Voc). These results can be 
attributed to decreased charge separation and collection in MEH-PPV and reduced optical path length in ZrS2. On the other hand, the back 
contact with work function is below 4.65 eV, the MEH-PPV/ZrS2 solar cells produced the lowest efficiency compared to different types 
of back contact. Under optimal conditions, MEH-PPV/ZrS2 solar cell shows a high efficiency of 21% when the dopant concentration of 
MEH-PPV and the value of the neutral defect density at the ZrS2/ MEH-PPV interface are 1022 cm-3 and 109 cm-3 respectively. 
Keywords: SCAPS simulation; Solar cells; Doping density; Interface Defect; Work function 
PACS: 28.41.Ak, 88.40.H, 61.72.Vv,71.55.−I, 73.30.+y 

1. INTRODUCTION
Over the past decade, scientists working on solar cells have explored various materials and techniques to create 

solar cells that are both highly efficient and cost-effective [1–4]. One notable development is perovskite solar cells 
(PSCs), which have garnered significant attention due to their impressive power conversion efficiency (PCE) and their 
ability to address several existing limitations [1, 2]. In 2009, Tsutomu Miyasaka and his team published an article 
demonstrating the achievement of 3.8% power conversion efficiency through a perovskite solar cell with a scaffold of 
mesoporous TiO2 [3]. Since then, the efficiency of PSCs has rapidly increased to reach 25%, providing an alternative 
solar cell technology to the Si, CdTe, and copper indium gallium commercial solar cells [2]. In general, solar cells are 
mainly composed of different materials that work as electron and hole transport layers (ETL, HTL). ETL materials can 
be prepared from different materials, such as transition metal dichalcogenides (TMDCs) [5, 6]. For example, ZrS2 is a 
two-dimensional (2D) transition metal disulfide synthesized as a thin film for application in flexible transparent devices. 
It has high electron mobility and a small energy gap. Therefore, they received significant attention due to their potential 
as candidates for various applications, including solar cells. In our recent publication, zirconium disulfide (ZrS2) has 
been used in studying the properties of Go/ZrS2 solar cells. The device shows a high efficiency of 15% [6]. For hole 
transport materials (HTL), organic materials have been widely used as HTL in fabricating organic light-emitting diode 
OLEDs or flexible and lightweight organic photovoltaics, in addition to their easy fabrication features [7–9]. One 
example of such materials is MEH PPV (poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenylenevinylene]), which has the 
absorption of light at a wavelength of 450–550 nm and orbital energy at 5.3 eV for the highest occupied molecular 
orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) at 3.2 eV [10]. Moreover, the MEH-PPV layer 
is interesting for light energy harvesting because it absorbs light in the 450–550 nm range, which has relatively high 
photon energy and converts more sunlight into electricity [11, 12]. 

The performance of MEH-PPV solar cells is influenced by the characteristics of the MEH-PPV layer, including its 
thickness, energy band gap, stability, and mobility [12, 13]. Optimizing these conduction properties is crucial for 
enhancing the efficiency of organic solar cells. For instance, our previous research illustrates how the traits of nc-TiO2 
grains impact the performance of organic-inorganic solar cells and how the rigidity of the thiophene ring affects dye-
sensitized solar cell efficiency [14]. The findings indicate that the film morphology developed during processing and the 
structure of the polymeric chain can hinder the pore filling of the mesoporous layer, which in turn significantly impacts 

Cite as: M.S. Mousa, H. Al-Dmour, E.K. Jaradat, O.Y. Al-Madanat, A.M.D.A. Jaber, B. Zaidi, A. S. Alali, V. Aravindan, East Eur. J. Phys. 4, 419 
(2024), https://doi.org/10.26565/2312-4334-2024-4-49 
© M.S. Mousa, H. Al-Dmour, E.K. Jaradat, O.Y. Al-Madanat, A.M.D.A. Jaber, B. Zaidi, A. S. Alali, V. Aravindan, 2024; CC BY 4.0 license 

https://portal.issn.org/resource/issn/2312-4334
https://periodicals.karazin.ua/eejp/index
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0001-5680-5703
https://doi.org/10.26565/2312-4334-2024-4-49


420
EEJP. 4 (2024) Marwan S. Mousa, et al.

inter-chain hopping and overall device performance. This study intends to explore the elements that may influence the 
performance of ZrS2/MEH-PPV by utilizing the capacitance simulator (SCAPS-1D) version 3.3.0, a software tool 
developed by Burgelman et al. [15]. The factors considered include temperature fluctuations, variations in layer thickness, 
doping levels, and series resistances of the solar cell components. 

 
2. DEVICE SIMULATION 

It has been known that numerical simulation can play a vital role in optimizing different structures of solar cells, 
such as SCPAS. In the beginning, this simulation was used to simulate the efficiency of solar cells whose components are 
CuInSe2 and the CdTe family [11]. Then, it was applied to identify the parameters that influence the performance of solar 
cells. These parameters include the thickness, energy band gap, and charge carrier concentration of components of solar 
cells. On the other hand, the results obtained from both the SCAPS-1D program and experimental measurements are very 
close to each other. [16]. The SCAPS-1D software is based on solving the fundamental semiconductor equations essential 
for modelling solar cell behavior. These include the Poisson equation e, the Poisson equation (1), and the continuity 
equations for electrons and holes (2 and 3). [6.11] 
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Where ε represents the dielectric constant, q denotes the charge of an electron, NA and ND indicate the densities of 
ionized acceptors and donors, respectively, Ψ refers to the electrostatic potential, Jp is the current density associated with 
holes, Jn is the current density associated with electrons, Gop signifies the rate of carrier generation, R is the overall 
recombination rate, p represents the density of free holes, n stands for the density of free electrons, while ρp and ρn are 
the distributions of holes and electrons, respectively.The following drift-diffusion equations (2) and (3) represent the 
hole and electron carrier transport properties of the semiconducting material. In this work, the proposed solar cell is 
composed of zirconium disulfide (ZrS2) and poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenylenevinylene] (MEH-PPV) 
and front contact (fluorine-doped tin dioxide, SnO2;Fn) and back contact (Gold, Au). We studied the dependence of 
the parameters of solar cells on the properties of charge transport layers. These parameters are power conversion 
efficiency (μ%), short circuit current density (Jsc), and fill factor (FF) extracted by drawing the current density versus 
voltage of solar cells under different conditions and back contact (Gold, Au). Figure 1 shows schematic diagrams of 
SnO2:F/ZrS2/MEH-PPV/Au solar cells. From previous literature (6,13,17), Tables 1 and 2 present the input parameters 
used in SCAPS simulators for studying the performance of solar cells. 

 
Figure 1. Schematic diagrams of SnO2:F/ZrS2/MEH-PPV/Au solar cells 

Table 1. Simulation parameters of components of MEH-PPV/ZrS solar cells 

Material properties ZrS2 MEH-PPV 

Thickness(μm) Varying Varying 
Bandgap (eV) 1.55 2.1 
Electron affinity(eV) 4.7 2.8 
Dielectric permittivity(relative) 16.4 3 
CB effective density of states (1/cm3) 2.2 e+19 2e+19 
VB effective density of states (1/cm3) 1.8 e+19 2e+19 
Electron mobility (cm3/Vs) 300 1e-5 
Hole mobility (cm3/Vs) 30 1e-6 
Shallow uniform donor density ND (1/cm3) 1.00 e+19 0 
Shallow uniform acceptor density NA (1/cm3) 0 1e18 
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Table 2. Simulation parameters of back and front contact of solar cells 

Parameters Back contact (Au electrode) Front contact (SnO2:F electrode) 
Surface recombination velocity of electrons (cm/s) 1.00E+5 1.00E+5 
Surface recombination velocity of holes (cm/s) 1.00E+7 1.00E+7 
Metal-work function(eV) 5.1 4.5 

 
3. RESULT AND DISCUSSION 

3.1. Effect properties of MEH-PPV on the performance of solar cells 
Figure 2 shows the effect of MEH-PPV thickness on the photovoltaic parameters of MEH-PPV/ZrS2 solar cells. The 

thickness of the MEH-PPV layer varied from 10 nm to 250 nm. 
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Figure 2. Effect of MEH-PPV thickness on cell performance parameters 

Figures 2a and 2b demonstrate that an increase in MEH-PPV thickness from 10 nm to 250 nm results in a decrease 
in both efficiency and fill factor, from 20.66% to 6.71% and from 81.3% to 27.24%, respectively. This is attributed to 
reduced charge separation collection at the MEH-PPV and ZrS2 interface due to the bad matching of their atomic orbitals. 
Besides, thicker HTL in solar cells increases the series resistance in the pathway of positive charge transport additions, 
which introduces defects and traps, thus, leading to increased charge recombination. These drawbacks cause a decrease 
in the performance of MEH-PPV solar cells, which agrees with the published work in [18]. On the other hand, Figures 2c 
and 2d show the open-circuit voltage (Voc) and short-circuit current density remain constant at approximately 0.87 V and 
32.2 mA/cm², respectively, because the built-in potential is not affected by the increase in thickness. 

Figure 3 shows JSC, Voc, FF, and efficiency of the MEH-PPV /ZrS2 solar cell as functions of the acceptor doping 
concentration of the MEH-PPPV layer. This concentration was changed over five orders of magnitude from 1×1017 to 
1×1022 cm−3. The results show that the low MEH-PPV doping level produces lower efficiency and fill factor compared to 
the high MEH-PPV doping level in MEH-PPV/ZrS2 solar cells. Figures 3a and 3b show the efficiency and fill factors 
were enhanced with an acceptor doping concentration ranging from 0.66% to 21.32% and 22.38% to 83.95%, respectively. 
Moreover, the open circuit voltage Voc remains constant while the short circuit current density increases and reaches its 
peak value with an increase in doping density (see Figures 3c and 3d). The JSC gets saturated with small changes when 
the doping concentration reaches 10-20cm-3. Similar results are reported by Bradeško et al. who emphasized that a high 
doping level effectively reduces the ohmic losses of the cell and minimizes free carrier recombination by enhancing the 
electric field in the space charge region [19]. Therefore, increasing the doping level in the active region leads to extra 
charge carrier generation and also controls the photocarrier transport path, and consequently, it leads to increased 
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efficiency. A high doping level effectively reduces the ohmic losses of the cell and minimizes free carrier recombination 
by enhancing the electric field at the space charge region. 
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Figure 3. Effect of the doping concentration of MEH-PPV on cell performance parameters 

3.2. Effect of properties of ZrS2 on the performance of solar cells 
Figure 4 shows the effect of the thickness of the electron transport layer, ZrS2 on the performance of ZrS2/MEH PPV 

solar cells. Its thickness varied from 0.25 μm to 1.5μm and the values of acceptor density and thickness of MEH - PPV 
are 0.05μm and 10+19 cm-3 respectively. The enhancement of efficiency is attributed to an increase in short-circuit current 
density of around 30%, while the decrease in fill factor was approximately 14%. The advantage of having thicker ZrS2 
improves electron-hole pair generation more than their recombination. This can be explained by the high electron mobility 
in ZrS2, which minimizes the increase in series resistance in thicker materials [20]. The results present that the increase 
in thickness of ZrS2 leads to an increase in Jsc from 30.61 mA/cm2 to 38.66 mA/cm2 whereas the Voc remains constant, 
which in turn enhances efficiency. This can be explained based on the fact that increasing the ZrS2 layer thickness leads 
to enhancing the optical path length of the light falling on the device and ionizing more atoms within the materials. This 
causes the material to produce more electron-hole pairs, corresponding to a large amount of light absorption. Additionally, 
the narrow bandgaps of the ZrS2 layer enhance the photo-charge separation and consequently increase the short circuit 
current density [21] 

Figure 5 shows the effect of donor doping concentration in the ZrS₂ layer on the efficiency, Voc, Jsc, and FF of the 
solar cells. The donor density was varied from 1×10¹⁷ to 1×10²² cm⁻³. At a lower ZrS₂ doping level, the MEH-PPV/ZrS₂ 
solar cells produced higher short-circuit current density and efficiency compared to a higher ZrS₂ doping level. As shown 
in Figures 5-a and 5-b, the efficiency and Jsc decrease as the acceptor doping concentration increases, from 38.2 mA/cm² 
to 35.11 mA/cm² and from 17.4% to 16.25%, respectively. Moreover, the open-circuit voltage (Voc) remains constant, 
while the fill factor (FF%) increases and reaches its peak value with increasing doping density (see Figures 5-c and 5-d). 
The doping concentration influences the electric field and the processes of charge generation, transport, and recombination. 
For example, a study reported that low dopant concentrations (<10²⁰ cm⁻³) do not significantly affect the parameters of 
bulk heterojunction cells, whereas higher doping levels decrease efficiency. These results are consistent with our results, 
which attribute the increased efficiency at low doping concentrations to reduced recombination rates and improved charge 
carrier mobility, combined with minimized parasitic losses. Additionally, low doping levels enhance the built-in electric 
field strength, leading to more effective charge separation and collection [22, 23]. 
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Figure 4. Effect of ZrS2 thickness on cell performance parameters 
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Figure 5. Effect of dopin concentration of ZrS2 on cell performance parameters 
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3.3. Effect of interface defects (Nti ) on the performance of solar cells 
It has been reported that the properties of interfaces play an important role in the permanence of solar cells [24]. In 

general, the formation of these defects is related to structural imperfections of the active layer, inconsistent fabrication 
techniques, mismatched energy levels, poor adhesion between ETL and HTL, and exposure to oxygen. In our solar cells, 
an interface defect is created between ZrS2 and MEH-PPV where charge generation and separation occur. Therefore, to 
study the influence of defects on a solar cell’s efficiency, the neutral defect density at this interface was varied from 
1×109 cm-3 to 10 15 m-3. Figure 6 shows a reduction in μ, FF, and Voc, while Jsc remains unaffected by an increase in defect 
density at the ZrS2/MEH-PPV interface. These results can be attributed to enhanced recombination losses; JSC remains 
unaffected as it is more dependent on the generation of charge carriers than recombination, which agrees with some of 
the previous reports [24]. At low defect density, the carrier diffusion length is high, resulting in lower recombination 
processes, which contributes to improved photovoltaic performance. 
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Figure 6. Effect of defect density at ZrS2/MEH-PPV interface on cell performance parameters 

3.4. Effect of back-contact work function 
The properties of back contact in MEH-PPV/ZrS2 solar cells have been studied to enhance their performance and 

thermal stability. This improvement can be achieved by selecting a suitable work function material as the back contact 
may yield a reasonable built-in voltage between the metal and active layer. The built-in voltage affects the open-circuit 
voltage of solar cells, which is accompanied by an increase in electric field. This field within solar cells serves as a driving 
force for separating and collecting the photogenerated charge carriers from their corresponding electrodes before they 
recombine and lose. It can also involve selecting appropriate materials with suitable energy levels, modifying the device 
architecture, or using interfacial layers to adjust the energy level alignment [6]. Table 3 shows the parameters of 
SnO2:Fn/ZrS2/ MEH-PPV/Au solar cells versus different back-contact work functions. It was observed that with the 
decreasing of the back contact work function from 5.35 eV to 4.5eV, the Voc stayed constant around 0.66 V. While it 
reduced to 0.5V when the work function decreased below 4.5 eV. However, both μ and FF continued to decrease from 
17.4% to 1.54% and 68.47 to 9.81 respectively. The short circuit current (JSC) remained nearly unchanged despite 
variations in the back contact work function. On the other hand, as the workforce of the back contact decreases, the 
Schottky barrier at the MEH-PPV/back contact interface increases and impending hole transport from MEH-PPV to the 
back contact. Consequently, both FF and PCE are also reduced. 
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Table 3. The parameters of SnO2:Fn/ZrS2/MEH-PPV solar cells versus different back-contact metals.  

Back contact work function(eV)  Efficiency μ% FF% Voc(Volt) Jsc(mA/cm2) 
Platinum (Pt) 5.35 17.4 68.47 0.66 38.25 
Gold (Au) 5.1 17.4 68.46 0.66 38.25 
Copper (Cu) 4.65 12.41 48.85 0.66 38.25 
Iron (Fe) 4.5 7.47 29.45 0.66 38.25 
Silver (Ag) 4.5 1.54 9.81 0.5 38.1 

CONCLUSIONS 
This work investigates the effect of properties charge transport layers on performance of MEH-PPV /ZrS₂ solar cells 

using SCAPS software. The results reveal that Increasing MEH-PPV thickness and decreasing its doping concentration 
reduce efficiency while increasing ZrS₂ thickness and decreasing its doping density improve efficiency. The optimal 
values of the neutral defect density interface and the work function of back contact were is 109 cm-3 and higher 4.65 eV 
respectively. 
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У цій роботі досліджується вплив шарів транспортування заряду на ефективність сонячних елементів із полі[2-метокси-5-(2-
етилгексилокси)-1,4-феніленвінілену] (MEH_PPV) і дисульфіду цирконію (ZrS₂) за допомогою програмного забезпечення 
Scaps-1D. Було встановлено, що при збільшенні товщини MEH-PPV і зменшенні концентрації його акцепторного допування 
ефективність (μ%), коефіцієнт заповнення (FF) і густина струму короткого замикання (Jsc) зменшуються. І навпаки, 
збільшення товщини шару транспортування електронів ZrS₂ і зменшення його щільності донорного легування підвищило 
ефективність (μ%) і щільність струму короткого замикання (Jsc), зберігаючи постійну напругу холостого ходу (Voc). Ці 
результати можна пояснити зниженим розподілом і збором зарядів у MEH-PPV і зменшеною довжиною оптичного шляху в 
ZrS2. З іншого боку, зворотний контакт із роботою виходу нижче 4,65 еВ, сонячні елементи MEH-PPV/ZrS2 показали 
найнижчу ефективність порівняно з різними типами зворотного контакту. За оптимальних умов сонячна батарея MEH-
PPV/ZrS2 показує високу ефективність 21%, коли концентрація допанту MEH-PPV і значення нейтральної щільності дефектів 
на межі ZrS2/MEH-PPV становлять 1022 см-3 і 109 см-3 відповідно. 
Ключові слова: SCAPS моделювання; сонячні елементи; щільність легування; дефект інтерфейсу; робоча функція 
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Cu(In,Ga)Se2 (CIGS)-based thin-film solar cells are currently among the most efficient. Zinc sulfide (ZnS) is the best buffer layer used 
in CIGS-based solar cells because it is non-toxic and has a wide band gap. In this study, we present a simulation of a CIGS solar cell 
with a ZnS buffer layer, carried out using the Silvaco-Atlas simulator. We attained an efficiency of 24.13%, short-circuit current of 
37.81 mA/cm2, an open circuit voltage of 740 mV and a fill factor of 78.78% at a bandgap around 1.41 eV, corresponding to an x ratio 
of 0.5. The photovoltaic performance of the ZnS/CIGS solar cell is improved by optimizing the effects of layer parameters such as 
thickness, acceptor and donor densities of the CIGS absorber and ZnS buffer layers. For a 0.035 μm thick ZnS acceptor with a density 
of 6 × 1017 cm-3 and a 3 μm thick CIGS donor with a density of 1018 cm-3, a maximum efficiency improved to 27.22%.  
Keywords: Buffer layer (ZnS); CIGS; Solar cell; Optimization; Silvaco-Atlas 
PACS: 84.60.Jt; 78.20.Bh; 89.30.Cc; 42.60.Lh. 

1. INTRODUCTION
Due to its lower production costs, higher conversion efficiency and enhanced stability, the thin-film solar cell based on 

the CIGS compound semiconductor has recently grown in popularity. In the visible solar spectrum, the CIGS compound 
semiconductor offers captivating features, such as a directly controllable bandgap from (1.0 to 1.7 eV) to maximize 
irradiance, and an absorption factor of 106 cm-1. CIGS and CdS solar cells are the most popular thin-film photovoltaic 
technology, with an energy conversion efficiency of 22.6%. When the 2.4 eV bandgap is unsuitable for solar cells, the CdS 
buffer layer shows optical absorption losses, particularly in the short-wave range [3, 4]. In addition, because of the hazardous 
cadmium (Cd) waste produced during deposition, the CdS buffer layer can pose a risk to human health and the environment. 
Given these factors, the CIGS absorption layer is compatible with other wide-bandgap buffer layers. Zinc sulfide (ZnS) 
prepared using chemical bath deposition (CBD) offers an attractive alternative to CdS in collaboration with CIGS absorbers 
[8, 9] due to its wide bandgap of around 3.68 eV and its non-toxicity to the environment. Cell efficiency is enhanced by 
ZnS/CIGS, Zn1-x Snx Oy and CIGS, InxSy/CIGS, with rates of 21.0% [5], 18.2% [6] and 18.1% [7] respectively. 

The energy of zinc sulfide (ZnS) is much higher than that of CdS in the bandgap. The ZnS buffer layer used in CIGS 
solar cells improves current generation at shorter wavelengths. CIGS solar cells with a ZnS buffer layer perform almost 
identically to CdS/CIGS solar cells [10-11]. The use of solar cell simulation has become an essential tool for studying 
their operation and improving the design of high-performance solar cells. In this research, we perform a simulation of 
both CIGS and ZnO/ZnS/CIGS solar cells to evaluate their performance [12, 14, 15, 16], where ZnS/CIGS solar cells are 
more promising than CdS/CIGS solar cells [2, 17]. 

The main parameters of ZnS/CIGS cells have been identified by several numerical studies, such as thickness, 
bandgap, gradient of the CIGS absorber layer and thickness of the ZnS buffer layer [17, 18, 19, and 20]. 

In this article, we examine ZnS/CIGS solar cells using simulation studies. Numerical analysis of CIGS solar cells is 
presented using the Silvaco-Atlas simulator (AM1.5 G, 100 mW/cm², 300 K) to determine basic parameters (Jsc, Voc, 
FF and η). We use ZnS as a buffer layer to study the performance of CIGS solar cells, and have simulated our structure 
to study photovoltaic characteristics. We compared the performance of a CIGS solar cell with a ZnS buffer layer with 
other works [21, 22]. The consequences of the thickness of the absorber layer, the temperature and the impact of the CIGS 
absorber layer in the band gap. The efficiency of this solar cell is 24.13%, thanks to the use of ZnS and CIGS. 

2. Modeling and simulation parameters
2.1. Structure simulated 

Figure 1 shows schematically the structure of the CIGS solar cell examined in this study. It consists of a single-
junction solar cell based on a CIGS that is both optically and electrically connected, with a layer of ZnO serving as a 
transparent coating.Figure 1 shows the doping concentrations and thicknesses of the various layers that make up the 
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simulated structure. The CIGS consists of a transparent n-type ZnO contact layer, an n-type ZnS buffer layer and a p-type 
CIGS absorber layer. Finally, a layer of Molybdenum (Mo) on a glass substrate is often used as a back contact. 

 
Figure 1. Structure of CIGS solar cell 

 
2.2. Physical models 

The Silvaco Atlas simulation software was used in this study. Atlas is a two- and three-dimensional physics-based 
device simulator that enables us to numerically solve the Poisson's equation coupled to the continuity equations for 
electrons and holes under stationary conditions. Newton's method is the default method selected for solving the basic 
semi-conductor equations in the software [23]. The various basic parameters used in this work include band gaps Eg, 
relative permittivity εr, electronic affinity χe, charge carrier mobility in the conduction band μn, charge carrier mobility in 
the valence band μp, effective density of states in the conduction band NC, the effective density of states in the valence 
band NV, the Gaussian defect density NGA, NGD, the maximum energy position EGA, EGD, the standard energy deviation 
WGA, WGD, the electron capture cross section σn, the hole capture cross section σp, and the surface recombination velocity 
parameters of electrons Sn and holes Sp.  

Table 1 [1, 13, 22, 24] shows the parameters for each layer of the solar cell, which serve as input data for the 
Atlas-Silvaco numerical simulation. 
Table 1. Material parameters used in the simulation. 

Layer properties ZnO ZnS CIGS 

( )gE ev  3.3 3.68 
 Varied 

rε  4.1 4.5 4.8 

( )e evχ  9 8.32 13.9 

( )2 /n cm Vsμ  100 250 100 

( )2 /p cm Vsμ  25 40 25 

( )3
cN cm−  2.2×1018 1.5×1018 2.2×1018 

( )3
vN cm−  1.8×1019 1.8×1019 1.8×1019 

Gaussian defect states    
( )3, 1 /DG VGN N cm 17:10D  15A :10  15:10D  

( ),A DE E eV Mid gap Mid gap Mid gap 

( )GW eV 0.1 0.1 0.1 

( )2
e cmσ 1210−  1710−  1310−  

( )2
h cmσ 1510−  1310−  1510−  

In this simulation, we use the illumination conditions of the AM1.5 G solar spectrum at one sun, with an incident 
power density of 100 mW/cm2 and an ambient temperature of 300°K. The bandgap of CuIn1-xGaxSe2 was calculated using 
the empirical expression: 

 𝐸gሾe𝑉ሿ ൌ 1.010 ൅ 0.626 ൉ x െ 0.167xሺ1 െ xሻ  (1) 

Where Eg varies from 1.0692 eV to 1.7609 eV for x=0 (CIS) and x=1 (CGS), respectively [25]. 
Ga composition was set at 0.30, corresponding to a bandgap energy of 1.27 eV. 
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ATLAS offers a variety of models that can be used to simulate devices. We have used the Density of States (DOS) 
model to represent the defect density in CIGS and ZnS layers. The data provide two deep-level bands, modeled using a 
Gaussian distribution. 

 ( )
2

exp GA
GA GA

GA

E Eg E N
W

  −
 = −  
   

 (2) 

 
2

( ) exp GD
GD GD

GD

E Eg E N
W

  −
 = −  
   

 (3) 

In this situation, E corresponds to the fault energy, while the indices (G, A, D) correspond to Gaussian fault states, 
acceptors and donors respectively. Density states are defined by their effective density NGA or NGD, their standard energy 
gap WGA or WGD, and their maximum energy position EGA or EGD [23]. 

In the standard model, the Gaussian defect distribution is used to describe the defect states of semiconductor 
materials with defects. Shockley-Read-Hall recombination is modeled as follows:  
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2
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i
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1
n

n th tv N
τ

σ
= and 1

p
p th tv N

τ
σ

=  

Where τn and τp are the electrons and holes lifetime parameters (TAUN0 and TAUP0 in Silvaco Atlas), σn and σp are the 
capture cross sections for electrons and holes, respectively, νth is the thermal velocity, and Nt is the trap density by volume. 
ni is a spatially varying intrinsic concentration level, Ei is the intrinsic Fermi energy level, ET is the trap energy level, (Ei 
- ET is ETRAP in Silvaco Atlas), and TL is the lattice temperature in Kelvin [23,26]. 

A general expression for surface recombination is: 
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where i
pτ  and i

nτ  are the volume lifetimes calculated at node i along the interface, which may also be a function of 
impurity concentration. Parameters di and Ai are the interface length and area for node i. Parameters S.N and S.P are the 
recombination velocities for electrons and holes respectively [27]. 

 
3. Simulation Results and Discussion 

3.1. Optimal CIGS absorbing layer bandgap 
The electrical parameters of the CIGS cell were calculated for different values of the bandgap of the CIGS absorber 

layer to determine the optimum efficiency-enhancing bandgap. We set the thickness of the CIGS absorber layer at 3 μm 
and varied the bandgap by changing the X ratio from 0 to 1. 

 
Figure 2. The variation band gap energy of CIGS as function of efficiency 

The characteristics of the CIGS cell for different band gaps as a function of efficiency are shown in Figure 2. It can 
be seen that increasing the band gap of the CIGS absorber layer, and hence increasing the x-ratio, leads to a proportional 
increase in efficiency up to a value of 1.4 and then the efficiency starts to decrease, the efficiency increase starts from 
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16.75% to 24.13%. The excellent efficiency obtained for the CIGS solar cell is 24.13%. The optimum efficiency of the 
CIGS cell was achieved when the optical bandgap was around 1.41 eV, corresponding to an x ratio of 0.5. 

 
3.2. Influence of absorber layer thickness 

The CIGS solar cell structure, obtained using Silvaco-Atlas, is shown in Figure 3.  

 
Figure 3. Silvaco-Atlas structure file of the CIGS solar cell 

In this section of the simulation, we first opted for a CIGS layer thickness of 2 μm, then adjusted the thickness of 
the zinc sulfide (ZnS) buffer layer from 0.1 μm to 0.03 μm.  

We observed that the efficiency increases and then decreases with increasing ZnS buffer layer thickness. We also found 
that the high efficiency of CIGS thin-film solar cells decreases as the thickness of the zinc sulfide buffer layer increases 
(from 22.45% for 0.035 μm to 20.91% for 0.1 μm). As is obvious, the performance of all solar cells decreases as the buffer 
layer thickness increases, with the exception of open-circuit voltage, which remains constant. Even if some absorption losses 
in solar cells are caused by the ZnS buffer layer or emitter thickness, this may explain the profile of this result. The ZnS layer 
has a thickness ranging from 10 nm to 30 nm, while the CIGS layer varies from 1 μm to 4 μm. Figures 4, 5, 6 and 7 shows 
the impact of ZnS layer thickness on the performance of CIGS-based solar cells. The short-circuit current density increases 
from 30.69 to 35.70 mA/cm2 as the thickness of the ZnS buffer layer increases from 10 to 35 nm. 

  
Figure 4. Effect of ZnS buffer layer thickness on the current 

density of the CIGS solar cells 
Figure 5. Effect of ZnS buffer layer thickness on the voltage of 

the CIGS solar cells 

  
Figure 6. Effect of ZnS buffer layer thickness on the factor 

form of the CIGS solar cells 
Figure 7. Effect of ZnS buffer layer thickness on the efficiency 

of the CIGS solar cells 
The increase leads to a rise in the solar cell's conversion rate. In physical terms, a very thin absorber layer indicates 

that the back contact and the depletion zone are very close, which favors electron capture by this contact. This form of 
recombination process affects cell performance, as it has an impact on conversion efficiency. 
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3.3. Effect of temperature on CIGS solar cells using ZnS as buffer layer 
One of the most crucial parameter optimizations for thin-film solar cells is operating temperature, which plays an 

important role in assessing thin-film performance. 
We are studying the influence of temperature on CIGS-based solar cells, using ZnS as a buffer layer. As we can see, 

the performance of thin-film solar cells decreases with increasing operating temperature. The same variation in 
performance properties with increasing operating temperature. This indicates that ZnS could be a good alternative material 
for use in photovoltaic applications. 

Figure 8 shows the influence of operating temperature on CIGS-based solar cells using ZnS as a buffer layer. 
Extracted from the various (J-V) characteristics shown in Figure 9, the electrical parameters of the CIGS cell are 

summarized in Table 2 and compared with the published data [21, 22], our simulated results represent higher efficiency 
than them. 

  
Figure 8. Effect of the Temperature on performance of solar 

cells, using ZnS as Buffer layer 
Figure 9. Simulation J–V characteristics of the ZnS/CIGS solar 

cell 
Table 2. Comparison between our model and other works 

 Voc (mv) Jsc (mA/ cm2) FF (%) ( )%η  

Our Simulation ZnS/CIGS 
(Eg=1.2 eV) 

0.74  37.68 79.18 22.29 

Simulation of [21] 
ZnS/CIGS (Eg=1.2 eV) 

0.71  37.96 81.24 22.16 

Our Simulation ZnS/CIGS 
(Eg=1.41 eV, x=0.5) 

0.74 37.81 78.78 24.13 

Simulation of [22] 
ZnS/CIGS (Eg=1.41 eV, x=0.5) 

0.804 35.66 82.14 23.54 

It is conceivable that the simulated data will serve as a starting point for modeling the effect of absorber layer 
thickness, absorber layer bandgap and the use of ZnS as a buffer layer on solar cell performance in our work. 

In this study, we aim to obtain the highest current values for the CIGS cell and find an optimum matching efficiency 
for the simulated structure. 

4. CONCLUSION 
In this work, we have presented and discussed the results of a numerical simulation study of the electrical 

characteristics of a CIGS-based thin-film hetero-junction solar cell. Of the electrical characteristics of a CIGS-based thin-
film hetero-junction solar cell, generated by the Silvaco Atlas-2D simulation software. 

We studied the electrical stimulation of the CIGS cell with the ZnS cell, proving that the ZnS cell is better than the other 
cells. Then we studied the impact of two layers in ZnS (buffer layer) and CIGS (absorber layer) with the aim of designing an 
optimal ZnO/ZnS/CIGS hetero-junction structure that gives the best electrical performance. We conclude from this study that 
the best doping for the ZnS layer is concentration 6×1017 cm-3 with a thin thickness of 35 nm and the best doping for the CIGS 
layer of concentration 1×1018 cm-3 with a thickness of 3 μm to obtain the optimum electrical efficiency of 27.22%. 
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ВПЛИВ БУФЕРНОГО ШАРУ ZnS НА ЕФЕКТИВНІСТЬ СОНЯЧНИХ ЕЛЕМЕНТІВ CIGS 
Лаїд Абделаліa, Хамза Абідa, Ікрам Зіданіa, Аісса Мексіb, Абделлах Бугеннаc, Заїд Бендаудіd 

aЛабораторія прикладних матеріалів, Університет Джиллалі Ліабес Сіді-Бель-Аббес, Алжир 
bВідділ електротехніки Університет наук і технологій Орану, Алжир B.P 1505, Ель Мнауер, Оран, Алжир 

cЛабораторія електротехніки Орана, Департамент електроніки, Факультет електротехніки, Університет наук і 
технологій Орана (MB-USTO), 31000, Оран, Алжир 

dВідділ електротехніки та автоматики, Університет Релізану, Алжир 
Тонкоплівкові сонячні елементи на основі Cu(In,Ga)Se2 (CIGS) наразі є одними з найефективніших. Сульфід цинку (ZnS) є 
найкращим буферним шаром, який використовується в сонячних елементах на основі CIGS, оскільки він нетоксичний і має 
широку заборонену зону. У цьому дослідженні ми представляємо моделювання сонячної батареї CIGS з буферним шаром 
ZnS, виконане за допомогою симулятора Silvaco-Atlas. Ми досягли ефективності 24,13%, струму короткого замикання 37,81 
мА/см2, напруги холостого ходу 740 мВ і коефіцієнта заповнення 78,78% при ширині забороненої зони близько 1,41 еВ, що 
відповідає відношенню x 0,5. Фотоелектричні характеристики сонячної батареї ZnS/CIGS покращуються шляхом оптимізації 
впливу параметрів шару, таких як товщина, щільність акцепторів і донорів поглинача CIGS і буферного шару ZnS. Для 
акцептора ZnS товщиною 0,035 мкм з щільністю 6 × 1017 см-3 і донора CIGS товщиною 3 мкм з щільністю 1018 см-3 
максимальна ефективність покращилася до 27,22%. 
Ключові слова: буферний шар (ZnS); CIGS; сонячна батарея; оптимізація; Silvaco-Atlas 
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A study of the structural features of reverse micelles of Na AOT (sodium bis(2-ethylhexyl) sulfosuccinate) molecules in cyclohexane 
with an aqueous core was carried out using the molecular dynamics method. Reverse AOT micelles are formed in three-component 
systems containing a non-polar solvent, water, and AOT molecules at certain concentration ratios, expressed as w = [H2O]/[AOT]. A 
strong hydrogen bond between water molecules and AOT was found at the concentration w=6. For the first time, a sharp decrease in 
hydrogen bonding between water molecules and AOT at w=7 was shown, caused by a difference in the packing of AOT molecules and 
the collective dynamics of water molecules in the micelle core. The calculated results are in good agreement with experimental data 
from other authors. It is shown that, along with the methods of vibrational spectroscopy and dynamic light scattering, the molecular 
dynamics method is also informative for determining the structural characteristics of supramolecular structures and analyzing the 
collective dynamics of water molecules. 
Keywords: Molecular dynamics method; Reverse micelles; Hydrogen bonding 
PACS: 82.70.Uv; 47.11.Mn; GROMACS 5.1.3 

INTRODUCTION 
The formation of reverse AOT micelles with an aqueous nano-core [1] is of particular interest, as these systems 

serve as a medium for the growth of nanoparticles of various types [2, 3], organic molecules [4-6], biomolecules [7], and 
metal nanoparticles [8, 9]. Information on the stability of reverse micelle solutions, the shape of reverse micelles, their 
size distribution, and the properties of water in the core of reverse micelles has been obtained using small-angle X-ray [9] 
and neutron scattering [10], nuclear magnetic resonance [6], infrared spectroscopy [3, 6, 11], UV-vis spectroscopy [4], 
Raman spectroscopy, dielectric spectroscopy [12], methods of dynamic [13] and static light scattering [14], ultrafiltration 
[15], conductivity [16], and density measurements [17-19], as well as other physical methods. The difficulty of obtaining 
detailed molecular-level information on the structure of reverse micelles is that, unlike other complex organic structures, 
reverse micelles are self-assembled exclusively in solutions, which does not allow for X-ray analysis or the use of high-
resolution microscopy [20]. Therefore, molecular dynamics is one of the main methods for studying supramolecular 
systems with a large number of degrees of freedom. 

The aim of this work is the molecular dynamics investigation of the self-organization of reverse micelles of AOT 
molecules in the cyclohexane + water system and the study of structural properties and types of interactions depending 
on the variation of parameter w. 

METHOD OF MOLECULAR DYNAMICS 
The self-organization of reverse AOT micelles with a change in the molar ratio of water and surfactant 

(w = [H2O]/[AOT] (Fig. 1) was studied using the GROMACS (Groningen Machine for Chemical Simulations) software 
package [21], version 5.1.3. 

To describe water, the SPC/E (Extended Single Point Charge) interaction potential was used [22], which was 
successfully applied in other studies [23-31]. TIP3P water model is used in these molecular dynamics simulations to 
accurately capture hydrogen bonding behavior in this micellar system. 

Systems were chosen in such way that the number of AOT and 
cyclohexane molecules were constant, and the number of water molecules 
corresponded to the concentration range w=0.25÷11 presented in Table 1. For 
cyclohexane and AOT (Figure 1), the all-atom force field potential 
CHARMM27 [32] was chosen, as it describes well the formation of reverse 
micelles in other solutions [33] and clusters [34]. A cubic cell with periodic 
boundary conditions and a cut off radius of 1.2 nm were applied. Other 
parameters and detail procedure of NPT ensemble are presented in our previous
work [24]. The equilibrium systems were prepared for 30 ns with a time step of 

Cite as: D. Bozorova, S. Gofurov, M. Ziyaev, O. Ismailova, East Eur. J. Phys. 4, 433 (2024), https://doi.org/10.26565/2312-4334-2024-4-51 
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2 fs (Figure 2). Only the last 5 ns of the runs were used for data analysis. For the velocity autocorrelation function, the 
equilibrium system was rerun for the next 15 ps. 

Table 1. Number of molecules in the system as a function of w = [H2O]/[AOT] concentration. 

Number of molecules 
w cyclohexane water АОТ 
0 1000 0 95 

0.25 1000 24 95 
0.5 1000 47 95 
1.0 1000 95 95 
2.0 1000 189 95 
3.0 1000 284 95 
4.0 1000 379 95 
5.0 1000 473 95 
6.0 1000 568 95 
7.0 1000 662 95 
8.0 1000 757 95 
9.0 1000 852 95 
10.0 1000 946 95 
11.0 1000 1041 95 

 

     
a) 

      
b) 

w=6 w=7 w=8 w=9 w=10 w=11 
Figure 2. Formed micelles in concentration range 6÷11 of w = [H2O]/[AOT] 

RESULTS AND DISCUSSION 
Figure 3 presents the number of hydrogen bonds at various water/AOT concentrations (w), illustrating two main 

types of interactions: between the SO− anionic group of AOT and water molecules, and between water molecules 
themselves. At low concentrations (w=1 and w=2), these two interaction types are roughly equal in number, suggesting 
a balance between AOT-water and water-water bonding. However, starting at w=3, a shift occurs with water molecules 
forming significantly more hydrogen bonds with each other than with AOT, at a ratio of approximately 2.5:1. This shift 
indicates the formation of a more cohesive water network within the micellar core, as the available water molecules begin 
interacting primarily with each other rather than with the surfactant. This structural change suggests that, as the water 
content grows, water molecules cluster into a stable pool, altering the micelle’s internal arrangement. 

 
Figure 3. Number of hydrogen bonds in the system as a function of water/AOT concentration, shown from left to right: w=1, w=2, 
w=3, w=4. Different types of hydrogen bonds are presented: between water molecules and: molecules calculated as the centre of 
mass of molecules (black); hydrophilic part of SO− (brown); O1 atom of AOT molecule (red); O2 atom of AOT molecule (green); 
O3 atom of AOT molecule (green); O4 atom of AOT molecule (yellow) 
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As shown in Figure 4, at higher concentrations (w=6 and w=7), the number of hydrogen bonds between the SO− 
group and water remains stable, but a sharp increase in water-water interactions occurs. This increase enhances the internal 
hydrogen-bonded network among water molecules, contributing to a more robust water framework within the micelle and 
impacting the overall structure. Additionally, for higher concentrations (w≥7), we observe a distinct pattern where 
interactions between specific oxygen atoms on AOT (O1 and O3) and water increase, while those involving O2 and O4 
decrease. This pattern suggests a reorganization of the surfactant layer around the expanding water core. The repacking 
of AOT molecules likely facilitates this structural shift, helping to stabilize the enlarged core. These findings support a 
mechanism of micelle elongation under high hydration, as previously reported in studies describing the transition from 
spherical to cylindrical shapes in micelles at elevated water content. 

 

 
Figure 4. Number of hydrogen bonds in the system as a function of water/AOT concentration, shown from left to right: w=5, 

w=6, w=7, w=8. The types of hydrogen bond are shown in Figure 2. 

 

 
Figure 5. Radial distribution function between water molecules and AOT (calculated as the centre of mass of molecules). 

Figure 5 provides further structural insight through the radial distribution function (RDF) between water and AOT 
molecules. At low water content (w=0.25÷2), RDF peaks are observed at 0.5 nm and 1.2 nm, indicating that water 
molecules are closely associated with AOT, suggesting a compact micellar core. However, as concentration increases to 
w=3÷6, the intensity of the first RDF peak diminishes, reflecting the shift toward water-water hydrogen bonding within 
the growing core. For concentrations w=7 and above, the peaks shift further towards longer distances, indicating that the 
micelle is adjusting to a larger, less compact core. This structural adaptation results in a looser AOT packing, consistent 
with the formation of elongated micelles as the water pool expands. 

  
Figure 6. Autocorrelation velocity function for the water oxygen atom 

The autocorrelation velocity function of the water oxygen atom (Figure 6) highlights dynamic changes across 
concentrations. At low concentrations (w=0.25÷2), we observe a distinct minimum around 0.15 picoseconds and a slight 
maximum at approximately 0.2 picoseconds, indicating restricted motion of water molecules due to strong interactions 



436
EEJP. 4 (2024) Dilbar Bozorova, et al.

with the AOT head groups. With increasing concentration (w=3÷6), this minimum becomes blurred, signaling that the 
water core has become more stable and continuous, allowing for greater water mobility. At higher concentrations (w≥7), 
the velocity function shifts, with the minimum appearing at around 0.1 picoseconds and the maximum at about 0.12 
picoseconds. This shift signifies increased fluidity and longer-range interactions within the water core, consistent with 
structural elongation of the micelle [35]. 

In summary, at low water concentrations, hydrogen bonding is primarily between AOT and isolated water molecules, 
supporting a compact micellar core. As water content rises, the formation of a stable hydrogen-bonded water network 
within the core prompts a structural shift in the micelle, with AOT molecules rearranging around the expanded core. This 
progression from isolated water molecules to a cohesive water network causes the micelle to elongate, consistent with 
experimental observations of shape transitions in AOT micelles as hydration increases [35]. These findings illustrate how 
hydrogen bonding dynamics drive structural adaptations within reverse AOT micelles, influencing both the shape and 
internal dynamics of the micellar system as water concentration changes. 

 
CONCLUSIONS 

The study of the structural characteristics of reverse micelles in cyclohexane solution with an aqueous core has been 
carried out using the method of molecular dynamics. In micelles, there is a strong interaction between surfactant molecules 
and water, which leads to the rearrangement of water molecules and changes in micelle shape. It was shown that during 
the transition from w=5.6 to w=7, a difference in the packing of surfactant molecules and the water core is observed, 
which is related to the dynamics of water molecules. The calculation of hydrogen bonds in the system, the radial 
distribution function between surfactant molecules and water, as well as the autocorrelation velocity function for the water 
oxygen atom, showed a deviation for w=7. This deviation is related to the minimal interaction of surfactant molecules 
with water and compensation of Coulomb and Van der Waals forces, as well as the dielectric susceptibility of water 
observed in similar systems [15, 19]. The results based on data analyses reveal that at w=6, a strong hydrogen bond 
appears between the hydrophilic group of AOT and water, and at w=7, the strength of the hydrogen bond changes 
drastically, indicating that the micelle changes its shape. This fact is also confirmed by other authors [14, 35]. Thus, there 
is a significant increase in the interaction of water with the polar groups of AOT, leading to structural changes in micelles. 
With a further increase in www, the content of the aqueous pseudophase and the interaction of polar groups of surfactant 
molecules with water molecules determine the size of nanoparticles obtained in micelles. 
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СТРУКТУРНІ ОСОБЛИВОСТІ ОБРОТНИХ МІЦЕЛ АОТ У ВОДІ/ЦИКЛОГЕКСАНІ: 
МОЛЕКУЛЯРНО-ДИНАМІЧНЕ ДОСЛІДЖЕННЯ 

Дільбар Бозороваа, Шукур Гофуровb, Мавлонбек Зіяєвc, Оксана Ісмаїловаa,d,e 
aІнститут іонно-плазмових і лазерних технологій, AS Узбекистан, 100125, Ташкент, Дорман Йолі 33, Узбекистан 

bУніверситет Цукуби, 1 Чоме-1-1 Тенодай, Цукуба, - Ібаракі 3058577, Японія 
cНаманганський державний університет, 160107, Наманган, Бобуршох 161, Узбекистан 

dТуринський політехнічний університет в Ташкенті, 100195, Кічік Халка Йолі 17, Узбекистан 
eУзбецько-японський інноваційний молодіжний центр, Ташкент, 100195, Університет 2б, Узбекистан 

Методом молекулярної динаміки проведено дослідження структурних особливостей зворотних міцел молекул Na AOT (біс(2-
етилгексил)сульфосукцинат натрію) у циклогексані з водним ядром. Зворотні міцели АОТ утворюються в трикомпонентних 
системах, що містять неполярний розчинник, воду та молекули АОТ при певних співвідношеннях концентрацій, виражених 
як w = [H2O]/[AOT]. Виявлено сильний водневий зв’язок між молекулами води та АОТ при концентрації w=6. Вперше було 
показано різке зменшення водневих зв’язків між молекулами води та АОТ при w=7, викликане різницею в упаковці молекул 
АОТ та колективною динамікою молекул води в ядрі міцели. Результати розрахунків добре узгоджуються з 
експериментальними даними інших авторів. Показано, що поряд з методами коливальної спектроскопії та динамічного 
розсіювання світла метод молекулярної динаміки також є інформативним для визначення структурних характеристик 
супрамолекулярних структур та аналізу колективної динаміки молекул води. 
Ключові слова: метод молекулярної динаміки; зворотні міцели; водневий зв'язок 




