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Using the TiSiN/MeN (Me = Cr, Nb, W, Mo, TiZr) coatings system as an example, the analyzed results of multilayer coatings with
nanolayers of various functional purposes require a systematic approach to understanding the role of selected materials, growth
conditions, microstructure, and required properties. Nanoscale grain boundaries, coherent interlayer boundaries, and changes in
columnar morphology at the micro level significantly change the physical and mechanical properties of coatings. For all coatings, an
increase in mechanical parameters (hardness, modulus of elasticity) is observed due to the formation of a nanoscale phase (which
additionally prevents the movement of dislocations together with nanocomposite TiSiN). In addition, there is a mismatch of crystal
lattices between layers. Effectively contributes to strengthening due to variable fields of stresses and strains caused by deformations of
elastic coherence. Research has determined optimal conditions for the formation of coatings in a wide range of gas (nitrogen) pressure
and shear potential, which also allowed for establishing the factors of structural changes and operational characteristics that will be
optimal for their industrial use.

Key words: Cathodic vacuum arc physical vapor deposition; Multilayer coatings, TiSiN; Bias potential; Hardness; Phase state;
Annealing
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INTRODUCTION

A complex of structural materials with enhanced physical and mechanical properties is used to improve the reliability
and durability of modern technology in operation. However, to increase the performance of products, in particular cutting
tools, it is relevant to create and use protective coatings, whose principle is based on a complex of tribological and
mechanochemical effects that determine the ability of coatings to maintain their integrity and high wear resistance under
the influence of high temperatures and contact loads [1-3]. One of the key trends in developing these coatings is to ensure
the nanoscale of both structural elements and individual layers in multilayer compositions [4-8]. The formation of the
nanoscale structure of the coating materials is related to the choice of graininess, which is optimal according to the strength
criterion, the balance between the Hall-Patch dependence, and the expression that determines the rate of grain boundary
creep with decreasing grain size. The efficiency of applying such coatings is attributed to the combination of their high
physical and mechanical properties, resistance to oxidation, and dissociation of the chemical compounds included in their
composition due to the peculiarities of the structure of nanocomposite film systems. Immersing nanocrystalline grains in
the amorphous matrix of the second phase of the material, for example, Si3N4 can boost the physical and mechanical
properties of TiN coatings, increasing their oxidation resistance and thermal stability [9, 10].

In work [11], it was found that the process of destruction of TiSiN nanocomposite coatings changed from brittle to
ductile when the residual compressive stress decreased to the level at which the microcracks were activated. The residual
stress of deposited coatings consists of three parts: the epitaxial or structural mismatch between the seed film and the
substrate, the internal stress, and the thermal stress during the post-coating cooling process. Annealing is a common
method of reducing residual stress as a result of reducing defects, dislocations, and vacancies [12]. However, this
treatment also reduces the hardness of coatings obtained by ion bombardment [13].

For this reason, developing TiSiN coatings with a multilayer architecture is considered a more effective method to
improve viscosity and wear resistance, reduce residual stress, and maintaining high hardness [4].

First and foremost, the lattice mismatch and the interface between the different layers can cause the lattice to distort
to accommodate the applied stress and create an alternating stress field to reduce the stress concentration. Additionally,
different stress properties in each coating can reduce overall stress [14].
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In work [15], the wear behavior and adhesive properties of multilayer MeN/TiSiN (Me = Ti, Cr, Zr, Mo, NbxAl, )
coatings with variable second layers were studied. Multilayer coatings based on TiSiN alternated with TiN, ZrN, NbAIN,
CrN, and MoN with a fixed number of layers were synthesized by cathodic arc ion sputtering. Multilayer coatings based
on TiSiN exhibit a precise nanocomposite multilayer structure. Columnar grains are not observed because the growth of
crystalline nitride grains is blocked by amorphous Si3Ny or interfaces. High adhesion (with a critical load of more than
70 N) and a lower coefficient of friction (between 0.3 and 0.58) are achieved for all multilayer coatings.

In work [16], the investigation of multilayer coatings of the TiSiN/CrN system by cathodic arc evaporation with
different multilayer periods (A) of 8.3 nm, 6.2 nm, and 4.2 nm was reported. It revealed the formation of a typical
columnar structure and B1-NaCl crystalline with a maximum hardness of 3742 GPa and the lowest wear rate of 0.323 GPa
for the coating with A = 8.3 nm. This suggests that the mechanical and tribological properties of TiSiN-based coatings
can be enhanced through the design of multilayer coatings.

To enhance the oxidation and/or mechanical properties of TiSiN-based coatings, intensive efforts have been made
to explore multilayer structures. In work [17], nano-multilayer TiSiN/TiAIN films were reported by a dual cathodic arc
plasma evaporation system with a hardness ranging from 32 to 38 GPa. The potentiodynamic polarization measurements
showed that for all the multilayered coatings the corrosion potential shifted to higher values, and the corrosion current
density decreased, indicating better corrosion resistance than that of single-layer coatings like TiAIN or TiSiN [18-20].

According to this principle, TiSiN-based multilayer coatings have attracted a great deal of interest. The existing
literature shows that most scientific researchers focus on the influence of the bilayer period on the microstructure and
mechanical properties of TiSiN-based multilayer coatings. However, there are relatively few studies devoted to the
investigation of the properties, which is the most important factor for the application.

To summarise data on TiSiN-based multilayers for specific applications, we decided to write this review paper, which
concludes the results of newly published experiments on multilayer coatings TiSiN/MeN (Me = Cr, Nb, W, Mo, and TiZr).

MATERIAL AND METHODS

The architectural solution of composite multilayer coatings based on TiSiN is presented in Figure 1.

Multilayer coating systems TiSiN/MeN (Me = Cr, Nb, W, Mo, and TiZr) were synthesized by cathodic vacuum arc
physical vapor deposition (CVA-PVD). The scheme of the cathodic-arc deposition machine is depicted in Figure 2.

Two evaporators were used to obtain TiSiN/MeN coatings. The cathodes were sintered from the TiSi target
(chemical specification in at. % is TioSis) and Me targets such as Cr, Nb, W, Mo (purity specification is 99.8 %) and
sintered TiZr (chemical specification in at. % is TirsZrs). Nitrogen was supplied by injecting N, gas (a purity of 99.6 %)
into the deposition chamber.

The coating systems were deposited on stainless steel (grade 12X18HIT or an analogue of SUS321 and 321S51)
with dimensions of 20 mm»20 mmx2 mm.

The specific technological parameters during the deposition of multilayer coatings are summarized in Table 1.
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Figure 1. The architecture scheme of composite multilayer coating systems TiSiN/MeN (Me = Cr, Nb, W, Mo, and TiZr).

f
Carrier gas N, ﬂ@h Vacuum pump

gas atoms T !
—e 0@ e}ectrons
i &
?:" Plasma Plasma +
3 ° *
Q Me ions ! Tigge!
; * -9 . — . L] . Trigger 6
: Ao . SR
¢ o ® i .~
— - (Y e o '
° o
N ® 50 o
o —= - C =]
° S
' \ .5 B > b [ 0 .~. : =
1 > =
9 Trigger .| P m gas ions S
A bl ° 2
o L] ™ e
MECTOpaCIes Bias power supply

‘ Rotation system

Figure 2. Scheme of the CAE-PVD machine used for the deposition of the multilayer coating systems TiSiN/MeN (Me = Cr, Nb, W,
Mo, and TiZr). Adapted from [21].
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Table 1. Deposition parameters of multilayer coating systems TiSiN/MeN (Cr, Nb, W, Mo, and TiZr).

. Sample Arc current, Negative Gas Cpatmg Multilayer
Coating . thickness, .
no. A bias, V pressure, Pa um period, nm
1 0.08
2 110/90 -100 0.3
i 3 0.06
TiSiN/ CrN 7 0.08 7-10 6.7-12.5
5 110/80 -200 0.3
6 0.6
1 -110 5.1 56
0.53
. 2 -200 4.5 50
TiSiN/NbN 3 110/80 110 o3 6.8 75
4 -200 ) 6.3 70
TiSiN/WN 1 100 -200 0.6 4.2 10.5
1 0.6 3.61 40.1
R 2 0.13 3.72 40.9
TiSiN/TiZrN 3 80-85 -200 0c 367 0.4
4 ’ 3.96 85.9
1 -100
2 140/100 00 0.05
i 3 -100
TiSiN/MoN 4 140/100 00 0.13 9-11 7-8
5 -100
6 140/100 00 0.67
DISCUSSIONS

Coatings of TiSiN/NbN system

Experimental results for multilayer TiSiN/NbN coatings are shown in Figure 3 and Figure 4 and adopted
from [21-23]. The TiSi target was obtained by the vacuum-arc remelting method. The composition of targets was TiosSis
and Nboos. As can be seen, the surface morphology of the coatings has a well-defined cellular structure (Figure 3, left
panel). There are many shallow craters with a diameter of 0.3 to 5 pm. Solid inclusions in the form of drops are unevenly
distributed over the surface and occupy approximately 15 % of the surface area. The diameter of the droplets varies
between 2 to 10 nm.

In the cross-section, the coatings are evenly deposited on the substrate and have a dense structure. A clear periodic
arrangement of nanoscale layers in the laminar architecture is observed (Figure 3, right panel). The thickness of the NbN
layers is 20 % greater than the thickness of the TiSiN layers. This difference in thickness can be attributed to a lower rate
of evaporation of the TiSi cathode, which mainly consists of the refractory intermetallic compound TiSi,, compared to
pure niobium. Additionally, the smaller thickness and higher density of TiSiN can also be explained by the lower
formation energy of TiSiN compared to NbN. The structure of the NbN layers is more difficult to densify by ion
bombardment, which is generated by the -110 V and -200 V bias voltages applied to the substrate during coating
production. Thus, both phenomena lead to the formation of thinner but denser TiSiN layers. According to elemental
analysis data, it was established that the coatings obtained at a higher bias potential of -200 V have a lower concentration
of Si ranging between 0.8 to1.0 at. % than the coatings obtained at a lower bias potential of -110 V.

According to XRD patterns (see Figure 4a), it was established that in the coatings obtained at low values of the bias
potential of -110 V (samples nos. 1 and 3), two phases are formed: face-centered cubic (fcc) titanium nitride TiN (space
group No. 225) and hexagonal close-packed (fcc) niobium nitride NbN-&' (space group No. 194). Analysis of the intensity
and position of the peaks indicates the presence of a (111) texture in fcc-TiN and a strong (00.2) texture in hcp-NbN-3'
for the coating obtained at a pressure of 0.13 Pa (sample no. 1). An increase in the gas pressure to 0.53 Pa leads to a
redistribution of the peak intensity and a shift in their position, which indicates the practically non-textured state of the
sample no. 3.

An increase in the negative bias potential leads to the appearance of clear high-intensity peaks in the diffraction
patterns, which indicate the formation of a nanocrystalline state in the coatings (see Figure 4b). For the sample obtained
at a low pressure of 0.13 Pa (sample no. 2), two phases are formed: fcc-TiN and hcp-bN-3'. However, with an increase in
pressure to 0.53 Pa, structural and phase transformations occur in the coatings, leading to the appearance of the third
phase - face-centered cubic (fcc) niobium nitride NbN (space group No. 225) (sample no. 4). Due to the complex structure
of the samples, the diffractogram has many diffraction planes for different phases, and some peaks overlap.
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Figure 3. Scanning electron microscopy images of the surface and cross-section of multilayer coatings TiSiN/NbN.
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Figure 4. General research results of multilayer coatings TiSiN/NbN: XRD patterns (a), Hardness and Young’s modulus (b), results
of sclerometric studies of the sample no. 2 (the red line corresponds to the friction coefficient (COF) and the blue line corresponds to
the acoustic emission (AE)) (¢).

The average grain size ranges from 8 to 14 nm. The lattice parameter for TiN ranges from 0.4250 to 0.4256 nm and
is slightly increased compared to the reference fcc-TiN (a = 0.4240 nm according to JCPDS). This indicates the formation
of residual compressive stresses in the coatings.

For TiSiN/NDbN coatings, an increase in mechanical parameters is observed (see Figure 4b). The hardness grows up
to 34.4 GPa, and the modulus of elasticity rises up to 412 GPa. This is due to the formation of a nano-sized NbN phase
(which additionally prevents the movement of dislocations together with nanocomposite TiSiN). In addition, the crystal
lattice mismatch between the TiSiN and NbN layers effectively contributes to strengthening due to variable stress and
strain fields caused by elastic coherence deformations. The multilayer architecture contributes to the reduction of grain
sizes and the increase of the volume fraction of atoms located at the interfaces of layers, thereby preventing the
propagation of dislocations.

Adhesive strength tests (see Figure 4c) indicate a cohesive failure mechanism of TiSiN/NbN coatings, which is
associated with plastic deformation and the formation of fatigue cracks in the material. The maximum load resulting in
plastic abrasion of sample no. 2 is greater than 49.76 N, which indicates a high degree of strength of the coating and high
adhesive properties of the contact between the coating and the substrate.

Coatings of TiSiN/CrN system
Figure 5 shows experimental results for multilayer TiSiN/CrN coatings adopted from [24, 25]. The vacuum-arc
remelting method was applied to sinter the TiSi target. The composition of targets were Tio4Sis and Crgo . Since the TiSiN
and CrN films have a face-centered cubic structure, in the multilayer architecture, which is depicted in Figure 5a, the
TiSiN and CrN nanolayers tend to grow epitaxially, which will reduce the interfacial energy in the coatings. As the
thickness of the CrN nanolayer increases, the increase in strain energy due to the different lattice parameters of TiSiN and



16
EEJP. 4 (2024) 0.V, Maksakova, et al.

CrN disrupts the coherent interface. Thus, the structure of the epitaxial growth between TiSiN and CrN can be disturbed,
which leads to a deterioration of crystallinity.

The elemental analysis results established that all TiSiN/CrN coatings have a slightly higher stoichiometric
composition, confirmed by the ratio of metal elements to nitrogen (Ti + Si + Cr)/N (see Figure 5a, insert). The coating of
sample no.3 obtained at the bias potential of -100 V and nitrogen pressure of 0.6 Pa has the maximum silicon
concentration. As the bias potential increases to -200 V, the silicon concentration drops several times. Apparently, this is
due to the preferential atomization of light silicon atoms from the surface of the growing coating due to ion bombardment.
The higher the shear potential and the lower the gas pressure in the chamber, the stronger this effect.

The analysis of the secondary mass spectrometry is presented in Figure 5b. It confirms the presence of positive ions
in the spectra, in particular Ti, Cr, Si (at 28-30 min with low intensity), TiN, CrN, Ti,, TiCr, Ti,N, Ti,N, (probably TiSi
in the case of the presence of a layer of TiSiN), as well as Ti3N, Ti3(N2)(Si), Ti3(N3)(SiN). The spectrum of negative ions
revealed the presence of SiN, TiN, and CNI(Cr, Cr»), which shows a maximum at the beginning of the sputtering and
decreases and reaches a plateau after 45—60 min. The intensity of the secondary ion current for TiN and Tix bonds is
relatively small in the first five minutes of sputtering, then increases sharply, reaches a maximum, and soon (after
45-60 minutes) reaches a plateau.
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Figure 5. General research results of multilayer coatings TiSiN/CrN: typical SEM image of cross-section with chemical analysis for sample
nos. 1-3 (a), spectrum of positive secondary ions for sample no. 3 (b), typical XRD patterns (c), results of sclerometric studies of the sample
no. 3 (the red line corresponds to the friction coefficient (COF) and the blue line corresponds to the acoustic emission (AE)) (d)

X-ray patterns of multilayer TiSiN/CrN coatings in the initial state show the formation of three main nitride phases,
in particular, face-centered cubic (fcc) TiN (JCPDS 38-1420) and Ti;N phase (JCPDS 23-1455) with tetragonal (anti-)
rutile type structure (space group P42/mnm) for TiSiN layers, and face-centered cubic (fcc) CrN (JCPDS 65-2899) for
CrN layers (see Figure 5c). For these coatings, the Ti;N phase leads to a high level of microdeformations with a value of
7.5%1073, The main crystalline phase is TiN with a cubic B1 (NaCl-type) structure. Applying a negative bias potential to
the substrate during deposition leads to a highly textured state with a predominant orientation along the (111) axis. In
addition, it increases the number of defects in the crystal structure and the level of residual compressive stresses.

After annealing the coatings at 400 °C (see Figure 5c), the phase composition TiSiN/CrN of sample no. 1 does not
change. Still, crystallization occurs in the CrN layers, as indicated by separating the CrN(111) peak from the highly
intensive TiN(111) peak. Increasing the annealing temperature to 700 °C also does not lead to a change in the phase
composition of the coatings or the texture. Still, the separation of the CrN(111) peak becomes much more noticeable. At
the same time, low-intensity peaks of Ti,N(200), TioN(111), Ti2N(330), and CrN(311) appear. Annealing leads to a
greater decrease in the lattice parameters of all phases by 2-3 % and a decrease in the level of microdeformations from
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7.5%107 to 7.2x1073. After annealing at 700 °C (see Fig. 5c), the content of Si in the upper layers of the coatings increased
due to intensive diffusion of silicon from the depth of the coating to the surface. At the same time, at 700 °C, a change in
the stoichiometry of the coatings accompanies the annealing process. All coatings acquire a pre-stoichiometric
composition as the concentration of N decreases from (50.43 + 53.41) to (48.18 +~ 49.16) at. %.

According to the mechanical tests, all TiSIN/CrN coatings are pretty hard (hardness values varied between 27.8 and
31.1 GPa) in the initial state. Annealing the coatings at 400 °C increases the hardness to (29.1 + 32.8) GPa. A further
increase in the annealing temperature to 700 °C slightly reduces the hardness of the coatings to the range of
(28.8 +30.9) GPa. The coating sample no. 3, obtained at a bias potential of -200 V and a working gas pressure of 0.6 Pa,
has the best mechanical properties both in the initial and after annealing. The coating hardness and elastic modulus have
maximum values of 31.1 GPa and 298 GPa (32.8 GPa and 311 GPa at 400 °C and 30.9 GPa and 301 GPa at 700 °C),
respectively. The higher hardness of this sample is due to the higher level of crystallinity of the TiSiN layers in the
multilayer structure (according to the Pathscheider model). The H3/E? values of the coatings are also exceptionally high
both in the initial state (0.20 + 0.33) and after annealing at 400 °C (0.23 + 0.36) and at 700 °C (0.23 =+ 0.32), which
indicates their reasonably high resistance to mechanical loads without and under the influence of temperature.

The results of the adhesive tests, presented in Figure 5d, show that the coatings wear out under load, but do not peel
off. Coating destruction occurs through a cohesive mechanism associated with plastic deformation and the formation of
fatigue cracks in the coating material. It was found that the adhesive strength of TiSiN/CrN coatings obtained at a nitrogen
pressure of 0.6 Pa and a bias potential of -100 B is higher by 10 % compared to coatings obtained at a bias potential of -
200 B. For sample no. 3, which has the best hardness indicators, we identified the highest adhesive strength of 49.54 N.

Coatings of TiSiN/WN system
The results of experimental studies of the structure and properties of multilayer TiSiIN/WN coatings before and after
annealing are given in [26, 27] and depicted in Figure 6.
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Figure 6. General research results of multilayer coatings TiSiN/WN: SEM images of the cross-sections with chemical analyses
before and after annealing (a) XRD patterns before and after annealing (b)
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It was established that all coatings have a relatively dense homogeneous structure (see Figure 6a). There are no
cracks, pores, or other structural defects at the "substrate-coating" interface. According to the results of the quantitative
analysis of the droplet phase, the average size of droplet formations in the coatings is approximately the same. Still, their
number in the TiSIN/WN coating is reduced by two times compared to the WN/TiN coating due to the higher melting
temperature of the TiSi system. After annealing, the surface of the coating’s changes, while the main part, in the direction
from the surface to the substrate, remains visually unchanged. Noticeable dimensional changes, in particular, the thickness
of coatings decreases by 5 %.

It is seen that the heating intensified the diffusion processes that contributed to the changes in the atomic composition
of the components (see Figure 6a). The titanium concentration increases from 16.58 to 20.38 at. % and tungsten
concentration rise from 18.29 to 41.46 at. %. This may be due to the additional formation of solid solutions from TiSi and
W atoms in the near-boundary region due to the diffusion processes and mixing. The silicon concentration increased
approximately two times, from 6.11 to 12.48 at. %.

Experimental data show that nanosize multilayer TiSiN/WN coatings have a two-phase structure: cubic tungsten
nitride WN-f and cubic titanium nitride TiN (see Figure 6b). The lattice parameter of WN-f is 0.4232 nm, the grain size
is 8.2 nm, and the level of microdeformations is 6.3x107. The intensity of the diffraction lines from WN-B and TiN
indicates the predominant orientation (200) in the WN layers and (311) in the TiSiN layers. The titanium nitride lattice
parameter is 0.4155 nm, the grain size is 9.0 nm, and the level of microdeformations is 1.35x102. After annealing at
700 °C, the two-phase structure remained in the WN/TiSiN multilayer coatings. The lattice parameter of WN-f decreases
the value of 0.4192 nm, the grain size increases to 12.6 nm, and the level of microdeformations decreases to 3.6x107.
The lattice parameter of TiN also reduces to 0.4124 nm, the grain size increases to 10.9 nm, and the level of microstrains
decreases to 1.16x102. The preferential orientation (200) remains unchanged.

It is obvious that annealing intensifies diffusion processes that cause changes in the atomic composition of elements.
The Ti concentration increases from 18.29 to 20.08 at. %, and the W concentration rises from 18.29 to 41.46 at.
Furthermore, the concentration of N decreases from 59 to 26 at. %, and Si increases almost two times (from 6.11 at. % to
12.48 at. %).

Diffraction lines containing silicon are absent in XRD patterns, which indicates the XRD amorphousness. The only
change for the TiSiN/WN coating is that the reflections from WN-f are shifted to higher 2-theta values, which may be
due to the annihilation of point defects (interstitial or substituted) often observed in vacuum-arc coatings obtained at high
pressure of the working gas [28]. Annihilation should also affect the TiN lattice parameters. However, the diffusion effect
of W in TiN can counteract the expected decrease in the lattice parameter, which is observed in this coating. During
annealing, the phase state of the coatings did not change in principle, but it led to an increase in grain size and relaxation
of internal stresses.

The indicators of the mechanical properties show that the hardness of the annealed coatings increased by 6-7 %
(hardness values rise up to 33 GPa, elastic modulus grows up to 422 GPa, fracture deformation, and plastic deformation
increses up to 0.078 and 0.202, respectively). In summary, annealing multilayer TiSIN/WN coatings at a moderate
temperature partially eliminated structural and technological defects, improving mechanical characteristics.

Coatings of TiSiN/TiZrN system

Increasing the wear resistance of TiSiN-based coatings can be achieved by applying a multicomponent alternating
layer, for instance, TiAIN or TiVN [10, 17]. Figure 7 shows the experimental results of the study of multilayer
TiSiN/TiZrN coatings adopted from [29-31]. We used the targets made of alloys TiZr (element ratio is 75:25 at. %) and
TiSi (elements ratio is 94:6 at. %). The technology used in target production is vacuum-arc remelting. As can be seen in
Figure 7a, the surface of the coatings is not smooth, and the droplet fraction on the samples of all samples is present in a
rather noticeable amount. In addition to drops, crater-pores are visible on the surface. The cross-sectional images clearly
show the layered architecture and the diffusion zone formed at the "coating-substrate" interface. The multilayer
combination has good planarity and the boundaries of layers of different compositions are well distinguished. According
to chemical analysis, the content of silicon varied between 0.56 to 0.86 at. %, which is significantly lower than its content
in the target (5 at. %). The likely reason for these decreases is backscattering.

According to XRD analysis (see Figure 7b), the two-phase structure with fcc crystal structure is formed. The TiZrN
and TiN phases have reflections of the (111), (200), and (311) planes. The signal from the (111) planes is the most intense,
which is the preferential orientation and can be considered a confirmation of the highest level of crystallinity. An increase
in the multilayer period while maintaining the total thickness of the coating is accompanied by a similar decrease in the
degree of crystallinity. As the multilayer period increases, splitting the (111) peak into components from the TiZrN and
TiN phases becomes more noticeable. A similar pattern is also visible for the (311) peak. The average grain size ranges
from 9.2 to 11.6 nm. In coatings deposited under different nitrogen pressures with the same other parameters, the grain
size difference was only 0.2 nm, that is, only 2% on average. The architecture and structure of the coating are more
significant influences on the grain size. Thus, an increase in the number of bilayers (in other words, a decrease in the
multilayer period) from 90 to 180 and 360 leads to a consistent corresponding change in grain sizes along the chain:
11.6 nm (sample no. 4) - =10 nm (sample no. 1 and sample no. 2) - 9.2 nm (sample no. 3) and to increasing crystallinity
(level of texture). During coatings deposition, compressive residual stresses are formed, increasing from -3.5 to -5.3 GPa
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with grain size. The calculated dimensions of the lattice parameters differ little (the change range is between 0.4323 and
0.4354 nm); that is, the discrepancy does not exceed 1 %.

According to the data of photoelectron spectroscopy (see Figure 7¢), the N 1s spectrum can be separated into two
components, of which the main (high-intensity) peak at 395.3 eV can correspond to the energy of Si-Ny type bonds,
probably in the Si3Ns compound. The low-energy peak at 395.5 eV may correspond to the Ti-N bond energy. The Ti 2p
spectrum also splits into two components: the high binding energy at 397.2 eV corresponds to Ti-N type bonds, and the
low binding energy at 396.3 eV corresponds to Zr-N bonds.
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Figure 7. General research results of multilayer coatings TiSiN/TiZrN: typical SEM images of the surface and cross-section (a), XRD
patterns (b), photoelectron spectroscopy spectra (c), results of sclerometric studies of the sample nos. 2 ta 4 (the red line corresponds
to the friction coefficient (COF) and the blue line corresponds to the acoustic emission (AE)) (d, ), SEM image of the scratch on the
surface of sample no. 4 at different critical loads Le1 — Les (f).
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Figure 7. (continued) General research results of multilayer coatings TiSiN/TiZrN: typical SEM images of the surface and cross-
section (a), XRD patterns (b), photoelectron spectroscopy spectra (c), results of sclerometric studies of the sample nos. 2 ta 4 (the red
line corresponds to the friction coefficient (COF) and the blue line corresponds to the acoustic emission (AE)) (d, e), SEM image of
the scratch on the surface of sample no. 4 at different critical loads Lc1 — Les (f).

Compared to TiSiN or TiZrN films, multilayer TiZrN/TiSiN coatings have increased hardness, ranging from
24.5 GPa to 38.2 GPa. The trend of hardness increases with decreasing bilayer thickness, and the trend of hardness
increases with decreasing bilayer thickness is evident. The coating with the thinnest multilayer period of 20 nm has the
highest hardness of 38.2 GPa and modulus of elasticity of 430 GPa. Similar changes in friction coefficients and acoustic
emission parameters were recorded for coatings obtained at different nitrogen pressures (see Figures 7d and 7e). When
the load increases to ~55 N, the friction coefficients increase quite quickly and steadily to the level of ~0.5-0.52, after
which it decreases slightly to the values of 0.46 - 0.47 and remains practically unchanged after that (not more than 0.48)
to a maximum load of 190 N. During the entire period of loading and movement of the indenter on the coating surface,
the level of acoustic emission (AE) is relatively low. The first pulses are recorded starting with a load of 15 N; the
maximum level of AE is observed at loads of 25-45 N, although it does not exceed 5 %. Extreme AE peaks are not
recorded, a characteristic feature of wear without brittle fracture. No peeling of the coating was recorded during
scratching, indicating cohesive wear associated with plastic deformation and fatigue failure of the coating material.
Scratches at different stages of loading indicate a smooth wear characteristic of plastic abrasion without clearly visible
cracks (see Fig. 7f). Such wear is observed until the coating is completely worn to the substrate.

According to the wear testing results, multilayer TiSiN/TiZrN coatings wear by an abrasive mechanism. The
intensity of wear of sample no. 3 (multilayer period is 20.4 nm) is twice as low as in sample no. 4 (the multilayer period
is 85.9 nm). The coefficient of friction during the tests range from 0.79 to 0.82. The improvement of wear resistance of
TiZrN/TiSiN nanocomposites is affected by their structural and phase features, in particular, multilayer period,
concentration of Si atoms, the level of crystallinity (texture), and stress state.

Coatings of TiSiN/MoN system

Figure 8 shows experimental results for multilayer TiSiN/MoN coatings adopted from [32-35]. The vacuum-arc
remelting method was applied to sinter the TiSi target. The compositions of the targets were TigsSis and Moo s.
Microscopic analysis of the cross-section images of the coatings showed a reasonably high uniformity and low defectivity
(see Figure 8a) of the obtained coatings by thickness. An increase in the bias potential causes more intense surface
sputtering, while the thickness of the coating also decreases. It is shown that in the nitrogen pressure between 0.05 and
0.67 Pa, when the pressure increases, changes occur at the elemental level: The Si content decreases and the N and Mo/Ti
ratios increase. At the phase level, changes mainly occur in molybdenum-based layers, where the transition
Mo — y-MoaN — MoN occurs with increasing pressure. The highest hardness of 37.5 GPa is achieved in this case by
forming TiN/y-MoxN layers with an isostructural crystal lattice. The use of high-temperature annealing (at a temperature
of 1023 K) makes it possible to increase the hardness of the coatings obtained at a relatively low nitrogen pressure of
0.09 Pa when the formation of an additional solid TisSi; phase is likely due to the low nitrogen content.
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Figure 8. General research results of multilayer coatings TiSiN/MoN: cross-section SEM images (a), XRD patterns (b), dependence of
hardness on the nitrogen partial pressure before (curve 1) and after annealing (curve 2) (c), results of sclerometric studies of the sample no.
4 (the red line corresponds to the friction coefficient (COF) and the blue line corresponds to the acoustic emission (AE)) (d).

The results of adhesion strength of multilayer TiSIN/MoN coatings are significantly higher compared to coatings
based on TiAISiN systems, TiZrSiN, and, TiHfSiN which were obtained by vacuum-arc deposition [36, 37]. Thus, the
destruction of these coatings begins at an average load of 55-65 N, and in multilayer TiSiN/MoN coatings - at a load of
160-180 N. The measurement of hardness shows that the partial pressure of nitrogen, which affects the formation of the
phase composition, also has a decisive effect on hardness. The dependence of hardness on pressure reaches maximum
values of about 37.5 GPa in the pressure range between 0.16 to 0.4 Pa (see Figure 8c). From the point of view of structural
engineering, this state corresponds to the presence of nitride phases TiN and y-Mo,N with an isostructural crystalline
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lattice of the NaCl type in both layers. Annealing is accompanied by a decrease in the hardness of the coatings obtained
in the pressure range of 0.15 to 0.7 Pa, which is associated with the characteristic growth of crystallites in the constituent
phases. This is especially noticeable in the coatings obtained at a pressure of 0.7 Pa, when, according to phase analysis,
the MoN phase with a hexagonal crystal lattice is formed in molybdenum-based layers. At the same time, annealing of
the coatings obtained at a pressure of 0.7 Pa leads to a significant increase in hardness by more than 30 % (up to 40 GPa).

CONCLUSIONS

Based on the obtained research results, the main regularities of the formation of the composition and properties of
multilayer coatings were analyzed. This allows for further development of more complex combined multilayer systems
with improved physicomechanical and tribological properties, as well as improved biocompatibility.

Studies of multilayer coatings, which consist of a combination of nitride or carbide multielement layers and layers of
binary nitrides of refractory or transition metals or layers of pure metals, allow combining within one coating the best
properties of multielement and multilayer nitride or carbide coatings. Patterns of structure formation in multilayer and
multielement coatings under certain deposition conditions, such as nitrogen atmosphere pressure, bias potential, and substrate
temperature, can be used to conduct further fundamental scientific research to elucidate the mechanisms of structure
formation of more complex coatings for which these mechanisms are unknown at the moment, or to create approaches to the
formation of new types of coatings by varying deposition parameters, architecture, and elemental composition.

The main practical advantages of the proposed vacuum-arc coating deposition method are simplified control over
the technological process, reduction of cost and energy consumption, good repeatability of results, and the possibility of
relatively easy and fast industrial scaling of deposition technologies.

Modeling the structure and properties of multielement and multilayer coatings based on first-principle molecular
dynamics can additionally explain and confirm assumptions about specific features of the formation of the structure and
properties of multilayer and multicomponent coatings, which allows us to predict good prospects for its application in
further fundamental and applied research more complex from the point of view of architecture coatings.

The results of the study of the properties presented in the review, in particular the structure, hardness, adhesive
strength, and the effect of annealing, are the main characteristics that affect the formation of composite nano-sized
multilayer coatings as highly efficient materials for multifunctional purpose. This opens new perspectives for the
development of new combinations of structural materials and the optimization of their production technologies.
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Ha npuknani cuctemu nokputtiB TiSiN/MeN (Me = Cr, Nb, W, Mo, TiZr) npoaHaii3oBaHO pe3yJIbTaTd CTBOPEHHS OaraTomapoBHX
MIOKPHTTIB 3 HAHOUIAPAMH Pi3HOr0 (YHKIIOHAIBHOTO INMpPU3HAYEHHS, SIKi IMOTPeOyIOTh CHCTEMHOTO MiJXOAy A0 PO3YyMIHHS PO
00paHuX MaTepialiB, yMOB POCTY, MiIKPOCTPYKTYPH Ta HEOOXiTHUX BiIacTHBOCTEH. HaHOPO3MIipHI MeXi 3epeH, KOTepeHTHI MKIIIAPOBI
IpaHULi Ta 3MiHK CTOBITYACcTOi MOpQoJIorii Ha MIKPOPIBHI CYTTEBO 3MIHIOIOTH ()i3MKO-MEXaHIUHI BIACTUBOCTI MOKPHUTTIB. [JIst BCixX
MOKPUTTIB CIIOCTEPIra€ThCsl MOKPALICHHS MEXaHIYHHX XapaKTEePUCTHK (TBEpAICTb, MOJIYJNb IPYXKHOCTI) 32 PaXyHOK YTBOPCHHS
HaHOPO3MipHOT (a3u (sKa ITOAATKOBO MEPEIIKO/PKAE PyXy AMCIOKaliil pasom 3 Hanokommo3utoM TiSiN). Kpim Toro, 3adikcoBana
HEBiAMOBIMHICTG KPUCTAIIYHUX TPATOK OKPEeMHUX INapiB €(PEeKTUBHO CHpHUSE€ 3MIIHEHHIO BHACTIJOK YTBOPEHHS 3MIHHX IOJIB
HaTpyXXeHb 1 pyKHUX Aedopmaniii. JJociKeHHIMH BU3HAYEHO ONTHMAIIbHI YMOBH ()OPMYBaHHS [TOKPUTTIB Y IIMPOKOMY Aiara3oHi
TUCKY pEKIifHOro Ta3y (a30Ty) Ta MOTEHIaly 3MINIEHHS, IO TAaKOX JO3BOJIMJIO BCTAHOBUTH (DAaKTOPH CTPYKTYPHHX 3MIH Ta
eKCILTyaTalliifHi XapaKTepUCTHKH, sIKi OyIyTh ONTUMAIEHUMHU JJIS IX IIPOMHCIIOBOTO BUKOPHUCTAHHSI.

KurwuoBi cinoBa: eaxyymno-oyeoge ocaoscenns;, bazamowtaposi nokpumms, TiSIN, nomewnyian 3miwjenns; meepoicmo, ¢hazosuil
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This paper presents a comprehensive study in a collisionless plasma composed of charged state of heavy positive ion and light positive as
wel as negative ion. By deriving the Korteweg-de Vries (KdV) equation and by using its standard solution we analyze the characteristics
of the solitary profile under varying parameters. We found that the solution gives both rarefactive and compressive soliton. The
compressive structures are formed for the slow mode, while rarefactive solitary structures are formed for the fast mode. Furthermore,
with the application of planar dynamical systems bifurcation theory, the phase portraits have been analyzed. This dynamical system
analysis allowed us to extract important information on the stability of these structures as represented by the KdV equation.

Keywords: KdV Equation; Solitary Wave; Quantum Plasma; Dynamical System; Reductive perturbation method; Pressure Anisotropy
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1. INTRODUCTION

Two key properties of plasma are nonlinearity and dispersion; nonlinearity causes the wave to steepen, while
dispersion aims to make the wave broader. A wave that propagates in the plasma without losing its identity even after
interacting with other waves is referred to as a solitary wave when the nonlinearity and dispersion are balanced. A confined
nonlinear wave with a steady-state shape is a soliton [1]. Washimi and Taniuti made the first theoretical prediction of
the presence of ion-acoustic solitary waves of modest but finite amplitudes in plasma in 1966 [2]. The fundamental
characteristics of the ion-acoustic wave would be considerably altered in the linear [3-5] and nonlinear regimes [6, 7] in
the presence of a second ion species in a plasma. They discovered that two ion acoustic modes, known as the fast and
slow ion modes, are supported by their model. These two ion wave modes are confirmed to exist by the experimental
studies [4, 5].

The physics of positive and negative-ion quantum plasmas, and in particular multi-ion plasmas, have attracted a lot
of attention lately because of their presence in plasma environments ranging from laboratory to astrophysical. [8—11]. The
constituents of the degenerate quantum plasma includes electrons, heavy ions with positive charges, and light ions [12]. It
is commonly known that negative ions exist in the Halley’s comet [13] and the Earth’s ionosphere [14]. Positive-negative
ion plasmas have also been discovered to exist in a variety of settings, including neutral beam sources [15], low-temperature
laboratory studies [16], reactors for plasma processing [17], etc. Numerous authors [11, 18-21] used positively charged
heavy and light ions in quantum plasmas to study nonlinear waves.

In the presence of elevated magnetic fields, the plasma ion pressure exhibits anisotropic behavior, and the plasma
behaves differently in parallel and perpendicular directions relative to the external magnetic field [22]. So, to consider
the effect of ionic pressure anisotropy pressure i.e., the parallel ion pressure (P)) and perpendicular ion pressure (P)
become very important. Numerous studies have been reported on the impact of pressure anisotropy on the propagation of
solitary and shock waves in different plasma regimes [23,24]. For example, Almas et al. [25] investigated the properties
of ion-acoustic solitary waves composed of anisotropic pressure of electron-positron-ion(e-p-i) plasma and found that
the characteristics of such waves are more sensitive to parallel ion pressure than perpendicular ion pressure. Khalid et
al. [26] also studied the propagation of ion-acoustic electrostatic waves in a magnetized electron-ion plasma with pressure
anisotropy. Mahmood et al. [27] studied the properties of non-linear electrostatic structure in anisotropic pressure plasma
and found that only the width of the soliton depends on the perpendicular pressure (P, ), however, an increase in the
parallel pressure (P)) decreases both the amplitude as well as the width of the soliton. Manesh et al. [28] studied the
properties of solitary waves in an anisotropic plasma with lighter and heavier ions and found that the light ion’s pressure
anisotropy determines the polarity of solitary waves, and it is rarefactive for anisotropic lighter ion whereas compressive for
the isotropic lighter ion. Khan et al. [29] studied the properties of soliton and cnoidal wave in an anisotropic superthermal
electron-positron-ion plasma and found that the wavelength of the cnoidal wave structure is reduced on increasing the
parallel and perpendicular anisotropy of ion. Khalid and Rahman [30] studied the ion pressure anisotropy of the ion
acoustic non-linear periodic waves in a magnetized plasma. They reported that the increase of parallel pressure of ions
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decreases the amplitude and width of the ion-acoustic periodic waves and the ion-acoustic waves behave differently than
ion-acoustic periodic (cnoidal) waves in anisotropic plasmas.

Apart from classical plasmas, the effect of pressure anisotropy has been widely investigated in dense quantum
magnetized plasmas. For example, Bordbar and Karami [31] studied the structural properties of an anisotropic dense
neutron star and analyzed the compactness, redshift, etc. of such a dense matter as a function strong magnetic field of
the order of 10'7 Gauss which creates the anisotropy. Patidar and Sharma [32] explored the magneto hydrodynamic
(MHD) wave modes in anisotropic relativistic degenerate plasma and found fast and slow wave modes propagating under
the combined influence of various forces such as pressure anisotropy, exchange potential, Bohm force, and magnetic field.
Irfan et al. [33] observed a strong modification of amplitude and width of weakly nonlinear ion-acoustic waves considering
the pressure anisotropy of positive ions and electron trapping effects in a dense quantum magneto-plasma. Moreover, in
the non-relativistic and ultra-relativistic regimes, the anisotropic ion pressure also affects the stability of solitary waves.

Phase plane analysis is a useful graphical method for analyzing second-order systems with respect to their initial
condition, and it is a useful tool for investigating the qualitative behavior of dynamical systems. Geometrically, a curve
or point represents the trajectory of a dynamical system for a particular initial state in a phase plane. Furthermore, we
may learn more about the system’s stability and the presence of solutions using this technique [34]. The significance
of phase plane analysis in understanding the qualitative solutions of plasma systems is commonly acknowledged and
used by researchers [35-38]. Recently, in various plasma systems, researchers have examined the bifurcation features of
small-amplitude nonlinear waves within the framework of equations such as the Burgers equation [39], ZK equation [40],
etc. [41,42]

The objective of the present paper is to study the solitary wave propagation in collisionless quantum magneto-
plasma considering the ionic pressure anisotropy. The Korteweg-de Vries (KdV) equation is derived using the reductive
perturbation technique(RPT) to study the solitary wave nature in such plasma. These plasmas are believed to exist in white
dwarfs and neutron stars. The results obtained here may be useful for laboratory as well as space astrophysical plasma
environments wherein such plasma environments are prevalent.

2. THEORETICAL FORMULATION

We consider a collisionless plasma composed of charged state of heavy positive ion and light positive as wel as
negative ion. The normalized set of governing equations is given by [43]:

ONin.1p N O(Nin,ipVin,ipx) N O(Nin,ipVinipy) N O(Nin,ipVin,ipz)

oT Ox ay 0z 0 M
Dins (vl(f—x v vznyaa—y + vla%) Vine = 05 = PrayNin 22 @)
Wins (vznxaa—x Vi o+ Vi ) Viny = ﬁi—f Vi@ — Pins Nll n a;vy’" 3)
s (vz% Vg o+ Vine s ) Vine = 95 + VinyQin = Pins Nll e )
agl;x (lexaa_x FVips aﬁy N v,pz(%) Vip _‘Z_T - PIPHNZP% )
a;%+(wpx§—x+vma +wpza%)my ——Z—przszlp Plpwllp% ©)
6(‘;’7{’2 + (vl,,x;—x + Vl,,y(% + lez(%) Vipe = —%—T +VipyQup - PlplNLlp 822” @)
¢ 0*¢ 9%

W + 8_))2 + 6_22 =N, [1 + thllhp tap — llln] +Nln/~11n - th/«lhp - Nlp - Np [a/e + Min — 1- th,uhp] (8)

npyo Y4
Here Ap = Qe+ UIn— 1 _th,uhpa Hhp = lerilpO , @ =1 +thﬂhp +ap — Hin, Hin = le,llnlpo > le,ln = a)clp,ln/wph, 9=
mypZ . . . . . . . .
ﬁ’ In A is the logarithm of Coulomb parameter, A;,(;p) is the atomic weight of heavy positive ion, Zj,, is the charged
pMn

state of heavy positive ions, Z;p(1,) is the charged state of light positive (negative) ions, Nj,(1,) is the normalized plasma
light positive (negative) ion density, ¢ is the normalized electrostatic potential. Py, (7)) and Py, ;). are the parallel and
perpendicular pressure of light positive (negative) ion. The pressure equations for the anisotropic and adiabatic system
are given by Chew—Goldberger-Law popularly known as (CGL) or double adiabatic theory [44—46], according to which
L (P;B*/n?) = 0and 4 (P;./n;B) = 0. In the case of electrostatic waves in a magnetized plasma, the ambient magnetic
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field B = By is constant with time, i.e. % (B) = 0 where By is the magnetic field at equilibrium. Moreover, the normalized
parallel and perpendicular ion pressures obtained from the CGL theory are given as P;j = 3P;jo/ni&r. and P;, =
Piio/nioere where Pyo = njoT; andP;o = n;oT;. are the equilibrium values of parallel and perpendicular pressure
functions respectively, and n;o is the unperturbed ion density. [22,45,47] The variations in the ambient magnetic field

2
alter the ionic temperatures in parallel and perpendicular directions to the magnetic field, i.e., T; o«c Bg and T;, o (%(‘)’)

respectively [47,48].
The other plasma parameters are normalized as follows:
€Fe

n; C Z
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length, Cj is the Fermi ion sound velocity, w4, is the plasma frequency, m;, ;) is the mass of light negative (light positive)
ions
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3. DERIVATION OF KDV EQUATION

To derive the evolution equation we employed the reductive perturbation technique. The stretched coordinates [22]
used here are given by:

1
E=g 2 (Lx+1Ly+I,z—MT), 7 =T, ©)

1 1
Min(ip)|| = €>Nin(1p)||0> Min(ip)L = €2 MNin(ip)L0

Where M is the phase velocity (Mach number) and € is a small nonzero constant measuring the strength of dispersion.
In terms of the expansion parameter e, the physical variables in equations are expanded in a power series as
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Substituting the above stretched coordinates from Eq.(9) and the respective expansions from Eq. (10) in the Egs.(1)-
(8), and then collecting the terms appearing in the lowest order of € gives the following relations which gives the phase
velocity as
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The second-order perturbation terms were also obtained by equating the coefficient of the next higher order of €.
Then using standard procedure we obtain the KdV equation as
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To obtain the solution of Eq. (12), the authors consider the new variable y = & — Ut where y is the transformed
coordinate with respect to a frame moving with velocity U. By taking ¢(!) = ¢, Eq.(12) becomes
Udp  do ¢

it T iD—"=0 13
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Where D = %
Now, employing the method used in [49] results the solution of equation(13) as

¢ = psech? (%) (14)
Where ¢,, = %, W= 2@ are the amplitude and width of solitary wave respectively.

4. RESULTS AND DISCUSSION

The authors examine the properties and nature and solitary wave propagation under various physical scenarios through
the analysis of the exact solution provided by Eq. (14). The data range employed in the current paper is widely established
across diverse plasma environments. Specifically, the authors consider plasma density on the order of 10%° — 103* and a
magnetic field on the order of 10'° — 10'? with Te ~ 1 keV. This set of parameters corresponds to well-known plasma
environments found in various astrophysical contexts.
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Figure 1. Variations in mach number for different combination of magnetic quantization, positron density and heavy
positive ion

The normalized phase velocity, also known as the Mach number, is shown in Figure 1(a) for different combinations
of the heavy positive ion, positron density, and magnetic quantization parameter for the fast mode. Figure shows that the
velocity is in the subsonic region and that it rises as the density of lighter positive ions increases. The slow mode is plotted
for the same set of parameters in Fig. 1(b). While in slow mode, the velocity is subsonic, but it decreases as the density
of lighter positive ions increases. By comparing Figs. 1(a) and 1(b), we can observe that the velocity is maximum in the
fast mode and lowest in the slow mode for n = 0.2, u, = 0.5, Z,, = 35,and n = 0.3, u,, = 0.4, Z;,, = 50, respectively.

Depending on the sign of the nonlinearity coefficient A, the soliton solution given by Eq. (29) may yield either a
positive (compressive) or a negative (rarefactive) profile.Fig2 displays solitary profiles for variation of Zj,, for fast mode.
It is clear that when Zj,,, increases, the amplitude of the solitary profile decreases. Figures 2(a), (b), and (c) show that
when light positive ions are isotropic and light negative ions are anisotropic, the width is at its maximum. For fast mode,
the solitary profile is rarefactive. The slow mode is depicted in Fig. 3 for the same combination as in Fig. 2. The solitary
profile in this instance is compressive. The fast and slow modes are always precisely opposite to one another. This is

Fast Mode Py, =0.5, Pj,=0.5, P, =0.2, P, =0.2 Fast Mode Py =0.5, Ppp=0.5, P,,=0.2, P,,=0.5 Fast Mode P, =0.5, Pp,;=0.5, Py, =0.5, Pjp,=0.2

T

=300 =200 =100 0 100 200 300 -300 -200 -100 100 200 300 -300 -200 -100 100 200 300
x x x

Figure 2. Solitary profile of fast mode with variation of heavy positive ion
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Figure 3. Solitary profile of slow mode with variation of heavy positive ion
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Figure 4. Solitary profile of fast mode with different combination of perpendicular pressure of light positive ion and light
negative ion.
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Figure 5. Solitary profile of slow mode with different combination of perpendicular pressure of light positive ion and
light negative ion.
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an intrinsic property of the plasma that has been investigated both theoretically and experimentaly. If the fast mode is
compressive (rarefactive), the slow mode is rarefactive (compressive).

Figures 4 and 5 depict the changes in the solitary profile for different combinations of perpendicular pressure.
Perpendicular pressure to the wave affects its width, but its amplitude stays constant. The width reaches its greatest when
when both light negative ion and light positive ions are anisotropic for Py,,| > Pjp (figs. 4a and 5a), but it is at its highest
when light negative ion is anisotropic but light positive ion is isotropic for Py, = P (figs. 4b and 5b)

5. DYNAMICAL SYSTEM ANALYSIS

Phase plane analysis is a useful tool that is widely used in fusion research to understand the dynamics and stability
of plasma systems. A phase plane in plasma physics generally shows the development of two relevant factors, including
temperature and plasma density. Achieving controlled and persistent fusion reactions requires maintaining the stability of
plasma systems.

Regarding our research and phase plane analysis, we would like to state that the reason for this section of the manuscript
is that the phase plane technique entails visually identifying whether limit cycles are present in a differential equation’s
solutions. Scientists examine plasma state trajectories and equilibrium point locations using phase plane analysis. The
way that small deviations from these equilibrium points change over time is how stability is determined. The solutions
are interpreted as a family of functions that are graphically depicted as a two-dimensional vector field in the phase plane.
At typical points, arrows denoting the derivatives of points with respect to a parameter are drawn. The system’s behavior
throughout the examined plane regions can be seen by constructing these vectors, which makes limit cycle identification
easier. Phase portrait refers to the overall visual representation, and phase path refers to a particular trajectory along a flow
line (a path tangent to the vectors).

In order to obtain the dynamical system equation we apply the transformation of the space and variable as y = ¢ —
Ut and finally obtain the transformed equation as

d¢ _
ax (15)
_ U 1 42
i =pa%— ¢
The Hamiltonian of the system (15) is

1 2 U 2 1 3

1, L 16
2 " 20a?% “ep? (16)

The dynamical system described by (15) involves the equilibrium points P = (0,0) and Q = (0, %U)

To derive the eigenvalues, it is essential to have the Jacobian matrix (JM) of the dynamical system. It is evident that
system (15) can be expressed as

(e 0 )(2)
= 17
[2)-( o o) "
The expression for the JM is
0 1
J= (18)
(%—W 0)

The eigenvalues can be found by using the relation |/ — AI| = 0. Where I indicates the identity matrix. The eigenvalues

are provided by 4,4, = i,/% - %qﬁ. At P = (0,0) as the fist equilibrium point, the eigenvalues are 11/% and at the

second equilibrium point Q = (0, %),the eigenvalues are + —D—l;. Utilizing the concept of dynamical systems [] we can

see that the first equilibrium point is saddle and the second equilibrium point is centre if % > 0. If % < 0 the nature of
the points will reverse. Note that P = (0, 0) must be a saddle point always in order for the results to be physically plausible.
The condition for Q to be a saddle point is when the phase speed is negative, which contradicts physically. But Q can be

positioned on either the positive or negative axis for centers, which means Q can either be (0, 27U) or (0, _ZTU

It is self-explanatory to see the phase portraits themselves. They display how various parameters affect the structure
of orbits and how equilibrium points shift. In figures the limit cycles are seen to travel along the z axis. Figure 6 is plotted
for the fast mode with variation Zj,,. We see that the centre Q is in the negative z-axis as the nonlinear coefficient A is
negative. We can see in figure 8, A is positive in slow mode then Q is positioned in the positive z-axis. The centre Q
moves towards to saddle point P with increasing charge of heavy positive ion (Zj,,) (figure 6 and 7). Referring to figures 8
and 9 we observe that the centre moves closest to saddle point when the light positive ion is anisotropic and light negative
ion is isotropic and when both are anisotropic, the centre moves away from the saddle point.

6. CONCLUSIONS

In this paper we have studied the effect of pressure anisotropy in a collisonless plasma composed of charged state
of heavy positive ion and light positive as well as negative ion. Using reductive perturbation technique Kdv equation is
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derived and found the analytic solution. For the system under investigation, a biquadratic dispersion relation has been
derived, yielding the fast and slow modes.We observed that the phase velocity is within subsonic range in both fast mode
and slow mode. We found that compressive structures are formed for the slow mode, while rarefactive solitary structures
are formed for the fast mode mode. It was found that the soliton width is influenced by the perpendicular pressure but the
amplitude remains the same. However that the amplitude of the solitary profile is influenced by the charge state of heavy
positive ion. We then convert our evolutionary equation into a system of two ordinary differential equations (ODEs) in
order to do a phase plane analysis. We extract significant information about the stability of stationary structures given
by the KdV equation via dynamical system analysis. We have introduced the center and saddle points and graphically

displayed the phase portrait of the stated plasma system for various values.
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LI cTarTs NpeACTaBIIsiE KOMIUIEKCHE JOCIIiIXKEHHS T11a3MH Oe3 31TKHEHb, 110 CKJIAIA€ThCA 13 3apAIKEHOTr0 CTaHy BaKKOTO IIO3UTUBHOTO
i0Ha Ta JIErKOro MO3UTUBHOIO, A TAKOXK HEraTUBHOTO ioHa. BuBoasum piBHsAHHA Kopresera-ge ®piza (KdV) i BUKOpUCTOBYIOUM HOTO
CTaHJapTHE PillleHHs, MU aHAJIi3yEMO XapaKTEPUCTUKHU 1307b0BaHOrO MpodiIio 3a 3MiHHUX NapamMeTpiB. MU BUSBWIIY, 1110 PO3UMH Aa€
SK PO3PIJUKEHU, TaK 1 CTUCHYTUIA COMITOH. il MOBIJBHOTO peskuMy (POPMYIOTBCS CTUCII CTPYKTYPH, a IS IUBUAKOTO — PO3PIIKEH1
comitapHi cTpykTypu. Kpim Toro, i3 3acTocyBaHHsM Teopii OipypKalliii miIaHapHUX AUHAMIYHHX CHCTEM MPOaHaTi30BaHO (pa30Bi MopT-
petu. Lleit aHaJi3 QUHAMIYHOT CHCTEMH JO3BOJIMB HAM OTPUMATH BaKJIMBY iH(OPMALIiio PO CTadlIbHICTh UX CTPYKTYP, IPEICTABICHY
piBasHHEM KdV.
Kuarouosi ciaoBa: pisusnns KdV; nooounoxa xeunsi; K6anmosa naazma, anizomponis mucKky, aHanis pazosoi naouuHu, OuHamiuHa
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We consider subtleties of the horizon (null-hypersurface) limit in the Parikh-Wilczek Membrane Approach to Black Holes. Specifically,
we refine the correspondence between the projected Einstein equations of gravity with matter and the Raychaudhuri-Damour-Navier-
Stokes (RDNS) equations of relativistic hydrodynamics. For a general configuration of gravity with matter we obtain additional terms
in the hydrodynamic equations, which include very specific combinations of the contracted logarithmic derivatives of a parameter (the
regularization function) determining the proximity of a stretched membrane to the black hole horizon. Nevertheless, direct computations
of the new terms for exact (Schwarzschild and Kerr) black hole solutions prompt the standard form of the RDNS equations, due to the
non-expanding horizon property of these solutions. Therefore, the reduction of the extended RDNS equations to their classical form
may be viewed as an additional consistency condition in the exact black hole solutions hydrodynamics, and may serve as a non-trivial
test for various viable approximations of spacetime metrics. We compare in detail the Parikh-Wilczek Membrane Approach with the
Gourgoulhon-Jaramillo method of a null-hypersurface description, as well as give the link of the obtained results to our previous work
on the Kerr black holes.
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PACS: 04.70.-s, 04.20.Jb, 04.40.Nr

1. INTRODUCTION

The Membrane Paradigm [1] is one of the prominent ways to describe effective degrees of freedom on a Black
Hole (BH) horizon. According to the Paradigm, a BH horizon is modeled by a stretched, penetrable and impacted by
electromagnetic field membrane, dynamics of which is given by hydrodynamic-type equations for a viscous relativistic
fluid [2—4]. In this way, the collective dynamics of fields near the event horizon is substituted by the dynamics of the dual
fluid.

Interest in the hydrodynamic dual description of non-gravitational fields was increased after the AdS/CFT Duality
foundation, and, as it was realized, some of the predictions of the Membrane Paradigm are directly related to outcomes of
the AdS/CFT. Nevertheless, the Membrane Paradigm is in no way equated to the AdS/CFT correspondence [5,6]. Though
a similarity between these approaches was mentioned since the early stages of the dual CFT hydrodynamics development
[7,8], mainly due to the universal character of the transport coefficients of the dual fluid [7-10], the Membrane Paradigm
can, at best, be treated as a leading AdS/CFT approximation, or as its low-energy limit (see [11, 12] in this respect). Yet,
further advances of the Membrane Paradigm may open new prospects in the AdS/CFT Duality progress.

In our previous work, Ref. [13], we extended the Membrane Paradigm to the case of rotating BHs. (Strictly speaking,
in [13] we used the Membrane Paradigm in part, since we solely focused on the external part of the Kerr spacetime. We
thank Prof. O.B. Zaslavskii for comments in this respect. Note, however, that this restriction is enough in solving for
the problem how a black hole is viewed for an external observer as a “fluid”.) Operating with the Kerr solution in the
Boyer-Lindquist coordinates, we came to the conclusion on the divergence of the momentum density of the dual fluid on
the horizon. In General Relativity the divergence of a quantity on the horizon may be caused by the coordinates choice.
So that one of the motivations for this paper is to re-derive the main characteristics of the dual fluid in the Eddington-
Finkelstein parametrization of the Kerr metric, and to study their behavior in the vicinity of the horizon.

Accomplishing our goals requires the revision of main equations for the dual fluid, containing as the transport
coefficients, as well as other basic characteristics — energy, pressure, expansion, the momentum vector and the shear
tensor — of the medium. Previously, in [13], we derived the transport coefficients etc. of the effective dual medium by
comparing the energy-momentum tensor (EMT) of the stretched membrane with the conventional EMT of a relativistic
viscous fluid. Here, we will recover the characteristics of the fluid from hydrodynamic-type equations, to which the
projected, onto a null hypersurface, Einstein equations with matter are reduced.
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Specifically, 1+3 decomposition of time-like and space-like directions reduces the GR equations to external/internal
geometry of a hypersurface, embedded into the target space. These equations are well-known as the Gauss and Codazzi-
Mainardi equations (see, e.g., [14—17]).1 Further division of spatial directions [4] makes it possible to present the
projected, onto a 2D hypersurface, Gauss-Codazzi equations as the Raychaudhuri and the Navier-Stokes type equa-
tions [3, 4, 15, 16, 18-20]. The system of these equations2 determines the transport coefficients and other mentioned
characteristics of the dual to the stretched membrane effective substance. But there is a subtlety, related to the fact, that
the Gauss-Codazzi equations become the hydrodynamic-type equations only in the null-hypersurface limit. Taking this
limit is a non-trivial task, that should be performed with additional care.

Indeed, there is the apparent conceptual difference in the geometric description of space-like (a stretched membrane
type) and null (a BH horizon type) hypersurfaces, embedded into 4D space-time of the Minkowski signature. For a
space-like hypersurface one needs two orthogonal to the hypersurface time-like and space-like vectors. These vectors
can be represented in terms of two linearly independent null vectors, which makes the description more universal. The
case of a null-hypersurface, the intrinsic metric of which degenerates, requires coincidence of two linear-independent null-
vectors. Therefore, in the null-hypersurface limit, when the stretched membrane becomes the event horizon, it comes to be
important to obtain null-vectors from the originally time- and space-like ones, and to make them equal on the null-surface
in the last step.

On the way to this end, we want to revise, first, the procedure of getting the Raychaudhuri and the Damour-Navier-
Stokes (RDNS) equations [3, 4, 15, 16] from the projected Gauss-Codazzi equations in the Parikh-Wilczek Membrane
Approach. The main revision concerns the way of taking the horizon (the null-hypersurface) limit, i.e., of transition to
finite on the horizon quantities by the regularization. Details of this procedure can be found, e.g., in [4, 13].

Within the Membrane Approach of Ref. [4], the null-hypersurface limit is organized as setting the regularization
factor (some coordinate function) to zero. The role of this function is to provide the finiteness of the divergent on the
event horizon stress-energy tensor of a stretched membrane. On the other hand, this regularization factor can be viewed
as a degree of proximity of the membrane to the true horizon. The outcome of taking the null-hypersurface limit in the
Membrane Approach, without a reference to the specific type of space-time, consists in the extension of the RDNS-type
equations by terms with the contracted logarithmic derivatives of the regularization factor. This result can be found in
Section 2. In this section we also formulate two conditions on the regularization factor, called hereafter as the “consistency
conditions”, the fulfillment of which reduces the extended RDNS equations to their classical version [3, 18].3

Second, we want to verify the validity of the obtained consistency conditions on two exact solutions to the Einstein
equations. This part of our studies is presented in Section 3. Here we consider the Schwarzschild and the Kerr solutions
in the Eddington-Finkelstein coordinates. The simplicity of the Schwarzschild metric does not allow us to fully evaluate
possible limitations associated with the consistency conditions: they satisfy identically in the case. Performing the relevant
computations for the Kerr solution is a less trivial task. However, our consistency conditions hold even in this case. Since
the fulfillment of these conditions requires the tight coordination of different elements of a space-time metric, we can
expect the same outcome for any exact BH solution to the Einstein equations, where such coordination takes place. The
ground for such expectations is based on the ideology of the Membrane Approach to regularize the divergent on the
horizon quantities, and to construct in this way the effective dynamical description of the horizon hypersurface in terms
of the finite variables. Therefore, the established consistency conditions should hold for various viable approximations of
spacetime metrics in the appropriate approximation order as well.*

Conclusions contain a summary of our findings, their applications and further developments. Appendix A includes
details on the surface gravity, computation of which is another non-trivial check of the consistency of a BH-type solution.
Since our research focuses on the description of null-hypersurfaces, we pay special attention to comparing the approach
used here with the approach of [15,16]. In Appendix B we demonstrate the equivalence of the generalized Damour-Navier-
Stokes equation of Ref. [15] to the DNS-type equation from Section 2.1, obtained within the Membrane Approach [4].
Appendix C contains the overview of taking the null-hypersurface limit of the generalized DNS equation from Ref. [15],
that again leads us to the consistency conditions from Section 2.2. Recall, nothing special to recover the standard form
of the DNS equation was required in Ref. [15] upon taking the horizon limit. We briefly comment on the nature of
discrepancies between two approaches in this respect.

We use the following notation throughout the paper. The 4D metric signature is chosen to be the mostly positive
one. All indices (no matter what kind of, Latin or Greek) are supposed to be the indices of 4D target space. g, hqp and
Yap are the 4D metric, 3D and 2D induced metric tensors, respectively. The induced metrics of low-dimensional spaces
are used as projection operators. Then, V , symbol denotes 4D covariant (w.r.t. g,;) derivative; SDG and 2Da are the

1Following Misner, Thorne and Wheeler [14], we will refer to these equations as the Gauss-Codazzi equations.

%Since the expansion and the shear tensor are also characteristics of the fluid, we refer to the Raychaudhuri equation as to a hydrodynamic-type
equation.

3Note that the generalization of the Damour-Navier-Stokes equation in the vicinity of the horizon has been obtained in Ref. [15]. In two added
Appendices B and C we give the detailed comparison of the approach of [15] and the Membrane Approach we follow in the paper, as well as we outline
the correspondence of the obtained by us consistency conditions to the null-hypersurface limit of [15].

4Then, the viability of an approximate solution for the space-time metric can be evaluated comparing the approximation orders of the solution and
of the consistency conditions: the approximation order of the consistency conditions has to be the same, or higher than that of the solution.
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covariant derivates w.r.t. 3D and 2D induced metrics. The explicit form of 3Da and QDCL is given in the main text of the
paper. In Appendices B and C we use the conventions of Refs. [15, 16] to simplify the comparison of different approaches
to each other.

2. RELATIVISTIC HYDRODYNAMICS OF THE MEMBRANE APPROACH
2.1. From the Gauss-Codazzi to the Damour-Navier-Stokes and the Raychaudhuri equations

The starting point of our consideration (see [4] for details) is the Gauss-Codazzi equation in the 1 + 3 decomposition
of metric: s b 4
D'ty = —heToqn”. (1)

Here t,,;, is the 3D stretched membrane energy-momentum tensor,
1
tap = g= (Khap = Kap); 2)

T, denotes the energy-momentum tensor (EMT) of matter fields. The space-like unit vector n” (n,n" = 1) is orthogonal
to the hypersurface of the stretched membrane, endowed with the induced metric h,, = go, — ngny. The extrinsic
curvature tensor of the membrane hypersurface is determined by

Kap = hihy V504 3)
K= gabKab is its trace. The Lh.s. of eq. (1) also involves the 3D covariant derivative 3Da, whose action is specified by
5Dty = W he "y Y g, )

To bridge the Membrane Approach [4] to relativistic hydrodynamics, we have to introduce the time-like unit vector u”
(u*u, = —1) and to form the 2D (Euclidean) induced metric v,, = hqp + ugUp. Then, by means of u, and ~,;, the
membrane EMT ¢, is equivalently presented as

tap = 8T tap = Euqtiy + Pap + Gatiy + Qolia + Tap- 5)
From the point of view of the original four-dimensional metric, eq. (5) requires the 1 + 1 + 2 metric decomposition
Gab = ~UgUp + Mgy + Yap, (6)
where, by construction,
n®hay = 0, tapn” =0, u’ng =0, Yap = hap + gty Yapn = Yapu’ = 0. @)

The physical meaning of quantities on the r.h.s. of eq. (5) is easy to derive from the Eckart approach to relativistic
irreversible thermodynamics (see, e.g., Section 7.8 of [21] in this respect). The first two terms on the r.h.s. of (5) are treated
as the energy density and the pressure; they form the EMT of an ideal fluid. A viscous fluid description requires adding
the shear tensor 7, responsible for anisotropic stresses, the heat flow vector q,, as well as adding an extra contribution
to the pressure due to the fluid viscosity. The heat flow vector and the shear tensor are characterized, in particular, by

b a
quy =0, Tuu =0, T4 =Ty, Tr7e =0.

However, it is convenient to consider the other set of common for the Membrane Approach variables

>

é=_5, ‘é:’])_i, q1l=_Qa7 Tab = —0Oab s (8)
in terms of which #,, takes the following form:
tab = =Ouquy = Gap + | 5 + g | Vap = Lty = Qg - )

On account of the orthonormality/orthogonality conditions (7), for 0, Qa g and &,;, we get

—_

é = _tAabuauba Qa = tAcbub'yga g = 5 (gab’}/ab + fabuaub)v

A A c d 1 > cd
Oap = — (tcd%ﬂb ~ 5ab (fcaﬂ )) (10)
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We now have everything we need to write eq. (1) as equations of a 2D viscous fluid. We project eq. (1) onto the
transverse and the longitudinal with respect to v directions to this end:

V3D = =87y Tgn®,  u" D%, = —87Thqu‘n®. (11)

Inserting the membrane EMT (9) into the orthogonal to u* part of the Gauss-Codazzi equations, and taking into account
the orthogonality of u” and n“ to hy, and 7, the orthogonality of €2, to v” and n“, and the definition of the Lie derivative
along a vector field £ ¢ we arrive at

é é (& C C A A

72&) (5 + g) - 2Db6—ab + |:7ac (.@ - E) - &ac:| ub Vyu + 87T’YaTcdnd = ’Ya'CuQc + QaS’Dbub (12)
cAb
+ 'VaQ (vbuc - vcub) .
Here 2Da is the 2D (contracted) covariant derivative determined by
20.b . § .
D60, = 727" V5 65 (13)
For the part of eqs. (11) along the time-like direction, after some algebra we get
A é : 3 a A A a a

ubBbG + (5 - Q) 3Dbub + &absDbu + 3Dbe + Qaub Vyu +8mu anab =0. (14)

To outline the correspondence of eq. (14) to the Raychaudhuri equation, it is convenient to introduce a symmetric tensor

.
@ab =0gp t 570,177 (15)

and to take into account that SDbub = hubSDbua = (Yap — uaub)SDbua = Yab 3pu®. Then eq. (14) becomes
ubabé - gngub + éabngua + 3Dbf2b + Qaub vV, u' + 87 uaanab =0. (16)
The so obtained eqs. (12) and (16) turn out to be the Damour-Navier-Stokes and Raychaudhuri equations of 2D

relativistic hydrodynamics in the null-hypersurface (horizon) limit. Let us see how it happens.

2.2. The Null-Hypersurface Limit

General analysis of the stretched membrane EMT (9) leads to the conclusion on its divergence on the horizon [4].
Geometrically, this fact is related to the degeneration of the stretched membrane hypersurface to null-hypersurface, that,
in particular, means the divergence of time-like and space-like vectors u”" and n” on the event horizon 7{. The Membrane
Approach [4] suggests introducing a regularization factor (a function of coordinates) a,, which vanishes on the horizon,
and whose role is to provide the finiteness of quantities in the null-hypersurface (¢ — 0) limit. The choice of this
regularization factor is determined by the requirements

lim ou” =1, limaen® =1 1, =0, a7

a—0 a—0
where [ is a null geodesic generator of 7. This null-vector obeys the equation
", 1 = gy 1, (18)

which can be treated as a definition of the surface gravity gH.S
Now we have to regularize the EMT (9), and to write down eqs. (12) and (16) in terms of the regularized (in the

a — 0 limit) quantities on the horizon. The regularization comes as follows:°
é = a_lev g = a_lg7 éab = a_1®ab7 a-ab = a_la-abv Qa = Qa- (19)
Then, in terms of the regular on the horizon variables 6, g, ©;, and €2, eq. (12) comes into
_ 0 0 : 0
« ! (7286 (§ + g) - 2]:)bo-ab + |:r7ac (g - §) - Uac:| ub \4) U(‘ - |:’Yab (§ + g) - Uab:| 6b IHO[)

+ 87T’Y<§Tcdnd = ’ygﬁuﬂc + QaSDbub + ’V;Qb(vbuc - vcub) .

(20)

®More on computations of the surface gravity for the Kerr BH can be found in Appendix A.
5The scaling in « of different variables depends on their physical interpretation. The Héjicek field [22] {1, is a measure of rotation, and it does not
depend on a specific spacetime point, though it depends on the chosen frame.
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Whereas eq. (16) becomes
ot (ubabé —th ubab Ina — gBDbub + Gab3 Dbua) + SDbe + Qaub Vo, u + 87 uaanab =0. (21)

The next step in completing the task is to take the limit « — 0. Here we have to use both relations (17) with care,
since two operations — taking the limit and acting by derivatives on u” and n” — do not commute. And final expressions
will be simplified by use of various orthogonality relations.

Consider, for instance, two combinations with the 3D covariant derivative acting on u®. The first combination, which

occurs in both egs. (20), (21), is 3Dbub. In the null-hypersurface limit we get

.. 3.0 . b . b b . b . b
lim *D’uy, = lim A" V, up = lim (Wa —uu )Va up = lim 4" Vg, up = — lim uy, Vo y”
a—0 a—0 a—0 a—0 a—0

=-a 'l v, 'yab = a_l'yab Voly=a 0, (22)

where we have used the orthogonality relations 'yabub = 0 and 'yablb = ( to rearrange the action of the derivative and to
take the limit directly. To arrive at the final answer, we have used the definition of the expansion 6 on the horizon, i.e., on

the hypersurface, where relations (17) hold: 0 = vab Valp.
The second combination, ?’Dbua, admits the following representation in the limit:

lim *D’u® = lim K7 p* V3 Uq = lim th’yw V3 Uy = — lim hbﬁua Vs 7y
a—0 a—0 a—-0 a—-0 (23)
-1,68 ax -1,b8 aa
=—a h'l,Vgy =a h'vy Vgl,.
It can be used to write down ©,;,°D"u” as o~ '©,;,0"" on the horizon. Indeed,
liH(l) Oun Dby = a_1®ab hbﬂvaa Vgla = a_19ab vbﬁwaa Vgl = a_l@ab@ba, (24)
o—

where we have applied the definition of © , on the horizon: O, = v, 'yf V « lg. Therefore, at this stage of our consider-
ation, eq. (21) turns into

1°9,0 — 010 Ina — gf + O, 0" + 87 11" T, + lim o Qv u® = 0. (25)

And the non-triviality of the last term on the 1.h.s. of (25) strongly depends on the scaling, with respect to the regularization
factor «, properties of lim,,_,q u’ Vo u”.
Let us consider this expression in more detail. Taking the o — 0 limit of v, = 7, u’ Vi Ue, We get:

lir% v, = hH(l) e u’ Vi Ue = — lirr(l) ubuc Vo ve = —04_2leC Vo e = a_zfys 1 Yyl . (26)
a— a— a—

Were we use eq. (18) as is, the introduced vector v, would be always equal to zero on the horizon, due to the orthogonality
of the null-vector [* to the induced metric ~,;. However, in the vicinity of the horizon, eq. (18) can be generalized to

v, 1 = gyl + \°, 27)
where A, is a vector, which vanishes on the event horizon:

lim \” = 0. (28)

a—0

If \” vanishes as o’ (e.g., \° = a276d§d), then lim,_ v, # 0, so that v, remains finite on the horizon.” Nevertheless,
even with such a generalization, the last term on the L.h.s. of (25) becomes equal to zero.

To take the null-hypersurface limit of eq. (20), one needs to write down the r.h.s. of this equation. Straightforward
computations which take into account the orthogonality of Q, to [, symmetry of O, tensor, and the outcome of eq. (22),
result in . . . . i

lim [VoLuQe + Q"D uy + 752" (Vyu, — Vo) | = a7 (£, + Qu0). (29)

So that, the null-hypersurface limit of eq. (20) leads to

0 0 ¢ 0
72812 (§ + g) - 2Db0ab + |:7ac (.g - §) - aac]v - |:7ab (§ + g) - O-abj|8b Ina (30)

+ 8T Toal® = VL1, + Q0.

"In Section 3 we justify the finiteness of v, in the horizon limit for the Kerr BH solution by direct computations.
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Summing up, in the null-hypersurface limit the projected Gauss-Codazzi equations (12) and (16) are rearranged into
19,0 — g0 + ©,, 0" + 871", = 01°9, In (31)

and

% c c
Yoy (5 + 9) — D 0 + 8Ty Togl” — 7LD — Q0

0 0 c
= |:’Vab(§ +g) _Uabi|ablna_ |:7ac (g_ 5) _Uac]v .

These equations coincide (cf., e.g., Ref. [15, 16]) with the Raychaudhuri and the Damour-Navier-Stokes (RDNS) equa-
tions, if the following conditions are satisfied:

(32)

[vac (g - g) -~ Uac]vc = [m (g + g) - aab} ma, 1"gyna=0. (33)

Since these conditions contain the potentially divergent on the horizon parts, while the proposed regularization procedure
of [4] was oriented toward making the quantities finite on the horizon, we arrive at the apparent contradiction. Therefore,
we have to verify the fulfillment of these consistency conditions on a specific spacetime geometry. We will use two exact
solutions to the Einstein equations — the Schwarzschild and the Kerr black holes — to this end.

3. EXPLORING THE RDNS-TYPE EQUATIONS OF THE NULL-HYPERSURFACE LIMIT
3.1. The Schwarzshild solution

We get started with a warm-up exercise of the Schwarzschild solution, on the example of which we will estab-
lish/discuss: (i) the origin of different choices in the 14142 metric decomposition within the Membrane Approach of [4];
(ii) triviality of the consistency conditions (33) for the Schwarzschild BH solution; (iii) the relation between the null-
hypersurface limit of the Membrane Approach and the null-hypersurface description of [15, 16].

To achieve our goals, we will use the Eddington-Finkelstein coordinates (v, 7, 6, ), which are related to the original
coordinates of the standard Schwarzschild metric (tg, 1,0, ©) as®

v=t5+r*=ts+r+2M1n‘ﬁ—1|. (34)
The “tortoise” coordinate ™ is the solution to the connection equation
dr 2M
dr’ = ) flr)=1-—, (35)

and the Schwarzschild metric in the Eddington-Finkelstein coordinates becomes
ds® = —f(r)dv” + 2dvdr + r°(d6” + sin” 0 dy”). (36)

To proceed further, we introduce a new time-like coordinate ¢ = v — r, in terms of which the interval (36) turns into

2M 4M 2M
ds® = — (1 - T) dt® + ——dtdr + (1 + T)dTQ +7°(d6” + sin” 0 dp?). 37
Now, let’s present the encoded in (37) metric as g, = —UyUp + NNy + Yap. The structure of (37) suggests two
possible alternatives to this end:
¢ First, we can choose
2M 2M 1 a a
Uq = 1- r o s Uy y Mg = Oa aOaO ) —U’Lta=ﬂﬂa=1, (38)
1 _ 2M 1 _ 2M
0 0 0 0
10 0 0 0 39
Yab = 0 0 7,2 0 ( )

0 0 0 2 sin® 0

This choice corresponds to forming the perfect square from the 1st and the 2nd term on the r.h.s. of (37).

SWeset G =c = 1.
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« Second, we can present the metric as g, = —iigipdz"dz’ + figfpdz®da’ + vdzdz” with vectors
i ( 1 000) f (—M—l 1+ 2M 00) 0"l = 7'M = 1 (40)
Ug = | — s Uy Uy y Ng = ) s Uy y TU Ug =N Ng =1,
2M r 2M r
Y1+ 25 1+ 2%

and the same angle part v,; as before. This presentation of the metric follows from forming the perfect square out
of the 2nd and the 3rd term on the r.h.s. of eq. (37).

These two representations of the same metric are not unrelated to each other since the vectors are related by Lorentz
transformations in the plane transversal to the angular coordinates:

Gy = A uy,  fg = Agny: AAT =1 (41)

Egs. (17), crucial for the Membrane Approach, hold for the regularization factor’ o = V f(r), and time/space-like

vectors (38):
ii_rz%aua =1 iiir(l)ana =1", 1" =(1,0,0,0). (42)

The vector [ is a null-vector on the horizon (i.e., at f(r) = O).10 As one can see, the regularization factor depends only
on the radial coordinate. Therefore, the consistency conditions (33) are trivially satisfied, so that for the Schwarzschild
geometry the RDNS-type equations (31), (32) coincide with that of originally derived in [3,4] and [18].

Now, let us briefly discuss the correspondence of the Membrane Approach to the null-hypersurface description
of [15,16]. To define a time-like hypersurface, one can specify two null-vectors transversal/longitudinal to it. These
null-vectors are constructed out of linear combinations of @ and 7% (see [16]),

a a ~Q a ]‘ ~Q ~Q
I"=N(u +n"), k =W(u -n),

0" \/1 + 2M - _2M L 0,0, a* =10 L 0,0 @)
u = P S — ¥ P} ) n = y T — —— Yy 9
" RV Y1+ 2

with a lapse function N. To equate [* of (43) to [ = (1,0,0,0) on the event horizon ry; = 2M, one fixes N
1/+4/1 + 2M [r. Then, after recovering the exact form of the second null-vector k“, it is easy to verify that I’ = 0, K =
and [“k, = —1 everywhere.

Apparently, the same consideration is applicable to u” and n” vectors

a 1 a 2M 2M
v =| —,0,0,0f, n =| ——,\/1 - —,0,0], 44)
f1_-2M rif1 = 2M r

r

o

which are the contravariant counterpart of (38). In this case, the lapse function N is given by N = /(1 —2M [r)/(1 +
2M [r). Therefore, following [15, 16], one may recover the corresponding null-vectors for any reasonable form of 1+142
metric decomposition. However, to describe a null-hypersurface the same conditions must be met as in eqgs. (42).

To sum up, different rearrangements of the diagonal and non-diagonal terms in the non-angular part of metric (37)
lead to different forms of its 1+1+2 decomposition. Just one of them falls into the criteria of the null-hypersurface
description, and can be used in computing characteristics of the dual, to the stretched membrane near the BH horizon,
fluid. There are various approaches to reach this goal, examples of which are that of [4] and [15, 16]. They are slightly
different in details, but comparing them to each other'" we draw the conclusion that they lead to the same outcomes.

Unfortunately, the Schwarzschild solution is plain to reveal all sides of the RDNS equations extension. It can be
done in the analysis of a more complicated example, like the Kerr BH solution, to the consideration of which we now
turn.

3.2. The Kerr Black Hole
The Kerr metric in the Eddington-Finkelstein coordinates (v, r, 8, ) is given by

2M 4aM
ds® = — (1 - 27" ) dv’ + 2dvdr — 2asin’ Odpdr — a4 3 ! sin” Odvdy + p2d92
p p (45)

2

2M
+(r2+a2+ !
p

2 .2 .2 2 2 2. 2 2
a” sin 9)sm 0dyp”, p =71 +a cos 0.

9More on the choice of « can be found, e.g., in [4, 13].
0utside (in the vicinity of) the horizon, I becomes either a time-like vector, if it is associated with u®, or a space-like one, if it is associated with
a
n".
We refer the reader for two Appendices B and C, where we establish the equivalence between the generalized DNS equations near the event
horizon of this paper and of Ref. [15], and re-derive the established here consistency conditions from the construction of [15, 16].
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As in the Schwarzschild BH case, we introduce the time coordinate ¢ = v — 7, so that, in terms of (¢, 7,0, ¢),

2M AM daM 2M
ds® = - (1 - T)dﬁ + - dtdr — ——— sin” Odtdyp + (1 + QT)dTQ
P

p2 p2 p2

2 2M
_2asin29(1+ )drd<p+p2d02+(r2+a2+ 27“
p

(46)

Mr
P2

a” sin” 9) sin” 0 dcp2.

The metric (46) contains three cross-terms, that apparently complicates the 1 + 1 + 2 decomposition. Its inverse
contains merely two cross-terms,

ds° = ¢*°0,0, = - (1 + Mf")af + %atar + %af + 2—38,@0 + igag + % 2 (47)
p P p P P p~ sin® 0
that slightly simplifies the computations. In writing the inverse metric we have used the dual basis notation
dz"9, = .. (48)
A is the standard for the Kerr solution function of the radial direction,
A=r"+d° - 2Mr, (49)

used for determining the radial locations (7’;‘;) of the black hole horizons: A(r;‘;) = 0.
As in the case of the Schwarzschild spacetime, there are two possible rearrangements of the inverse Kerr metric (47)
as g"" = —u"u’ + n"n’ + v suggested by its structure:
i) The first option refers to forming the perfect square from the Ist and the 2nd terms on the r.h.s. of (47) at the first
step, and going along this line further on.
ii) The second option supposes combining the 2nd and the 3rd terms on the r.h.s. of (47) at the first stage, with developing
this line after."
However, within the Membrane Approach, we have to choose the way, along which we will be able to produce eqs. (17)
with the appropriately chosen a.. Thus, we have to determine the null-vector [* for the Kerr geometry first.
According to the Kerr metric structure, there are two associated Killing vectors (in ¢ and ¢ directions), that specifies
non-trivial components of the null-vector [

1“ = (1',0,0,17) = (1,0,0, X). (50)

The function X is fixed from the null-vector condition, [“l, = 0 . For the metric (46), the null-vector condition leads to

2aMr  psinf
X=——t— V(A - (2M7)?) - 2M7rA, 51)
where we have introduced
2, 2, 2 2 .2 2 2
A=p°(r"+a”)+2a"Mrsin® 0 = (p° + 2Mr)A + (2Mr)”". (52)

On the horizon, where A = 0 and A = (2Mry)°, eq. (51) turns into X = a/(2Mry); hence™

a _ a
1 = (170,0, —QMTH). (53)

It is easy to check that the metric decomposition “i)” does not lead to lim,,_,g cu” = lim,_o an® = 1%, required in
the Membrane Approach, whatever the « factor would be. For this reason, we have to turn to the option “ii)”. Rearranging
the metric (47) in this way, we arrive at

2 4
o 1 [A 2Mra 2Mr a 2, p 5
ds =?[—< Z8t+ﬁ6¢) +(ﬁ8t+vA8r+‘/—Z8¥,) +ag+m6¢]. 54

Now, for getting ¢** = —u®u” + n®n” + v, with A of (49) and A of (52), we take

- VA 2M - 2Mr A
Ua =A 1z _,0, O, —Ta s na =A 12 ( r7 707 g) ’ (55)
P VA PP

21 the Schwarzschild (i.e., zero-rotation) limit, the option “i)” corresponds to 4% and 7 of (43), while the option “ii)” leads to (44).

13Note that here we consider the external part of the Kerr spacetime. Therefore, r3y = M + vV M? — a? is the outer horizon (the largest root of
A(r) = 0 algebraic equation).
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0 0 0 0

b 0 0 0 0
=lo o p? 0 (56)

2

P

0 0 0 Asin? 6
And, to equate (53) and (55) in the null-hypersurface limit, the regularization function has to be
A

a=p 1 57

Having fixed all the needed ingredients, we can compute the energy-momentum tensor 0 (cf. egs. (2), (3), (5) and

9)):
—(r = M)a®cos®> 0 — a*(M + 1) — 20° 0 0 —aM
rab 1 0 0 0 0
NI 0 0 r—M 0 (58)
) r—M
—aM 0 0 sin? 6
After that, taking into account egs. (55), (56), and (10), we get
AL ‘
0= ) h(r,0), h(r0)= 2 + a2(r + M)+ (r— M)a2 cos” 6;
Aa aM 2, 2 2 2 4 22
Q =(0,0,0,Ww(7“,9))7 w(r,0) =a"(a” —=r")cos” 0 —3r" —a"r";
p
M 2, 22,2 2 2 2., 3 . 2 (59)
g=m((r +a” ) (r" —a"cos” 0) —4a” Mr° sin 9);
P
1/2 1/2 2
~ab . A r h(r, 9)) A'"a 2 2 2
6 =diag 0,0,—(—— , a (M —r)cos" 0 —r"(3M + 1)) |.
( pP \p? 24 )7 2pA° ( )
Recall, A, A and p have been introduced in (45), (49) and (52). The tensor (;)ab, introduced in (15), then becomes
A NN p*h(r,0) — Ar
6" = diag| 0,0, : ! : 60
e ( p® " psin?é A2 (60)

A brief inspection of (59) and (60) leads to the conclusion that the only ¢ turns out to be singular on the horizon.
After the regularization, g = «g becomes

M 2 2\2,2 2 2 2.3 . 2
g:m((r +a” ) (r" —a”cos” 0) — 4a” Mr° sin 0), (61)

and, in the null-hypersurface limit, it coincides with the surface gravity on the horizon:

M? - g?
lim g = gy, 9H = .
a=0 QM (M + VM? - a?)

The other non-trivial quantity on the horizon is the vector field Qa, which, according to (19), does not need to be regular-
ized: Qa =Q,.

To figure out the form of the RDNS-type equations in the case, we have to verify the consistency conditions (33). For
the null-vector [ (see eq. (53)) and the regularization function « (see eq. (57)), the second condition of (33) is satisfied.
Verifying the first condition of (33), one needs the exact form of the projected acceleration vector v, = 75 u’ Vi U, @
direct computation of which results in

(62)

v, = (0,0, _2a2Mr(r2 +2a2)COSGSin97O 63)
peA

According to (63), v,, is finite on the horizon, that has been assumed upon the derivation of the consistency conditions
(33). Straightforward computations show that, with v, from (63) and « from (57), the first of the conditions (33) is also
satisfied.

Thus, as in the Schwarzschild case, the Kerr BH geometry keeps the standard form (cf., e.g., [16]) of the Raychaud-
huri and the Damour equations of a (1+2) null-hypersurface. (Le., eqs. (31) and (32) have trivial right hand sides in the
case.)
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We end up this section with recalling how the L.h.s. of the Damour equation (32) is related to the Navier-Stokes

equation for a viscous fluid [3]. Let us introduce a force surface density f, = —’ychdld, the momentum density 7, the
pressure p, the shear and bulk viscosities 77 and ¢ of the fluid as

1 g 1 1
Ta=~g 8% P=g- =160 = T{eq (64)
Then, the Lh.s. of (32) can be presented in the form of the Navier-Stokes equation
c 2 2.0 2
Yo L1 + 01y = =" Dyp+2n"D oy, +("D,O + f,. (65)

The correspondence of the momentum density 7 to the Héjicek field Q" = Q" makes the former finite on the horizon.
(Cf. egs. (59)). Comparing this result with the early obtained divergence of 7" on the horizon of the Kerr BH in the
Boyer-Lindquist coordinates [13], we conclude on the frame dependence of the momentum density: the correct choice of
coordinates makes the quantity finite on the horizon.

4. CONCLUSIONS

Let us summarize our findings. At the first stage of our studies, following the Parikh-Wilczek Membrane Approach to
black holes, we have presented the Gauss-Codazzi equations on the horizon as hydrodynamic-type equations. We expected
to derive the standard Raychaudhuri and the Damour-Navier-Stokes (RDNS) equations of a viscous fluid in this way.
However, our actual result looks slightly different: the final equations are extensions of the RDNS equations. Specifically,
there appears new terms, containing derivatives of a function of the regularization parameter. Recall, this parameter is
used for making the energy-momentum tensor of a stretched membrane finite on the horizon. The explicit form of this
function — the logarithm in the case of the standard regularization within the Membrane Approach — depends on the way
of regularization. Anyway, the established new terms can not be ignored in the null-hypersurface limit, upon building
the bridge between geometry (the Gauss-Codazzi equations) and dynamics (the RDNS equations). Getting the “classical”
RDNS equations back two non-trivial conditions must be met. And the fulfillment of these consistency conditions requires
the tight coordination of different elements (metric, null-vectors, projected acceleration vector, regularization function) of
the chosen space-time geometry.

To investigate this issue in more detail, we have examined two notable examples of exact solutions to the Einstein
equations: the Schwarzschild and the Kerr black holes. The case of the Schwarzschild solution has been considered
as a warm-up exercise, aimed at establishing the machinery, which could be further applied to the Kerr solution in the
Eddington-Finkelstein parametrization. In view of simplicity of the Schwarzschild solution, the mentioned consistency
conditions are trivially satisfied. The established consistency conditions have been verified, to the full extent, in the case
of the Kerr metric in the Eddington-Finkelstein parametrization. The verification requires more technical efforts, due to a
complicated structure of the metric tensor, but we arrive at the conclusion on the fulfillment of the consistency conditions
in this case. Therefore, for the Schwarzschild and the Kerr solutions, the RDNS equations of the Membrane Approach
do not change. We can expect the same effect for exact BH solutions to the Einstein equations with the required tight
coordination of the spacetime geometry components which results in the non-expanding (isolated) horizon [23-26], and,
consequently, in the classical form of the RDNS equations on the horizon. As we have mentioned in Introduction, the
ground for such expectations is based on the ideology of the Membrane Approach to regularize the divergent on the
horizon quantities, and to construct in this way the effective dynamical description of the horizon hypersurface in terms
of the finite variables.

In the course of our studies we paid a special attention to the relation of the Membrane Approach [4] to the
Gourgoulhon-Jaramillo [15, 16] method of a null-hypersurface description. Note that within the approach of [15, 16]
it was obtained the generalization of the Damour-Navier-Stokes (DNS) equation in the vicinity of the event horizon of
a BH-type solution to the Einstein equations. However, in the null-hypersurface limit, the authors of [15, 16] drew the
conclusion that on the horizon the generalized DNS equation is reduced to its classical form. This fact motivates us to
investigate the correspondence between the Membrane Approach used in the paper and the approach of [15, 16] in more
detail. In two added Appendices we establish the equivalence of the DNS equation generalizations near the horizon in
the approaches of [4] and [15, 16] for the specific metric parametrization used by Gourgoulhon and Jaramillo. (This
parametrization supposes the trivial vorticity tensor of a geodesic congruence.) Also, the detailed consideration of the
null-hypersurface limit within the approach of [15, 16] leads to the same set of the consistency conditions as in the Mem-
brane Approach. It turns out that both consistency conditions follow from the generalized DNS equation without the need
to consider an additional equation like the Raychaudhuri equation. This emphasizes the self-consistency of the Einstein
equations, from which the RDNS equations follow. And again, the main condition to keep the classical form of the DN'S
equations on the horizon is the requirement of having the non-expanding horizon.

Since the non-expanding/isolated horizon is common for exact BH solutions [23-26], a more interesting situation
arises for non-exact solutions of the BH type, like, for instance, slowly rotating BHs, metrics mimicking black holes,
post-Newtonian corrected BHs etc., examples of which can be found in [27-33]. If these approximations of the spacetime
metric are used in the construction of the relativistic hydrodynamics within the Membrane Approach, the established
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consistency conditions should hold for them as well, to the same order of the approximation as for the Einstein equations.
(Cf. footnote 5 in this respect.) So that, the established here consistency conditions can be served as an additional tool in
verifying the viability of such approximations. It would be interesting to find examples of metrics where the consistency
conditions fails, and to analyze reasons for that. We hope to report on this and other results of our studies in future
publications.
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A. THE SURFACE GRAVITY FOR THE KERR SOLUTION

Let us consider the surface gravity calculation for a rotating BH in more detail.

There are several ways to compute the surface gravity. One may use, for instance, eq. (18). Another way is to take
into account the fact that the null-vector [* (53) is nothing but the Killing vector of the Kerr BH metric, £* = 9, + Q0,,
on the horizon. (2 is the angular velocity, defined by

u? _ 2Mra

_de _ dep/ds u”
Todt T dt/ds  ul A

(A.1)

where we have used the components of u” from (55). Note, preliminarily, that (A.1) points to the following details:

i) the vector u” is the velocity of the so-called stationary observer, which possesses arbitrary, but uniform, angular
velocity ;

ii) this angular velocity coincides with the ZAMO (zero angular momentum observer) angular velocity, defined by L=
UL ¥ = 0. For metric (46), the zero angular momentum is realized as Uy = utgw +u® 9o = 0. Hence,

u? Gty
W= — = -, A2
ut Jop (A-2)
With metric (46),
_ 2aMr A3
w = A ) ( . )
that is the same as ) of (A.1). Therefore, the 4-velocity u” from (55) is that of a ZAMO;
iii) the angular velocity €2 coincides with the angular velocity of the black hole on the black hole horizon
a a
QH :(U(T’H) = 2M7"H = T’?-L+a2 . (A4)
By use of the Killing vector nature of £“, one may easy verify the relation
b a
Va(€'6) = 2008 € =0+ Y0, (A.5)
which we will use in computations of the surface gravity gy,.
The norm of £ for the Kerr metric in the Eddington-Finkelstein coordinates is given by
a Asin® 0 9 A
£ = g — (O - w) - B2 (A6)
p
Then the covariant derivative of £“£, on the horizon, where Q5; = w(ry), is equal to
b P2
va(€'a) = -5, 0.a A7)

Or, with A = r?+a® - 2Mr, eq. (A.7) becomes

=2 (- M)|H8ar. (A.8)
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Now, we compare the r.h.s. of (A.8) with &, and take both quantities on the horizon. We get

2Mrp2
= —_— *
(0, | 7O,O), (A9)

so that, combining (A.5), (A.7) and (A.9), and taking all of these quantities on the horizon, we arrive at

= lim au
ga H Oé—’O a

2,02 2M rp2

T -], -
Therefore,

_ Ty — M
gu = B (A.10)
Since 7y, = M + VM? — a2, we recover eq. (62). Equivalently, the surface gravity can be presented as
T+ T 2_ 2
= —, ry =M VM* —a*. A.ll

B. ON THE GOURGOULHON’S GENERALIZATION OF THE DNS EQUATION

In this Appendix we provide the link between the RDNS equations (31), (32) and the generalization of the DNS
equation in the vicinity of a BH horizon, derived in Ref. [15]. ~

Let’s start with an overview of basics in the construction of [15]. Suppose we are dealing with a hypersurface #,
which is foliated by a family of 2D space-like surfaces. The orthogonal to these 2d surfaces plane can be generated by
basic vectors (h, m), one of which (say, the vector h) is inside of #, and the other one is orthogonal to H. We refer
the reader to Ref. [15] for more details on the basic vectors (h, m). For our purposes it would be enough to use the
representation of these vectors in terms of null vectors (1, k) on the whole 4D space-time:

h =1" = Ck", m® =1"+ Ck". (B.1)
From the properties of (1, k), 1> = 0, k> = 0 and I"k, = —1 it follows that

1 a
C=§hha——

I 4
5m My (B.2)

Since we are interested in a time-like hypersurface H,C < 0. ~
In [15] it was established the following generalization of the DNS equation on the hypersurface H:

C m 1 m C
L, 00 + 9o = 2p (M h) - 2D )+ =2p, 0™ — 92D O + 81 Togm?, (B.3)

where q,;, is the 2D induced metric on the space-like foliation of 7. In (B.3) L}, defines the Lie derivative along the vector

h; 2Da is the covariant, w.r.t. the 2D induced metric g, derivative; T,; denotes the EMT of matter fields. For the rest
of quantities and symbols entering eq. (B.3) we use the notation of [15]. For instance, the “surface gravity” 1-form is
determined in [15] as

kD = = (60— q0) ke Vo I (B.4)

The definitions of the remaining quantities and operations will be given as needed when comparing equation (B.3) with
the obtained in the main text equation (32).
To restate eq. (B.3) as eq. (32), we will introduce the orthonormal basis, related to the vectors (h, m):

Y =i, m® =" AT = -2C. (B.5)

Apparently, A ) o L
U Ug = —1, n Ng =1, u ng = 0. (B.6)

Then, in terms of 4* and 7”, the null-vectors (1, k) become

a )\ ~Q ~AQ a 1 ~Q AQ
l =§(u +n), k =X(u —n)7 (B.7)
so that ) ) ) )
= Xl + 5[17 s = Xl — Ek‘ . (B.8)
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Now, we have to write down eq. (B.3) in the basis of (u, n). For Q,(ll) (see eq. (3.21) in Ref. [15]) we get

O = ke Vo I = X0 - 0, (B.9)
where Qflﬁ) has the same structure as Qfll) with 1 — n replacement. Getting eq. (B.9), we have used the identities i, V5
ot = fLa Vb A% = 0and 4, V, ﬁ = —f, V0", The first on the r.h.s. of (B.9) term is equal, on the hypersurface H, to
By = qCa’ Vy i, so that Q) = 5, — Q™) (1t directly follows from eq. (B.8), and egs. (4.22), (4.24), (4.25), (4.28) and

(4.29) of Ref. [15].) Therefore, w1th such an identification, the first term on the Lh.s. of (B.3) becomes
geLr 2 = qo Ly, (0. - Q) = gi Ly - gsLa 0N = N[ gf Lot — g La0]. (B.10)
The second term on the 1.h.s. of (B.3) is
0P = ¢ v, hy (8, - ) = ‘hb - )\ﬁb‘ =20 (0, - V). (B.11)
) = b=

Here we have used qabﬁb = 0 and the following definition for o) = qab Vo hy and ot
Let’s turn to the r.h.s. of eq. (B.3). In the first term on the r.h.s. we meet the scalar product of vectors Iifll) and h":

(kW h) = B, = =Nk, Yy 1* = 0% Vo A = A"0" Vg, (B.12)

where we have used the definition of the “surface gravity” one-form (B.4), egs. (B.5), (B.7), and the identity @, V, 2" =
—h, V4", Hence, the action of the 2D covariant derivative on (li(l)7 h) turns into

Do(x® ) = °D, (a"9,)) - (a"a° vy i) [PDar] = A [PD, (8% vy 2 )] (B.13)
The second term on the r.h.s. of (B.3) contains
(m) @(m) q§a9 @(n) an o) _ 1(72) (B.14)

Here we have used the definitions @E;;) = ng;f V. myg, o) = Tr@

5;,“) results in

ab , and the corresponding relation from (B.5).

Then, the action of 2Da on o

2Dl ,E;“)_A( )50 4 2pby (“)). (B.15)

Next, for 9™ and 2Da6(m) we have
0™ = 2™, 2D, =\ (60, +°D,0™). (B.16)
For the fourth term on the r.h.s. of (B.3), on account of C' = -\? /2 and the definition of Q(k), we get
6" *D,C = —%q‘“’ Vo ko “DA” = gi01 (0 = 6) = A (6 - 6™ 4. (B.17)

Finally, taking into account (B.5) in the last term of (B.3), and dividing both sides on , we arrive at

9(“)

CLa(-0™) + 0™~y = o, (T —i‘a’ v, ﬁd> — 2D 4 81 Toyin

d

. (B.18)
cad e(n) (n) c -1 ¢ b
- qbaﬁ' U Ve 7¢Ld + ) 5 Gba T Oy, U - qa‘cﬁﬁc + A qaac(ﬁ 8b)‘) .

It is straightforward to verify that A~ ¢58.(@°0,\) = ¢ Lqd., so that two last terms on the r.h.s. of (B.18) cancel
each other. Therefore, under the following replacements in eq. (B.18),

—Qgﬁ) ~ Qav g(ﬁ) ~ é, —a’a Vi g ~ g, Jl(;ﬁ) ~ Obay  Gab ™ YVabs (B.19)

a

with omitting hats over the basic vectors (11, 1), we get the following equation outside of the horizon:

é é c c c Aoa
’Ysab <§ + g) - 2Db&ba + (’Yac (g - §) - &ac) 0+ 87T’Ya‘Tcdnd = rYtiLuQc + Qa 0. (BZO)
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Comparing this equation to eq. (12), we note that, modulo terms ~,, Q"(v pUe — V Uy ), two equations coincide. However,
in the particular representation for u, and n, used in [15, 16],

Ug = —UhZ VT, ng =N Vg p, (B.21)

with scalar functions U, 7, N and p, it is easy to verify O (Ve — Vouy) = 0.
To sum up, we have proved the equivalence of the generalized DNS equation of Ref. [15] (eq. (B.3)) to the general-
ization of the DNS equation (eq. (12)) obtained within the Membrane Approach of [4].

C. THE NULL-HYPERSURFACE LIMIT OF THE GOURGOULHON’S GENERALIZATION OF THE DNS
EQUATION

It was claimed in Ref. [15] that in the null-hypersurface limit eq. (B.3) turns into the standard version of the DNS
equation. In this Appendix we will take this limit for the equivalent to (B.3) equation,

A A (WA O N R (n) c d o™ )\ b
Yalufde + 0 Q4 = 7,0 -5 tg |- Ope T 8TV Tean + | Voa 9= 5|~ %a |V - (C.1)

The null-hypersurface limit is realized by eqs. (17) and (18), that are

lim au® = 1%, lim an® = 1%, b Vi l" =gyl
a—0 a—0
In this limit, geometric quantities become divergent (if so) as inverse degrees of ov. We will regularize them by turning to
finite on the horizon variables, which are
-15 -1 . -1_ -1_ ~
o™ = o 0, o™ = o 0, g=a g, 0(22) =a Ou, 24 =Q,. (C.2)
The bar over quantities means their regularity (finiteness) in the o — 0 limit.
Near the event horizon (on the stretched horizon, where « is small but not equal to zero) the vectors v* and n* admit
the form . )
w=a 1"+ad", n"=a 1" +aB". (C.3)

By use of the orthonormality relations between u” and n, similar to egs. (B.6), up to the 2nd order in a, we get

a 1 a 1
['6, = =5 +0(a”), 1", =5 +0(a”), (C4)
from which it follows 1“6, = —1/3,. Also, due to the orthogonality of »* and n* to the 2D induced metric vy, the same

property is translated onto the vectors 6“ and 3. The representation (C.3) allows one to recover the regularized on the

horizon 6, 9™, a((;;), and §. For instance,

0 = 4" 7, u, = a0 + 0(a), (C.5)

o™ = vab Vipng = a toW 4 O(a), (C.6)

where we have used the orthogonality of 6% and 3% to 7,5, and the definition of 8 = 4** ¥, 1. Comparing the obtained
results to (C.2), we conclude that

9 =0"+ 0. (C.7)
(n)

b » WE arrive at

Next, for o

U((;l;) = 0‘_1‘7&) +0(a) ~ o4 = U,(llb) + 0(02)~ (C.8)

Computations of g are more involved. Here we have
g= —uu’ VMg = —(oz_lla + aéa)(a_llb + aéb) \Ax

) (C.9)
= — (a1 Vyng + 176" Yy ng + 106" Ty ng +a26%6" Vi n,),

after that we have to use egs. (C.4), together with the relations b Vol =gyl 1"l,=0and 1"V 3, = —B"V I,. Asa
result, we arrive at

g=a " (gH ~ "9 Ina+ O(az)) , (C.10)
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that gives
=gy -'dna+0(a), (C.11)

with the surface gravity gy, Also, one can see that v, = 7.1’ ¥V u. = v + O(a?).
Now, in terms of the regular on the horizon variables (up to the leading order in «), eq. (C.1) turns out to be

)
C 9 C
A0, + 000, =40, (gf;.[ — 1’9, Ina + 7) R R P

oM o0 (C.12)
+ (0’1(72 - (T + gy — lbﬁb lna> %a)'ybcac Ina + ((QH - lbﬁb Ina — T) Yoa — 01(72) ns
Comparing the so obtained eq. (C.12) with the original DNS equation
c o) b o 2.5 (1) e d
YaliQe + 0 Q. = 7,0, | gy + -5 |~ D oy, + 81y, Teal (C.13)
we derive the same conditions on the regularization function « as in the main text of the paper (cf. eqs. (33)):
M M
0 0 c
((9 - T) Yab — at(llb)) o ((T + gH) Yab — Jl(l?) vb O.Ina, zba,, na20. (C.14)
Here the symbol «H» 5 reserved for computing quantities and their derivatives on the horizon.
Now, let’s fix the particular choice of u” and n” vectors from Appendix B (eq. (B.8)):
o la Aa W 1. A,
u—Xl +§k}, n—xl —§k‘, (C.15)

and let’s assume that [ is the event horizon null-generator, i.e., b V1" = gy 1" Since the parameter X in (C.15) is free,
we can identify it with the regularization function «. Then, since as an outcome of Appendix B we have obtained v, =

72)\_181,)\, we will have v* 2 ’ybcac In v on the horizon.
The second condition of (C.14) is always satisfied with the given choice of the regularization function. The rest of
(C.14)is
90, na 2o, (C.16)

which requires either space-time configurations with the trivial vector v, or, in the case of finite-valued v,, on the horizon,

o

.. . . H
the trivial on the horizon expansion = 0. For example,

« for the Kerr BH, [0, In & = 0, 79, Ina Z finite # 0, and 6"

09
[

« for the Schwarzschild BH, 9, In & = 0, 7£8.Ina = 0, and 80 Z 0.

Now, it becomes clear that the claim of [15] on the equivalence of eq. (B.3) to eq. (C.13) in the horizon (null-
hypersurface) limit is based on the possibility, within the approach of [15,16], to fix C' = 0 and h* = m" = 1* (see eq.
(B.3)). Put it differently, in terms of the vector v, and the regularization function «, in Ref. [15] it is silently supposed
that we can always fix v, = 0 in the @ — 0 limit. However, as we have convinced on the example of the Kerr Black Hole,
it is not always possible for a general Black Hole spacetime metric.
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JIIMIT HYJIbOBOI FTIIEPITIOBEPXHI B MEMBPAHHOMY HIJIXO/I ITAPIXA-BIJIFYEKA
A.M. Apcaananies’, O.F0. Hypmaramoeros™™*
* Incmumym meopemuunot isuxu imeni O.1. Axiesepa HHI] XDTI, eya. Axademiuna, 1, Xapkis, 61108, Yipaina
bXaprciecwcuﬁ Hayionanvruti yrnigepcumem im. B.H. Kapasina, maiioan Ceoboou, 4, Xapxkis, 61022, Yrpaina

€ Incmumym padiogpizuxu ma esexmponixu imeni O.4. Yeuxosa, sya. Ax. Ipockypu, 12, Xapxis, 61085, Yrpaina
Mwu po3[IIsSAAEMO TOHKOII B3SITTS JIMITy HYJb-TilleproBepXHi (TOpi3oHTY mofiii) B MemOpanHoMy miaxoni Ilapixa-Binbueka 1o yop-
HUX Jip. 30KpeMa, yTOUHEHO BiJINOBIAHICTh MiX CHPOEKTOBAaHUMH PiBHAHHAMM IpasiTauii EfiHTeliHa 3 pe4oBUHOI0 Ta PiBHAHHAMU
peJATUBICTChKOI rifipoauHamiky Paituaynxypi-Hamypa-Hag’e-Crokca (PIAHC). [uia 3aranbHoi KoHbirypauii rpasiTanii 3 pe4oBUHOI0
MH OTPUMYEMO JOIATKOBI WIEHH B TiIpOJMHAMIYHMX PiBHSHHSIX, SIKi BKJIIOYAIOTH Crien(iuHi KOMOiHAII{ 3rOpHYTHX JIOTapr(MidYHIX
HOXiHUX napameTpa ((YHKI{I peryispusallii), 1o BU3HaYae OIM3bKICTh PO3TATHYTOI MeMOpaHH JI0 TOPU30HTY 4YOpHOI Aipu. IIpo-
Te mpsvi o0uKciieHHsT HOBUX wWieHiB s Tounux ([IBapiummisaa i Keppa) po3s’s3kiB 4OpPHHX [iB MiAKa3ylOTh CTAaHAAPTHY (opmy
piBasHb PIJTHC uepes BIacTHBICTh HEPO3LIMPIOBAHOTO FOPU30HTY LMX po3B’sA3KiB. Tomy 3BeneHHs poswmmpenux piBHsAHp PIHC no
iXHbOi KJIacUYHOi (POPMH MOXHA PO3MIANATH sIK J0AATKOBY YMOBY Y3TOIKEHOCTI B IiIJpOJAMHAMIIIl TOUHUX PO3B’A3KiB YOPHUX Jip, a
TaKOX sIK HETPUBIaJIbHUI TECT JUIs Pi3HUX KHUTTE3JAaTHUX HAOIMKEHb METPUKH IIPOCTOPY-4acy. My JeTabHO ITOpiBHIOEMO MeMOpaHHUI
nigxig [Napixa-Binbueka 3 metogom [yprysnona-Xapamineio 11s1 OUCY HY/ILOBOI TiNEPIOBEPXHi, & TAKOXK JAEMO 3B’ 130K OTPUMAaHHUX
Pe3y/IbTATIB 3 HAIIIO TONEPEJHBOI0 POOOTOIO MO0 KEPPIBChKIX YOPHUX Hip.
Kuaro4osi caoBa: uopni dipu; membpanna napadiema; peasimusicmcoka 2i0poOuHamiKa
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Recently, there has been much interest in investigating outstanding problems of cosmology with modified theories of gravity. The
Brans-Dicke theory of gravity is one such theory developed by Brans and Dicke absorbing Mach’s principle into the General Theory of
Relativity. In Brans-Dicke theory, gravity couples with a time-dependent scalar field ¢ through a coupling parameter w. This theory
reduces to the General Theory of Relativity if the scalar field ¢ is constant and the coupling parameter w — co. In this paper, we consider
a flat Friedmann-Lemaitre-Robertson-Walker (FLRW) universe with a time-dependent cosmological constant in Brans-Dicke theory of
gravity. Exact solutions of the field equations are obtained by using a power law relation between the scale factor and the Brans-Dicke
scalar field ¢ and by taking the Hubble parameter H to be a hyperbolic function of the cosmic time 7. We study the cosmological
dynamics of our model by graphically representing some important cosmological parameters such as the deceleration parameter, energy
density parameter, equation of state parameter, jerk parameter, snap parameter, lerk parameter etc. The statefinder diagnostic pair of the
model is also obtained and the validity of the four energy conditions, viz. the Strong energy condition (SEC), Weak energy condition
(WEC), Dominant energy condition (DEC) and Null energy condition (NEC), is examined. We find that the universe corresponding
to our model is expanding throughout its evolution and exhibits late time cosmic acceleration, which is in agreement with the current
observational data.

Keywords: Brans-Dicke theory; Friedmann-Lemaitre-Robertson-Walker universe; Cosmological constant; Hubble parameter; Decel-
eration parameter

PACS: 04.20.Jb, 04.50.Kd, 98.80.-k, 98.80.Jk

1. INTRODUCTION

Recent cosmological and astrophysical observations such as SNIa, CMB (Cosmic Microwave Background), LSS
(Large Scale Structure), WMAP (Wilkinson Microwave Anisotropy Probe), SDSS (Sloan Digital Sky Survey) etc. [1]-
[10] strongly suggest that our universe is currently undergoing a phase of accelerated expansion. Within the framework of
General Relativity, an exotic component with large negative pressure, dubbed dark energy, is considered to be responsible
for this expansion. There is also no dearth of candidate for dark energy, the cosmological constant A being the simplest
and the most natural one which fits the observations well. Another possibility in explaining the observed cosmic accel-
eration is that at large scales the gravity model of General Relativity breaks down and an action more general than the
Einstein-Hilbert action describes the gravitational field.

In recent years, a number of modified gravity theories are considered in literature, and one such theory is the
Brans-Dicke theory [11] in which gravity couples with a time-dependent scalar field ¢ through a dimensionless coupling
constant w. The scalar field ¢ plays the role of the inverse of Newton’s gravitational constant G, and for a constant ¢, the
Brans-Dicke theory reduces to the General Theory of Relativity where G plays the role of coupling between the gravity of
space-time and matter in it. The Brans-Dicke theory has passed solar system experimental tests [12], CMB data [13] and
Planck data [14]. Many cosmological models are also constructed by several authors by utilizing this theory in different
contexts. Very recently, Song et al. [15] have studied alternative dynamics in loop quantum Brans-Dicke cosmology,
Tripathy et al. [16] have studied a bouncing scenario in the framework of generalised Brans-Dicke theory, Sharif and
Majid [17] constructed anisotropic spherical solutions from some known isotropic solutions in the background of self-
interacting Brans-Dicke theory and Hatkar et al. [18] have explored viscous holographic dark energy in the context of
Brans-Dicke theory. Yadav [19] has investigated power-law variation of the scalar field ¢ with the scale factor a of FRW
universe filled with dark matter and Tsallis type holographic dark energy. Yadav et al. [20] have investigated a Bianchi
type-I transitioning universe with hybrid scalar field, Mishra and Dua [21] have examined the dynamics of flat FLRW
model of universe with time varying cosmological constant A(¢z) and Santhi et al. [22] have analyzed some Bianchi
type viscous holographic dark energy models in Brans-Dicke theory of gravity. Various authors have also constructed
hyperbolic cosmological models in different contexts.
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Chand ef al., [23] investigated the flat, open and closed Friedmann-Robertson-Walker model within the framework
of the Brans-Dicke theory of gravity. The authors have constructed cosmological models for a hyperbolic scale factor and
a hybrid scale factor. They have obatined the negative pressure throughout the cosmic evolution for a closed universe in
case of the hyperbolic scale factor model whereas in case of hybrid scale factor model, pressure is negative throughout
the evolution for both flat and closed universe. Also a negative A is obtained throughout the cosmic evolution for an
open universe in the hyperbolic scale factor model, and in case of the hybrid scale factor model negative A is obtained
in the early phases of evolution for open, flat and closed universe. Also their model initially starts from Chaplygin gas
region and approaches to ACDM model at late times. Esmaeili [24] has constructed two cosmological models in f(R,T)
theory using the scale factor a in a hyperbolic form, and a power law form as a fraction of exponential function. Esmaeili
and Mishra [25] have constructed a Bianchi type VI; cosmological model in the framework of f(R,T) theory, using a
hyperbolic scale factor. Mishra et al. [26] have presented a few cosmological models in the f(R,T) theory. They have
also studied two cosmological models: (i) a hyperbolic scale factor model and (ii) a model with specific form of the Hubble
parameter. Mishra et al. [27] have also presented and analyzed a Bianchi type I cosmological model in the f (R, T) gravity
theory with an anisotropic variable parameter in the form of hyperbolic function. Esmaeili [24], Esmaeili and Mishra [25]
and Mishra et al. [27] have found the SEC to violate throughout the cosmic evolution.

In this work we study the cosmological dynamics of a flat FLRW universe filled with a perfect fluid in Brans-Dicke
theory of gravity with a time dependent cosmological constant by considering the Hubble parameter H to be a hyperbolic
function of cosmic time ¢. This paper is organised as follows: In section 2, we derive the Brans-Dicke field equations
with time-dependent cosmological cosntant A corresponding to a flat Friedmann-Lemaitre-Robertson-Walker metric. In
section 3, we obtain cosmological solutions of Brans-Dicke field equations by assuming the Hubble parameter to be a
hyperbolic function of the cosmic time t, and by using a power law relation between the Brans-Dicke scalar field ¢ and
the scale factor a. In section 4, we study the physical and kinematical properties of the model by graphically representing
some parameters of cosmological importance. In section 5, we study the evolution of some cosmographic parameters. In
section 6, the statefinder diagnostic pair is obtained. In section 7, we examine the validity of the energy conditions. We
conclude the paper in section 8 with a brief discussion.

2. METRIC AND THE FIELD EQUATIONS
‘We consider the Brans-Dicke action in the form

S= /[(R -2N)¢ + 167L + %¢,i¢’i]\/§d4x 0

where R is the Ricci scalar, A is the time-dependent cosmological constant, ¢ is a scalar field, £ is the matter-Lagrangian
density, w is the dimensionless Brans-Dicke coupling constant, g is the determinant of the metric tensor g;; and coma (, )
represents the ordinary derivative.

Taking variations of the action (1) with respect to g’/ and ¢, the Brans-Dicke field equations are obtained as

R 8nT;; 1 1
R;ij - 78+ Agij = —TJ - %(ﬁf’,ﬂﬁ,]‘ - Egij¢,k¢’k) - 5(%‘;;‘ - gij0¢) )
and 87T +2A¢
7T +
= G+ 3)

where R;; is the Ricci tensor, 7;; is the energy-momentum tensor, O is the D’Alembert operator, T = gif T;; is the trace of
the energy-momentum tensor and semicolon (;) represents the covariant derivative.
We consider the universe to be filled with a perfect fluid of density p and pressure p. The energy-momentum tensor T;;
for a perfect cosmic fluid is given by

Tij = (p + p)uiuj — pgij 4

where u; is the four velocity.
The line-element for a flat Friedmann-Lemaitre-Robertson-Walker (FLRW) universe is given by

ds* = dt* — a®(dr? + r*d6* + r’sin*0d¢?) (5)

where a = a(t) is the scale factor.
For the line element (5), the Brans-Dicke field equations (2) and (3) give

i & w¢ ad ¢ 87p
25+;+5?+235+¢ A= 7 (6)
) i2 .o
[ _wd Ladd  8mp )
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®)

(3 +2w) (é+3‘—"fﬁ)—21\=M
¢ a¢ ¢

where d is the derivative of the scale factor a with respect to cosmic time 7.

3. COSMOLOGICAL SOLUTIONS OF THE BRANS-DICKE FIELD EQUATIONS

We have three field equations with five unknowns a, ¢, A, p and p. In order to determine an exact solution of the
field equations, we need two more equations relating the unknowns.
We consider a power law relation between the scalar field ¢ and the scale factor a as

¢ = ¢poa™ €))

where ¢ is the proportionality constant and m is an arbitrary constant.
Also, we consider the Hubble parameter H to be a hyperbolic function of cosmic time ¢ and take

H(t) = aBcoth(2at) (10)

where @ > 0, B > 0 are constants. The Hubble parameter H is defined as H = % Therefore, from (10), we obtain the
scale factor a as

a(t) = ap {sinh(2a1)} (11)

where a is the present value of the scale factor a.
Using relations (9) and (11) in (6)-(8), we obtain

A(1) =2a”B(mw - 3) {cosech(2a1)}> + o* B> (6 - ’”TZ“’ - 3mw) {coth(2at)}? (12)
(1) _¢° 0" tsinh(2a1)} "% [202B(m + mew - 1) {cosech(2a1)}?]

¢° o” P90 tsinh(200)} T [02B2(3 - 2m - 3maw — m? — m*w){coth(2a1)}?] (13)
p(1) —"’0 0" (sinh2an)} F [20%B(3 - mew) {cosech(2a1))?]

¢0 o” ———{sinh(2at)} 2 = [3a/ B*(m + mw — 1){coth(2a/t)}2] (14)

From (9), we obtain the expression for the scalar field ¢ as
. mp
¢ = ¢o [ao{sinh(2a1)}] (15)

4. PHYSICAL AND KINEMATICAL PROPERTIES OF THE MODEL
The spatial volume parameter V(¢) of the model is obtained as

V(1) = {a(n)} = ao’ {sinh(2ar)} > (16)

The deceleration parameter q, Wthh indicates whether the cosmic expansion is uniform, decelerating or accelerating, is

defined by ¢(t) = Wﬁ =-1-4
For our model,

2
q(t) = E{sech(Zat)}z -1 (17)
The expansion scalar 6(¢), defined by 6 = 3H, is obtained as

0(t) = 3aBcoth(2at) (18)

p()

Using the relations (13) and (14), we obtain the equation of state (EoS) parameter n(t) = o)

as

2a2B(m + mw — 1){cosech(2at)}? + a*B*(3 — 2m — 3mw — m* — m*w){coth(2at)}?

n(t) = 2a2B(3 — mw){cosech(2at)}? + 3a2B%(m + mw — 1){coth(2at)}?

19)
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Now, in order to study the physical and kinematical properties of the constructed model, we represent the evolution
of various parameters graphically by using the expressions obtained above in figure 1 to figure 10, which enables us to
have a better understaning about the evolving universe corresponding to our model.

We plot the scale factor a, spatial volume V and scalar field ¢ against the cosmic time ¢ for @ = 0.107, g = 0.603 in
figures 1, 2 and 3 respectively. These figures show that the scale factor a, spatial volume V and scalar field ¢ relates to the
cosmic time ¢ with direct proportionality, thereby showing the increasing behaviour throughout the universe’s evolution,
hinting about the evolution of the observable universe at an accelerated rate at late times.
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Figure 1. Evolution of the scale factor a vs cosmic time
tfora =0.107, 8 =0.603,a9 =1

Figure 2. Evolution of the spatial volume V vs cosmic
time ¢ for @ = 0.107, 8 = 0.603, ap = 1
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Figure 3. Evolution of the scalar field ¢ vs cosmic time
t for @ = 0.107, 8 = 0.603, ag = ¢pp = 1, m = 0.001

Figure 4. Evolution of the Hubble parameter H vs cosmic
time ¢ for @ = 0.107, 8 = 0.603

Figure 4 displays the variation of Hubble parameter H against the cosmic time ¢ and figure 5 displays the expansion
scalar plots against the cosmic time 7. The Hubble parameter H and expansion scalar #, which provides information
regarding the expansion rate of the evolving universe, relates to the cosmic time ¢ with an inverse proportionality like rela-
tion, which in turn results in the continuous decreasing nature and fading away of the Hubble parameter H and expansion
scalar 6, signifying the late time phases of accelerated cosmic expansion.

Evolution of the deceleration parameter g against the cosmic time ¢ is displayed in the figure 6. It undergoes a
transition from an early phase with positive values to attain negative ones at a later phase (¢ ~ 5.64) of cosmic evolution.
The transition is an evident hint of the decelerating phase of evolution of the universe turning into an accelerating one at
a later phase. At late times, g tends to —1, which indicates that the evolving universe undergoes the phase of accelerated
expansion at late times.

Figure 7 displays the graphical representation of the cosmological constant A against the cosmic time 7. It is seen
that, A is negative in the early phases of cosmic evolution, which later attains the positive values.

Figure 8 shows the variation of the pressure of the cosmic fluid with the increasing cosmic time 7. A decreasing
behaviour of p(7) is seen transitioning from positive values at early phases to negative values at a later phase of the cosmic
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Figure 5. Evolution of the expansion scalar 6 vs cosmic
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Figure 6. Evolution of the deceleration parameter g vs
cosmic time ¢ for @ = 0.107, 8 = 0.603
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evolution. Thus the graph of p(#) versus cosmic time 7 is indicating the early era of radiation domination transitioning
to the era of dark energy domination at future phases of cosmic evolution, passing through the era of matter domination
(p = 0atr ~ 1.49). The negative pressure indicates the presence of some exotic component in the universe, dubbed dark
energy, which could possibly be responsible for the late time cosmic acceleration.

In figure 9, it is seen that the energy density p is inversely proportional to the cosmic time ¢. p(¢) decreases gradually
but remain positive throughout the evolution of the universe which eventually tends to zero at late times, hinting that the
universe will keep expanding forever.

Figure 10 illustrates the evolution of the EoS parameter  which decreases as the universe evolves. It is positive in
the early universe, signifying the radiation dominating era of the early universe, which later crosses the fixed point n = 0
at t ~ 1.49 signifying the matter dominating era, and attains the negative values signifying the dark energy dominating
era. Upto a certain period of time, our model lies in the region of quintessence phase (-1 < 7 < —%), within ¢t ~ 5.22 —
t ~ 24.55 , later nj(¢) attains the value —1 at ¢ ~ 22.8 till the future phases of evolution indicating the ACDM behaviour of
the model at future phases of cosmic evolution. At the current epoch,  ~ —0.96 for @ = 0.107, 8 = 0.603.

5. EVOLUTION OF THE COSMOGRAPHIC PARAMETERS

The cosmographic parameters enable us in exploring the phenomena of cosmic evolution in a model independent
manner. Hence we study the evolution of the cosmographic parameters viz., the jerk parameter j(¢), snap parameter s(t)
and lerk parameter /(¢) which are defined as [28]

; 1 d° 1 d* 1 d°
J(0) = Zpas s = g gs and (1) = 5 s

These parameters obtained from the Taylor series expansion of the scale factor a(t) containing the third, fourth and
fifth order cosmic time derivative of the scale factor a(z) are dimensionless and are useful in understanding the cosmic
evolution in a better way.
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Figure 9. Evolution of the energy density p vs cosmic
time ¢ for @ = 0.107, 8 = 0.603, ag = ¢9 = 1, m = 0.001,
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For our model, these parameters are obtained as

Figure 10. Evolution of the Eos parameter n vs cosmic
time ¢ for @ = 0.107, 8 = 0.603, m = 0.001, w = 1628
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Figure 11. Evolution of the jerk (), snap (s) and lerk (/) parameters vs cosmic time ¢ for @ = 0.107, 8 = 0.603

From the graphical representation of the cosmographic parameters in figure 11, we observe that the universe corre-
sponding to our model is expanding throughout its evolution and it exhibits the late time cosmic acceleration. The jerk,
snap and lerk parameters tend to 1 at late times, agreeing with the current observational data.

6. STATEFINDER DIAGONSTIC

The dimensionless geometric pair {r, s}, known as the statefinder pair [29], are defined as r(z) = # % and s(¢) =
2(1-r)

3(1=2q)" These are useful in distinguishing various dark energy models including quintessence, Chaplygin gas, braneworld
and other interacting models of dark energy successfully in a model independent manner. The pair helps in characterizing
the dark energy properties. In particular, the ACDM and SCDM model behaviours of convergence or divergence can
be found out with the help of the fixed position of the pair {r,s}. The fixed point {r = 1, s = 0} resembles the ACDM
behaviour of the model and the fixed point {r = 1, s = 1} resembles the SCDM behaviour of the model, while the regions
{r < 1,5 > 0} and {r > 1,s < O} respectively represents the phase of quintessence and Chaplygin gas like behaviour of
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the model.

As our model indicates the presence of some exotic component in the universe with negative pressure, so it will be
interesting to study the behaviour of this unknown component and its resemblance with various dark energy candidates
proposed in the literature.

For the present model, the pair {r, s} is obtained in terms of cosmic time ¢ as

r(f) = (%) {sech(2at)}? + 1 (23)

4 38— 4
3 382{cosh(2at)}? - 4p

s(1) = (24)
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Figure 12. Plot of the statefinder pair {r, s} vs cosmic time ¢ for @ = 0.107, 8 = 0.603

Figure 12 shows the statefinder pair {r, s} plot in the evolving universe. It shows that our model begins with Chaplygin
gas behaviour {r > 1, s < 0} and ends up with ACDM behaviour {r = 1, s = 0}.

7. ENERGY CONDITIONS:

The four energy conditions viz, the Strong Energy Condition (SEC), Weak Energy Condition (WEC), Dominant En-
ergy Condition (DEC) and Null Energy Condition (NEC) are simply some constraints on some of the linear combinations
of the energy density p and the pressure p. These four conditions are satisfied by all the normal matter in the universe,
because of the postive energy density and the positive pressure of the normal matter. For that reason, violation of any of
the energy conditions implies the presence of some non-normal matter in the universe [30]. The validity of SEC is the
implication of decelerating universe, independent of whether the universe is open, flat, or closed. The validity of WEC is
the implication of the ever positive and non-increasing nature of the energy density. The DEC provides an upper bound
on the energy density and the rate of cosmic expansion. The validity of NEC is the implication of a weak upper bound on
the Hubble parameter and inverse proportionality of the energy density and the size of the universe.

These energy conditions are given by:

SEC:p+3p=>20,p+p =0
WEC:p+p=>0,p>0
DEC:p+p20,p—-p=20,p20
NEC:p+p =0
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For our model,
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+ % {s.inh(2a/z‘)}T [302ﬁ2(2 —m = 2mw — m* — m*w) {coth(2at) }2] (25)
(p+p)(1) =222 (sinh(2a1)}"F [202B(2 + m) {cosech(2ar)}?]
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Figure 13. Evolution of the energy conditions vs cosmic time ¢ for @« = 0.107, 8 = 0.603, ag = ¢g = 1, m = 0.001, w =
1628

Figure 13 illustrates the validity of the energy conditions. We observe that for @ = 0.107, 8 = 0.603, all of the four
energy conditions are satisfied in the early universe. But in the long run (¢ ~ 5.22), SEC is violated. Violation of the SEC
indicates the accelerating expansion of the universe.

8. CONCLUDING REMARKS

In this paper, we investigate a flat FLRW universe filled with a perfect fluid within the framework of Brans-Dicke
theory of gravity with a time dependent cosmological constant. For the purpose of obtaining an exact solution of the field
equations, so as to construct a cosmological model, the extra conditions taken into consideration are: (i) the scale factor
a has a power law relation with the scalar field ¢ and (ii) the Hubble parameter H is a hyperbolic function of the cosmic
time ¢. We examine the physical and kinematical properties of the constructed model by studying the evolution of some
important parameters such as the scale factor a, scalar field ¢, spatial volume parameter V, Hubble parameter H, expansion
scalar 6, deceleration parameter g, cosmological constant A, pressure p, energy density p, EoS parameter 7, jerk parameter
J» snap parameter s, lerk parameter /, and by examining the statefinder pair {r, s} and validity of the four energy conditions.

We observe that the universe corresponding to our model is expanding throughout its evolution and it exhibits the
late time cosmic acceleration.
The Hubble parameter, the expansion scalar and the energy density decrease as the universe evolves but remain positive
throughout the evolution of the universe.
The pressure is initially positive but attains negative values later in the evolving universe. The negative pressure indicates
the presence of some exotic component in the universe which could be responsible for the late time cosmic acceleration
and hence can be considered to be the so called dark energy.
The cosmological constant shows negative behaviour in the early universe which transits into positive one at a later phase
of the cosmic evolution.
The EoS parameter attains the value —1 at late times, hinting that our model behaves like ACDM model in the late phases
of the cosmic evolution.
Further, the jerk, snap and lerk parameters tend to 1 at late times which asserts the current observational data.
The statefinder pair {r, s} identifies the constructed model’s behaviour resembleing the ACDM at late times.
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Violation of the SEC indicates presence of some non-normal matter in the universe which could possibly be the reason
for the accelerating expansion of the universe at late times.
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IIVIOCKA KOCMOJIOTTYHA MOJEJIb ®PIIMAHA-JIEMETPA-POBEPTCOHA-YOKEPA
13 BAJIEZKHOIO BIJI YACY KOCMOJIOTTYHOIO KOHCTAHTOIO
B TEOPII TPABITAIIII FPAHCA-/IIKKE
Amninaira Bacymarapi, Yangpa Pekxa Maxanra
Dakyremem mamemamuxu, Yuisepcumem Iayxami, I'yeaxami -781014, Indis

OcTaHHIM 4acOM BHUHHK BEJMKHIl iHTEpecC /10 JOCIIJUKEHHS BUJATHUX MPOOJIeM KOCMOJIOTIT 3a HOMOMOrol MOAu(iKOBaHUX Teopii
rpasitauii. Teopis rpasitauii Bpanca-Jlikke € OfHi€I0 3 TaKUX Teopiii, po3pobiennx Bpancom i [likke, siki BBiOpanu npunimn Maxa B
3arasnbHy Teopilo BiqHOCHOCTI. Y Teopii Bpanca-Jlikke rpaBiTallisi OB’ i3aHa 3 3aJIeKHUM BiJ] 4acy CKaJISIPHUM I10JIEM ¢ yepe3 napameTp
3B’ 513Ky w. LIs1 Teopisi 3BOAUTHCS JIO 3arajibHOi Teopii BITHOCHOCTI, SIKIIO CKaJISIPHE MOJIE ¢ € MOCTIMHUM, a apaMeTp 3B’ 13Ky w — 0. Y
wiif crarTi Mu po3risaaeMo mockuii Beecsit ®pigmana-Jlemerpa-Pobeprcona-Yokepa (FLRW) i3 3ajexHoI0 Bij 4acy KOCMOJIOTiYHOIO
KOHCTAHTOIO B Teopii rpasiTaitii Bpanca-likke. TouHi po3B’ i3Ku piBHSHB [OJIs1 OTPUMaHi 32 JOMOMOT'OI0 CTEIIEHEBOTO CITiBBi THOIIICHHS
MiX MacmTaOHUM (hpaKTOpoM i ckaisipHuM nosieMm Bpanca-Jlikke ¢ i 3a gomomoromwo napameTpa Xa60m1a H sk rinep6omiuHol QyHKIT
KOCMIYHOTO 4acy ¢ . My BUBYa€MO KOCMOJIOTIYHY JUHAMIKy HAIIOi MOJENi IUISIXOM rpadiyHOro NpeacTaBiIeHHs AEsKNX BaXKJIMBUX
KOCMOJIOTiYHHX MapaMeTpiB, TAKUX SK IapaMeTp yNOBiJbHEHH:, apaMeTp LIIbHOCTI eHeprii, mapaMeTp piBHSIHHSA CTaHy, apameTp
pMBKa, MapaMeTp MUTTEBOIO NPUMMKaHHHA, napaMeTp lerk Tomo. Takok oTpyMMaHO OiarHOCTUYHY Mapy Mofeli BUMipioBaya CTaHy i
CIpaBeIMBICTh YOTUPHOX EHEPIreTUYHHUX YMOB, a came. JlociiKyeThess crutbHuiA eHepretuunuil crad (SEC), cabkuil eHepre TUIHMA
crad (WEC), nominytounii enepreruunuii crad (DEC) i nynboBuii enepreruunmii ctad (NEC). Mu BusiBuiu, 1o Beecsir, sikuii Bianosiae
Halliil MO, PO3MIMPIOETHCS MPOTSITOM CBOET €BOJIIOLIT Ta AEMOHCTPYE Ii3HE KOCMiYHE IPUCKOPEHHS, 1[0 y3TOMXKYETHCS 3 HOTOUHUMU
JaHUMH CIIOCTEPEKEHb.

Kuarouosi cioBa: meopis bpenca-/lixkke; Bceceim @piomana-Jlemempa-Pobepmcona-Yokepa; kocmonoziuna cmana; napamemp Xao-
6aa; napamemp ynoeinbHeHHs
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