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In this work, the dependence of the oscillation of the combined density of states on a strong magnetic field in heterostructures based
on a rectangular quantum well is studied. The effect of a quantizing magnetic field on the temperature dependence of the combined
density of states in nanoscale straight-band heterostructures is investigated. A new mathematical model has been developed for
calculating the temperature dependence of the two-dimensional combined density of quantum well states in quantizing magnetic fields.
The proposed model explains the experimental results in nanoscale straight-band semiconductors with a parabolic dispersion law.
Keywords: Semiconductor, Nanoscale semiconductor structures, Quantizing magnetic field, Quantum well, Oscillation, Density
of energy states
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INTRODUCTION

As is known, the influence of external factors (temperature, magnetic field and pressure) on quantum—dimensional
heterostructures leads to a change in the position of the energy levels of charge carriers and, consequently, to a shift of the
magneto-optical absorption edge [1-20]. The magneto-optical absorption spectrum of nanoscale semiconductors is
determined by the energy distance between different minima of the sparse zone. Hence, the width of the forbidden zone of
the quantum well can either decrease or increase due to external influences. Thus, the study of the magneto-optical absorption
spectrum near the boundary of its absorption edge provides information about the structure of the energy spectrum of charge
carriers near the lower edge of the conduction band and near the upper edge of the valence band of the quantum well, which
is essential for determining the magnetic, optical and electrical properties of nanoscale semiconductors.

The combined densities of quantum well states play an important role in the oscillation of interband magneto-optical
absorption. Therefore, in many cases, the matrix element () changes little within the Brillouin zone.

Consequently, the structure of the spectrum mainly determines the combined density of states in quantum-dimensional
heterostructures. In works [1-3], a method was developed for calculating the oscillation of the combined density of states in a
quantizing magnetic field with a non-quadratic law of dispersion under the influence of temperature and hydrostatic pressure.
This method is used in the study of magnetic absorption in narrow-band semiconductors with a nonparabolic dispersion law. A
fan diagram of the magnetic absorption spectrum in narrow-band semiconductors is constructed. However, these papers do not
consider the temperature dependence of the two-dimensional combined density of states in the allowed zone of a quantum well
with a parabolic law of dispersion. That is, the resulting method is applicable only for bulk semiconductor materials.

In addition, in works [4,5], the spectrum of InGaN/AlGaN/GaN heterostructures with quantum wells is emitted by
an LED and analyzed on the basis of a two-dimensional combined density of states model. The considered model of
approximation of the luminescence spectra of LEDs in these works was developed for complex heterostructures with
multiple quantum wells. In work [6], a random walk in a two-dimensional space consisting of an energy parameter of the
order and an energy correlation function was performed, and a two-dimensional combined density of quantum well states
was obtained. The order parameter, susceptibility and correlation function are calculated from the two-dimensional
combined density of quantum well states. Numerical calculations of the author show that for the purposes of determining
the two—dimensional combined density of states in continuous models, the Wang—Landau transition matrix method can
be considered as an alternative to the pure Wang-Landau method. In work [7], an exact mathematical expression is
proposed that directly combines the density functions of the states of the resolved zone of a quantum well to create a two-
dimensional combined density of states for direct transitions. Using both expressions, the absorption coefficient of the
quantum well and the superlattice was calculated, which led to a positive coincidence with the experimental data. In the
above literature, the temperature dependence of the oscillation of the two-dimensional combined density of quantum well
states in a quantizing magnetic field are not discussed. Also, the work determines the oscillations of the combined density
of quantum well states at constant temperatures in the absence of a magnetic field.

The purpose of this work is to determine the effect of a strong magnetic field on the combined density of states in
heterostructures with quantum wells.
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MODEL
Calculation of the oscillation of the combined density of states in heterostructures with quantum wells
in the presence of a magnetic field
In the absence of a magnetic field, the dependence of the density of the energy states of the conduction band and the
valence band in the quantum well on the energy spectrum of charge carriers are step functions (Fig.1a) [21]:
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Here, m¢ and m! are the effective masses of electrons and holes in the dimensional quantization subband in a
quantum well numbered » and m. 6(E) - Heaviside step function.

For direct interband transitions, the combined densities of states are a convolution in energy, which also has a step
function in energy [21]:
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Here, my,, is the reduced effective mass of charge carriers for the subzones of dimensional quantization n and m,
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Figure 1. The energy distribution of the density of electronic states in quantum-dimensional GeSi/Si structures [21]: a - quantum
well, b - quantum dot.

If the electronic and hole states in GeSi structures turn out to be size-quantized in all three quasi-momentum
components, that is, they represent a quantum dot for charge carriers, then in this case the combined density of states in
the allowed band of such a structure is a Gaussian function (Fig. 1b). Then, in the allowed zone there is a zero-dimensional
combined density of states, which is a discrete non-decreasing function. In this case, the combined density of states is
described using the so—called Dirac delta function §(E):

N%(E)=> 6(E-E,,). 3)

l,m,;n

The combined density of states is a collection of infinitely narrow and high peaks (Fig.1b). All the results obtained
above are valid for cases without the influence of quantization of the magnetic field, temperature and pressure. Specific
questions arise: how to determine the combined density of states in quantum-dimensional direct transitions of
heterostructures in the presence of a strong magnetic field? How does the dynamics of temperature rise affect this process?

Let's calculate the dependence of the combined density of states on the quantizing magnetic field in two-dimensional
semiconductor materials with direct allowed transitions. In a quantizing magnetic field, the combined density of states is
defined as an integral over all states in the conduction band with energies Ec and in the valence band with energies Ey of
the quantum well, which satisfy the law of conservation of energy during the magneto-optical transition. Let us analyze
the simplest model of a band structure near the edge of the band gap of a straight-band heterostructure with a quantum
well under the influence of a strong magnetic field. That is, the valence band of the quantum well is completely filled
with charge carriers, and the conduction band is empty. Here, the filling functions of the corresponding states are equal
to fy=1, fc=0. In addition, in this model, the dependence of impurity levels on the combined density of quantum well
states with the parabolic law of dispersion can be neglected. The magnetic field inductions are directed across (along the
Z axis) and will be perpendicular to the XY plane. This is called a transverse quantum magnetic field.

Hence, in the presence of a strong magnetic field, the laws of dispersion energy are used to calculate the combined
density of quantum well states, which can be written as follows:
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Here, Nf, N7 is the number of Landau levels of charge carriers in the allowed zone of the quantum well; w¢, w? is
the cyclotron frequency of the magnetic field in the conduction band and valence band of the quantum well; d is the
thickness of the quantum well; n2,,n2, is the number of the dimensional quantization subzone in the conduction band
and in the valence band of the quantum well; n,;, n,; is the ordinal number of the quantization levels of electrons and
holes along the Z axis, respectively.

Imagine that the electron and valence bands are symmetric, then the condition n,; = n,; = n,is fulfilled.
m$g.ugH, my g,pugH is the spin energy in the allowed zone; EgZd(O) is the width of the forbidden zone of the quantum
well at absolute zero temperature; B is the induction of the magnetic field.

For E?4(B,d,n;) and E2*(B, d,n;) , without taking into account spin, magneto-optical transitions will correspond
to the law of conservation of energy

E. (B,d,n,)=EX(B,d,n,)—E. (B,d,n,),
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Where, hv is the absorbed photon energy, v is the frequency of light, — = 1* +—=

1* is the combined (reduced)
Mey me My
effective mass.

In the Z direction, a strong magnetic field does not change the relationship between the energy and the wave vector
for the movement of charge carriers. However, for the movement of charge carriers in the direction of perpendicular
magnetic induction (in the XY plane), the former quasi-continuous series of energy levels is replaced by a system of
discrete Landau levels. Since the effective mass of electrons and holes is assumed to be constant, the distance between
the Landau levels does not depend on the quantum number, which is Aw.. Hence, in the conduction band and the valence
band of the quantum well, the movement of free electrons and holes in all three directions is limited. When exposed to a
quantizing magnetic field, a quantum well becomes an analogue of a quantum dot. And also, the energy spectrum of
charge carriers will be entirely discrete. According to equation (3), when replacing £ with Av and E,,,, with E2¢(B, d, nz)
in the argument § (E — E},,5,), We have:

N2 (v EX (B.d, N n, ) ) =e—Z:l > (w-EY(B.d.N ). (6)
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Thus, under the influence of a quantizing magnetic field, the equation (6) can be used to determine the combined
density of quantum well states. However, such equations do not take into account the influence of temperature and
pressure on the discrete Landau levels of electrons and holes for straight-band quantum wells.

Effects of the quantizing magnetic field on the temperature dependence of the combined
density of states in nanoscale straight-band heterostructures

The magneto-optical assimilation range could be a key prerequisite for many volumetric and low-dimensional
optoelectronic devices. The method of magneto-optical retention in straight-band heterostructures with quantum wells
and af—,,d (Av, B,d) can be communicated as a function of the combined thickness of states. When uncovered to a
quantizing attractive field, the combined thickness of states gives a degree of the number of permitted magneto-optical
moves between the electronic states of the filled valence band and the vacant electronic states of the conduction band
isolated by the photon vitality Av. In well-known logical writing, a few endeavors have been detailed to relate the densities
of the vitality states of the allowed zone with the combined thickness of states within the nonattendance and nearness of
a attractive field. [4-7]. Be that as it may, all the experimental and rearranged expressions of the combined thickness of
states gotten were restricted by the nonappearance of weight and at moo temperatures.

From equation (6) it is clear that for hv > E2%(B,d, Nf’,n;), the form of the combined density of states as a
function of energies reflects the nature of deltoidness. When exposed to a quantizing magnetic field, the two-dimensional
combined density of states l\ljzd‘_iq(hv, E24(B,d,Nfv, nz)) it is determined by the energy spectrum of charge carriers in the
allowed zone of the quantum well. Experiments show that the density of states of electrons and holes depends on
temperature. The temperature dependence of the density of states of electrons and holes in a quantum well is explained
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by the thermal blurring of discrete Landau levels [22-25]. As shown in works [23,24], the density of electron states in the
conduction band of a quantum well at sufficiently high temperatures transforms from discrete Landau levels into a
continuous energy spectrum. And at low temperatures, the quantizing magnetic field strongly affects the densities of states
in the resolved zone of the quantum well, whereas the continuous energy spectrum decomposes into discrete Landau
levels. In this case, as the temperature increases, collisions of charge carriers and thermal motions lubricate the discrete
Landau levels, turning it into a continuous spectrum of the density of quantum well states. Hence, the temperature
dependence of discrete Landau levels of charge carriers can be described by decomposing the combined density of
quantum well states into a series of delta-shaped functions. The temperature dependence of the oscillation of the interband
magneto-optical absorption in heterostructures with quantum wells was explained by a study using the delta-shaped
functions of two-dimensional combined densities of states. The temperature dependence of the two-dimensional
combined density of states is determined by thermal broadening of discrete Landau levels of charge carriers in the allowed
zone of the quantum well.
At T=0, the Gaussian distribution function is delta-shaped and is defined by the following expression [26]:

E-EY
Gauss(E,T)z%-exp[—%} . 7

In addition, to describe the interband magneto-optical absorption, it is usually assumed that each energy spectrum
of a quantum well is blurred according to the Gaussian law with a blurring parameter. This approach can be described by
the temperature dependence of the two-dimensional combined density of states in a quantum well. Hence, the deep filled
discrete Landau levels of charge carriers in a quantum well depend exponentially on the two-dimensional combined
density of states. To calculate the temperature dependence of the two-dimensional combined density of states
I\Ij%i‘;(hv, E23(B,d,nz) ) we assume that I\iji‘i(hv, E23(B,d,Nf%,ny)) for T=0 equal to the known energy functions
E24(B,d, Nf%, n,). For a heterostructure with quantum wells, in a strong magnetic field, the two-dimensional combined
density of states is calculated by the equation (6). With increasing temperature, each combined density of states in the
allowed zone of the quantum well with the energy of the conduction band and the valence band E24(B,d, Nf’, ny,) is
eroded. Thermal blur N4 (hv, EZ}(B,d, Nf¥,n;) ) with energy EZJ(B,d, Nf¥,ny) is calculated by the Shockley-Reed-
Hall statistics [27]. Thus, under the influence of a quantizing magnetic field, in the permitted zone of the quantum well,
the resulting two-dimensional combined density of states, taking into account the contribution of thermal blurring of all
states, will be determined by the sum of all blurring. Hence, at a finite temperature T, this reduces to the decomposition
into a series 1\/]-31‘?g (hv, E2¢(B,d, Nf?,n;) ) by Gaussian functions, for nanoscale semiconductor structures.

The equation (6) does not take into account thermal blurring of the two-dimensional combined density of states. If
we decompose 1\/1.32 (hv, E24(B,d, Nf’,n;) ) in a row according to equations (7), then it is possible to take into account
the temperature dependence of the two-dimensional combined density of states in the allowed zone of the quantum well.
In a strong magnetic field, temperature blurring of the combined density of quantum well states lead to smoothing of
discrete Landau levels of charge carriers, and thermal blurring is calculated using the equation (7). At T=0, the
equation (7) turns into a delta-like function of the form:

Gauss(E,E,T)—>5(E—-E,). ®)

T-0

Thus, it follows from equations (5), (6) and (7) that under the influence of a quantizing magnetic field, the
temperature dependence of the combined density of quantum well states is reduced to the following analytical expression:
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Where, I\Ijzd‘é (hv, E22(B,T,d,Nf%,ny)) - temperature dependence of the oscillation of the combined density of

states in the allowed zone of the quantum well in the presence of a strong magnetic field. B is the induction of a
transverse quantizing magnetic field.

This new analytical equation expresses the effect of the quantizing magnetic field on the temperature dependence of
the two-dimensional combined density of states in heterostructures with quantum wells. The obtained expression is
convenient for processing experimental data on the oscillation of interband magneto-optical absorption in quantum wells
at various magnetic fields and temperatures. Thus, a mathematical model describing the effects of external factors
(temperature and magnetic field) on the two-dimensional combined density of states in nanoscale semiconductor
structures has been obtained.
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RESULTS AND DISCUSSION
The results obtained on the new reduced model and its discussion.

Now, for specific straight-band heterostructures based on quantum wells, we consider the temperature dependence
of the two-dimensional combined density of states in a quantizing magnetic field. In work [28], a high-quality
heterostructure with a GaAs/AlGaAs quantum well with a width of 14 nm with a small concentration of aluminum (3%)
in the barrier layers was investigated. Heterostructures with a GaAs/AlGaAs quantum well were studied at a temperature
of 4 K. In the absence of a magnetic field, the band gap of the GaAs quantum well is equal to 1.464 eV (Fig. 2). Fig. 2
shows the dependence of the two-dimensional combined density of states on the absorbing photon energy for a GaAs
quantum well =14 nm (n,=1) at a temperature T=4 K and a quantizing magnetic field B =9 T. This graph was created
by numerical calculation based on equation (9). In Fig.2, the number of discrete Landau levels of charge carriers is
fourteen. These peaks (discrete Landau levels of charge carriers (Nf"=14)) are observed in the allowed band of the GaAs
quantum well. It shows the two-dimensional combined density of states in a quantizing magnetic field 7w, =0,02 el at

ha,

T=4K, kT=410%, =50, kT << hw.. In this case, the thermal smearing of the Landau levels of charge carriers is

very weak and the two-dimensional combined density of states does not feel any deviation from the ideal shape. In this
plot, the valence band and conduction band are chosen as symmetrical energy spectra. Then, from the first discrete Landau
level of holes (Npv)=0) to Nrv=6, they are located higher from the beginning of the ceiling of the valence band of the
quantum well. As well as other discrete Landau levels of electrons are located above the bottom of the conduction band
of the quantum well.
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Figure 2. Dependence of the two-dimensional combined density of states on the absorbing photon energy in direct-gap
heterostructures with GaAs/AlGaAs quantum wells (d = 14 nm) at a temperature T = 4 K and a quantizing magnetic field B=9 T.

Fig. 3 appears the impact of temperature on the reliance of the two-dimensional combined thickness of states on the
retaining photon vitality in direct-gap heterostructures with GaAs/AlGaAs quantum wells (d=14 nm) beneath the activity
of a quantizing attractive field.
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Figure 3. Effects of temperature on the dependence of the two-dimensional combined density of states on the absorbing photon energy in
direct-gap heterostructures with GaAs/AlGaAs quantum wells (d = 14 nm) under the influence of a quantizing magnetic field B=9 T.

Here, the sum of acceptance of the quantizing attractive field is 9 T and plots of szd‘i (av, E24(B,T,d,NfV,n;) ) are
made for temperatures of 4 K, 20 K, 40 K, 60K, 77 K. It can be seen from Fig.3 that with expanding temperature, the sharp
crests of the Landau levels start to smooth out, and at adequately tall temperatures the discrete vitality densities of states
turn into nonstop vitality spectra. These comes about were gotten for a steady quantum well thickness and attractive field.
With expanding temperature, the sharp crests of the Landau levels of charge carriers start to smooth out (Fig. 3) and at
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kT =~ hwS’steadily vanish. Additionally, at adequately tall temperatures kT > hAwS” I\ij,{flg (hv, E24(B,T,d,NfV,ny;) ) they
turn into a persistent combined thickness of states of the quantum well and there will be no feel the impact of a quantizing
attractive field. In expansion, as the temperature increments, the sharp crests within the Landau levels of charge carriers,
due to the quantization of the energy levels of electrons and gaps within the permitted quantum well, steadily smooth out.
This leads to the reality that at the temperature T=40 K, kT=3,5-10", kT ~ hw¢’ discrete Landau levels of quantum well
charge carriers gotten to be invisible. At a temperature of 77 K, the discrete Landau levels within the permitted band of
the GaAs/AlGaAs quantum well are nearly imperceptible and coincide with the two-dimensional combined thickness of
states within the nonappearance of a magnetic field. Consequently, the two-dimensional combined thickness of states
within the conduction band and within the valence band of the quantum well are watched at temperatures kT < AwS”.
Beginning from temperatures of the arrange of 0.5kT~hw¢?, the two-dimensional combined densities of states due to
Landau quantization within the permitted band of the quantum well are not watched.

In this case, the measurements give a continuous spectrum of the two-dimensional combined density of states.
Changing the cyclotron frequency of the magnetic field w¢” changes the energy distance between discrete Landau levels
of charge carriers in the quantum well (Fig.4). On Fig. 4 shows graphs of the two-dimensional combined density of states
in direct-gap heterostructures with GaAs/AlGaAs quantum wells (d=14 nm) at various magnetic fields B=9 T and 12 T.
As can be seen from these figures, with an increase in the induction of the quantizing magnetic field, we obtain a change
in the discrete peaks of the Landau levels of charge carriers.
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Figure 4. Influence of a quantizing magnetic field on the dependence of the two-dimensional combined density of states upon
absorption of photon energy in direct-gap heterostructures with GaAs/AlGaAs (d=14 nm) quantum wells at a temperature of T=4K.

Comparison of theory with experimental results in the absence and presence of a quantizing magnetic field

As is shown from work [29], the impact of a quantizing magnetic field on two-dimensional electron systems will
illustrate exceptionally curiously physical properties emerging from the quantum imprisonment of charge carriers in a
quantum well. Since of this quantum imperative, the 2D combined thickness of states of charge carriers in a quantum well
shows Van Hove singularities, where within the case of a perfect unbounded zero-dimensional cross section (quantum
dab), the combined thickness of states tends to boundlessness for well-defined vitality values. Restricting a expansive
number of 2D combined densities of states to a single vitality esteem leads to striking physical properties such as greatly
tall magneto-optical assimilation, expanded thermoelectric control, quantized electronic conductivity, etc. Applications
based on these properties seem lead to imperative unused nanotechnological gadgets and optoelectronic devices.

In particular, in work [30], two-dimensional combined densities of states of heterostructures based on an InGaN/GaN
quantum well with different radiation wavelengths (violet, blue, and green) operating at different currents were studied.
The results show that the blue shift of the emission with increasing current is associated with a change in the two-
dimensional combined density of states. In this work, the dependence of the two-dimensional combined density of states
of the InGaN/GaN quantum well on the absorbing photon energy in the absence of a magnetic field (B=0) and at
temperatures T=300 K (Fig.5) was obtained. Here, the band gap of the InGaN/GaN quantum well is Eg(0)=3.2 ¢V, and
the thickness of the quantum well is d=10 nm.

Now, let's apply the proposed model to the InGaN/GaN material. Fig.6 shows the influence of the quantizing
magnetic field on the dependence of the two-dimensional combined density of states of the InGaN/GaN quantum well on
the energy-absorbing photon at different temperatures. Here, B=10 T, T=300 K, 77 K and 5 K. Figures 5 and 6 show
similar results with and without a magnetic field at room temperature. At room temperature, the influence of the magnetic
field is not felt when the photon energy of the two-dimensional combined density of states is absorbed, since kT > hw.,.
The combined density of states behaves as if there is no magnetic field.

It follows from this that the proposed model obeys certain laws, and this indicates the correctness of the model.

Using equation (9), one can observe oscillations of the two-dimensional combined density of states (6) at different
low temperatures. Also, a new analytical expression (the proposed new model) allows one to obtain the results of changes
in the thickness of the quantum well associated with the combined density of states. This leads to a theoretical analysis
of a number of experimental data.
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Figure 5. Dependence of the two-dimensional combined density of states on the energy-absorbing photon in direct-gap
heterostructures based on an InGaN/GaN quantum well in the presence of a magnetic field and at room temperature [30].
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Figure 6. Influence of temperature and quantizing magnetic field on the two-dimensional combined density of states in direct-gap
heterostructures based on the InGaN/GaN quantum well. Calculated using the model.

CONCLUSION

Based on the work carried out, the following conclusions can be drawn: An analytical expression is obtained for the
oscillations of the two-dimensional combined density of states in the allowed band of a quantum well under the action of
a quantizing magnetic field. A new model has been developed for calculating the effect of a quantizing magnetic field on
the temperature dependence of the two-dimensional combined density of states in direct-gap heterostructures with
quantum wells. The temperature dependence of the oscillations of the two-dimensional combined density of states of the
quantum well is explained by the thermal smearing of the Gaussian distribution function in a strong magnetic field. Based
on the proposed new models, the Landau levels of charge carriers in a direct-gap quantum well are determined in a wide
temperature range. The experimental results were interpreted using the oscillations of the combined density of states of
the quantum well in a quantizing magnetic field. The calculation results were compared with experimental results obtained
for heterostructures based on an InGaN/GaN quantum well in a quantizing magnetic field at various temperatures.
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MOJEJIOBAHHS TEMITEPATYPHOI 3AJIEXKHOCTI KOMBIHOBAHOI I'YCTUHH CTAHIB
BTI'ETEPOCTPYKTYPAX 3 KBAHTOBUMU SIMAMM IIIJ1 BINTUBOM KBAHTYIOUOI'O MATHITHOI'O ITOJIA
VYayroek 1. €Epkadoes?, lllepsonxon A. Pysanies®, Pycramson I'. Paximos?, Hozimxon A. Cainos?
“Hamaneancokuil inicenepHo-mexnonoeiunul incmumym, 160115, Hamanean, Y36exucman
b®epeancviuii depocasnuii ynisepcumem, 150100, @epeana, Yzbexucman
V naiii poGOTi TOCIIANKEHO 3aIKHICTh OCHIIISILIT KOMOIHOBAHOT T'YCTHHH CTaHIB BiJ] CHIIBHOTO MarHiTHOTO MOJISt B FE€TEPOCTPYKTYpax
Ha OCHOBI NpPAMOKYTHOI KBaHTOBOI sIMH. J[OCHI/UKEHO BIUIMB KBAaHTYIOHOTO MAarHiTHOTO MOJIS Ha TEMIEpAaTypHY 3aJeXHICTh
KOMOIHOBaHOI T'YCTHHH CTaHIB y HaHOPO3MIpPHUX MPSAMO30HHHUX TeTEPOCTPYKTYpax. Po3poOieHO HOBY MaTeMaTWYHy MOJIEHb ISt
PO3paxyHKy TEMIIEpaTypHOI 3aJeXHOCTi JIBOBHMIpHOI KOMOIHOBaHOI HIUIFHOCTI CTaHIB KBAaHTOBHX SIM Yy KBAaHTYIOUHX MarHiTHHUX
MOJIAX. 3alpONOHOBaHA MOJEINb IOSICHIOE EKCIICpHMMEHTANbHI Pe3ylbTaTH B HAHOPO3MIPHUX MHPSMO30HHUX HAIIBIPOBIAHUKAX 3

napaboIiYHIM 3aKOHOM JUCIIEPCii.
KiwouoBi ciioBa: nanienpogionux; HAHOPO3MIDHI HANIGNPOGIOHUKOSL CIMPYKMYPU, KEAHMYIOUe MAcHImHe nofe, KEaHMoed sMd;
ocyunayii, WinbHICMb eHepeemuyHUx CImaHie
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The results of a study of the optical, electrophotographic and holographic parameters of As-Se condensates from the prehistory of the
original bulk materials are presented. It has been established that the electrophotographic parameters of freshly deposited AsoSeco layers
change significantly with temperature; the dependences of the maximum charging potential (Uo) and the half-decay time of the potential
(t12) of electrophotographic AssoSeso layers in the dark on the processing temperature of the melt of the starting material are shown. The
dependence of the half-life of the potential in the dark, as well as the properties of bulk samples, has an extremum in the region of
Tsub~500°C. The correlation between the dependences of the properties of bulk samples and the electrophotographic parameters of the
layers on Tsub indicates that the structural features of the source material in the deposition mode used affect the structure of the films.
Keywords: Chalcogenide glassy glasses; As-Se systems; Charging potential; Potential half-time; Diffraction efficiency; Optical
transmittance
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INTRODUCTION

Currently, the development of modern science and technology in the world, which requires a significant increase
in the volume of recording, storage and processing of information, necessitates the development and improvement of
recording methods based on the use of various information media [1-5]. Promising materials for these purposes are
chalcogenide glassy semiconductors (CHGS) [6-9].

Due to their high photoelectric sensitivity and low electrical conductivity, layers of glassy arsenic chalcogenides
have found wide application in electrophotography, photothermoplastic recording of information, and also as active
elements of transmitting television tubes — vidicons [10,11].

Factors that currently hinder the widespread use of chalcogenide glassy semiconductors in optical information
recording devices are the limited methods for controlling the properties of these materials and their condensates, as well as
the insufficiently high reproducibility of their properties. In this regard, an urgent task is to determine the influence of
external influences on the structure of glassy arsenic chalcogenides and to develop methods for controlling their properties.

It is known that there is a relationship between the structure of bulk materials and the composition of vapor during
their evaporation. We present the results of a study of the dependence of the properties of condensates on the prehistory
of the initial bulk materials, carried out on materials of As-Se systems that are of practical importance for types of
recording optical information.

EXPERIMENTAL PART
To determine the diffraction efficiency of holograms recorded on As - Se samples , an optical setup was used, the
diagram of which is shown in Fig. 1. The recorded holograms were the interference of two flat beams. Angle
of convergence = 30°. The radiation source was an LG-38 He-Ne laser.

9

analog to . .
drgit%\ Figure 1. Experimental scheme for studying the

converter holographic characteristics of CHGS films: 1-laser;
21, 22, 23-flat mirrors; 3-cubic prism; 4-translucent plate;
51, 52-diaphragm mask; 6-sample, 6*-substrate;
U ‘ 71, T2-registering devices; 81, 82, 83-shutters

fﬁ%@.ﬁ{
Computer

Cite as: Sh.B. Utamuradova, Z.T. Azamatov, A.l. Popov, M.R. Bekchanova, M.A. Yuldoshev, A.B. Bakhromov, East Eur. J. Phys. 3, 278 (2024),
https://doi.org/10.26565/2312-4334-2024-3-27
© Sh.B. Utamuradova, Z.T. Azamatov, A.I. Popov, M.R. Bekchanova, M.A. Yuldoshev, A.B. Bakhromov, 2024; CC BY 4.0 license


https://doi.org/10.26565/2312-4334-2024-3-27
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0002-1718-1122
https://orcid.org/0000-0001-7074-9437
https://orcid.org/0000-0002-9722-9439
https://orcid.org/0000-0001-8148-2467
https://orcid.org/0000-0001-8148-2467

279
Study of Optical, Electrophotographic and Holographic Parameters of As-Se Condensates... EEJP. 3 (2024)

The laser beam (Fig. 1) (1) is divided on a cubic prism (5) into two beams, which are then converged on the
surface of the sample (6). The hologram obtained in this way is a diffraction grating, the frequency of the lines of which
depends on the installation parameters and can be adjusted. For our case, v=1000 lines/mm. To obtain maximum
contrast of the stripes, a filter (5, ) was introduced that aligns the beams in intensity. Masks (52, 53 ) serve to reduce
errors associated with the inhomogeneity of the laser beam and inaccuracy of adjustment. Photosensors and associated
recording devices (8:, 82, 83) serve to measure the diffraction efficiency n, of the sample transparency coefficient T
and the energy characteristics of the recording. The recording device is calibrated taking into account the diaphragmatic
effect of the masks (51, 52, 53 ). The diffraction efficiency was assessed by the ratio of the radiation power of the
reference beam, diffracted to the 1st order when reconstructing holograms, to the radiation power of the reference beam
itself.

RESULTS AND DISCUSSION

Depending on the processing temperature of bulk CHGS, the microhardness of these materials, the ratio of the
height of the crystallization peak to its width, the heat of crystallization, and the type of kinetic curves of differential
solubility change [12,14]. As a rule, the dependences of the properties of AsiSeso CHGS on the melt processing
temperature are of an extreme nature with the extremum located in the region of Tunp~500°C, and the critical
temperature of the melt, up to which structural modification is effective, for this material under the processing modes in
this work is ~550+~600°C. To study the influence of the prehistory of bulk AssoSeqo samples on the electrophotographic
characteristics of their condensates, film samples (from bulk materials with different melt processing temperatures)
were sawed onto aluminum substrates at Tqw=70 and 150°C. The condensation rate was chosen to be 3 pum/min
(Tsmp~380+400 °C), since it is known that the electrophotographic properties of AssoSeeo layers at rates of 3+6 pm/min
do not depend on the condensation rate.
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Figure 2. Dependence of the maximum charging potential Up  Figure 3. Dependence of the potential half-life in the dark (tu2)
of As40Seqo layers on the processing temperature of the melt of  of As4oSeco layers on the processing temperature of the melt of
the starting material the starting material

In the course of research, it was established that the electrophotographic parameters of freshly deposited AssoSeco
layers change significantly with Tsmp. In Fig. 2. The dependences of the maximum charging potential (Ug) and in Fig. 3.
the half-decay time of the potential (112) of electrophotographic layers of AssSeso in the dark on the processing
temperature of the melt of the starting material are presented. The dependence of the half-life of the potential in the
dark, as well as the properties of bulk samples, has an extremum in the region of Tsmp~ 500°C. The correlation between
the dependences of the properties of bulk samples and the electrophotographic parameters of the layers on Tsmp
indicates that the structural features of the source material in the deposition mode used affect the structure of the films.
The form of these dependencies changes when the condensation conditions change, however, their connection with the
prehistory of the source materials is preserved. As can be seen from Fig. 2. the electrophotographic parameters of the
layers obtained by condensation onto a substrate heated to 70 °C deteriorate with an increase in the volumetric material
Tab above 500°C (there is a decrease in the specific charging potential and its half-life in the dark). An increase in Tgu
to 150 °C leads to an increase in the absolute values of Uy and a slight shift of the entire curve to the region of higher
processing temperatures.

Since the dark discharge of positively charged electrophotographic layers is caused by the generation of current
carriers in the volume of the layer [13], the rate of potential decay in the dark (and, consequently, the half-life) will
depend on the degree of structural disorder of the material, on the type and concentration of defects in him.

AssoSeso is characterized by the presence of various types of structural defects, such as pairs with variable valence
formed on arsenic and selenium atoms, quasi-molecular defects and homopolar As-As, Se-Se bonds. The results of the
differential solubility of bulk samples in a 10% KOH solution indicate different concentrations of defects such as
“wrong bonds” in samples with different histories, which, as a rule, decreases with increasing Ts. At the same time,
with an increase in Tqp, the concentration of a pair with a variable valence in the melt increases exponentially and,
under certain quenching conditions, is retained in the glass. A more complex situation occurs in the case of temperature
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dependence of the concentration of quasi-molecular defects. The implementation of different ratios between the
concentrations of the listed types of defects contributes to the formation of different thermodynamic properties in
materials of the same chemical composition and, as a consequence, the formation of condensates (under identical
conditions for their production) with different properties, using samples from different batches as an example.
Obviously, in the case of film samples the situation is more complicated compared to bulk materials, since the
evaporation process itself, being a powerful effect on the structure of the material, in some cases can lead to “erasing”
of the prehistory. However, the conducted studies indicate a significant dependence of some parameters of condensates
on the processing temperature of the source material under evaporation modes adopted in the production of devices
[13,14].

The study of the effect of heat treatment of bulk materials on the optical and holographic parameters of As4oSeso
condensates [15] was carried out on film samples with a thickness of 0,3 um to 1 pm. Sputtering was carried out at
Teub ~ 400°C in a vacuum of no worse than 10 Torr on unheated glass substrates 1 mm thick. Freshly deposited films
were irradiated with a He-Ne laser (A=0,63 pum) until maximum darkening. Transmission spectra were taken from
irradiated and unirradiated areas in the wavelength range (0,3+1) um. In the same interval, the spectra of the annealed
samples were taken. To determine the diffraction efficiency of holograms recorded on AssSeso samples, an optical
setup was used, the diagram of which is shown in Fig. 1. The diffraction efficiency was assessed by the ratio of the
radiation power of the reference beam, diffracted to the 1st order when reconstructing holograms, to the radiation power
of the reference beam itself. The determined relative values of the diffraction efficiency 1 and the shift of the optical
transmission edge AL in the 1st recording cycle are shown in Fig. 4. The spread of their values is obviously due to some
heterogeneity of film thicknesses.

1), rel.unit Ak, mkm
0.4 - 0.02 Figure 4. Changes in absorption edge (A)) of
Asa0Seeo films obtained from bulk materials with
-0.02 diffraction efficiency () and shift of the optical
0.2 different histories
-0.01
0 0

400 500 600  Tamp,°C

CONCLUSION

Thus, the experimental results obtained indicate a significant influence of the prehistory of bulk materials both on
the absolute values of the parameters of their condensates and on the degree of change in these parameters in the
process of external influences. This gives grounds to assume a more complex dependence of the function U(R).
Metastable states are known that correspond to the structure of a freshly deposited, annealed, irradiated film with quanta
of various energies (electrons, optical and X-rays). In addition, each structural state of a film obtained from a bulk
material with a certain history obviously corresponds to a certain metastable state and the corresponding minimum of
the potential function U(R). The smooth nature of the change in the properties of materials, determined by their
prehistory, can be explained by assuming the complex nature of the structure of the very minimum of the function U(R),
in particular, the presence in it of a number of shallower potential wells.
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JOC/I)KEHHS ONITUYHUX, EJIEKTPO®OTOTPA®IYHUX I T'OJIOT'PA®IYHUX TAPAMETPIB
KOHJIEHCATIB As-Se BIJl IEPEJICTOPIi BUXITHUX OB'€EMHHUX MATEPIAJIIB
Illapida b. Yramypanosa?, 3akip:kan T. Asamartos?, A.L Ilonos?, Mipa P. Bexkuanosa?,
Mypoasxon A. FOnnomer”, A6pop B. Baxpomos?
“Tncmumym ¢hizuku Hanienpogionuxie ma mikpoenexmponixu Hayionanvnozo ynieepcumemy Vsbexucmany, Tawxenm, Y306exucman
bMioicnapoonuii ynisepcumem Typan, Hamanzan, Vsbexucmar

HaBeneHo pesynbTaTé AOCHIIKCHHS ONTHYHHX, €IEKTpodoTorpadiyHux Ta rojorpadiyHuX mapaMeTpiB KOHICHCATiB As-Se Bix
nepeicropii BUXimHUX 00'eMHHX MatepiaiiB. BcranoBneHo, mo enekrpodororpadivni mapaMeTpy CBIKOHANMICHUX IIapiB As40Seeo
ICTOTHO 3MiHIOIOTECS 3 Toop, HABENEHO 3aJIEKHOCTI rpaHnmuHoro moreHmiany 3apsaku (Uo) i wacy cmamy moreHwmiany (Tifz)
enexrpodororpadiyHux mapiB AssSeso B TEMpsBI Bil TeMnepaTypu oOpoOKH po3ILIaBy BHXiJHOTO Marepiayy. 3aJIeKHICTh dacy
Craay IIOTEHIialy B TEeMpsBi, SK 1 BIACTUBOCTI 00'eMHHMX 3pa3kiB, Mae ekctpemyM B oOmacti Toep~500°C. Kopemsuis Mmix
3aJIe)KHOCTSAMH BJIACTHBOCTEH 00'eMHHX 3pa3kiB Ta enekTpodoTorpadiuHumMu nmapamerpamu mapiB Bif Tosp PO Te, MO CTPYKTYPHI
0COOJIMBOCTI BUXIJIHOTO MaTepially TIpH BUKOPHUCTAHOMY PEKHMI HAIMIICHHS BIUIUBAIOTh HA CTPYKTYPY ILTiBOK.

KuwouoBi cioBa: xarvkoecenione cknonodibune ckno; cucmemu As-Se; 3apsaouuil nomeHyian, Haniguac cnaody NOMEHYIATy,
ougpaxyiiina eghekmuenicms, ONMUYHUL KOeDIYIEHM NPONYCKAHHA
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In this study, the results of the investigation of the influence of Al atoms on the structural characteristics of ZnO films obtained by the sol-
gel method are presented. It has been determined that the glass substrates consist of subcrystallites with dimensions of 28.6 nm, having
cubic unit cells with lattice parameters a = 0.3336 nm, and their surfaces belong to the crystallographic orientation (111). It has been
identified that the grown thin ZnO films consist of subcrystallites with dimensions of 39.5 nm, having a wurtzite structure with lattice
parameters a = b = 0.3265 nm and ¢ = 0.5212 nm, respectively. It has been determined that at the boundaries of the division of these
subcrystallites, polycrystalline regions with sizes of 12.6 nm, 28.3 nm, 30 nm, and 33 nm are formed. Additionally, nanocrystallites with
sizes of 56.8 nm self-assemble on the surface areas of the deposited films. The increase in the values of the “c”axis of the hexagonal crystal
lattice of ZnO films by 0.0009 nm when doping Al atoms from 1% to 5% is explained by the shift of the main structural line (002) at small
angles (A6=0.12°). It has been established that nanocrystallites with lattice parameters an = 0.5791 nm, belonging to the spatial group
Fd3m, self-assemble on the surface areas of ZnO:Al films. the curve due to the presence of a monoenergetic level of fast surface states at
the heterojunction.

Keywords: Borosilicate glass; Sol-gel method; Metal oxide; ZnO thin film; X-ray diffraction, Subcrystallite; Nanocrystal

PACS: 78.30.Am

INTRODUCTION

Currently, due to the rapid development of optoelectronics and nanoelectronics, thin films of ZnO with their
sufficiently wide band gap (3.37 eV) are of great interest to both researchers and manufacturers of optoelectronic
equipment. In addition to the simplicity and well-studied synthesis technology, the relatively low prices of the raw
materials allow for the wide application of ZnO in production. Research shows that the unique physical and chemical
properties of thin layers of ZnO open up the possibility of their wide application in many micro and nanoelectronic devices
such as gas sensors, optical and magnetic storage devices, solar cells, piezoelectric conductors, photodiodes,
photodetectors, etc. [1,2].

In addition, the possibility of controlling the electrical and photoconductivity of ZnO thin films by doping with various
impurity atoms is attractive. Films of ZnO were grown using centrifugation, magnetron sputtering, and spray pyrolysis
methods in works [3-5], and the optimal doping conditions of Al impurity atoms in these films were determined, as well as
their piezoelectric and optoelectronic properties were studied. However, reliable results on the influence of different
concentrations of impurity atoms on the structural properties of ZnO films are still lacking, which is an important issue for
the stable functioning of devices. Therefore, this study presents the results of investigating the influence of Al impurity atoms
on the structural characteristics of ZnO films obtained by the sol-gel method using the immersion technique.

MATERIALS AND METHODS

To prepare the required sol-gel solution, zinc acetate (Zn(CHsCOO).-2H-0) was used as a precursor, isopropyl
alcohol (CHsCH(OH)CHs) as a solvent, diethylamine (CsHi:1N) as a stabilizer, and aluminum nitrate (A1(NOs)s-9H-0) as
an additive. Zinc acetate (3.23 grams) and aluminum nitrate (0.047-0.265 grams), dissolved in isopropyl alcohol (100
ml), were slowly added dropwise with diethylamine (0.33 ml) to increase solubility. The mixture was stirred using a
magnetic stirrer at 60°C and a speed of 1500 rpm until the solution became clear. To convert the prepared sol-gel solution
into a gel, it was incubated in a special cabinet at room temperature for 168 to 240 hours. In the deposition setup, the
optimal repeatability of processes was about 20 times when growing thin layers of ZnO, both pure and doped with
aluminum atoms (from 1% to 5%). To remove any undissolved gel from the surface of the grown films, they were
subjected to thermal treatment at 500°C for 10 minutes in a drying oven. X-ray diffraction studies of the grown films
were conducted using an XRD-6100 X-ray diffractometer [6]. To determine the resistivity, concentration and the mobility
of the majority charge carriers in the grown films, the Van der Pauw method was used on a HMS-7000 Hall effect
measurement unit [7].
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RESULTS AND DISCUSSION

Figure 1 shows the X-ray diffraction pattern of the borosilicate glass substrates used in our study. The diffraction
pattern at a scattering angle of 20 = 47.1° with d/n = 0.1926 nm exhibits a structural reflex with a crystallographic
orientation of (111). This indicates that the majority of atoms in the substrate are arranged in a crystallographic orientation
of (111) and its surface also belongs to this plane. Furthermore, based on the experimental values of the structural
reflection (111), the lattice parameter (as) of the substrate was determined to be 0.3336 nm using the Nelson-Riley
extrapolation function [8-10]. Based on the width of the crystallographic orientation (111), the size of the blocks
(subcrystallites) was determined to be 28.6 nm. The fact that the structural reflection (111) has a width of 5.5x10- radians
and a high intensity (~ 104 imp s-1) indicates a high degree of crystallinity of the borosilicate substrate [11]. Furthermore,
the diffraction pattern showed structural reflections corresponding to crystallographic directions (200) at an angle of
20 =55.031° with d/n = 0.1668 nm, (210) at an angle of 20 = 62.13° with d/n = 0.1492 nm, and (211) at an angle of
20 = 68.57° with d/n = 0.1362 nm. Analysis of these experimental results showed that the sizes of the corresponding
crystallites, according to expression (3), were approximately 20 nm. The Observation of such structural lines suggests the
presence of polycrystalline regions at the boundaries of subcrystallites of the borosilicate substrate [12]. The observed
structural reflection corresponding to the crystallographic direction (110) at a scattering angle of 26 = 38.1° with d-spacing
d/n =0.2359 nm indicates the presence of nanopores sized 81.5 nm on the substrate surface [13]. Additionally, at a low
angle of approximately 20 = 15°, the X-ray diffraction pattern shows broad diffuse reflection caused by structural
fragments of SiOy on the surface layers, which contain unsaturated bonds of silicon and oxygen atoms. The half-width
(B =1.25%10"-1 rad) of this reflection indicates small sizes of the SiOx structural fragment and the absence of long-range
order in their arrangement. Thus, these SiOx structural fragments represent atomic clusters rather than nanocrystallites,
with characteristic sizes of approximately 1.2 nm [14].
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Figure 1. X-ray diffraction pattern of borosilicate glass

In Figure 2 (black curve), the X-ray diffraction pattern of ZnO films is shown, which significantly differs from the
substrate's diffraction pattern.
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Figure 2. X-ray diffraction patterns of (a) undoped and (b-1%, c-2%, d-3%, e-4%, and f-5%) Al doped ZnO films.

It can be observed that at low-angle scattering, diffuse reflection with three highly intensive selective structural
reflexes is present, belonging to the crystallographic orientation (100) at a scattering angle of 20 =31.42° with
d/n=0.2774 nm, (002) at an angle of 20 = 34.48° with d/n = 0.2581 nm, and (101) at a scattering angle of 26 = 36.34°
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with d/n = 0.249 nm. Among these observed reflexes, the structural line corresponding to the crystallographic direction
(002) has the highest intensity (~104 imp-c-1) (Figure 2, black curve). Based on these experimental values, the calculated
full width at half maximum of this reflection was 3.9 x 10-3 radians, indicating a relatively high degree of crystallinity of
the grown film. Upon analysis of the experimental results of this reflection, the constant of the crystal lattice has been
determined, which are equal to a =b =0.3265 nm and ¢ = 0.5212 nm, respectively. This, in turn, allows to determine that
the ZnO layers have a wurtzite structure, belonging to the hexagonal crystal lattice of the spatial group C6/mmc, which
is provided by the alternate placement of zinc and oxygen in the elementary cell of the crystal lattice [9]. Using expression
(3), the sizes of subcrystallites in unalloyed ZnO films were determined from the experimental values of the (002)
reflection shape, which were approximately 39.5 nm. Additionally, double structural reflections belonging to the
crystallographic orientations (111) and (102) are observed on the X-ray diffraction pattern of the grown films in the
scattering angle range of 47.0° to 47.48°, corresponding to the substrate and ZnO film, respectively (Fig. 3, black curve).
The structural line (111) belongs to the borosilicate substrate, located deeper in the ZnO film with a thickness of 1 um,
thus appearing due to the rays returning from the substrate surface.

In addition to the structural lines observed in the X-ray diffraction pattern, which belong to the crystallographic
orientations (110) at an angle of 26 = 56.67° with d/n =0.1630 nm, (103) at an angle of 26 = 62.93° with d/n=0.1481 nm,
(200) at an angle of 26 = 66.37° with d/n = 0.1398 nm, (212) at an angle of 26 = 66.52° with d/n =0.1376 nm, and (201)
at an angle of 20 = 69.17° with d/n = 0.1327 nm. This, in turn, indicates that polycrystalline regions of 12.6 nm, 28.3 nm,
30 nm, and 33 nm in size, with different shapes, as well as nanocrystallites of 56.8 nm in the near-surface layers of grown
ZnO films, self-assemble at the boundaries of subcrystallites.

In Figure 2 (curves red, green, blue, violet, and brown), X-ray diffraction patterns of doped Al (from 1% to 5%) thin
films of ZnO are presented, which significantly differ from the X-ray diffraction pattern of pure ZnO film. It can be
observed that their elastic background level of diffuse reflection, observed at low-angle scattering, decreases with an
increase in the amount of dopant atoms. This indicates that with an increase in the amount of Al dopant atoms in the
grown films, the uneven distribution of oxygen from the main background impurities along the crystal lattice decreases
[4].Additionally, besides this diffuse reflection, reflections corresponding to the crystallographic orientations (100) are
observed at an angular scattering angle of 20 = 31.7° with d-spacing d/n = 0.2774 nm, and (101) at an angular scattering
angle of 20 = 36.34° with d-spacing d/n = 0.249 nm, shifted towards smaller angles by A8 = 0.06° and A6 = 0.08°,
respectively. Simultaneously, in the X-ray diffraction patterns of the film with aluminum alloying atoms up to 2%, their
intensities increase to 28.1% for the structural line (100) and 37.8% for the structural line (101). However, with alloying
atoms above 2%, their intensities decrease by 4.29% and 1.6%, respectively. This indicates that instead of the structural
lines (100) and (101), new reflections appear belonging to the crystallographic directions (220) and (311) of the ZnO and
AlO3 compounds [15].

From Figure 3, it can be seen that the main structural reflex belonging to the crystallographic direction (002) on the
X-ray diffraction pattern is shifted towards small angles (from 20 = 34.44° to 20 = 34.32°), i.e. by AB=0.12° with an
increase in the number of Al alloying atoms.
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Figure 3. Reflex shape (002) of X-ray diffraction patterns Figure 4. The forms of reflexes (511) of X-ray diffraction patterns
of undoped and Al doped (from 1% to 5%) ZnO films of undoped and Al doped (from 1% to 5%) ZnO films

Their intensity increased to 5.2% for samples alloyed with Al up to 2% and decreased to 6.3% for samples with an
Al content exceeding 2% (Figure 3, curves red, green, blue, violet, and brown). Analyzing the experimental results of
these reflections using expression (4), it was established that the lattice parameter of the crystal at room temperature for
films with Al alloying atoms is a = b = 0.3265 nm and ¢ = 0.5219 nm, while the axes of the hexagonal crystal lattice
increase by a small amount (Ac = 0.0009 nm). This indicates that in the crystal lattice of the film, Al'® ions are replaced
by Zn*? ions [15]. When determining the half-width (B) of these reflexes according to expression (2), they initially
increased (doping with Al atoms up to 3%), and then decreased (doping with Al atoms more than 3%). This allows
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determining the sizes of subcrystallites according to expression (3), which initially decreased (when doping with Al atoms
up to 2%) (Doval:zno = 39.5 nm, Djoarzno = 37.9 nm, and Dag,arzno = 34.1 nm), then increased when doping with Al atoms
more than 2% (Dswai:zno = 34.4 nm, Dasyalzno = 35.2 nm, and Dsyarzno = 35.8 nm). Based on the experimental values of
these reflections, it can be concluded that doping ZnO with Al atoms up to 2% leads to an increase in the perfection of
the crystal lattice of the films, while an increase in Al atoms more than 2% leads to their decrease [15]. Furthermore, the
structural reflexes on the ZnO X-ray diffraction pattern increase when doped with Al atoms up to 2% and decrease with
further increase in their concentration beyond 2%. Consequently, aluminum atoms incorporated into the ZnO crystal
lattice up to 2% combine with oxygen, which acts as atoms of an uncontrolled background level, resulting in the
organization of clusters corresponding to ZnO and Al,O3 compounds at an angle of 20 = 58.4° with d/n = 0.15740 nm,
leading to the emergence of new structural lines. Conversely, with an increase in doping of Al atoms above 2% in the
crystal lattice, small microstrains are formed in the film. The structural lines corresponding to crystallographic orientations
(110), (103), (200), (212), and (201) on the X-ray diffraction pattern change disproportionately with the increase in the
number of added Al atoms. However, the sizes of these crystallites have partially decreased, forming various
polycrystalline regions ranging in size from 11 nm to 30 nm.

As a result of the mutual substitution of ZnO and Al203 compounds, structural lines belonging to crystallographic
directions (311) were observed on the X-ray diffraction pattern of ZnO films doped with Al atoms at a scattering angle of 20
= 58.23° with d-spacing of 0.1574 nm (Fig. 4). Based on the experimental values of these structural lines using equations
(1), (2), and (3), parameters of their lattices, full width at half maximum (), and sizes of crystallites were determined.

The sizes of crystallites and the values of § varied with increasing amounts of Al dopant atoms (as a percentage:
1%, 2%, 3%, 4%, and 5%), specifically 31 nm, 42 nm, 31 nm, 25 nm, and 26 nm. Phase analysis of the experimental
results of these reflections indicates that they originated from a phase different from the main phase, specifically from a
phase with a cubic elementary cell belonging to space group Fd3m and with a lattice constant of 0.5791 nm. This, in turn,
indicates the formation of distinct crystallographic nanocrystallites of a specific size and orientation in the (511) order in
near-surface defect-prone regions of ZnO films doped with Al (from 1% to 5%).

Additionally, using the results of X-ray structural studies (relative analysis of structural reflections [16]), we
determined the chemical composition of the grown films, and their calculated data are presented in Table 1.

Table 1. Proportions of grown film components

Films | 70 ZnO:Al
Components
Zn, at% 49.89 29.93 29.47 28.17 27.55 26.52
0, at% 50.11 68.78 68.61 68.49 68.36 68.25
Al, at% - 1.29 1.92 3.34 4.09 5.23

In accordance with the information provided, the proportion of Al atoms in relation to the total number of atoms in
the films was 1.29%, 1.92%, 3.34%, 4.09%, and 5.22%, respectively.

CONCLUSION

Based on the conducted experimental research and analysis of the obtained results, the following conclusions can
be drawn:

It has been established that the surface of the borosilicate substrate has a crystallographic orientation of (111) and
consists of subcrystallites with a size of 28.6 nm, having a lattice constant as = 0.3336 nm, belonging to the space group
Pm3m. Additionally, the presence of polycrystalline regions approximately 20 nm in size at the boundaries between the
subcrystallites of the substrate has been detected. Nanovoids with a size of ~81.5 nm is observed in its near-surface area,
as well as structural fragments of SiOx with dimensions of ~1.2 nm exhibiting amorphous properties.

It has been established that the surface of the grown ZnO films belongs to the crystallographic direction (002) and
consists of blocks with dimensions of 39.5 nm, exhibiting a hexagonal crystalline lattice structure of wurtzite with lattice
periods a=b =0.3265 nm and ¢ = 0.5212 nm, belonging to space group C6/mmec. It has also been determined that within
the volume and on the surface of the films, self-organized polycrystalline regions of sizes 12.6 nm, 28.3 nm, 30 nm, and
33 nm, as well as nanocrystallites with a size of 56.8 nm, are formed.

It has been identified that Al"® ions replace Zn'? ions in the crystalline lattice forming the ZnO film, leading to a
slight increase in the c-axis of the hexagonal crystalline lattice (Ac = 0.0009 nm), as determined by the slight shift of the
main (002) crystallographic lines at small angles (A6 = 0.12°).

ZnO films with Al atom concentrations (from 1% to 5%) exhibit nanocrystallites with a lattice constant of 0.5791
nm, forming in near-surface areas as compounds of ZnO and Al,Os, belonging to the spatial group type Fd3m.
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CTPYKTYPHI BJIACTUBOCTI ILTIBOK ZnO, JIETOBAHHUX Al
Cipaxinin C. 3aiinaéizinos?®, laxpiiiop X. I0anuies, Axkpam:xon 10. BoGoes®*,
Baxriop [I. T'ynomos?, Hypirain 10. IOnycanies?
Anousrcancokuti deporcasHull ynigepcumem imeni 3.M. babyp, Anousican, Y3oexucman
b Anousicancokuii OdeporcasHull nedazoziunull incmumym, Anoudsican, Y3oexucman
cIncmumym ¢hizuxu Hanienposionukie ma mikpoenrekmponixu Hayionanvroeo ynieepcumemy Y3zbexucmany, Tawxenm, Y3b6exucman
IAnoudcancoruil Mawuno6ydigHutl incmumym, Anoudican, Y3oexucman

VY nawniii poOOTi HaBEICHO PE3yIIBTATH JIOCIIIKEHHS BIUIUBY aTOMIB Al Ha CTPYKTypHI XapaKTEepUCTHKH IUTiBOK ZnO, OTpUMAHHX 30J1b-
relb METOJOM. BcraHOBIEHO, IO CKISTHI MIAKIAIKH CKIAJAalOThCsS 3 CyOKpUCTaNTIB po3MipoM 28,6 HM, sKi MaloTh KyOiuHi
eJleMeHTapHI KOMIpkH 3 mapaMerpamu rpatku a = 0,3336 HM, a iX MoBepxHi HajexaTb 10 Kpucraiorpadiunoi opienranii (111).
BcTaHoBneHo, 1110 BHPOILEeHi TOHKI INTiBKH ZnO CKIaNaoThCs 3 CyOKPUCTAIITIB po3MipoM 39,5 HM, SKi MalOTh CTPYKTYPY BIOPLIUTY 3
napaMerpamu pemitku a = b = 0,3265 um i ¢ = 0,5212 HM BigmoBigHO. BeTaHoBIeHO, 0 HA MEXaX MOAUTY LIMX CYOKPHCTATITIB
YTBOPIOIOTHCS MOMIKPHUCTANIYHI 06acti 3 po3mipamu 12,6 um, 28,3 uM, 30 HM i 33 uM. Kpim Toro, HaHOKpHCTaIiTH po3mipoM 56,8 HM
CaMOOPTaHI3yIOThCS HA MOBEPXHIX HAHECCHUX IUTIBOK. 301TBLIEHHS 3HAYEHBb OCi «C» T€KCAarOHANBbHOI KPHCTANIYHOI IPATKH ILUTiIBOK
ZnO ua 0,0009 aM pu neryBanHi aromiB Al Bix 1% 10 5% mosicHIOEThCS 3MIIEHHAM OCHOBHOI cTpyKTypHOi JiHii (002) Ha Maini KyTH
(A6 =0,12°). BcTaHOBIICHO, 1[0 HAHOKPUCTAJIITH 3 ITapaMeTpamu Ipatku an = 0,5791 HM, mo HanexaTs 10 npocTopoBoi rpymu Fd3m,
CaMOOPraHi3yIOThCSI Ha IUITHKaxX MoBepxHi IBoK ZnO:Al. kpuBa dYepe3 HasBHICTb MOHOCHEPT€THYHOTO DIBHS IIBHIKHX
MOBEPXHEBHX CTaHIB Ha IeTEPOIICPEXOi.

KmouoBi cioBa: Oopocunikamue ckno; 301b-eenb memoo;, OKcuo memany, momka nnieka ZnQ; penmeeniecbka Ouppakyis;
cybKkpucmanim,; HaHOKpUcman
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The I-V characteristics of heterostructures n-GaAs — p-(ZnSe)i—x—y(Ge2)x(GaAs1-3Bis) exhibit a characteristic quadratic law - J~F? [-V
curve, followed by a sharp pre-breakdown current growth, which well explains the observed straight branch of the I-V characteristics
and this regularity remains unchanged at different temperatures. The analysis of the I-V characteristics of
n-GaAs-p-(ZnSe)1xy(Ge2)x(GaAsi-sBis) heterostructures with an extended intermediate solid solution layer shows that the drift
mechanism of charge transport predominates under forward bias conditions.

Keywords: Heterostructure; Substrate,; Liquid phase epitaxy,; Film; Solid solution; Compound; I-V characteristics,; Drift mechanism;
Charge transport; Temperature

PACS: 78.30.Am

INTRODUCTION

One of the current challenges of today is solving a range of technical problems related to expanding the capabilities
of nano- and microelectronic systems and complexes, specifically the ability to simultaneously operate in a wide range
of semiconductor device engineering. Although there are currently a large number of studies dedicated to this issue, many
questions regarding the mechanisms of how different impurities affect the electrophysical properties of semiconductors
and various physical processes occurring in non-equilibrium states are still far from being understood, due to the
possibility of doping semiconductors with various impurities (atomic, molecular, isovalent). There is a scarcity of studies
dedicated to the investigation of molecular dopants, the behavior of dopants in solid solutions depending on the
composition of the base material, and the interaction of dopants in semiconductor materials.

The authors [1] obtained heterojunctions based on the ATBY-A"BY! compound through isovalent substitution and
investigated the characteristics of the physical properties of such structures [2, 3]. The process of obtaining
heterojunctions has a diffusion character. As a result of diffusion of isovalent atoms between the substrate and the
diffusion heterolayer, a solid solution of variable composition is formed, which smoothes out the lattice parameter and
the coefficient of thermal expansion, as well as eliminates the lattice mismatch between the contacting materials. In such
structures, effective edge luminescence is achieved due to isovalent dopants. The concentration of isovalent dopants
reaches ~ 10'° cm3, without altering the width of the semiconductor's band gap. Isovalent substitution leads to a "cleaning"
effect in the material, meaning that intrinsic defects, such as vacancies, are healed by the dopant atoms, resulting in a
reduction in the concentration of non-radiative recombination centers [4].

The authors [5] have investigated monoatomic, triatomic, and cluster doping in the ZnSe - GaAs system using
calculations of pseudopotential plane waves. Cluster doping (Zn-Ses)** (as a donor) and (Se-Zn4)*" (as an acceptor) in
GaAs, as well as (As-Gas)** (as a donor) and (Ga-Ass)* (as an acceptor) in ZnSe, will be stable at extremely extreme
chemical potentials and will contribute to the introduction of a large number of free carriers. Cluster doping provides a
lower level of acceptor or donor than monoatomic or triatomic doping. There is a strong tendency for Ga+As to cluster
in ZnSe, compared to Zn+Se in GaAs, leading to an asymmetric dependence of the band gap on the composition of the
solid solution. Specifically, the addition of a small amount of Ga+As to ZnSe results in a sharp decrease in the band gap
width of the base material, whereas the addition of Zn+Se to GaAs does not significantly change the band gap width. [5].

The aim of this study is to investigate certain electrophysical properties of (ZnSe)i—(Ge2)x(GaAsi-sBis)y solid
solutions synthesized on silicon substrates using liquid-phase epitaxy.

MATERIALS AND METHODS
Epitaxial layers of n-GaAs — p-(ZnSe)i,(Ge:)x(GaAs_sBis)y were grown by liquid phase epitaxy method as
described in reference [6]. Two horizontally positioned substrates — upper and lower — were secured in a vertical graphite
cassette. Gallium arsenide substrates, cut from monocrystalline GaAs with a (100) orientation in the form of 20 mm
diameter disks and a thickness of ~ 350 um, had n-type conductivity with a carrier concentration of 5x10'7 cm=. The
crystallization process of the thin film was carried out by forced cooling in a hydrogen atmosphere purified with palladium
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from a tin solution melt. The composition of the melt solution was chosen based on data from [7, 8] and initial studies of
the GaAs-Ge-ZnSe-Sn system. Samples were grown at various parameters of liquid-phase epitaxy. Films with
predetermined physical properties were grown at a temperature range of crystallization of the bismuth-containing melt
solution from 750 to 650°C and a substrate cooling rate of 1°C/min. The grown films had p-type conductivity and a
thickness of 10 um.

When investigating the current-voltage characteristics (I-V curves) of semiconductor heterostructures, special
attention is given to selecting ohmic contacts. This means that carrier injection does not occur at the contact, and there is
a linear relationship between current and voltage for any polarity. In practice, this implies that a contact can be considered
ohmic if the voltage drop across it is much lower for any polarity compared to the voltage drop across the rest of the
circuit. This is achieved in practice by creating a region of strong doping in the semiconductor between the metal and the
bulk of the semiconductor. To obtain ohmic contacts to the heterostructures of n-GaAs — p(ZnSe) 1, (Ge2)x(GaAsi_sBis)y,
we used Au and Ag. The ohmicity of the obtained contacts was initially assessed on a profilometer, and subsequently
verified by measuring the voltage drop and determining their resistance. For the hole conductivity type of semiconductor
solid solutions (ZnSe)i_xy(Ge2)x«(GaAsi-_sBis)y, contacts with the lowest specific resistance and good linearity were
achieved by vacuum deposition of Au and Ag on the surface of epitaxial layers followed by annealing at a temperature
of 150°C.

RESULTS AND DISCUSSION

To investigate the I-V characteristics of structures obtained by vacuum deposition, ohmic contacts were created -
continuous ones on the back side and square-shaped ones, with an area of 6 mm? made of silver, on the side of the epitaxial
layer. Volt-ampere characteristics were measured in the forward (when "+" was applied to
p-(ZnSe)ix-y(Gez)x(GaAsi-sBis)y and reverse (when "-" was applied to n-GaAs) directions at various temperatures (Fig. 1).

Figure 1 shows the typical current-voltage characteristics (I-V curves) of multi-component heterostructures n-
GaAs - p-(ZnSe)-xy(Ge2)«(GaAs;_sBis). It can be observed that the structure exhibits excellent rectifying properties with
a rectification coefficient determined as the ratio of forward current (J;») to reverse current (J,.,). At equal applied voltage
values, the rectification coefficient k = Jy;/ e ranges from 2000 to 2500 in the voltage range from 0.1 to 3 V. Additionally,
in this voltage range, both in forward and reverse directions, there is no saturation of the current in the I-V characteristics
at all temperatures, indicating a low density of surface states at the p-n junction interface [9]. Analysis shows that the [-V
characteristics at all temperatures, plotted on a logarithmic scale, fit well to straight lines in the forward bias direction and
are described by power-law dependencies of the form —J = A-V* with different values of the exponent a.
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Figure 1. Typical current-voltage characteristics of n-GaAs — p-(ZnSe)1 x y(Ge2)x(GaAsi-sBis) heterostructures at various
temperatures: 1 —30°C, 2 — 50°C, 3 — 70°C, 4 —90°C, 5 - 110°C, 6 — 130°C, 7 — 150°C

On the initial segment of the I-V curve from 0.1 to 0.3 V, a region of a spike is observed: J ~ V'* (o = 2) (Figure 2).
The conducted analysis indicates that such a dependence follows the regularity [10].

v :M(J)BO\/%. (1

where M(J) is calculated according to the following formula:
M(J)z1+3m[2+C(ari/cp)\/jT, Q)
m= ZTl.NdV; /8b(b+1)n,d ,

and
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C:[bnp/qV; (b+l)]

In these relationships, ¥,* is a parameter determined by the non-ideal nature of the injecting contact [11].
The current-voltage characteristic in the form of (1) is manifested when the recombination velocity in the
denominator of this expression has the form [11].

u, =N, ey (pn=1’) ,
c,(n+m)+c,(p+p)+az,pn

3

where N, is the concentration of recombination centers (complexes); 7, p- are the concentrations of electrons and holes;
n; - is the intrinsic concentration in the semiconductor; ¢, ¢, - are the capture coefficients of electrons and holes; n;, p; -
are the equilibrium concentrations of electrons and holes when the Fermi level coincides with the energy level of the
impurity (the so-called static Shockley-Read factors); 7; - is the time that takes into account various electron exchange
processes within the recombination complex; o - is a coefficient depending on the type of defect complexes. A similar
recombination mode is possible not only in the cases listed above but also in semiconductors with developed
recombination-stimulated restructuring of metastable recombination complexes, such as negatively charged acceptor —
positively charged dopant ion or positively charged donor - negatively charged vacancy.

At low excitation levels, i.e., ¢,(n+m)+c,(p+p)>ar,pn when the contribution of the last term in the

denominator of (3) becomes negligibly small, the recombination rate is described by the Shockley-Read statistics. In this
case, the current-voltage characteristic (I-V curve) in drift carrier transport mode has a typical form corresponding to

ohmic relaxation of bulk charge [12]:
8d°J
V= [————=BJ, “
9q/Llp1LlnTpN d
the definition was determined as follows.
Initially, the value of B, is determined from the slope of the experimental straight line J = V", which in this case was B,
=0.001 V-AC"2 at room temperature. Then, using the expression

8d’
By= =, (%)
9qll’lpll'ln7’-de

using the experimental data for d = 5 um and 1, = 10 s, we find the value of Ny - the concentration of shallow donor
impurity centers, which is equal to 1.2-10" cm. The mobility of the main carriers —holes, determined by the Hall method,
was i, = 300 cm?/V's, and for estimation, the value of the mobility of minority carriers was taken as u, = by, =
1890 cm?/V-s, where b is the ratio of electron and hole mobilities, which according to our estimates was 6.3 [11].

The value of B, increases from 0.001 V-A¢" to 0.369 V-A¢"? with increasing temperature, while the mobility pp
and the lifetime tp of the main carriers, and consequently, the concentration of shallow donor impurity centers Ny,
decrease. This apparently suggests that in this solid solution, the predominant role in the mobility mechanism is played
by carrier scattering on ions of deep impurities [13].
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Figure 2. Volt-ampere characteristics of n-GaAs — p-(ZnSe)1-x-y(Ge2)x(GaAsi-sBis) heterostructures in the forward direction in
logarithmic scale at different temperatures: 1 —30°C, 2 — 50°C, 3 — 70°C, 4 — 90°C, 5 - 110°C, 6 — 130°C, 7 — 150°C.

With further increase in voltage, as shown in Figure 2, starting from V = 0.4 V, there is a sharp increase in the
current J = A-V* with a power exponent o =~ 8. This region is called pre-breakdown region. In this case, the third term in
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the denominator of expression (3) for the recombination rate becomes significant, and the recombination rate no longer
follows the Shockley-Read statistics, but acquires a completely different form [14]:

u,:N’(l— 2 j ©)
7, Tc,p

_q*(b+1)'N,d’
- grfcp (V0 —V)

The current-voltage characteristic (I-V curve) —
) @)

where ¢ is the dielectric constant and

b+1)Nd*
VO = q(# = const .
2erp,

From (7), it can be observed that the denominator of this expression decreases with increasing voltage, indicating a rapid
growth in current. The sharp increase in current within the voltage range V = (0.4-0.8) V is described by this
dependency [13].

According to the theory [15], the range from 0.9 to 1.5 V of the current-voltage characteristic is described by the
expression J = A-V32(Fig. 2) and occurs when the recombination of non-equilibrium charge carriers mainly occurs with
a delay, i.e. with the participation of complexes where electronic exchange takes place inside. In this case, the inequality
is realized in the denominator of expression (3)

Clz(n+n1)+cp(p+pl)<aTipn9 (8)

the analytical expression for I-V (curve) is as follows

2 2(b+1)N d*
po DN, 4y 20ONde, |y D o
Nou,z qu,(b+1)C N p,arC T NI

Where A4, B, and D are parameters dependent on the concentration of ionized atoms of deep impurities, the ratio of
electron and hole mobilities, and the thickness of the interlayer transition, respectively, which can be determined from
experimental data. To determine parameter A, two experimental points V;, J; and V>, J, are selected on the straight line
of the J ~ V32 dependence. The calculation results indicate that parameter 4 remains almost unchanged with increasing
temperature (Table 1).

This indicates that in the first term of the expression (9), the ratios N,/z; remain unchanged. Next, three experimental
points (V1, J1), (V2, J2), (V3, J3) were selected to determine the parameters B and D from the section of rapid current
growth. The calculation results are presented in Table 1, indicating that as the temperature increases, the parameter D
increases while the value of B decreases. This could be a consequence of the increase in parameter “C” in equation (3),
which is associated with the concentration of holes at the interface between the p-(ZnSe);_x—y(Gez)«(GaAs;-sBis) film and
the n-(GaAs) substrate, as well as the hole capture coefficients c,.

Table 1. The values of parameters A, B, and D in expression (9) calculated from experimental I-V characteristics at various temperatures

t,°C 30 50 70 90 110 130 150
AV 0.69 0.7 0.705 0.711 0.717 0.723 0.73
D. V-mA-”2 1.38 2.12 2.44 2.94 4.16 5.58 7
B.V-AV2 0.0174 0.0156 0.0146 0.0134 0.0131 0.013 0.0128

Analysis has revealed that expression (9) enables describing the slope value of the volt-ampere characteristics of the
J~ V* type, including the segment of sharp current increase.

After the section of sharp current growth J ~ V%, where a = 2 (Fig. 2), when the last term in the denominator of
expression (3) starts to play a decisive role and the recombination rate U; reaches full saturation Ur = Ny, a second
quadratic section appears and the I-V characteristic is described by the expression [13]:

2
y_(b+Dd’N, | d a
2Nu7 qu,(b+1)C

(10)

The estimation of the value of N,/1; for this segment is carried out similarly to the segment of sharp current growth.
For two given experimental points, an equation of the straight line is constructed, from which the value of the constant
corresponding to the value of the first term of the expression (10) is determined.
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A (b+1)d’N,
2 2Nyt

Substituting the known values of d, b, and N, into (11), we obtain the quantity Ny = 5.2:10'8 cm™ 57!

CONCLUSIONS

Thus, single-crystalline solid solutions of n-GaAs — p-(ZnSe)ix-y(Ge2)x«(GaAsi—sBis)y p-type conductivity were
grown on single-crystalline n-GaAs substrates with (100) orientation by liquid phase epitaxy method. The volt-ampere
characteristics of heterostructures n-GaAs — p-(ZnSe)i_«y(Ge2)«(GaAsi_sBis) exhibit a characteristic quadratic law - J~V?
I-V curve, followed by a sharp pre-breakdown current growth, which well explains the observed straight branch of the
I-V curve and this regularity remains unchanged at different temperatures. After the pre-test section, two characteristic
sections are observed, which are described by expressions (10) and (11). The analysis of the current-voltage characteristics
(I-V curve) of n-GaAs — p-(ZnSe) i« (Ge2)x(GaAs;sBis) heterostructures with an extended intermediate solid solution
layer shows that the drift mechanism of charge transport predominates under forward bias conditions.

Based on this data, it is possible to assume the successful implementation of the discussed heterostructures in voltage
multiplication schemes and in converters (rectifiers) of direct voltage, where high requirements for frequency and time
parameters of signals are not imposed, as well as in electronic and thermoelectronic devices.
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MEXAHI3M ITEPEJAYI CTPYMY B 'ETEPOCTPYKTYPAX n-GaAs—p(ZnSe)i-x-y(Ge2)x(GaAsi-sBis)
Cipaxizin C. 3aiinadininos?, Xoramskon Ix. Mancypos?, Akpamzkon FO. Bo6oes™, lxxaxourip H. ¥Ycmonon?
“Anousrcancokuti deporcasHuil ynigepcumem imeni 3.M. babyp, Anousican, Y3dexucman
bluemumym ¢pisuxu nanienposionuxie ma mixpoenexmponixu Hayionanvnozo yuisepcumemy Ysbexucmany,

100057, Tawxenm, Y36exucman, ¢yn. Aneu Anmasap, 20
Bonbr-amnepni xapakrepuctuku (BAX) rerepoctpykryp n-GaAs—p(ZnSe)i-x-y(Gez)x(GaAsi-sBis) meMOHCTpyIOTh XapakTepHHMit
KBajipaTuynuil 3ak0H — BAX J~F? 3 pi3kuM 3pOCTaHHAM IIEPEAIPOOIHHOrO CTpyMy, IO H0OPE MOSACHIOE CIIOCTEPEKYBAHY PAMY TLIKY
BAX, i 1md 3aKOHOMIpHICTh 3aJIMIIAETHCS HE3MIHHOIO NpH pi3HHX Temmeparypax. Amxamiz BAX rerepocTpykryp
n-GaAs- p-(ZnSe)1-x-y(Ge2)x(GaAsi-sBis) 3 IpOTSHKHUM ITPOMDKHHUM ILIAPOM TBEPAOTO PO3UYHHY IIOKA3ye€, IO IPH NPSIMOMY 3MIlLIEHHI

nepeBaxkae AperoBHil MEXaHi3M IIEPEHOCY 3apsiay.
KuarouoBi cinoBa: cemepocmpykmypa; nioknaoka,; piokogpasna enimaxcis,; nuieka, meepouti pozuun, 3'eonanns; BAX; opeiigposuii
Mexanizm; 3apAOHUTI MPaAHCcnopm,; memnepamypa
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In this work, we developed an optimized ultrasonic spray pyrolysis device for obtaining metal oxide films. The key benefit of this
facility lies in its cost-effectiveness and its ability to consistently coat extensive surfaces without sacrificing the integrity of the semi-
conductive films, thus streamlining the manufacturing process of semiconductor films. The resulting films exhibit the following
attributes: the thickness of the deposited layer is approximately 400 nm, while the diameters of ZnO1-xSx nanocrystals range from 50 to
200 nm, oriented perpendicular to the crystallographic orientation (111). In the production of nanorods, the average height is estimated
to be approximately 30-50 nm, with a density of 2.9x10"'! cm being indicated.

Keywords: Film; Space group; Subcrystal; Nanocrystal; Quantum size effect; Lattice parameter,; Transparent electronics; Band gap
PACS: 78.30.Am

1. INTRODUCTION

Currently, wide-bandgap semiconductors such as zinc oxide (ZnO) and gallium nitride (GaN) are considered the
most promising basic materials for the development of optoelectronic devices with predominant emission in the blue and
ultraviolet spectral ranges. The bandgap energies (at 300 K) of Eg ~3.37 eV and 3.39 eV for ZnO and GaN, respectively,
make them suitable for such applications [1,2]. GaN-based structures are already widely used for light sources
(semiconductor light-emitting diodes and lasers) in the blue and ultraviolet regions of the optical spectrum. However,
ZnO appears to be an equally promising semiconductor material for use in light-emitting devices as gallium nitride. It is
known that ultraviolet emission in ZnO is due to excitonic recombination [3]. In the case of exciton photogeneration, ZnO
allows for very low threshold power of optical pumping at 24 kW/cm?. For comparison, excitons in gallium nitride are
thermally unstable at room temperature (Eexc., GaN =25 meV), and forced emission in the edge region is usually obtained
through the recombination of electron-hole plasma, which results in significant threshold power values of optical pumping
at 1.2 MW/cm? (almost 2 orders of magnitude higher than in ZnO), and as a result, the need to use micrometer-sized laser
resonators. This is precisely why, in order to increase the exciton binding energy and reduce the generation threshold in
the creation of semiconductor lasers and LEDs based on GaN (the main material for producing semiconductors in the
short-wavelength range), more complex and expensive structures with quantum wells are used.

An important advantage of using ZnO structures is their low cost, as zinc makes up 0.1% of the Earth's crust, and
the much lower toxicity of zinc compared to many other materials used in the semiconductor industry. The potential of
using ZnO-based structures also lies in the possibility of expanding the optical emission range using solid solutions based
on ZnO, such as ZnMgO and ZnCdO, etc. [4-5].

In this study, zinc oxide films were obtained using the ultrasonic spray pyrolysis method, and the optimal conditions
of the technology were determined.

The conventional method of pulverization followed by pyrolysis has long been known and widely used. In this
particular technique, the combination of pulverization with ultrasonic atomization, with the appropriate selection of
synthesis conditions, substrate materials, and reagent concentrations, ensures the formation of ZnO films with acceptor-
type doping [6-8]. Therefore, the most promising approaches currently considered are - the synthesis or doping of zinc
oxide under significantly non-equilibrium conditions; annealing under a substance film with inadequate solubility of
compound components; and annealing of crystals in an atmosphere of atomic halogen. In this case, to a certain extent, all
three of these approaches are implemented. For example, during the pyrolysis of ultra-thin films of zinc nitrate and/or
acetate solutions on the substrate surface, significantly non-equilibrium thermodynamic conditions arise, leading among
other things to the formation of atomic oxygen and sulfur, as well as groups O-S, Zn-O-S, etc., aligning in the growing
film. By using (selecting) substrates with different solubilities (or different diffusion coefficients) of ZnO and S atoms, it
is possible, during post-annealing, to control the relative (and absolute) rates of "healing" of various defects. In this case,
to a certain extent, all three of these approaches are implemented. For example, during the pyrolysis of ultra-thin films of
zinc nitrate and/or acetate solutions on the substrate surface [9], significantly non-equilibrium thermodynamic conditions
arise, leading among other things to the formation of atomic oxygen and sulfur, as well as O-S, Zn-O-S, and so on, groups
that are arranged in the growing film. By using (selecting) substrates with different solubility (or different diffusion
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coefficients) of ZnO and S atoms, it is possible, during the post-annealing process, to control the relative (and absolute)
rates of "healing" of different defects.

2. DESCRIPTION OF AN OPTIMIZED ULTRASONIC SPRAY PYROLYSIS DEVICE

To verify the production of p-type ZnO, an ultrasonic setup was created for the synthesis of ZnO, as schematically
shown in (Figure. 1). The setup consisted of an ultrasonic generator (1), evaporator (2), cylindrical quartz glass (3),
double-layer cooling flask (4), additional liquid inlet pipe (5), gas inlet pipe (6), pump (7), gas outlet pipe (8), substrate
(9), valve (for pump control) (10), valve (for pyrolysis time control) (11), tube clamp (12), stand with scale (for adjusting
the distance between the spray head and the substrate) (13), heating platform (14), ring tube with holes at equal distances
(15), water-filled container for filtration (16), thermocouple (17), glass transparent cover (18), cylindrical hollow body
(19). Additionally, Figure 2 shows the diagram of the cylindrical hollow body device, where the water storage volume
(20), spray head (21), and liquid outlet tube (22) are located.

21 20
22, A
\ .
o ”
-
16
Figure 1. Optimized ultrasonic spray pyrolysis device for the Figure 2 Diagram of the structure of a cylindrical hollow
production of metal oxide films body

The ultrasonic generator emits a high-frequency pulse and sends it to the evaporator (ceramic or quartz piezoelectric
material). As a result, the vibration is transmitted to the liquid (water) in the two-layer cooling flask. Upon the supply of
the necessary chemical precursor through the additional outlet pipe (5) for the liquid into the two-layer cooling flask (4),
the evaporation of the chemical precursor will begin. The pump (7) pulls the gas through the outlet pipe (8) to the substrate
(9) from the vapor formed in the two-layer cooling flask (4) and the air passing through the gas inlet pipe (6) by means
of a ring pipe with holes at equal distances (15). The captured air and chemical precursor vapors enter the cylindrical
hollow housing (19) until they reach the substrate.

Through the use of a spray head (21), clean vapors are directed onto the substrate (9), while excess liquid, which
negatively impacts the quality of the film, is collected in a water storage volume (20). The liquid collected in the water
storage volume (20) is transferred through a liquid discharge pipe (22) into a container filled with water for filtration (16),
where excess gases are also directed through a ring pipe with evenly spaced holes (15). Adjustments to the pump's (7)
thrust force are made using a crane (10), while the dwell time and coating level are regulated with an additional valve
(11). The distance between the substrate and the spray head is adjusted by vertically moving the gas exhaust pipe (8) on
a stand with a scale (13), which is secured by a clamp (12). The substrate (9) and the vapors near it are heated by a heating
platform (14). The necessary vapor is deposited as a layer on the substrate (9). Temperature is monitored and regulated
by a thermocouple (17). The presence of a transparent glass cover (18) ensures that the process takes place in enclosed
conditions.

Zinc acetate aqueous solutions were used as precursors for the deposition of ZnO films. To conduct doping, fatty
elements were added to the zinc acetate aqueous solutions in the corresponding concentration, such as thiourea to obtain
p-type conductivity ZnO or ammonium acetate to obtain n-type conductivity [10-12]. As a result of ultrasonic treatment
of these solutions, the transition of the liquid to vapor occurred without significant heating of the liquid. The vapor formed
as a result of ultrasonic treatment was deposited onto the substrate.

The substrate was heated to temperatures sufficient for the thermal decomposition of precursors, and on its surface,
deposition occurred with the formation of ZnO film.

The formulas (1) represent the chemical reactions occurring during the synthesis of films:

4Zn(CH3CO0),+10H,0+4CHyN,S—4Zn0(S)+8NH; T+9CH;COOH+2CO, T (1)

3. MORPHOLOGY OF METAL OXIDE FILMS BY SPRAY PYROLYSIS DEVICE
To investigate the surface relief of ZnO1-xSx thin films, an atomic force microscope (AFM) "Solver-NEXT" SPM
9700HT (Shimadzu) was used. It is known that when calculating the profile obtained by the AFM method, the maximum
depth of probe deviation is taken as zero. When studying a system with a low density of islands and a small filling
coefficient of the heterostructure material, there is a high probability of the probe hitting the film surface and, therefore,
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the correct choice of the zero level. The ratio of the average coating thickness calculated from the obtained AFM profile
to the thickness measured in the experiment can be taken as a criterion for the correctness of determining the zero point.
If the ratio is below one, it indicates the presence of a continuous sublayer with the zero-point positioned on it. Conversely,
if the ratio exceeds one, there is an absence of a continuous sublayer, and the probable cause for this inconsistency lies in
the unique characteristics of the AFM technique when assessing height differentials. While the height of a distinct
protrusion on a level surface is ascertained with utmost precision, the depth of a minor crevice between islands is subject
to considerable error due to the relatively large tip diameter and the occurrence of lateral flows around its edges.
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Figure 3. Topography and surface relief of metal oxide films ZnO1xSx: a - 3D surface image and b - profile along the selected direction.
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Figure 4. Distribution of islands by height in the array of nanoislands of ZnO1.xSx films.

Figure 3 illustrates three-dimensional (a) and one-dimensional (b) AFM images of nanostructures formation during
the deposition process with an average height of nanostructures ranging from 30 to 50 nm. In Figure 3a, it can be observed
that the film surface consists of an array of nanoislands, and the height distribution profile along the direction indicated
by the line in Figure 3 is shown in Figure 4.
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Figure 5. SEM image of the surface of the o synthesized Figure 6. Energy dispersive spectroscopy (EDS) image of the
Zn01xSx films synthesized ZnO1xSx films

The distribution of nanoislands presented in Figure 4 reveals that approximately half of the nanostructures have
heights ranging from 15 to 25 nm, indicating a significant uniformity of the islands. Furthermore, from the experimental
results of the AFM studies, the average density of nanoislands was determined to be 2.9x10'' cm?.
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The relief and energy dispersive X-ray spectra (EDS) of the obtained ZnO1.xSx metal oxide layers were investigated
using scanning electron microscopy (SEM), JSM-1T200 (JEOL).

Figure 5 illustrates the SEM image of the surface of the obtained ZnO,..Sy films. It is evident that the deposition of
the films on Si results in the formation of densely packed nanocrystals of ZnO;.«Sx with various geometric shapes and
sizes, possibly belonging to the F43m space group. The thickness of the grown layer is 400 nm, and the diameter of
Zn01xSx ZnO nanocrystals ranges from 50 to 200 nm. They grow perpendicular to the substrate along the z-axis, and the
obtained ZnO films are highly ordered with a high degree of perfection (Fig. 5). The energy dispersive spectroscopy view
of the film is presented in Fig. 6. From the analysis of these data, the atomic content of Zn, O, S, and C depending on the
thickness of the obtained film has been determined. These show that the atomic content of Zn, O, S, and C has distributions
in the following relative magnitudes of 0.4989, 0.4543, 0.0366, and 0.0101 in the near-surface region of the film,
respectively.

4. CONCLUSIONS

Consequently, we have successfully fabricated thin films of zinc oxide doped with acceptor impurities consisting of
cerium atoms on silicon substrates using the ultrasonic spray pyrolysis method. An advantage of this approach is its cost-
effectiveness and the potential for a homogeneous deposition of semiconductor films across large areas without
compromising quality, thereby facilitating the future utilization of this technique in semiconductor manufacturing. Atomic
force microscopy studies of the metal-cased films showed that during the formation of nanoislands with an average height
of about 30-50 nm and densities 0f 2.9x10"' cm2. SEM data indicate that the thickness of the grown layer is approximately
400 nm, and the diameter of ZnO;.xSx nanocrystals ranges from 50 to 200 nm, growing perpendicular to the substrate
along the z-axis with a crystallographic orientation of (111). It has been determined that the atomic content of Zn, O, S,
and C has distributions in the following relative magnitudes of 0.4989, 0.4543, 0.0366, and 0.0101 in the near-surface
region of the film.
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ONTUMI3OBAHMI IPUCTPIA YJIbTPA3ZBYKOBOI'O CIIPEN-IIIPOJII3Y JJIsI BAPOGHUIITBA
METAJOKCHUJIHUX IUIIBOK TA iX MOP®OJIOIIS
Cipaxinin C. 3aiinadizinos?, Akpam:xon I0. Bo6oes*’, Hypitain IO. IOnycanics?, Izaxounrip H. Ycmonos?
“Anoudicancokuti deporcasHull ynigepcumem imeni 3.M. baoyp, Anousican, Y3bexucman

bIuemumym ¢pisuxu nanienposionuxie ma mixpoenexmpouixu Hayionanvnozo yuisepcumemy Ysbexucmany, Tawxenm, Yzbexucmar
V wi#t po6oTi MH pO3pOOMIIH ONTHMI30BaHE MPUCTPIll yIBTPa3ByKOBOTO PO3MIIIOBAIBHOTO MipOJIi3y AJIsl OTPUMAHHS IUTIBOK OKCHIIB
MmetaiiB. KirowoBa nepeBara 11,0ro 0o0JaJHaHHS IOJSra€ B HOro eKOHOMIUHIN e()eKTUBHOCTI Ta 3[JaTHOCTI ITOCIITOBHO MOKPUBATH
BEJIMKI TOBEPXHi 0€3 MIKOAM JJIs I[UTICHOCTI HAMiBIPOBIIHUKOBUX IUTIBOK, TAKMM YHHOM ONTHUMI3yIOYHM MPOIIEC BUPOOHHUIITBA
HAariBIPOBITHUKOBHX IUIiBOK. OTpUMaHi INTIBKH IEMOHCTPYIOTh TaKi BJIACTUBOCTI: TOBIIMHA HAHECEHOTO IIapy CTAHOBUTH MPUOIU3HO
400 oM, Toami sk ngiamerp HaHokpucTaniB ZnOi1xSx komuBaerbes Big 50 mo 200 HM, Opi€HTOBaHMX NEPHEHIUKYJIAPHO IO
kpuctanorpadiunoi opienraunii (111). ITix yac BUpOOHUIITBA HAHOCTPHIKHIB CEPEIHsI BUCOTA OLIHIOETHCS npubiu3Ho B 30-50 M i3
3a3HAYCHOIO IIUIBHICTIO 2,910 cMm 2.

KuntouoBi cioBa: 1miiBka, npocmopoea epyna; cyOKpucman, HAHOKpUCMAL; egeKm KEAHmOo8020 pOo3MIpy, napamemp peutimku;
npo3opa enekmpoHiKa, WinuHa
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The photoelectric properties of n-GaAs — p-(GaAs)1x-y(Ge2)x(ZnSe)y heterostructures have been investigated both in photodiode and
photovoltaic modes. It has been revealed that the spectral dependence of the photocurrent covers a wide range of energy intervals, ranging
from 1.07 eV to 3 eV. It has been demonstrated that as the temperature of the crystallization onset (Toc) increases, the peaks of the spectral
dependencies of the photoelectromotive force (photo-EMF) shift towards shorter wavelengths. It has been observed that as the
crystallization onset temperature (Toc) of the solid solution layer (GaAs)1-xy(Gez2)x(ZnSe)y increases, the lifetime of photo carriers increases
from 107 s at Toe=650°C to 5-10-° s at Toc=730°C. It is demonstrated that the peaks of the intrinsic photoluminescence band shift towards
shorter wavelengths with an increase in the temperature of the crystallization onset. Additionally, the study of the intrinsic spectral region
of photoluminescence in samples across the thickness of the epitaxial layer confirms the variability of the obtained structures.
Keywords: Solid solution; Heterostructure;, Temperature; Photoelectric property; Photo-EM; Photoluminescence; Photo carriers;
Varizon structure

PACS: 73.40. Lq, 78.20. —¢, 81.05. Hd

INTRODUCTION

Semiconductors A’B> and A”B° are well known as promising materials for creating optoelectronic devices in the
infrared and visible spectrums. Intensive research is being carried out to create various electronic devices based on GaP,
GaAs, CdTe, ZnSe and their solid solutions [1-4]. Among these materials, GaAs-based compounds are of particular
interest, as their electron and hole mobilities are much higher [5-9], thus enabling them to be used in high-speed
optoelectronic devices. In addition, solid substitution solutions (GaAs)—«(Ge2)x(ZnSe)y, make it possible to expand the
spectral range of functioning of structures based on them to 400 nm [10, 11]. However, the mass use of device structures
made on the basis of the A*B> compound is limited, on the one hand, by the economic inexpediency of large-scale use of
such device structures, and on the other hand, by insufficient knowledge of the photoelectric properties of such materials
and heterojunctions based on them.

In this regard, this work reports the results of studies of some photoelectric properties of the
n-GaAs - p-(GaAs)ixy(Gez)«(ZnSe)y heterojunction, which was synthesized by growing epitaxial layers from solid
solutions (GaAs)i-x(Ge2)x(ZnSe)y on an n-GaAs substrate oriented in the (100) direction.

MATERIALS AND METHODS

The growth processes of epitaxial layers were carried out from a limited volume of tin solution-melt on a GaAs substrate
using forced cooling method. The thicknesses of the resulting films varied within 10-15 pm depending on the size of the gap
between the substrates and the growth mode. X-ray diffraction patterns of layers (GaAs)x,(Gez)«(ZnSe)y, taken on a third-
generation diffractometer of the Empyrean Malvern PANalytical L.T.D type, confirmed that the grown layers have a sphalerite
crystal lattice and are characterized by the lowest mechanical stresses, both in volume and near the interface of the layers.

The lux-volt characteristics were measured on a setup that can simulate sunlight. A 150 W tungsten incandescent
lamp was used as the radiation source. The illuminance measurements were conducted using a digital illuminance meter,
MASTKCH LUXMETER MS6610.

An investigation was conducted to analyze the spectral sensitivity of the samples by employing an optical
spectrometer that featured a CARLZEISJENA mirror monochromator with quartz optics. This sophisticated setup allowed
for the examination of the samples within the photon energy range of 1 to 3 eV.

The photoluminescence spectrum of the samples was studied at the KSVU-23 installation. Optical pumping of the
surface of the epitaxial layer at a temperature of 300 K was carried out by a mercury lamp, the signal was recorded on the
SDL-2 installation.

RESULTS AND DISCUSSION
The surfaces of the epitaxial layers of (GaAs)ixy(Ge2)x(ZnSe)y solid solutions had p- type conductivity with Hall
carrier concentrations p=5-10'7 sm>. The literature highlights that the ZnSe epitaxial layer typically exhibits n-type
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conductivity as a result of the self-compensation effect under standard conditions [12]. We successfully produced epitaxial
films containing the chemical composition (GaAs)xy(Ge2)«(ZnSe)y that exhibited p-type conductivity. Based on quantum
chemical concepts, the possibility of increasing the binding energy of selenium in the composition of the Se-Ge dumbbell
structure located at the nodes of the crystal lattice of the (GaAs)i—«(Ge2)x(ZnSe)y solid solution compared with the nodal
position in the crystalline ZnSe lattice. This can lead to a significant reduction in the number of V. vacancies, which usually
lead to the appearance of electronic conductivity in ZnSe. In addition, part of the vacancies in the selenium Vs, sublattice in
solid solutions can be occupied by Ge atoms, which also leads to a decrease in the number of Vs, vacancies. It is assumed
that the appearance of epitaxy layers of a solid solution of the (GaAs)ix(Ge2)«(ZnSe), type during the formation of the n-
GaAs — p-(GaAs)i«y(Gez)«(ZnSe)y heterostructure is associated with partial dissolution GaAs substrates.

The photovoltaic properties of the obtained structures were studied by both photovoltaic and photodiode methods at
a temperature of 300K. The surface was illuminated from the side of the solid solution. The lux-ampere characteristics of
the structures, obtained under integral light illumination, have shown that the dependence of the short-circuit current (Is)
on the illuminance exhibits a nonlinear relationship in the initial region. In other words, an increase in the incident light
intensity leads to a wave-like increase in Is. This phenomenon may be attributed to changes in the parameters of the
contacting semiconductors under the influence of the light flux, such as the lifetime of non-majority charge carriers and
the diffusion length (Fig. 1). With increasing intensity of the incident light, the open-circuit EMF tended to saturate,
reaching a value of 0.6 V, which may be due to the impossibility of reducing the thickness of the transition layer between
the epitaxial film and the substrate under the influence of incident light.
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Figure 1. The dependence of the short-circuit current (1-curve) and the no-load EMF (2-curve) on the illumination by integral light

The lifetime of photocarriers in structures grown under various conditions is determined by the relaxation decay of
the photo-EMF. The investigation revealed that as the temperature of the onset of crystallization (T,.) of the
(GaAs)|x(Ge2)x(ZnSe)y solid solution layer rose, the lifetime of photo carriers extended from 10”7 seconds at To. = 650°C
to 5-107° seconds at T,=730 °C. The spectral characteristics of I .(short-circuit current) and U, . (open-circuit voltage),
as well as the photocurrent were measured in the photodiode mode. Monochromatic radiation was carried out from the
solid solution (GaAs); xy(Gez)x(ZnSe),. Measurement of the spectral dependence of photocurrent in photodiode mode
(Fig. 2, curves @ and b) showed that it covered a wide range of incident photon energies from 1.07 to 3.0 V.

From Fig. 2, it can be seen that the spectrum of photodetectors in the energy range of 1-3 eV is characterized by six
peaks with maximums at photon energies (eV): 1-at 1.37, 2-1.47, 3-1.65, 4-1.88, 5-2.3, 6-2.62 (Figure 2a).
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Figure 2. Spectral dependence of the photocurrent of the n-GaAs — p-(GaAs)1xy(Ge2)x(ZnSe)y structure obtained in photodiode
mode at various crystallization onset temperatures: @ - Toc = 730°C, b - Toc = 650°C.

In curve b, Figure 2. the spectrum begins at a photon energy of 1.07 eV, which may be due to the bonding energy of
paired Ge atoms, which partially substitute some of the gallium arsenide molecules and create the corresponding energy
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level [13]. Additionally, impurity germanium atoms self-organize into nanocrystals in defectable regions of the gallium
arsenide lattice [10], forming their own energy level with an acceptor-like characteristics [10]. At a photon energy of 1.48
eV, a photopic corresponding to recombination from the conduction band to acceptor states in p-GaAs is observed [11]. The
maximum of the spectral sensitivity dependence is observed at 1.64 eV, which may be due to the structural bandgap of the
valence zone and isovalent impurities of Ge-Se compounds in the GaAs layer [14]. The following photopic peaks, curve b,
Fig. 2, corresponding to photon energies of 1.89, 2.18, and 2.67 ¢V, may be attributed to compounds GaSe (hvima.x = 1.88 V),
ZnAs (hvmax = 2.15 V), and ZnSe (hvimax = 2.69 eV) with deep levels in the valence zone of gallium arsenide [12].

The spectral dependencies of the photo-EMF of heterostructures n-GaAs — p-(GaAs)i_xy(Ge2)«(ZnSe)y are shown in
Figure 3. It can be seen that the peaks of the spectral dependencies, characterized by the crystallization onset temperatures,
shift towards the short-wavelength region with increasing displacement. Since carrier separation occurs in the solid solution
(GaAs)|xy(Gex)x(ZnSe)y at the p-n junction, such mixing is likely associated with a decrease in the germanium content
relative to ZnSe at the heterojunction boundary in the solid solution and an increase in the epitaxial onset temperature.
Although the radiation falls on the side of the solid solution, some carriers generated from the surface of the solid solution
at high energies of incident photons likely recombine without reaching the p-n junction boundary, where their separation
occurs. Therefore, in almost all investigated cases of photo-EMF, a decrease in photosensitivity is observed in the short-
wavelength region of the spectral dependence of photo-EMF. Some difference in the values of photosensitivity observed in
the short-wavelength region for different samples can be explained by differences in film thickness.
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Figure 3. Spectral dependence of the open-circuit photo-EMF of the structures n-GaAs — p-(GaAs)1-xy(Ge2)x(ZnSe)y obtained at
different crystallization onset temperatures: @ - Toc = 730°C, b - Toc = 650°C.

Also, investigations of photoluminescence were conducted on the solid solutions (GaAs);_xy(Gez)x(ZnSe), obtained
by us in their intrinsic spectral range. Samples obtained at different crystallization onset temperatures were subjected to
measurement. Scanning of the samples was performed on the surface of epitaxial layers. Optical pumping of the surface
layers at a temperature of 300 K was performed using a mercury lamp.

Meanwhile, upon visual observation, luminescent glow ranging from green to blue was detected on the surface of
epitaxial layers, depending on the sample conditions. By scanning the surface of the films in various directions, it was
also possible to approximately visually assess the condition of the sample surfaces based on color and the uniformity of
luminescence. In the photoluminescence spectra obtained by continuous recording (Figure 4 - a and b), it was found that
the peaks of the intrinsic photoluminescence bands shift towards the short-wavelength region with increasing
crystallization onset temperature.
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Figure 4. Intrinsic spectral range of photoluminescence spectra taken on the surface and upon sequential removal of the surface of
epitaxial layers (¢', a", b'): a - Toc = 730°C, b - Toc = 650°C
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Investigating the photoluminescence spectrum of the solid solution (GaAs)xy(Gez)x(ZnSe)y it was found that with
the removal of surface layers, the peaks of the intrinsic band shift towards the long-wavelength region (Figure 4 - @', a",
and b'"). The research [15] demonstrated that in the solid solution, the zinc selenide content increases along the growth
direction, consequently leading to an increase in the width of the bandgap.

Thus, the dependence of the bandgap width on the composition of germanium and zinc selenide in the volume of
solid solution has a non-monotonic character, and the obtained solid solutions exhibit varizon structures. The bandgap
widths, estimated from the photoluminescence spectra for the two specified samples, were 2.51 and 2.21 eV.

CONCLUSIONS

Thus, the photoelectric properties of n-GaAs — p-(GaAs)«y(Ge2)«(ZnSe), heterostructures have been investigated both
in photodiode and photovoltaic modes. It has been found that the spectral dependence of the photo-current covers a wide
range of energy intervals from 1.07 eV to 3 eV. It has been demonstrated that with an increase in the temperature of the
crystallization onset (Toc), the peaks of the spectral dependencies of the photo-electromotive force (photo-EMF) shift
towards shorter wavelengths. It has been discovered that with an increase in the temperature of the crystallization onset (Tc)
of the solid solution layer (GaAs), x y(Ge2)x(ZnSe)y, the lifetime of photo-carriers increases from 107 s at To. = 650°C to
5-107 s at Toc = 730°C. Investigation of the photoluminescence on the surface of epitaxial layers (GaAs)ix.y(Ge2)x(ZnSe)y, it
has been shown that the peaks of the intrinsic photoluminescence band shift towards shorter wavelengths with increasing
crystallization onset temperature. Additionally, investigation of the intrinsic spectral range of photoluminescence in samples
through the thickness of the epitaxial layer confirms the varizonality of the obtained structures.
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OOTOEJEKTPUYHI XAPAKTEPUCTUKHU 'ETEPOITEPEXOAY n-GaAs-p-(GaAs)1-x-y(Ge2)x(ZnSe)y
Axpamkon I0. BoGoe™"
“Anousrcancokuti deporcasHuil ynigepcumem imeni 3.M. babyp, Anousican, Y3dexucman
bluemumym ¢pisuxu nanienposionuxie ma mixpoenexmponixu Hayionanvnozo yuisepcumemy Ysbexucmany,
100057, eyn. Aneu Anmasap, 20, Tawxenm, Y30exucman

JocnipkeHo (OTOETEeKTPUYHI BIACTHBOCTI TeTepocTpyKTyp n-GaAs — p-(GaAs)ixy(Ge2)x(ZnSe)y sx y doromionHomy, Tak iy
(oTOCNEKTPUYHOMY pEXUMaX. BHsBIIEHO, IO CHIEKTpanbHa 3aJ€XKHICTh (OTOCTPYMY OXOILIIOE IMUPOKUH Jialla30H €HepreTUIHHX
intepBaiiB Bix 1,07 eB no 3 eB. IlokaszaHo, 1m0 3 miIBHIIEHHSM TeMiepaTypu nodatky kpucranmizauii (Toc) miku crekTpanbHHX
3anexxHocTel poToenekTpopyriiiHoi cun (Goro-EPC) 3MmimyroThcss B OiK KOPOTIIMX JOBKHH XBHJIb. Byj0o moMideHo, 1o 3i
30inbIICHHAM Temneparypu nodatky kpucraiizauii (Toc) mapy TBeproro pozunny (GaAs)i-xy(Gez2)x(ZnSe)y yac xutTa GOoTOHOCITB
36impmyetsest 3 107 ¢ mpu Toe= 650°C mo 5107 ¢ mpu Toc=730°C. TlokasaHo, WO KK BIACHOI CMYTH (DOTOMIOMIHECHIEHIIIT
3MILIYIOThCA B 01K KOPOTLIMX JOBXXWH XBHJIb 31 30UIBIICHHSAM TEMIIEPaTypH IMOYATKy KpucTamizamnii. Kpim Toro, mociimkeHHs B1acHO1
CHEKTpaNbHOI 00MacTi (OoTOMFOMiHECIEHIIIT 3pa3KiB IO TOBIIMHI €MITaKCIfHOTO Imapy MiATBEpAXKYe BapiaOelbHICTh OTPHUMAaHHX
CTPYKTYD.

KnrouoBi cioBa: meepouti  posuun; eemepocmpykmypa; memnepamypa; omoenrekmpuuni  enacmugocmi;  pomo-EM;
Gomonominecyenyis, homonocii; eapizonna cmpykmypa
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A quantitative theory of two-photon linear-circular dichroism caused between the subbands of light and heavy holes of the valence
band and conduction band is constructed, which takes into account the admixture of valence band states to the conduction band states
and the temperature dependence of the band gap (E4(T)) in semiconductors of tetrahedral symmetry in the multiband Kane model. It
is shown that the type of oscillatory angular dependence or the amplitude values of the probabilities of two-photon optical transitions
depend on the state of light polarization. This is due to the fact that, under the influence of linearly polarized light, alignment along the
pulse occurs, and under the action of circularly polarized light, the moments of current carriers are oriented. It has been determined
that the probability of two-photon optical transitions from the heavy hole subband to the conduction band of semiconductors at a fixed
temperature increases with increasing frequency, passes through a maximum, and sharply decreases regardless of the degree of
polarization of light, as well as the band gap.

Keywords: Probability of two-photon absorption of light; Frequency; Temperature; Oscillation dependence; Degree of polarization
of light; Linear-circular dichroism; Semiconductor; Multiband Kane model

PACS: 71.20.-b, 71.28.+d

INTRODUCTION

Currently, the main research in the field of multiphoton (multiquantum) light absorption is carried out in wide-gap
semiconductors, as a number of their physicochemical properties have been studied in depth and in more detail. In this
regard, multiquantum effects occurring in narrow-gap crystals have been less studied in both theoretical and experimental
aspects. The main reason for this is that the theoretical study of a number of optical phenomena in narrow-gap crystals
requires the use of not only the Luttinger-Kohn approximation but also the Kane multiband approach.

The first work on two-quantum interband transitions in crystals was carried out in the early 60s, shortly after the
advent of lasers [1-3]. When calculating the matrix elements of two-quantum transitions in crystals, perturbation theories
based on the field of an unpolarized electromagnetic wave were used [2, 3], where the two-band Kane model was used.

In [4-11], linear-circular dichroism (LCD) of two- and three-quantum light absorption in crystals was studied both
theoretically and experimentally. Nonlinear interband single-quantum absorption of polarized light in Weyl semimetals
was studied in [12]. However, the question of the polarization and frequency-polarization dependence of two-quantum
interband linear-circular dichroism in zinc blende crystals, caused between the subbands of light and heavy holes of the
valence band and conduction band in the Kane approximation, taking into account the admixture of valence band states
to the conduction band states, remained open to study, which this work is devoted to.

BASIC RELEATIONSHIPS
It is known [4] that the coefficient of multiquantum light absorption is determined by the probability of a N quantum

optical transition from the |n, E) state to the |n’, k'> state, determined by the relation

) — 27 VG
w T on <Zn,nr,k |Mn§,nlﬁ

Ve = Fad) 0 (B (8) = Eu(F) - Nhw), )

where f z ( fn,z)- is the equilibrium distribution function of current carriers in the initial (final) state, M;E%)nrﬁ' is the

composite matrix element of the N- quantum optical transition.
It can be seen that W™, in turn, is assigned a value of Mr(l%’)n,%. In particular, to calculate the Mg:% - composite
matrix element of a single-quantum optical transition from the subband of light holes to the conduction band, one must

know the Hamiltonian, since [13, 14]
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polarization vector (amplitude value of the potential vector) of the light wave, ﬁ(ﬁ)— is the Hamiltonian of current carriers,

[FI(E) ]-is the matrix elements of the momentum operator, €(A,)-is the
cs;V,'gm

the remaining quantities are well known. Note here that ﬁ@) - is a quadratic matrix whose dimension depends on the

choice of model. For example, in the Kane approximation, ﬁ(%) - can be represented as an 8x8 matrix, the form of which
is given in [13, 14] in the Luttinger-Kohn approximation. However, in [13, 14], when calculating band matrix elements,
the substitution of states of the valence band (I') to states of the conduction band (I';) was not taken into account, taking
this into account gives the following matrix elements of the momentum operator, presented in Tables 1 and 2.

Table 1. Interband matrix elements

my -

>(Tg)
m e pml,ms

of valence band states to conduction band states, where p.; = (S|p,|Z),

calculated fromm',m = 3/2,+1/2,—1/2,—3/2 taking into account the substitution

ey =é tiey ey e, e, -areprojections € relative to

the coordinate system x’,y’, ', dependent on the direction of the wave vector of current carriers k (k||z").

(hh, +3/2] | (h,+1/2] | (h,—1/2] | (hh,—3/2]
e, 2 e'_
c,+1/2 e L — 0
/2 V2 ¢ 3 V6
e, 2 e'_
¢, —1/2 0 - |z =
( /l \/g €z 3 \/E

Table 2. Intraband matrix elements of the momentum operator [5 . ﬁ,(,l;f,zl / (flk)] for crystals of cubic symmetry. Here {, =

|Pc,v|2/(moEg), Eg- is the band gap.
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Let us note here that taking into account the substitution of valence band states for conduction band states leads to
the following hole Hamiltonian:

L5 Tk k2 ]

2 V3 V2 0
kzky 2,5 , k2 k2
——= =ki+—= 0 -——=
25,2 2 2 z
HTs) = Elg8 4+ kT fz_z [Pevl \/f 3 6 , Viz ' 3)
Zmo  my Eg |_K 2p2 4 kL keke
Viz 372 6 A3
Y R 1
I Jiz 3 2
which differs from the Luttinger-Kohn Hamiltonian (see, for example, formula (26.12) in monograph [13]).
Then the effective mass of electrons in the conduction band is expressed as
1 1 2 2(2 1
o] X e @
and the Kane parameter is determined by the relation
2 _ 3 mo-mc Eg(Egt+Aso)
|pC'V| = 2Mo T 2(Eg+850)+Eg’ ®)

Agp - is the width of the spin-orbit splitting of the valence band. In this case, the value that describes the substitution
of valence band states to conduction band states {; = 3my(mp, —my)/(4mymy) >>1 for a number of
semiconductors (see Table 3), where my;, (my,) - are heavy (light) holes. This means that taking into account the
substitution of valence band states for conduction band states should lead to a significant contribution to the coefficient
of both single and multi-quantum absorption of light, depending on the frequency of light and temperature, the study of
which is the subject of this work.
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Table 3. Numerical values of quantity (.

InSb InAs GaAs
46.5 255 6.18

_ 3mompp —myy,
O e ——

MppMyp

To complete the problem, in further calculations we will take into account the dependence of band parameters, for
example, the band gap on temperature [Eg(T)], since the Kane parameter p., = (BBm(z)ngL_z)l/2 and the effective

masses of current carriers (see formulas (5) and (6)) also depend on E,(T). In particular, the E;(T) dependence is
expressed by the Varshni formula [15]

E,(T) = E4(T = 0) ©)

Yr T+Ty

and Passler’s formula [16]

Ey(T) = Ey(T = 0) - 22 [(1 + (%)p)l/p - 1]. %)

Here yr, Ty, a, ©,-are constant values depending on the physicochemical properties of the semiconductor, the
numerical values of which are given in Tables 3 and 4.

E4(T) dependences determined by relations (6) and (7), it is clear that with increasing temperature, the band gap
width described by the Varshni formula changes very slowly, and determined by the Passler formula decreases noticeably.

In particular, the temperature dependences of the effective masses of electrons m.(T) in the conduction band and
holes mg, (T) in the spin-orbit splitting zone can be represented as [15]:

mo EpAso mo Ep(Eg+2A50/3)
=y - =1+ 2F + 2£Eg*28s0/3)
mso(T) yl 3Eg(Eg+A50)’ mc(T) 3Eg(Eg+A50)

®)

(see Fig. 2a and b). From Fig. 2 it can be seen that with increasing temperature, m.(T) for narrow (wide) band gap
semiconductors decreases (increases), and mg, (T) increases in semiconductors with an arbitrary band structure, where
the calculation is carried out using the Varshni formula. This temperature behavior of the effective masses leads to a
noticeable change in the temperature and frequency dependence of the optical properties of semiconductors, for example,
the light absorption coefficient. We will consider the analysis of this case later.

mcund(T) / M ona (D) Mo (T) / Mso (0)
1,0
2.4
09
2.0 Inds
0.8
1.6
0.7
1.2 Gads ZnS
100 200 300 400 500 - 100 200 300 400 500

a) T,K b) r.x

Figure 1. Temperature dependence of the effective masses of electrons (a) in the conduction band and holes (b) in the spin-orbit
splitting zone of a semiconductor, calculated using the Varshni formula. Numerical values of zone parameters and thermoelectric
quantities are obtained from Tables 3 and 4.

Table 3. Numerical values of band and thermoelectric quantities of some semiconductors [16]

Crystals Ey(T = 0),eV 0,, K a,meV /K p 0p, K
GaAs 1.519 230 0.472 2.44 360
InAs 0.414 143 0.281 2.1 262
InSb 0.234 136 0.250 2.68 205
ZnS 3.841 240 0.532 2.76 440




306
EEJP. 3 (2024) Rustam Y. Rasulov, et al.

Table 4. Numerical values of band parameters of some semiconductors at T=0 K[2] [15].

GaAs InAs InSb ZnS
Eg, eV 1.519 0.417a 0.235a 3.54
Agp, eV 0.34 0.39 0.81 0.06
Ep, eV 28.8 21.5 23.3 20.4
yr,meV /K 0.46 0.276 0.32
Ty, K 204 93 170
Y1 6.98 20.0 34.8
Y 2.06 8.5 15.5
Y3 2.93 9.2 16.5
m./mgy 0.067 0.026 0.0135
Mgo /My 0.172 0.14 0.11
F -1.94 -2.9 -0.23

3. FREQUENCY, ANGULAR AND TEMPERATURE DEPENDENCES OF THE PROBABILITIES OF TWO-
QUANTUM INTERBAND OPTICAL TRANSITIONS IN CRYSTALS OF TETRAHEDRAL SYMMETRY
Since the probability of optical transitions (see formula (1)) is determined by the composite matrix element,
therefore, we will further calculate the matrix elements of the following two quantum optical transitions (without taking
into account coherent saturation): a) the initial states of holes are in the heavy hole subband, where the conservation law
written as 6 (E¢ong — Enn — 2hw), then the matrix elements of optical transitions of type |V, +3/2) = |m) — |c, +1/2)

2 ! !
have the form (ﬂ) \/—Pcvflk e'zelz [ 2 hwlg

ch (thw) + ; (Ein—Epp— hw)l’

are prohibited; b) the initial states of holes are in the bottom of light holes, where the conservation law is written as
S6(Econa — Eip — 2hw), then the matrix elements of optical transitions of type |V, +1/2) = |m) = |c, £1/2) have the

A0\2, k1 hwlgler |? . . _
form (ec—ho) h\/_E(—hm) ( Zg) 4+ ——2 = | and optical transitions of type |V, +1/2) = |m) — |c, F1/2) are

z _(Ehh—Elh -hw)l’
prohibited.

and optical transitions of type |V, +3/2) = |m) — |c, ¥1/2)

h2k? . . . nk? .
Here Eopg = T Eg4- is the energy spectrum of electrons in the conduction band, E; = — s the energy
c L

spectrum of holes in the valence band, L = lh (L = hh) corresponds to light (heavy) holes, symbol — describes a single-

quantum optical transition. Then the composite matrix of a two-quantum interband optical transition M IE k) SO’ taking

into account the admixture of valence states I'8 (valence band) and I'7 (spin-orbital splitting band) into the I'6 states
(conduction band) is described by the following expression

2
@  _1fedo\* eyl WK [ 4 NE a4 helg NP,
Mlhﬁ: ck 3 ( ch ) (hw)? (1 3 (g) €z (Ehh—Em—ﬁw) le’L1*], ©)
* 2 2
@ _ ﬂ)4 |pc,V| thZ( 2 hwlg ) ' 2 12
Mhh,;; C.% - 3 ( ch (hw)z 1 + 3 Ejp—Epp—hw € z e L (10)
2
where (e;o) = znnec (hw)z, I(w)-is the intensity (frequency) of light, n, - is the refractive index of light at frequency
w

W,Pey = (3Bm(2)Eg/h2) - is the Kane parameter, B = h?(mp,, — my,)/(dmy,my,), mp, (my,)-is the effective mass
of light (heavy) holes.

Let us note here that if we do not take into account the admixture of valence states I'8 and I'7 to the I'6 states, then
the results obtained are [14, 15]. Since the probabilities of intersubband two-quantum interband optical transitions are
determined by relation (9) and (10), therefore, based on this expression, it is possible to calculate the frequency-
temperature dependence of both the coefficients of two quantum light absorption and its linear-circular dichroism, taking
into account the temperature dependence m.(T), mgo (T) and E,4(T) [15]3. Then, by substituting (9) and (10) into (1), we
can determine the frequency and polarization dependence of the probability of a two-quantum optical transition, where it
is taken into account that to calculate the angular dependences of the optical parameters of a semiconductor it is convenient
to use the following relations [4]: for linearly polarized light

le', 2 = cos?(é- k), |e's|" =1 le/,]? = 1= cos?(é - k), (b

and for circularly polarized light

, 1 . grs 7Y | 121 S PN T Lo
le',I? =Esmz(q-k), |e J_r| =E[1+cosz(q-k)] +Pmccos(q-k), (12)
eAyp 1 e? 2m . . . .
and also ( p ) = roohnaw where ¢ — is the wave vector of the photon, P, — is the degree of circular polarization,

I- is the light intensity, n,, - is the refractive index of the semiconductor at frequency w.
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In Fig. 2 shows the frequency-angular dependences Wu(rzlgar and Wc(li)c for light of linear (a, €) and circular (b, e)
polarization for optical transitions from the heavy hole subband to the conduction band in GaAs. The results presented in

Fig. 2a,b were obtained for E;(T = 0 K), and the results in Fig. 2d,c — for E;(T = 330 K). From these figures it is clear
that the appearance of the graph, for example, the symmetry of oscillations of the angular dependence or the change in
the amplitude values of W;frzllar and Wc(li)c, depends on the state of light polarization. This is due to the fact that since
under the influence of linearly polarized light the alignment of pulses occurs, and under the action of circularly polarized
light the moments of current carriers are oriented, and also taking into account dependencies m(T), mgo(T) and E,4(T)
leads to the temperature dependence of the wave vector of photoexcited current carriers.

W_<2)m(hh,];; clz) W(z)

cire

(hh,i;;c,];)

0.8
0.6
0.4
\/ X/ \)
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Figure 2. Frequency-angular dependences W ® for light of linear w2 (a, d) and circular w? (b, c) polarization for optical

linear circ
transitions from the heavy hole subband to the conduction band in GaAs. In figures a, b it was assumed that E;(T = 0 K), and in

d, c- Ey(T = 330 K).

In Fig. 3 shows the frequency-temperature dependences of the probability of Wc(li)c two-quantum optical transitions
from the subband of light holes to the conduction band of semiconductors InSb (a), InAs (b), GaAs (c) under by the action
of circularly polarized light, averaged over the solid angles of the wave vector of the current carriers, where the
dependence E,(T) is taken into account (see Varshni’s formula).

Calculations show that taking into account E,(T) leads to a sharp increase in Wc(li)c in low frequency regions and a
transition through a maximum, then a hump-shaped dependence (see Fig. 3a) and b)) with increasing frequency at
arbitrary temperatures. Note that the greater the width of the band gap, the greater the depth of the hump.

It should be noted that the probability of two-quantum optical transitions under the influence of linearly polarized

light W}l(rzlz o €xactly repeats the frequency-temperature dependence Wc(li)c, but the amplitude value is four times smaller.

Calculations show that the probability of two-quantum optical transitions from the heavy hole subband to the
conduction band of semiconductors at a fixed temperature increases with increasing frequency and passes through a
maximum and sharply decreases regardless of the degree of polarization of light, as well as the band gap. This can be
explained by a similar frequency-temperature dependence of the current carrier distribution functions.

It is known [4-10] that the coefficient of two-quantum linear dichroism of light absorption is determined by the
probability ratio of Ww® ow® e ratio n® = w® / w® In Fig. 4 shows the frequency-angular dependences

circ linear> circ linear"
7@ caused by optical transitions from the branch of light holes to the conduction band of semiconductors InSb (a),
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InAs (b), GaAs (c), where graphs 1 correspond to E; (T = 0 K), and graphs 2 - E;(T = 30 K) (graphs 2). From Fig. 4 it
can be seen that at certain values of the angle (), regardless of the width of the band gap, it takes on a very large value,

which, firstly, is due to the fact that these angles Wu(flgar have small values, and secondly, such an anomalous value

2 . . .
decreases sharply at {;, = |pC,V| / (moE g) = 0, i.e. when we do not take into account the admixture of valence band states
to the conduction band states.

W(Z)

W(Z)

Wi

0.1
J X ST ———
053 LK LK ““‘“:‘:‘_.E:‘:::“:‘:’:“:’:‘f“:"‘:“:‘?‘“‘"“‘““' T.K
0.7 5 100 3 “v
0.9 00 07 s o 100

hol/E .

/E, hofE, ho/E,

a) b) ¢)

Figure 3. Frequency and temperature dependence of the probability of two-quantum optical transitions Wc(li)c from the light hole
branch to the conduction band of semiconductors InSb (a), InAs (b), GaAs (c) under the influence of circularly polarized light.
The calculations took into account the temperature dependence of the band gap.
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Figure 4. Frequency-angular dependence of the two-quantum coefficient of linear-circular dichroism 7, caused by optical

transitions from the branch of light holes to the conduction band of semiconductors InSb (a), InAs (b), GaAs (c), where graphs 1
correspond to E;(T = 0 K), and graphs 2 - E5(T = 30 K) (graphs 2). The calculations did not take into account the contribution

of the coherent saturation effect in n®.

¢

CONCLUSIONS

In conclusion, we note that in Kane’s three-band approximation:

A quantitative theory of two-quantum interband linear-circular dichroism in InSb, InAs and GaAs semiconductors
is constructed, which takes into account the admixture of valence band states to conduction band states and the
temperature dependence of the band gap in the multiband Kane model.

It is shown that the probabilities of interband two-quantum optical transitions in both narrow- and wide-bandgap
semiconductors with a frequency rostrum at a fixed temperature first increase, then, passing through a maximum,
decreases, regardless of the degree of polarization of the light.

Frequency and temperature dependence of the probability of two-quantum optical transitions M/c(li)c from the light

hole branch to the conduction band of semiconductors InSb (a), InAs (b), GaAs (c¢) under the influence of circularly
polarized light.
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BILJIMB 3MILIYBAHHS CTAHIB BAJJEHTHOI 30HM 10 CTAHIB 30HH ITPOBIJTHOCTI HA
JBOKBAHTOBHUM JIHIAHO-KOJIOBHUM AIXPOi3M Y HAIIBIIPOBTHAUKAX
Pycram 1O. Pacynos?, Bokco6 P. Pacyaos?, Hypimio Y. Koxgipos?, Mapaon X. Hacipos?, Ik6oa M. EmGoaraes®
“@epeancoruli depoicagnuil ynisepcumem, Depeana, Y3bexucman
bKoxanocvkuii depacasnuti nedazoziunuii incmuntym, Kokand, Yzbexucman

[ToGynoBaHoO KIBKICHY TEOPi0 ABOGOTOHHOTO JIHIHHO-KPYyTrOBOTO ANXPOI3MY MiXK MiA30HAMHM JIETKHX 1 BAXKKHX J[IPOK BaJIEHTHOT 30HU
Ta 30HH INPOBITHOCTI, sIKa BPaXxOBY€ IOMIIIKY CTaHiB BAJICHTHOI 30HM JI0 CTAHIB 30HH IPOBIJIHOCTI Ta TEMIIEPATypHY 3aJeXKHICTh
umprHa 3a60poneHoi 30uHu (E, (T)) y HaniBpoBinHAKaX TeTpaeapudHOi cuMeTpii B GaraTo3onHii Monei Keiina. IToxazano, mo un
KOJIMBAJIBHOI KYTOBOI 3aJISKHOCTI a00 aMIUTITy{HI 3Ha4eHHS IMOBIpHOCTEH TBOGOTOHHUX ONTUYHHX NEPEXOMIB 3aIeXaTh Bij CTaHy
nossipu3anii cBiTia. lle MOsICHIOETBCS THM, LIO MiA AI€I0 JIIHIHHO MOJISIPH30BAHOIO CBIiTJA BiAOYBA€THCS BUPIBHIOBAHHS B3JIOBXK
IMITyJIbCY, @ MiJ Ji€I0 HUPKYJISIPHO IOJIIPU30BAHOTO CBIT/JA BiJOYBAa€ThCsl Opi€HTAlliss MOMEHTIB HOCIiB cTpyMy. BusnaueHo, 1o
HWMOBIpHICTh ABOYOTOHHUX ONTHYHUX MEPEXOIIB i3 MiI30HM BAXKKHX HIPOK y 30HY MPOBIJHOCTI HAIIBIPOBIIHUKIB 1pu (ikcoBaHii
TeMIiepatypi 3pocTa€e 3i 301JbILICHHSM YacTOTH i NMPOXOAUTH Yepe3 MAKCHMyM 1 Pi3KO 3MEHUIYETHhCS HE3aJCHKHO B CTYHEHs
MOJIAPU3AIlii CBITMIA, OCKUIBKH a TAKOK IMUPHUHA 3200pOHEHOT 30HH.

KurouoBi ciioBa: iimogipHicms 080¢)0MOHHO20 NOGIUHAHHA CEIMIdA; YACMOMA, MEMNEPAmypa,; KOIUBANbHA 3ANEHCHICIb, CIMYNiHb
noaspuzayii cgimia, NHIHO-KPY208uUil OUXpOi3M, HaANieNPogioHUK, bazamo3oHHa modenv Ketina
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The dependence of the transparency coefficient of a five-layer two-barrier structure on the electron energy and the ratio of the widths
of two neighboring potential barriers is calculated. It is shown that the extremum of the transparency coefficient significantly depends
on the geometric dimensions of the structure layers. In a symmetric five-layer two-barrier semiconductor structure, the condition for
the occurrence of "resonant" electron transitions is defined. It is demonstrated that the mechanism of such (resonant) transitions is
explained by the interference of de Broglie waves of electrons in the potential well, where the phases of de Broglie waves are determined
by the geometric dimensions of the structure, and their amplitudes - by the ratio of the carrier energy to the height of the potential
barrier. It has been established that with an increase in the effective mass of charge carriers, the number of intersections of the quantities
fa(®) and S22
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increases. These intersections determine the dimensionally-quantized levels where electrons are localized.

INTRODUCTION

The investigation of charge carrier transport through multilayer semiconductors considering the symmetry of the
structure is a relevant task due to its applications in the field of solid-state physics, particularly in nanoelectronics [1-5].
In works [6-9], the dynamic conductivity c(w) or the current j(w) response of the system to external stimuli in a
semiconductor multilayer structure has been calculated. The theory has been developed using various models and
mathematical methods to solve the full Schrédinger equation [10] for a system of electrons interacting with the
electromagnetic field in a structure with delta-shaped potential barriers. In works [1-10], electronic transport through
multilayer structures has been investigated without considering the Bastard condition [11], i.e., the difference in the
effective masses of electrons in the layers of the structure has not been taken into account.

In the studies we have examined, computations are primarily conducted on computers, where it is difficult to analyze
intermediate calculations [7-9], while analytical calculations have been performed [13-18], where changes in the effective
masses of electrons when transitioning from one layer to another are not considered.

Based on the results of works [1, 2, 14-20], it can be concluded that the transmission coefficient of electrons through
an isolated potential barrier is less than unity and does not depend on whether the electron passes through the potential
barrier from the left or the right. Based on this conclusion, it follows that in systems consisting of a periodically arranged
sequence of "potential well + potential barrier," the resulting transmission coefficient of electrons through the potential
barrier may be less than unity. However, it is not always possible to consider the resulting transmission coefficient through
such structures as the sum of the transmission coefficients of electrons through individually isolated potential barriers.
This is because the de Broglie waves belonging to electrons in a fixed well consist of components approaching the barrier,
scattered from the barrier, and passing through the barrier, the first and second components of which interfere since they
differ in amplitude and phase. As a result, not only the nature of the physical analysis of the problem changes but also the
theoretical calculations applied to electron transport in multilayer semiconductor structures.

QUANTUM-MECHANICAL ANALYSIS OF ELECTRON TRANSPORT

Therefore, let us consider the two-barrier five-layer structure below, where each barrier is located between two
adjacent potential wells (Fig. 1). In solving this problem, unlike simple quantum mechanical approximation [10], we take
into account the change in the effective mass of the electron when transitioning from one layer to another, that is, we
consider the carrier masses to be different in all layers [16-18].

It is worth noting that from Fig. 1, heterostructures with different energy structures can be obtained by choosing the
magnitude and sign of the potential barrier heights.

In particular, it provides the energy structure of ladder-cascade and other heterostructures, in which the height of the
potential barriers increases, i.e., U; > U, > Uz > U,, or decreases, i.e., U; < U, < U3 < U,. For all the cases mentioned
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above, by solving the Schrodinger equation with the Bastard condition [11-12, 16-18], one can determine characteristic
parameters such as the transmission coefficient of the structure. However, depending on whether the electron's energy is
significantly higher or lower than the height of the considered potential barrier, the electron's wave vector can be either a
real or an imaginary quantity. Therefore, in intermediate calculations, especially when separating the wave function into
real and imaginary parts in the initial stages of the calculation, one must be extremely careful to avoid confusion in the
analysis of the final results.

Utx)
1e
20 Y
U,
3 e
-
2 T
40 g
} X
0 d d &

Figure 1. Carrier transport through a five-layer semiconductor structure. 1 corresponds to carrier transport above the potential,
4 - below the potential, 2, 3 - transport below the first and above the second potential. In case 1, the energy of the carriers exceeds
all potential barrier heights, in case 4, the energy of the carriers is less than all potential barrier heights, and in the remaining cases,
the energy is higher than some potential barrier height and lower than the height of another.

Thus, let us denote the solution of the Schrodinger equation for case 1 in the potential depicted in Fig. 1, i.e., the
electron transition above the potential, as follows:

Y1(x) = A; exp(ik;x) + B; exp( — ik;x), (D

where k; = ’%E, k; = ’%(E —U;), i =234 are quantities determined by the boundary conditions of the

problem, such as continuity and finiteness conditions of the wave functions at the interface of two adjacent layers.

If the energy of the electron is lower than the heights of the potential barriers in all layers, then the solution of the
Schrodinger equation can be written in the form (1), where one needs to make the substitution k; = ix;, which for an
electron with energy E(U; takes the form:

Y;i(x) = Ajexp(k;x) + B exp(— Kix)D;. @)

Then, following the work [17], it is not difficult to obtain the expression for the electron transmission coefficient for
case 1 as:

k -
toverbarrier = 412_5{9?% + ER% + (iR% + mi - mf - iRg) Sinz (k3(d2 - dl)) +
1

+2(Ry R, + RyRy) cos (ks (d; — dy)) sin (ka(d, — dy))}, 3)

Here:
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Fig.2 shows the graph of the oscillatory dependence of the above-barrier transmission coefficient on the electron
energy (in electron-volts) and the ratio of the widths of the two potential barriers ns = %), where d2 is the thickness of

the second layer (first potential barrier), d4 is the thickness of the fourth layer (second potential barrier). In the
calculations, it was assumed that the effective masses of electrons in the 1st, 2nd, 3rd, and 4th layers are respectively
equal to my; = 0.15 - my, m, = 0.0623 - my, m3 = 0.0122 - my, my = 0.12 - m,, and the width of the potential wells
is 25 nm. In this case, a) 0.47 eV <E < 0.59 eV; b) 0.80 eV < E < 0.95 eV corresponds to the energy range. From this
figure, it can be seen that the amplitude values of t,,erparrier (E, 1S) significantly depend on the ratio of the thicknesses
of the potential barriers and the electron energy, and the oscillatory dependence is described by the interference of de
Broglie waves approaching the barrier and scattered from it. Since the interfering waves differ in amplitude and phase,
the oscillation in t,yerparrier (E, nS) as a function of both E and ns is asymmetric.

toverbar'rier toverbarrier

0.5- 0.7
] 0.6
0-4 0.5
0.3 0.4
0.2- 0.3
0.2

0.1 0.1

Figure 2. Graph of the dependence of the transparency coefficient of the potential barrier on the electron energy (in electron-volts)
and the ratio of the widths of the two potential barriers (ns = %) when electrons pass through the potential barrier:
a) 0.47eV<E<0.59¢V;b)0.80eV<E<0.95¢V.

In case 2, i.e., when the energy of the electrons is lower than the height of the first barrier and higher than the height
of the second barrier, the transition coefficient can be determined using (3), where the quantities R;(j = 1,2,3,4) should
be replaced by SRJ(] = 1,2,3,4):

, 1. kykgR, + ksiE
ml = E_ [kl + k5 - %,,”tanh(’cz(dz - dl))tan(K4(d4 - dl - dz))
1

24

X
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113 274

X COSh(KZ (d, — dl)) cos(ie4(dy — dy — d3)),

Here: k; = /2m;E;h~2.

In case 4, i.e., if the energy of the electrons is lower than the heights of both potential barriers, the transition
coefficient is also determined using (3), but in this case, the expressions R;(j = 1,2,3,4) should be replaced by the
quantities ER;(j = 1,2,3,4), given below:
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Fig. 3 presents the graphs of the dependence of the transparency coefficient of the potential barriers on the electron
energy (in electron-volts) and the ratio of the widths of the two potential barriers when electrons pass below the potential
barrier in a five-layer structure considering the Bastard condition, where: in Fig. a) the range of electron energy values is
0.47 eV <E < 0.59 eV, and in Fig. b) it is 0.80 eV < E < 0.95 eV. The following values are used in the calculations:
my; = 0.15 - my, m, = 0.0623 - my, mz = 0.0122 - my, my, = 0.12 - m,, where is the effective mass of electrons in the
Ist, 2nd, 3rd, and 4th layers, respectively, and the widths of the potential wells are 25 nm.

tsubbarrie

Figure 3. Graph of the dependence of the transparency coefficient of the potential barrier on the electron energy and ns = % when

electrons pass below the potential barrier: a) 0.47 eV <E<0.59¢V;b) 0.80 eV < E < 0.95 eV. In the calculations, the effective
masses of electrons in the Ist, 2nd, 3rd, and 4th layers are respectively m; = 0.15 - my, m, = 0.0623 - my, mz = 0.0122 - mg,
my = 0.12 - my, and the widths of the potential wells are 25 nm.

ANALYSIS OF THE RESULTS
Now let's consider a five-layer structure with symmetric double potential barriers, i.e., U3 = U = 0, U, = U, = Uy,
as shown in Fig. 1, where we assume that the effective masses of charge carriers in all layers are the same. Then the
electron transmission coefficient for case 2 is expressed as follows:

2 _1
. (k2 +x2)” 51 (i(dp—dy)) [2k— (k2= th (e(dp—d1) ) g (kd1)] )
- 4-k4K4Ch_2(K(d2—dl))COS_Z(kdl) ’

where d, — is the thickness of the first layer, d, = d, — d, is the thickness of the second layer, k = V2mA~—2E and

=2mh=2(Uy — E)
Calculations show that in the aforementioned symmetric five-layer double-barrier semiconductor structure, the
transmission coefficient equals unity under the condition.

= . ©)
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where resonant transitions occur, where f(§) = 2cth (Ko,/ 1-¢&(d, — dl)) ctg(Ko\/Edl), &= Ui, Ko = ’zh_rzn Uy. The
0

latter condition is the condition for observing "resonant" transitions through a symmetric five-layer structure, where the
phases and amplitudes of de Broglie waves obey this condition, where the phases of de Broglie waves are determined by
the geometric dimensions of the structure, and their amplitudes are determined by the ratio of the carrier energy to the
height of the potential barrier.

In Fig. 4, graphs of the dependence of the function f3 (§) on & = E /U, are shown for ng = d,/d; = 1.01 (Figure 4a)
and ng = d,/d, = 1.5 (Figure 4b) for various values of the effective masses of charge carriers. Here, d; = 50nm is the
thickness of the first layer, d, is the thickness of the second layer, U, = 0.1eV is the height of the first potential barrier,
m, is the mass of a free electron.

In Fig. 4a, it is shown that with an increase in the effective mass of charge carriers, the number of intersections of
1-2¢

the values of and
with large effective masses of charge carriers, the transparency coefficient approaches unity. A comparison of the results

in Figures 4a and 4b shows that the number of intersections of fz(§) and E/lg__i;fz) in the low-energy region does not change

increases, leading to an increase in the value of the transmission coefficient. Thus, in crystals

with the increase in the parameter ng = d,/d; in the range of its values from 1.0 to 1.5.

(&) m=0.51m, m=m, Jx(S) m = 0.51m,
800 : : : ’ -
5 m=m,
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Figure 4. Graphs of the dependence of the function fx (¢) on the ratio § = E /U, forng = d,/d; = 1.01 (a),and ng = d,/d; = 1.5 (b)
for various values of the effective masses of electrons. Here, d; = 50nm nm is the thickness of the first layer, d, is the thickness
of the second layer, U, = 0.1eV is the height of the first potential barrier, m, is the mass of a free electron.

CONCLUSIONS

In this way, the dependence of the transparency coefficient of the five-layer double-barrier structure on the electron
energy and the ratio of the widths of two adjacent potential barriers has been calculated. It has been demonstrated that the
extremum of the transparency coefficient significantly depends on the geometric dimensions of the structure layers. In
the symmetric five-layer double-barrier semiconductor structure, a condition has been defined under which the numerical
value of the transmission coefficient through the potential barriers is approximately unity, indicating a "resonant” electron
transition.

It has been shown that the mechanism of such a "resonant" transition is explained by the interference of de Broglie
waves of electrons in the potential well. It has been established that the phases of de Broglie waves are determined by the
geometric dimensions of the structure, while their amplitudes are determined by the ratio of the carrier energy to the
height of the potential barrier.

It has been determined that with an increase in the effective mass of charge carriers, the number of intersections of

fr (%) and (\};_i:;, increases, which determine the dimensionally-quantized levels where electrons are localized. It has also

(1-2%)
VE-E?

of ng = d,/d, ranging from 1.0 to 1.5 in crystals with a large effective mass of electrons.

been shown that the number of intersections of fi (&) and in the low-energy region remains unchanged for values
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TEOPISI TPAHCIIOPTY EJIEKTPOHIB Y JIBOBAP’€EPHUX I’ITUIIAPOBUX
HAMIBINPOBITHUKOBUX CTPYKTYPAX
Pycram 0. Pacyaos?, Bokco6 P. Pacynos?, Maxuiiio A. Mamarosa?®, MapaouGex X. Hacipos?, Ymiza M. Isomanninosa®
“@epeancoruil depacasnuil yHisepcumem, Depeana, Yzbexucman
bKokanocvkuil depacasnuii nedazozivnuii incmumym, Koxano, Yzbexucman

Po3paxoBaHo 3ayeKHICTh KOe]illieHTa MPO30POCTi I’ ATUIIAPOBOT ABOGAp’€PHOT CTPYKTYPH Bijl €HEPrii eJIeKTPOHIB Ta BiJHOIICHHSI
LIMPUH [BOX CyCiaHIX mnoTeHuiiinnx Oap’epiB. ITokazaHo, 1m0 ekcTpeMyM KoedilieHTa MPO30POCTi ICTOTHO 3aJeXKUTHh Bif
TEOMETPUYHUX PO3MIpPIB IAPiB CTPYKTYpU. Y CUMETPHYHIN M'ATHIIAPOBil JBOOAP'€pHIil HAMMIBIIPOBIAHUKOBIN CTPYKTYpi BU3HAUEHO
YMOBY BUHUKHEHHS «PE30HAHCHUX» €JIEKTPOHHUX mepexomiB. [TokazaHo, o MexaHi3M TakuX (Pe30HaHCHUX ) IEPEXOIiB HOSCHIOETHCS
iHTep(epeHIiiclo XBIIb e bpoins enekTpoHiB y NMOTeHHiHHIN sMi, ne (a3u XBWIb Ae Bpoiins BH3HAYarOThCS T€OMETPHYHHMH
po3MipaMH CTPYKTYpH, a iX aMIUIITyAd — BiJHOIICHHS CHEprii HOCis JO BHCOTH IMOTEHHiHHOTO Oap'epy. BceraHoBieHo, 1m0 3i
36i1bIenHsIM e)eKTHBHOT MacH HOCIIB 3apsily KUIbKIiCTb nepeTHiB Bemmuns fr(E) i (1-28)/N(E-E2) 3poctae. Lli mepeTnHy BH3HAYAIOTH
PO3MIpHO-KBaHTOBaHI PiBHI, Ha SIKHX JIOKaJIi30BaHi €JIEKTPOHHU.

KorouoBi cioBa: nomenyitinuii 6ap'cp;, nomenyitina sima; 0606ap'epna n'smuwiaposa cmpykmypa, Koe@iyicnm nponyCcKauHsi,
KBAHMYBAHHS PO3MIDY
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We have developed a theory of dimensional quantization for nanostructures, both one-dimensional and zero-dimensional, constructed
from monoatomic layers of transition metal dichalcogenides (TMDCs). This theory has enabled us to derive expressions for the energy
spectra of charge carriers in both even and odd states (relative to coordinate inversion), as these states occur within quantum-confined
lines and points of the TMDC monoatomic layers, dependent on their geometric dimensions. Our numerical analysis provides a detailed
exploration of the quantum-confined energy states of electrons within these nanostructures, offering insights into their potential
applications in advanced nanoelectronic devices. This work not only advances our understanding of the energy characteristics of TMDC
monoatomic layers but also contributes to the broader field of material science by exploring the effects of dimensional quantization on
electronic properties.

Keywords: Dimensional quantization; One- and zero-dimensional nanostructure; Monatomic layer of transition metal
dichalcogenides; Energy dispersion; Valence band; Conduction band

PACS: 72.80.Vp, 78.67.Wj, 68.65.Pq, 42.65.Ky

INTRODUCTION

A vital component of modern solid-state physics, both in experimental and theoretical aspects, is the rapidly
developing field of low-dimensional systems of charge carriers. In particular, such low-dimensional systems include
various nano-sized structures: superlattices, structures with quantum-confined wells, wires, and dots [1-3], the practical
development of which is continually growing with the advancement of modern technologies for their fabrication [4].
Alongside, these low-dimensional structures serve as the elemental base of contemporary nanoelectronics and are the
subjects of forward-looking research aimed at creating fundamentally new devices for spintronics, opto- and
nanoelectronics with unique physical properties [5-8]. The main properties of these quantum-confined structures are
determined by the spatial restriction of charge carriers' movement in one or several directions, which leads to the
restructuring of the sample's band structure, i.e., the energy dispersion of carriers and other quasiparticles, such as
phonons, excitons, and polaritons [9-11].

The unique properties of quantum-confined structures, which distinguish them from bulk samples on which they are
based, allow for addressing the following tasks: a) new effects often arise in such structures related to dimensional
quantization, and studying them is of undeniable interest from the physical point of view for analyzing the fundamental
properties of low-dimensional objects. Secondly, nanostructures can be used to create solid-state devices of a new
generation [12].

It should be noted that while many studies have been dedicated to dimensional quantization in crystals with
tetrahedral symmetry and their multilayer structures [13-16], the question of quantizing the energy dispersion of charge
carriers in monatomic layers of transition metal dichalcogenides (TMDCs) remains open, which is the focus of this work.

ENERGY DISPERSION IN A QUANTUM WIRE GROWN FROM MONATOMIC LAYERS
OF TRANSITION METAL DICHALCOGENIDES

Fig. la, b schematically shows the crystal structure and arrangement of atoms in TMD monolayers. The
monomolecular layer D3, is characterized by a point group in which the horizontal plane of specular reflection passes
through the layer of metal atoms. The elementary lattice contains a metal atom and two chalcogen atoms located in planes
above and below the metal plane. The Brillouin zone is described as a regular hexagon (Fig. 1c). The correct exclusion
zone is determined at the points K, which are determined by the time inversion operator with each other. K, electron
dispersion in the valence band and conduction band near the points has a parabolic form (Fig. 1d). Note that the K
inclination of the bands relative to the spin at the points completely disappears. In this case, symmetry with respect to the
time reversal operator makes it possible to associate states with opposite spins in different valleys.

The effective Hamiltonian of electrons in bulk transition metal dichalcogenides is represented as [17]

E,/2 yk_
. =<ygk+ —Eg/Z)’ @
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where ky =k, * ik,, El =k, (sing, cosp) - is a two-dimensional wave vector directed along the interface,

y = h(ﬁg / m*)l/2 is the bandgap width, m* is the effective mass of the charge carriers. For simplicity, in subsequent
calculations of wave functions and energy spectra of charge carriers in quantum-confined structures grown based on
TMDCs, assume that the effective mass of the charge carriers does not depend on the quantum number of dimensional
quantization.

First, consider dimensional quantization in a potential well with infinitely high walls, made from monatomic layers
of TMDCs, where it is assumed that the direction of dimensional quantization corresponds to the Ox axis. Then, the
Schrodinger equation with Hamiltonian (1) is written as

(Eg/z) —E V(kx - iky) =
y(kx + iky) (—Ez/2)—E
The solution of which is a column matrix with dimensions of 1x2.

Then, from the equality det(H — E) = 0, it is easy to obtain the Schrodinger equation, with which one can determine
the wave function and energy dispersion of charge carriers

(H-E) = 0, 2

62
LRI =0, 3)

where N% = yiz(E2 —E2),EZ= (Eg/Z)2 + y2k; and we assume k, = —i%
carriers directed along the Oy axis. Then, by representing solution (3) as a superposition of exponential functions
describing de Broglie waves with the wave vector X, propagating both along and against the Ox axis, and considering
the continuity and uniqueness of the wave function, it is easy to obtain that:
a) The energy dispersion of dimensional quantization in even (with respect to coordinate inversion) states is
determined from the condition e’®® =1 (e™% = +1). Then, the condition cos(X,a) = +1 yields the

expression for the quantum-confined energy dispersion as

, ky, —is the wave vector of the charge

1/2

2 2
ESP = £[(B,/2)" +v2g + v 52| )
From the condition cos(Nya) = —1, we obtain
2 2 1/2
ESP = £[(E,/2)" + V2K +v2 5 2n + 10?] (5)

where n — is the number of quantum-confined states;
b) The quantum-confined energy dispersion in odd (with respect to coordinate inversion) states is determined from
the condition sin(Nya) = 0, from which we obtain the expression determined by equation (4).
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Figure 1. Graphs of the first quantum-confined energy dispersion of charge carriers as a function of well thickness and wave vector
of charge carriers in a one-dimensional quantum well in a monatomic layer of various TMDCs, with bandgap widths E; = 1 eV
(graph 3), E; = 1.5 eV (graph 2), and E; = 2 eV (graph 3): a) energy dispersion of even states; b) energy dispersion of odd states.

On Fig. 1, the graphs of the first quantum-confined energy dispersion of charge carriers are presented as a function
of well thickness and wave vector of charge carriers in a one-dimensional quantum well in a monatomic layer of TMDCs
for bandgap widths E; = 1 eV (graph 3), E; = 1.5 eV (graph 2), and E; = 2 eV (graph 3): a) energy dispersion of even
states; b) energy dispersion of odd states, where the wave vector of the charge carriers is in units of 10° m~?. Calculations
were carried out according to formulas (5) and (6) with m = 0.5 m,. It can be seen from Fig. 1 that the energy dispersion
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of charge carriers, both for even and odd states, consists of a set of quantum-confined subbands, the shape of which (in
momentum space £k, ) remains almost unchanged.

In Fig. 2, graphs of the quantum-confined energy dispersion of charge carriers in a one-dimensional quantum well
in a monatomic layer of TMDCs are presented for a bandgap width of E; = 1 eV (Figures a and b) and E; = 1.5 eV
(Figures ¢ and d): a) and c) energy dispersion of even states; b) and d) energy dispersion of odd states, where the wave
vector of the charge carriers is in units of 109m ™. Calculations were carried out according to formulas (5) and (6) with
m = 0.5m, . It can be seen from Fig. 2 that for both even and odd states, the shape (steepness in momentum space k)
of the quantum-confined subbands depends on both the subband number and the geometric size (a). In particular, the
bandgap width in this quantum-confined structure increases with decreasing a, which is associated with the fact that the
energy dispersion of charge carriers is inversely proportional to the magnitude of a.

ED. e EYer

: 109
109875543217472024 . 3 87?954321,
a10”m 2 k107 m! ’ 10" m o

Figure 2. Graphs of the quantum-confined energy dispersion of charge carriers as a function of well thickness and wave vector of
charge carriers in a one-dimensional quantum well in a monatomic layer of two TMDC:s, with bandgap widths E; = 1 eV (Figures a
and b) and £, = 1.5 eV (Figures c and d): a) and c) energy dispersion of even states; b) and d) energy dispersion of odd states.
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Figure 3. Graphs of the quantum-confined energy dispersion of charge carriers as a function of bandgap width and wave vector of
charge carriers in a one-dimensional quantum wire of a monatomic layer of TMDCs, depending on the bandgap width E: a) energy
dispersion of even states; b) energy dispersion of odd states.

2 2 1/2
ESP =+ [(E,2)" + v+ S an+ 12| (6)

On Fig. 3, graphs of the quantum-confined energy dispersion of charge carriers in a one-dimensional structure - a
quantum wire grown from a monatomic layer of TMDCs are presented as a function of the bandgap width E: a) energy
dispersion of even states; b) energy dispersion of odd states, where the well thickness is in units of 20 - 1071% m, and the
wave vector of the charge carriers is in units of 102 m ™. Calculations were carried out according to formulas (5) and (6)
with m = 0.5 mgyeV. It can be seen from Fig. 3 that for both even and odd states of the quantum-confined energy
dispersion of charge carriers, the narrower the bandgap width of the two-dimensional TMDC layer, the more noticeably
the bandgap width of the one-dimensional structure decreases. This is associated with the dimensional quantization of the
energy dispersions of charge carriers of the valence band and conduction band separately.

THE ENERGY DISPERSION IN A QUANTUM DOT GROWN FROM A MONATOMIC LAYER OF TMDCS
To calculate the energy spectrum in a quantum dot grown from a monatomic layer of TMDC:s, let's choose the
potential to be zero.
Where a and b are the thicknesses of the potential well along the Ox and Oy axes, respectively.
Then the Schrodinger equation takes the form:
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(Eg/2) —E  y(ks—iky) (s
, =0, (N
y(kx + iky) (—E4/2) —E]l¥2
where k, —%, ky, = %%. Considering the operators of wave vectors, it is easy to
10y, 1 Y,
[(E /2) E]lpl + y(l 0x - l 0x) - 0’ (8)
10y 19y
y (G224 1328) 1+ [(—E,/2) - E]w, = 0,
where Y, and 1,. Considering the operators of wave vectors, it is easy to
Sy (A% Wa)\ oy (10 %
¥ = (Eg/z)—E(i ox dy )’¢2 ( Eg/2)- E(L ox + 6y)'

Then it is easy to obtain the Schrodinger equation for 1

8%y,  0%yp, , E? (Eg/z)
e +_ay2 +——9Y, =0, O]

assuming ¥, (x,y) = X(x) X Y(y), we obtain equations for the functions X (x) and Y (y)

9%x %y
SO X =0, T4 v (y) = 0, (10)
where
2 _ Ez‘(Eg/Z)Z 2

K2, an

where k2 is an unknown quantity determined depending on the boundary conditions of the problem. We seek solutions
to the latter equations in the form of

X(x) = C+eilcx + C_e~irx, Y(y) = D+eixy + D _e v, (12)

y2

From the continuity condition of wave functions for even states with respect to coordinate inversion, we obtain the
following relationships:

X, (x) = (2K) /2 ika ___cosletra) (13)

[cos(ka)-sin(ka)+xa]l/?’

_ 1/2 —ixb cos(x(x=b))
Y, (y) (ZX) e [cos(xb)-sin(yb)+x-b]1/2’ (14)

and for odd states

X_(x) = (212 ina —_Sin(x-a) (15)

[-cos(ka)-sin(ka)+ka]l/?’

_ 1/2 ,—ixb sin(x(y-b))
) = @0 [—cos(xb)-sin(yb)+xb]1/2’ (16)

From the condition of uniqueness of the wave functions X (x) and Y (y), we obtain expressions for the unknown
quantity x? as follows:

w2 2
= — nx’

a) for even states: k = % (2n, + 1), and for odd states: k> =

b) for the quantity y, we have the following relationships: for even states: y = % (Zny + 1), and for odd states: y =

5y where n,, and n,, are integers numbering the quantum-confined states of charge carriers moving in the directions

of Ox and Oy.

Taking into account the previous results, we obtain expressions for the quantum-confined energy dispersion of
charge carriers in the quantum dot grown from a monatomic layer of TMDCs as follows:

a) for even states

12,
EE (n,n,) = +{(E /2)" +y [ ~(2n, + 1% + (Zny +1) ]} (17
b) for odd states
2 2 1/2
ESm(nemy) = £{(Bo/2)" +7? G2+ 5nd]} (18)

From the last relationships, it is evident that if the quantum dot has symmetric shape (cube), i.e., equal dimensions
a = b, then both E( ) (nx,ny) and E&

Simm ny) are degenerate for certain values of the quantum number. This means

astmm (nx ’
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that the energy dispersion of charge carriers is doubly degenerate. Specifically, we have E gi)mm(simm)(l,Z) =

Eéfi)mm(simm) (2,1),E éfi)mm(simm)(B,Z) =F t(lfi)mm(simm)(&Z), and so on. A similar situation occurs in an asymmetric
quantum dot (when a # b)) (see Fig. 4).

On Fig. 4, graphs of the quantum-confined energy dispersion of charge carriers in the quantum dot grown from a
monatomic layer of TMDC:s are presented for band gap widths E; = 1 eV (Figs. aand b) and E; = 1.5 eV (Figs. 4 c and
d) as a function of geometric dimensions: a) and c) energy dispersion of even states; b) and d) energy dispersion of odd
states. Here, the well thickness is in units of 10™° m m, and the wave vector of the charge carriers is in units of 10° m™1.
The calculations are performed according to formulas (18) and (19) with m = 0.5 m,. The quantum numbers are chosen
as (nx, ny). From Fig. 4, it can be observed that: a) the energy dispersion of charge carriers consists of a set of quantum-
confined subbands, the values of which depend on both the band parameters and the geometric dimensions of the sample,
as well as on the quantum number of the subbands; b) the energy difference between closely spaced quantum-confined
subbands increases as the geometric dimensions of the structure decrease, which is related to the fact that the energy
dispersion is inversely proportional to the size of the structure; c) some quantum-confined subbands intersect, resulting
in a twofold degeneracy, and the regions of intersection depend on both the quantum numbers of the quantum-confined
subbands and the aspect ratio (a/b).

Figure 4. Graphs of the quantum-confined energy dispersion of charge carriers in the quantum dot of a monatomic layer of
TMDC:s for band gap widths E; = 1 eV (Figs. a and b) and E; = 1.5 eV (Figs. ¢ and d): a) and c) energy dispersion of even

states; b) and d) energy dispersion of odd states. The quantum numbers are represented on the figure as (nx, ny).

CONCLUSIONS

A theory of dimensional quantization of energy dispersions of charge carriers has been developed both in the valence
band and in the conduction band in zero and one-dimensional nanostructures grown from monolayers of transition metal
dichalcogenides (TMDs). Expressions for the energy spectra of charge carriers in one- and zero-dimensional structures
have been obtained for both even and odd (with respect to spatial inversion) states, showing that the energy dispersion of
charge carriers consists of dimensionally quantized subbands. The energy gap between them increases with decreasing
geometric dimensions of the structure, both in quantum wires and quantum dots made from monolayers of TMDs

It should be noted here that the energy dispersion of charge carriers in dimensionally quantized structures grown
based on monolayers of transition metal dichalcogenides (TMDs) should depend on temperature and mechanical
deformation due to changes in the width of the bandgap, both in bulk [18, 19, 20] and in low-dimensional [21]
semiconductors. However, this case requires separate consideration.
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TEOPIA JIHIAHO-KPYTOBOI'O JIUXPOI3MY B OJJHOATOMHMX IIAPAX JIUXAJbKOI'EHIIIB
NEPEXITHUX METAJIIB 3 YPAXYBAHHSIM E®EKTY PABI
Pycram 5. Pacynos, Bokco6 P. Pacynos, Mapaon K. Hacipos, Maxuiiiio A. MamaroBa, Ici1omixon A. MymiHoB
Depeancokuil deporcasnuil yuisepcumem, Depeana, Yzbexucman

Mu po3pobmiy Teopiro po3MiIpHOrO KBAaHTYBAHHS JUISi HAaHOCTPYKTYp, SK OIHOBUMIPHHUX, TaK 1 HYJIbBUMIPHHUX, NMOOYZOBaHHX 3
OTHOATOMHHX IApiB TUXajJbKOreHifiB nepexigquux metaiis (JIIM). L{s Teopis m03BoHIa HAM OTPUMATH BUPA3H ULl CHEPTeTUIHHX
CIEKTPIiB HOCITB 3apsity sSIK y MApHHX, TaK i B HEMAPHUX CTaHax (11010 iHBepCii KOOPIMHAT), OCKIJIBKH 11i CTAHH BiIOYBaIOTHCS B ME)KaxX
KBaHTOBO OOMEXEHUX JIiHIH 1 TOYOK MOHOATOMHHX I1apiB J{[1IM, 3aiexHo Bif iXHIX TeOMETpHYHHX po3MipiB. . Hamn uncensauii aHami3
3abe3neuye AeTalbHe JOCIHIIKEHHS KBAHTOBO-OOMEKEHHX SHEPTETHYHUX CTaHIB €JICKTPOHIB Y HUX HAaHOCTPYKTypaxX, MPOMOHYIOUH
PO3YMIHHS IXHBOT'O NOTEHIIHHOTO 3aCTOCYBAHHS B II€PEIOBUX HAHOEIEKTPOHHUX MPUCTPOsX. List poboTa He TiNBKYM MOKpamrye Hare
PO3YMIHHSI €HEpreTUYHHUX XapaKTepPUCTHK MOHOATOMHUX mapiB JI[IM, ane i poOuTh BHECOK y mHpHIy cepy MaTepialo3HaBCTBa,
JOCIIIJDKYIOUH BILIMB PO3MIPHOTO KBAaHTYBaHHS Ha €JICKTPOHHI BIACTHBOCTI.

KurouoBi ciioBa: posmipne keanmyeanis,; 00HO- ma HYIb8UMIPHA HAHOCMPYKMYPA; 00HOAMOMHUL WAp OUXATLKOLEHIOI8 nepexiOnux
Memanie; enepeemuyHa OUCNepCis; 8aleHmHA 30HA, 30HA NPOBIOHOCMI
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The study analysed the impact of radiation defects on p-GaSe single crystal implanted with H ions (70 keV) on its charge transport
mechanism. The research was conducted at 100 K and 300 K in an electric field of 10?-10* V/cm. The study found that the activation
energy of charge carriers injected at low temperatures and electric fields E < 10° V/cm ranged from 0.23-0.39 eV. This was observed
due to the trapping of charge carriers in concentration traps of approximately 9-10'3 cm-, leading to monopolar injection. In the fields,
E > 10° V/cm, a sharp increase in current was observed, which was explained by the thermal ionisation of local levels following the
Frenkel mechanism. The study determined that the charge transport mechanism in GaSe:H+ crystals at low temperatures has a non-
activated character.

Keywords: Implantation, GaSe, Single crystal; Frenkel mechanism
PACS: 72.20.-1; 61.72.Vv

1. INTRODUCTION
Studying the effects of materials under external influences helps us determine their potential applications. Recently,
there has been a significant interest in studying functional materials under external influences like pressure, temperature,
and radiation. With the development of computing technologies, some processes can now be studied by modelling them.
As a result, complex studies are being conducted in this direction [1-5].

Among functional materials, chalcogenide conductors hold a special place. Recently, there has been a wide
exploration of these materials' structure, thermal, and electrical properties. Researchers are studying the effects of ionising
radiation to expand their application possibilities [6-10]. Radiation defects formed in the crystal lattice under the influence
of radiation rays cause changes in the status of the Fermi level in the forbidden zone. Thus, the electrophysical properties
of the crystal are modified [11,12].

The nature and properties of radiation defects formed in the crystal, especially in complex semiconductors, depend
on the structure of the material and the distribution of primary defects [13,14]. Complex defects formed due to the
interaction of radiation defects with structural and additive atoms lead to changes in the electronic characteristics of the
crystal. Studying these mechanisms for the first time in layered crystals may allow us to propose a mechanism for
purposeful control of the radiation resistance and properties of crystals.

The defects that arise from the impact of charged particles, such as H" and Sb*, in complex semiconductors are
complex and dynamic. Various factors, including the structure of the crystal lattice, radiation, temperature, and more can
cause these defects. To understand these factors and determine the mechanism of charge transport, researchers have
chosen to study a GaSe single crystal with a layered structure. To control the distribution of defects in the crystal lattice,
they have used H" implantation and thermal infusion methods.

The GaSe single crystal DsH,4 crystallizes in a hexagonal lattice with spatial plane symmetry. The elementary lattice
has two layers, with each layer consisting of two molecules. Weak Van der Waals forces connect the atoms of
neighbouring layers. As a result, many physical properties of these crystals are two-dimensional. These crystals'
concentration of structural defects is estimated to be around 107 cm™.

The effect of y-quanta on the electrical and photoelectric properties of GaSe single crystals has been partially studied.
It has been shown that resulting defects can be located within the layer and in the interlayer region. As a result of their
influence, the conductivity increases due to the decrease of the specific reluctance of the crystals. However, information
about the nature of radiation defects and the mechanism of their formation was not provided.

To clarify the mechanism of formation of these defects and the effect of external factors on them, researchers studied
the effect of H' ions (70 keV) and subsequent thermal infusion on the mechanism of current passage in GaSe single
crystal.
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2. EXPERIMENTS

The GaSe single crystal was studied, which was obtained using the Bridgman-Stockbarger method. The crystal had
p-type conductivity, and its specific resistance was 2-10° Ohm-cm and 1-10% Ohm-cm in the directions parallel and
perpendicular to the layers, respectively, at room temperature.

To investigate the effect of H* ions on the physical properties of the GaSe single crystal, samples were studied before
implantation, and after being implanted with 2-10" ions/cm? of H' ions with an energy of 70 keV, followed by thermal
annealing at 100-200°C for 1 hour. A sample thickness of ~50 um was selected for the study. The average penetration
depth of a proton with an energy of 70 keV in a GaSe crystal is Rp ~ 1.40 pm [12]. The GaSe crystal was implanted with
H" ions using an ESU-2 accelerator, with the entire surface of the sample being implanted with H* ions in the indicated
doses. The energy of H' ions was 70 keV, and the current density was 0.15 pA/cm?.

The samples' volt-ampere characteristics and specific conductance were studied before and after irradiation in the
ranges of electric field 10-10* V/cm and temperature 100-300 K. The distance between the contacts was ~50 pm. After
the study, the characteristics of the implanted samples were studied again after being annealed (1 hour) in the temperature
range of 100-200°C. The obtained results were analysed based on relevant theories.

3. RESULTS AND DISCUSSIONS

Figure 1 displays the volt-ampere characteristics of a GaSe single crystal before implantation (1), after
implantation (2) and after thermal annealing (3) at different temperatures. The I-u curves consist of three regions: ohmic,
quadratic and sharp growth. It can be observed that after implantation, the transition voltage from the ohmic region to the
quadratic region decreases, as shown by curve 2. After thermal annealing of the implanted samples, the transition voltage
value increases, as shown by curve 3. These results indicate that the defects caused by H+ ion implantation are mainly of
an acceptor nature and that the specific resistance of the samples decreases as a result of implantation. This suggests that
the injected charge carriers from the electrode cannot fill the traps, and conduction occurs due to thermal ionization of
shallow levels. As the voltage applied to the samples increases, the concentration of the injected charge carriers also
increases, partially filling the traps. After the traps are filled, there is a sharp increase in the current, up to the quadratic
region, as shown by curve 2.

2
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Figure 1. Volt-ampere characteristic of GaSe single crystal at room and nitrogen temperatures. 1. GaSe-initial, 2.
GaSe(H"), 3. GaSe(H") T =300 K, 4. GaSe-initial, 5.GaSe(H"), 6.GaSe(H") T = 100 K.

Based on [15], the concentrations of charge carriers in equilibrium in GaSe crystals were calculated using Figure 1.
The concentration values were determined based on the transition voltage from the ohmic region to the quadratic region
for the crystals. The values were found to be np ~ 2.8:10'° cm?, 6.8:10'! ¢cm™ and 8.2:10"" ¢cm™, respectively. The
concentration of traps was also calculated based on the electric capacitance of the sample at an input voltage of U =0
(C=5-10"""F) and the transition voltage of the traps to a fully charged state (Us). For GaSe crystals from curves 1-3,
N1 = CUfft/qV =5 1014cm'3, N = 9- 1013 and M03:4' 1013 cm'3.

The comparison of the calculated parameters shows that the transition voltage decreases from the ohmic region to
the quadratic region due to the formation of acceptor-type defects after H" ion implantation. After thermal annealing, the
transition voltage at both temperatures increases again (curves 3 and 6). The results of the / ~ U" dependences show that
the defects (Frenkel pair) formed during H' implantation in GaSe crystals interact with structural defects to form acceptor-
donor complexes and affect the charge transport mechanism.

A comparison of curves 1-3 in Figure 1 shows that the increase in the current value at the temperature 7= 300 K
after implantation with H" ions is due to the rise in the concentration of acceptor-type levels. The decrease in current after
thermal annealing occurs due to the recombination of defects created during implantation. The obtained results correspond
to the theory of the current limited by the area of charges, and the parameters of the energy levels are presented in Table 1.
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Table 1. Physical parameters of implanted and non-implanted GaSe samples.

Sample AE;(eV) AE1 2(eV) A (cm) rm (cm) Ni(cm™) po(cm)

GaSe (pure) 0.23 0.35 8.9:10° 5:10° 5-10'4 1.4-10"3
GaSe (5:10°ion impl) 0.26 0.32 7-10° 14-10° 9-1013 3.44-10"
GaSe (H") + TT = 100° 0.28 0.39 7.9:10° 4.5:10° 4-10"3 3.55-10"3

Figure 2 depicts the temperature dependence of the electrical conductivity of a GaSe crystal before and after
implantation at varying electric field intensities. Comparing curves 1-3 reveals that two energy levels (0.19 and 0.34 eV)
were present in the forbidden zone before implantation (curve 1). After implantation, the conductivity of the crystal
increased partially (curve 2), and new energy levels with ionization energy of 0.18 eV and 0.45 eV were added. However,
after thermal infusion at 370 K, the conductivity of the sample decreased, returning to its previous character. By
comparing the electrical conductivity values in curves 1-3, it can be concluded that the defects created in the Ga and Se
lattices during implantation are dominated by acceptor-type defects and Vg, - vacancy.

-1

lgo, Om’”, cm

10°T, K

Figure 2. Temperature dependence of the conductivity of GaSe single crystal in the dark at a voltage of 10 V:
1. GaSe-initial, 2. GaSe(H"), 3. GaSe(H")+T; 4. GaSe-primary, 5. GaSe(H"), 6. GaSe(H")+T, U = 10 V under the influence of light

Thermal annealing shows that the defects created during implantation undergo partial recombination at low
temperatures due to their excitation, and hence the conductivity of the crystal (curve 2) decreases. The nature of the levels
formed during implantation is determined by curves 4-6. It has been revealed that since the trapping-filling process takes
place at local levels during illumination, the conductivity in the temperature range of 110-300 K increases linearly with
increasing temperature. The ionisation energy of the level was calculated for all three cases and is approximately 0.32 eV
from the slope of the curves. By comparing curves 1-3, it can be inferred that the defects created in layered crystals during
implantation are of the same nature as primary structural defects. After thermal annealing, only the concentration of
defects changes, and this fact is compensated during illumination (curves 4-6).

In Figure 3, we can see the temperature dependence of the specific electrical conductivity (Ig 6r/cp) in a GaSe crystal
at different voltages (10-40 V). Curves 1-6 in Figure 3 show that the curves' inclination and the current value increase
with the electric field intensity. The dependence of /no ~ f{E"?) in a GaSe crystal follows Frenkel's theory.
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Figure 3. Temperature dependence of the conductivity of GaSe single crystal at different (10-40 V) voltage:
1. GaSe-initial, 2. GaSe(H"), 3. GaSe(H")+T, 4. GaSe-initial, 5. GaSe(H"), 6. GaSe(H").
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Based on the experimental results, it can be said that conductivity oo =Aexp(-AEy/2kT) in weak electric fields (ohmic
region), and in high fields oo=Aexp(-AE,-2e(eE/c)""*/2¢kT) follows. The slope of the curve increases as the temperature
increases in the dependence of Ino~f(E'"?). This result is confirmed in Figure 4, which shows that the dependence
Ino~f(E"?) consists of two parts. At weak values of the field intensity (£ < 10? V/cm), the conductivity does not change,
and at high values, a linear exponential dependence is observed.
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Figure 4. Dependence of conductivity on electric field intensity at different temperatures:
1. GaSe-initial, 2. GaSe(H"), 3. GaSe(H")+T T = 100 K; 4. GaSe-initial, 5. GaSe(H"), 6. GaSe(H")+T T =300 K

When temperature decreases, the transition voltage value increases (curves 4-6). By comparing curves 1-6 at
different temperatures, we observe that samples implanted with high field intensities exhibit a less steep curve in low and
high-temperature ranges (curve 5). This implies that the activation energy associated with the defect level depends on the
field intensity. This effect is more noticeable in implanted samples, and the concentration of electroactive centres
influences the activation energy at the local level (Et). The increase in curve steepness due to the electric field indicates

a change in the energy of the local levels. Considering the Paul-Frenkel effect, the reduction of Et under the field's
influence is determined by the following expression:

AE(E) = E(0) - (’E /mee0)

where AE(0) is the activation energy of the level corresponding to the ohmic region (E = 0), AE4(E) is the activation
energy of the energy level in high fields.

The dependence of AE(E) ~ f{E"?) is shown in Fig. 5 for thermally brewed GaSe crystals before and after
implantation and after implantation. It can be seen from the figure that the energy of local levels decreases linearly with
the increase of AE, ~ E'2. The activation energy of the trap was determined from the extrapolarization of the linear

dependence of AE ~ fE£"?) under the condition £ = 0 and was 0.23, 0.26 and 0.28 eV for low temperatures and 0.35, 0.32
and 0.31 eV for high temperatures, respectively.
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Figure 5. Dependence of trap activation energy (AE(E)) on E'? at different temperatures

At values of critical field intensity £x > 10> V/cm, the field dependence of electrical conductivity obeys Frenkel's law.
It can be seen from Figure 5 that the range of 5-40 V/cm of the field corresponds to the ohmic part, and the dependence of
the conductivity on the field intensity is not observed in the dependence of Ino ~ E'2. After the Ek value of the field intensity,
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the conductivity line increases according to the law, and with increasing temperature, the value of E; and the slope of the
dependence decrease. This indicates the thermal ionization of local levels of conductivity and corresponds to Frenkel's
theory. Based on the experimental results, the value of the f-Frenkel coefficient was calculated according to the following
expression: B = 1/kT (’/meeo)"? and the dependence of  ~ 1/T is given in Figure 6. It can be seen from the figure that the
regularity  ~ 1/T is fulfilled in GaSe crystals before implantation and thermally affected. It is proven that the conductivity
depends on the intensity of the electric field and the temperature. From the comparison of curves 1-3 in Figure 6, it can be
seen that the variation of the Frenkel coefficient f at the same temperature may be related to the possibility of the dielectric
permittivity € to accumulate radiation defects in the intralayer and interlayer regions.

The ionization of the local level depends on the field intensity, the height of the potential barrier, and the free escape
path of the charge carrier. For this process to occur, the condition 4 > r,, must be met. To determine the length of the
escape path of free carriers (1) and the distance from the potential barrier to the bottom of the conduction zone (7,,) before
and after implantation in a p-GaSe single crystal, as well as after thermal annealing, various conditions were taken into
account such as 7= 300 K, E,> 10° V/em, = 2.7-102 V-2 cm"2. The results were obtained and presented in a Table 1.

After comparing the values of 1 and r,, given in the table, it can be concluded that the condition A > r,, is fulfilled
for pure and thermally brewed GaSe crystals after implantation. This means that the electro-thermal ionization of local
levels occurs, leading to an increase in current at values of E;x> 103 V/cm. In the case of samples implanted with H" ion,
the condition 4 < r,, is met. This indicates that GaSe: H" local levels are filled with injected charge carriers at high field
values, and the conductivity is determined by monopolar injection.

Based on these experimental results, the parameters of local energetic levels in GaSe: H+ crystals were calculated
and presented in Table 1.

A model using proton stimulation was used to explain how H" ion defects are formed in layered crystals. When a proton
interacts with an atom, the electrons break away and the atom becomes excited. This causes the electron layer to become ionized,
and the nucleus interacts with the crystal lattice, resulting in defects. These defects are known as Frenkel pairs. In
semiconductors, the defects caused by protons in the forbidden zone are energy levels that act as recombination centres for
charge carriers of acceptor and donor type or non-equilibrium. During irradiation, Ga-vacancies increase the rate of stimulated
diffusion of defects. Because these levels are unstable, their mobility and nature depend on temperature, making them important
in modifying physical properties. Based on experimental results analyzed in [16-18], a mechanism for defect formation in
layered p-GaSe crystals under low-energy H" (70 keV) ions was determined. According to this mechanism, defects are primarily
formed at the end of the escape path (radiation loss ~ 1-2 keV, escape path ~1.4 um). The generation of defects (Frenkel pairs)
along the trajectory is unequal in terms of volume, and the resulting vacancies and interstitial atoms migrate. The acceptor nature
of the defects created during initial irradiation (2-10'° ions/cm?) leads to an increase in conductivity in the GaSe crystal. As a
result of thermal annihilation, the migration rate of interstitial atoms increases, and defects are annihilated in the runway distance
(radiation annihilation), resulting in a decrease in the conductivity of the crystal.

CONCLUSIONS

It investigated how electric field and temperature affect the mechanism of charge transport in GaSe crystal
implantation with H+ ions and thermally soaked crystals. The study was conducted in the temperature range of 100-200 K,
and the following results were determined:

1. During the implantation of 70 keV H" ions into p-GaSe layered crystal, dynamic local point defects are formed at
a running distance of ~1.5 um. When the surface layer undergoes thermal annihilation (100-200 °C) of defects formed,
partial annihilation of defects occurs in the lattice due to ion-stimulated diffusion of metastable defects, and defects
become stable. This increases the crystal's resistance to radiation.

2. The study determined that local point defects (0.23-0.39) eV and ~ 9-1013 cm™) formed in the p-GaSe crystal as
a result of implantation of H* ions determine the charge transport mechanism in the temperature range of 100-300 K.
At electric field values Ek < 103 V/cm, primary and implanted crystals exhibit monopolar injection. At values of
E > 103 V/cm, an increase in current due to the Frenkel mechanism is observed as a result of thermal ionization of local
levels in all crystals. At low temperatures in thermally annealed GaSe:H+ crystals, the charge transport mechanism has a
non-activated character.
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VYV nmocnimpkeHHI MpoaHali3oBaHO BIUIMB paaiaunidHux aedektiB MoHokpucrtana p-GaSe, iMmantoBaHoro ionamu H+ (70 keB), Ha
MexaHizM nepenocy 3apany. Jociimkenns nposoauiu pu 100K i 300K B enexrpuunomy nosti 10%-10* B/cm. JlociakeHns noKasano,
1110 €HEPris aKTHBAIlil HOCITB 3apsily, IHKEKTOBAHKX MPH HU3bKUX TEMIIEpaTypax i enekrpudnux noisx E < 103 B/cm, konusanacs B
Mmeskax 0,23-0,39 eB. 1le cnocrepiranocs uyepes 3aXOIUICHHS HOCIIB 3apsily B KOHLEHTpallilini nactku mpubmusno 9-1013 em3, mo
HpH3BEJIO [0 MOHOMONApHOi imxkekuii. ¥ momsx E > 103 B/cm crnocTepiranocs piske 3pocTaHHS CTpyMy, HIO HOSCHIOBAIOCS
TEPMOIOHI3aLI€I0 JIOKATEHUX DPIBHIB 3a MexaHi3sMoM ®penkens. JlOCIiJDKEHHSIM BCTAHOBJICHO, IO MEXaHi3M INEPEHOCY 3apsay B
kpucranax GaSe:H+ npu HU3BKUX TeMIepaTypax Mae HEAaKTMBOBAHUI XapakTep.
Kurouosi cinoBa: ivnranmayis;, GaSe; monokpucman; mexanism @penxens
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4-probe measurements of surface resistivity, measurements of dark and light current-voltage characteristics, the possibilities of using a thin
PdSi film to obtain perfect nano-sized ohmic contacts on the Si(111) surface have been investigated using Auger electron spectroscopy
methods in combination with ion etching of the surface. It has been shown that the depth of Ni diffusion in the Ni-Si (111) system is
400 - 500 A at indoor temperature, and 70 — 80 A in the Ni-PdSi-Si (111) system. The quality of the ohmic contact in the latter case does
not change up to T = 800 K and withstands luminous flux illumination up to F = 1100 lux. It is shown that the resistivity of the PdSi film
passes through a minimum at T =900 — 1000 K. An analysis of the results obtained will be given in the article.

Keywords: Atomic diffusion;, Ohmic contact; Luminous flux illumination; Auger spectrum; Resistivity; Sputtering; Luminous flux;
Current-voltage characteristic

PACS: 61.72.uj, 68.55.Ln

INTRODUCTION

Physics of multilayer film structures of nanoscale thickness on various substrates has been intensively developing
recent years. Such structures can be obtained by molecular beam and gas-phase epitaxy [1, 2], sputtering [3 — 5], ion beam
deposition [6] and ion implantation [7 — 9]. Using reflection electron diffraction in combination with layer-by-layer
chemical etching, the structure of the Pd-Si interface subjected to heat treatment in the temperature range 330-870 K was
studied in [10]. It was revealed that a transition layer (TL) consisting of an amorphous region is formed at the phase
interface and the adjacent region of elastically deformed silicon of nanometer thicknesses. The total thickness of the TL
is determined by the heat treatment temperature. Three-phase amorphization model was proposed.

The most used type of ethanol vapor sensors are semiconductor-based resistive gas sensors at present time. The use
of porous silicon, for example por-Si/Pd, formed by metal-stimulated etching, as a sensitive structure allows the formation
of a sensitive element and electronic wiring in a single technological process. The possibility of forming resistive gas
sensors using the method of metal-stimulated chemical etching of silicon is presented in [11, 12]. Experimental samples
based on porous silicon of p- and n-type conductivity were prepared. An empirical explanation of ethanol sensitivity
mechanism of the investigated structures is presented. The possibility of forming a sensitive structure and electronic
wiring in a single technological process is shown.

When creating various multilayer and thin-film systems, it is very important to obtain nano-sized contacts with small
transition layers [ 13—15]. Contact systems based on silicides have been used in the development of semiconductor devices,
along with traditional ones (nickel, titanium, palladium, platinum, etc.) recent years [16, 17].

It was created an active Pd-Si interface with tunable electronic metal-substrate interaction (EMSI) by growing a thin
permeable silica layer on the surface of a non-reducible oxide ZSM-5 (named Pd@SiO 2/ZSM-5) in [18]. The active
Pd-Si interface is shown to enhance charge transfer from deposited Si to Pd, creating an electron-rich Pd surface that
significantly reduces the activation barriers to O, and H>O.

The authors of [19, 20] showed that low-energy ion implantation is an effective means of creating barrier layers on
the Si surface, which allows reducing the penetration depth of the contacting metal into Si.

Development and assessment of the catalytic activity of electrode nanocomposites platinum-porous silicon and
palladium-porous silicon, obtained by chemical reduction in microemulsions with a nonionic surface active substances
(SAS, or surfactants) - Triton X-100 were carried out in [21]. The thermal stability of thin PdSi films was studied in the
temperature range from 300 to 700 °C in [22]. PdSi, in contact with crystalline Si, transforms into Pd,Si and Si at a
temperature of 500-700 °C, which contradicts the equilibrium phase diagram. It has been established that the
transformation rate depends on the structure and orientation of Si. When heated above 750 °C, Pd,Si again transforms
into PdSi. However, PdSi is resistant to annealing when in contact with Pd,Si or an inert SiO, substrate. The authors
suggest that the transformation of PdSi to Pd,Si and Si in the presence of crystalline Si occurs due to the lower energy of
the Pd,Si interface compared to the PdSi-Si interface.

During the solid-phase reaction of the Ni(Pd) alloy with Si(100), phase separation of binary silicides Ni and Pd
occurs [23]. PdSi monosilicide nucleates at temperatures well below the widely accepted temperature of nucleation of the
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binary system. The decrease in nucleation temperature is due to the presence of isomorphic NiSi, which reduces the
nucleation interface energy of PdSi. Despite the mutual solubility of NiSi and PdSi, these two binary compounds coexist
in the temperature range of 100 °C. Solid solution form of Ni;_,Pd,Si can be formed only above 700°C, which, in turn,
delays the NiSi, formation process to a higher temperature due to the entropy of mixing. The authors highlight the general
importance of interface energy for nucleation in ternary systems.

The possibility of using a PdSi nanofilm (< 250 A) to create a barrier layer between the contacting metal (Ni) and
single-crystalline silicon has been investigated for the first time in this research.

EXPERIMENTAL TECHNIQUE

Single-crystal samples of Si (111) KEF (K — Silicon, E — Electronic conductivity, F — Phosphorus)-4.5 with
dimensions of 10x10x1 mm?, polished and treated in hydrofluoric acid, were used as a substrate. Before the studies, the
Si (111) surface was degassed at T = 1200 K for 4-5 hours in combination with short-term heating to T = 1500 K in a
vacuum of no worse than 107 Pa. Then Pd atoms were deposited onto the Si (111) surface using the SPE method with a
thickness of d= 100 A. The film deposition rate was preliminarily determined using the AES method in combination with
ion etching and was ~0.5 A/min.

Deposition of Pd atoms, heating samples, studies of their composition and parameters of energy bands using the
methods of Auger electron and ultraviolet photoelectron spectroscopy (AES and UVES) and measurement of the
coefficient of light passing through the sample K have been carried out in the same device, created by the authors of this
research at based on the UUVI (Universal ultra-high vacuum installation), under ultra-high vacuum conditions
(P =107 Pa).

The depth distribution profiles of atoms were determined by the AES method in combination with surface sputtering
with Ar" ions with Eg =1 keV at an angle of 10 — 15° relative to the surface.

EXPERIMENTAL RESULTS AND DISCUSSION

Polycrystalline Pd,Si films were obtained in a vacuum of ~ 10 Pa by deposition of Pd on a Si(111) surface, followed
by heating at T = 1050 K for 40 minutes. The PdSi film thickness was ~200 A. Then, Ni atoms with a thickness of
d =600 A were deposited onto the surface of pure Si(111) and PdSi/Si(111). Figure 1 shows the dependence of the
concentration of nickel atoms Cy; over depth h for the Ni/Si(111) system, obtained after heating the system at different T.
Heating of each T is ~ 40 min. It can be seen from Fig. 1 that noticeable interdiffusion of atoms occurs at the Ni/Si(111)
interface at indoor temperature. The penetration depth of h Ni into Si is ~ 400 — 500 A. After heating the system to
T =900 K, h increased by 3—4 times.

C,at.%

60

40

20

0 100 200 300 400 500 hA

Figure 1. Dependence of Cni on h for the Ni/Si(111) system, obtained after heating at temperatures T, K: 1-300, 2-600, 3-900

The penetration depth of Ni into the PdSi/Si system is only 70 — 80 A in the case of the Ni — PdSi — Si system
at indoor temperature (Fig. 2). In this case, no noticeable diffusion of Pd into Ni occurs, and Si atoms penetrate into Ni
up to 20 — 30 A. The penetration depth of Ni into Si increases to 130 — 150 A after heating at T = 800 K. Here, the
concentration of Si in the Ni film increases noticeably, and Pd atoms are also detected. It should be noted that PdSi films
were obtained at T = 1050 K. Therefore, the appearance of Pd atoms in the Ni film can be explained as follows. During
heating, a significant amount of Ni penetrates into PdSi, which apparently leads to a weakening of the Pd + Si bond and
the appearance of a certain number of unbound Pd and Si atoms, consequently their diffusion to Ni. However, this does
not lead to a noticeable change in the quality of contact. A significant change in composition and thickness occurs at the
Ni/PdSi/Si(111) contact region at T = 1000 K. In this case, Ni atoms partially penetrate (Fig. 2, curve 3) into Si.

The dependence ppgsi(T) in the region T from 400 to 1200 K on the resistivity of the contacting layer was studied to
clarify the effect of changes in composition at the PdSi/Si interface during heating (Fig. 3). The heating time was ~40 min.
at each T. It can be seen that the value of p up to T = 1000 K practically does not change, and then decreases, passing
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through a minimum (p =20 - 30 pQ-cm) it increases sharply at T = 1000 K. Results of Fig. 3 can be explained as follows.
The composition of the film does not change noticeably up to T =900 K, therefore p. does not change significantly until
this temperature.

Ni : PdSi , Si
Cy ,at%
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| | M g |
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Figure 2. Dependence of Cni on h for the Ni/PdSi/Si system, obtained after heating at T, K: 1-300, 2-800, 3-1000.
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Figure 3. Dependence of the resistivity of the surface of layers of the PdSi/Si(111) system on the heating temperature.
Heating time at each T is 40 minutes.

The decrease of p in the range 900 — 1000 K can be associated with some ordering of the structure of the PdSi film
and its enrichment with Ni atoms. The sharp increase in p of the film at T > 1000 K is explained first by the formation of
PdSi islands, and then by the decomposition of PdSi into components and their evaporation.

Figure 4 shows the dark and light (curves 2 — 4) current-voltage characteristics of the Ni/PdSi/Si(111) system. The
measurements were carried out at indoor temperature. It can be seen that at zero illumination (Er = 0), the forward and
reverse branches of the current dependence on voltage overlap each other, i.e. there is an ohmic contact.
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Figure 4. Dependence of px on the illumination density, dark and light current-voltage characteristics for the Ni/PdSi/Si system
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A slight decrease in contact resistance Ry is observed as E; increases, which was estimated using the equation:

B (o) 0

The value of R = 6 kOhm at E; = 0. [llumination of the surface with a luminous flux of up to 1100 lux does not
affect the appearance of the curves. Starting from Ep = 1300 lux, a sharp change in the current-voltage characteristic
(CVC) occurs, i.e. the ohmic contact is destroyed.

CONCLUSIONS

It has been discovered for the first time that the presence of a thin layer (< 200 A) of palladium silicide on the Si
surface sharply reduces (up to 5-6 times) the penetration depth of atoms of the contacting metal (Ni) into Si.

It has been shown that up to T = 850 — 900 K the properties of the ohmic contact do not change noticeably.

The dependence of the resistivity p of the PdSi film on the heating temperature of the PdSi/Si (111) system has been
studied. It has been shown that p of the film decreases to a minimum at T =950 — 1000 K and then increases sharply. The
latter is explained first (at T = 1000 — 1100 K) by the transition of a continuous film to an island film, and then
(at T>1100 K) by the decomposition of PdSi into components and their evaporation.

The dark and light current-voltage characteristics of the Ni/PdSi/Si(111) system have been studied. It is shown that
the perfection of the ohmic contact practically does not change when illuminating the surface with a luminous flux up to
EL = 1100 lux.
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AHAUJII3 BIUIUBY YTBOPEHHSA CUJIIIIUAIB Pd HA IOBEPXHEBUX ITAPAX Si HA TU® Y3110 ATOMIB
KOHTAKYIOUYOI'O METAJY
I.A. Tammyxamenosa?, X.E. Aogies?, C.T. I'yasimosa?, €.A. Pa6imos®, b.C. Ymip3akos?
“Tawxenmcovrull Oeporcasnuti mexuiynuil ynigepcumem imeni Icnama Kapimosa, Tawkenm, 100095 Pecnybnika Y30exucman
bIIorcusaxcoxuti nonimexniunuti incmumym, /[orcusax, 130100 Pecnyonixa Y36exucman

Metogamu Oxe-elNeKTPOHHOI CIEKTPOCKOIIT JOCTIKEHO 4-30HAOBI BUMIPIOBAHHS MUTOMOTO HMOBEPXHEBOTO OIOpPY, BUMIPIOBAaHHS
TEMHOBHUX 1 CBITJIMX BOJBT-aMIEPHUX XapaKTEPUCTHK, MOXKIMBOCTI BHKOPHUCTaHHS TOHKOI IUTiBKM PdSi mis oTpuMmanHS ineaisHHUX
HAHOPO3MIPHUX OMIYHHMX KOHTaKTiB Ha noBepxHi Si(111). moeqnanus 3 ioHHUM TpaBieHHAM noBepxHi. [Tokazano, mo rimbuna qudysii
Ni B cucremi Ni-Si (111) cranosuts 400 500 A npu kiMuaTHiit Temnepatypi Ta 70 — 80 A B cucremi Ni-PdSi-Si (111). Skicts omiunoro
KOHTaKTy B OCTAaHHBOMY BHIaJIKy He 3MiHIoeThCs 10 T = 800 K 1 BuTpuMye ocBimiieHicTh cBiTiIOBOro nmotoky 1o F = 1100 k. ITokazano,
1o nuromuii ormip rwiiBku PdSi npoxoants yepe3 minimym mpu T = 900 — 1000 K. Anaii3 oTpiMaHUX pe3yJibTaTiB HABECHO B CTATTI.
KurouoBi ciioBa: amomna ougysisa; omiunuii KOHMaKm, oceimaeHHs ceimuoeum nomoxom, Oxice-cnekmp; RUMOMULL ONIp; HANUIEHHL;
C8IMA0BULL NOMIK, 80IbM-AMNEPHA XAPAKMEPUCIUKA
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A new equation of state (NEOS) for Halides has been developed using the theory of lattice potential and the concept of volume
dependence of the short-range force constant. The derivation of this equation of state involved the use of the third-order approximation
of the lattice potential. A comparative analysis was conducted between the isothermal equations of state, including Vinet EOS,
Murnaghan EOS, Holzapfel EOS, Born-Mie EOS, Birch-Murnaghan EOS, and the newly derived NEOS. The NEOS was used to
analyze the compression behavior of Halides, and it was found that Vinet EOS and NEOS agreed with the experimental data for Halides
up to high compression. However, Murnaghan EOS, Born-Mie EOS, Holzapfel EOS, and Birch-Murnaghan EOS are usually less
sensitive to calculating pressure at high compression. It was also observed that for some Halides, such as NaBr and Nal, Vinet EOS
could not produce results consistent with experimental findings. In contrast, NEOS consistently produced results that matched the
experimental findings for all Halides samples, unequivocally demonstrating its reliability and accuracy.

Keywords: Equation of state (EOS),; Vinet EOS; Murnaghan EOS; Holzapfel EOS; Born-Mie EOS; Birch-Murnaghan EOS; New EOS
(NEOS), Halides

PACS: 64.10.+h, 62.20.de.

1. INTRODUCTION

Studying ionic and mixed crystals under non-ambient conditions is a crucial aspect of materials science. Owing to
their unique properties, ionic crystals and halides, in particular, are scientifically and technologically significant.
Researchers have focused on these materials to better understand their behavior under different conditions [1-3].

Understanding the compression behavior of materials is essential to their application in various fields. The equation
of state (EOS) is crucial to understanding this. Several potentials and equations of state have been developed to estimate
the compression behavior of solids and their thermoelastic properties. These properties are essential in condensed matter
physics, geophysics, and ceramic sciences [4-7].

The EOS formulations are based on three thermodynamic parameters: pressure (P), volume (V), and temperature
(T). In this research, we have tested the validity of different equations of state, including Vinet EOS, Murnaghan EOS,
Holzapfel EOS, Born-Mie EOS, Birch-Murnaghan EOS, and a newly developed isothermal equation of state (NEOS), to
calculate the pressure at different compressions [7-10].

Our research aims to provide a comprehensive understanding of the compression behavior of materials under
different conditions. We hope our findings will contribute to developing more accurate equations of state and potentials
for predicting the behavior of materials under non-ambient conditions [11, 12].

2. METHOD OF ANALYSIS
According to the essential thermodynamics relation [13], the compression-dependent pressure and bulk
modulus By are expressed as

aw
__ 1
dav 1
And
dP d*w
B =V—=y—"_ 2
! av - av? @

where By is the bulk modulus at constant temperature and Wis the crystal lattice potential energy, which can be expressed
as a function of the unit cell volume V. The volume of the unit cell in terms of interatomic separation r is given by

V =k’ ©)

where k is the geometrical factor depending on the structure of the solid. Using equation (3) in the equation (1) and second,
we get
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Using equation (1) and (4) in equation (5) then we get
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Using the standard definition of the short-range force constant A4in terms of the Laplacian operator can be given by
Born and Huang [14],

1| d°Ww 2dw
A=—|—F+——— 7
3| drr v odr
Then equation (6) can be written as
d’W A 4P
R ®)
dv: 3kr 3

The short-range force constant can be expressed as a function of the interatomic separation and lattice volume, and
the volume derivative of 4have been used in studies on the pressure dependence of the dielectric properties [15]. Using
equation (3) and (8), equation (2) can be written as

A 4P
B, = 35233 +T ©))
Where By is the bulk modulus at temperature T.
BT

The pressure derivative of By represented by B, =

B'T: ii_l (Kﬁ_é).,_m_]) (10)
3B, Adv 3] 9B,

To find the volume dependence of 4 we consider

obtained from equation (9) given below

A=4,f (11)

Where A, is volume independent constant and fis a function of V /V,. Now at P = 0,V = V,, we have from equations
(9)and (11)
AO B BOI/OIB

3k2/3 - fo (12)

Where By, is the value of the isothermal bulk modulus at P = 0 and f; is the value of f at V = V. Using the definition of
By and using equation (12) in equation (9), we get

-1/3
P B 4
_V(d_j =0 K xf+—P (13)
dav ). i\ W, 3
On integrating equation (13), we get
43 "
P[Kj :—ijf dv (14)
4 SV,

Equation (14) is the basic equation that leads to the derivation of an EOS. [16]Shanker et al. have shown that the
above formulation is valid for all EOS for different types of solid material [17] that equation (14) yields the Born-Mie
EOS [18, 19-26] and the Brenan-Stacey EOS [27].

The equation of state can be derived by taking the short-range potential function as inverse or exponential form. In
the case of the exponential function, the range force remains finite to the limit of substantial compression (i.e. V /V, —0)

but inverse power function gives infinitely large force. Here, we consider the exponential function f (V/ VO) as
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f:;expo{l—gj (15)

0 0

V
Let yzl—; then

0
f=(1=y) exp(ay)
f=(+y+y + 3+, Yexp(ay)
The integration of f is so complicated then by the approximation f can be written as
f=0+y+y*+y)exp(ay) (16)
AtV =V,, f = f, =1and = 0. Using equation (15) in the (14) then we get
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Where B, bulk modulus at zero pressure.
Integrating equation (17), we get a new EOS as

g {Vj4/3{(a3(l+y+yz+y3)+a2(—3y2—2y—1)+a(6y+2)—6)e“’—(az—az+2a—6)
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Using the boundary condition By = Bjat P = 0and V =1V, inequations (11) and (15), then we obtain

3B, -8
a=——
3

The Vinet EOS, Murnaghan EOS, Holzapfel EOS, Born-Mie EOS and Birch-Murnaghan third order EOS [25-34]
are as follows

P=3B,x7 (1-x)exp{n(1-x)} (19)
Where, x:(V/VO)é and nz%(B(; -1) |

P=3Bx” (1-x)exp[ f(1-x)] 1)
Where x=(V/V; )} and f =%(B; -3) 4 4

st ()6

A el -

The expression given above for P based on different EOS has been used in the present study to obtain the results
discussed in the following section.

3. RESULT AND DISCUSSION
The present work has derived a new equation of state using the concept of third-order approximation of lattice
potential energy, which is given in equation (18). We extended the calculations to the high compression value to validate
our result.
Equations (19), (20), (21), (22), and (23) give the equations of state for Vinet, Murnaghan, Hozapfel, Born-Mie, and
Birch-Murnaghan, respectively.
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To estimate the compression behavior of Halides and test the validity of said EOS, we have taken NaF, NaCl, NaBr,
and Nal samples whose experimental results are available. For computing the compression behavior of different halide
samples, we need the input values of isothermal bulk modulus at zero pressure (B,) and its pressure derivatives (Bg),
which are given in Table 1 [32, 33].

Tablel. Values of input data B, (GPa), By (GPa) all at P=0 [32,33].

Solids By By
NaF 46.5 5.28
NaCl 24 5.39
NaBr 19.9 5.49
Nal 15.1 5.59

The computed results using different EOS for the selected samples of halides are tabulated in Table 2. For further
clarity, we have also calculated the deviation of results obtained from different EOS with respect to the available
experimental results [34, 35]. The variations of compression corresponding to different pressure P (GPa) for other
samples, such as NaF, NaCl, NaBr, and Nal, are shown in Fig. 1, Fig. 2, Fig. 3, and Fig. 4, respectively.
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Figure 1. Compression behavior of NaF with pressure

Figure 2. Compression behavior of NaCl with pressure
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Figure 3. Compression behavior of NaBr with pressure Figure 4. Compression behavior of Nal with pressure

It has also been compared with the experimental results in the respective figures. Deviation plots for different EOS
for corresponding samples are shown in Fig. (5-8), respectively. Based on a comparative analysis of various equations of
state (EOS), it has been observed that the Vinet EOS and New EOS produce pressure values that are closer to the
experimental results than the Murnaghan EOS, Holzapfel EOS, Born-Mie EOS, and Birch-Murnaghan EOS. The analysis
also revealed that the Vinet EOS is only suitable for some samples, while the new EOS consistently works for all the
samples compared to other EOS. In conclusion, the new EOS is recommended for accurate pressure calculations.

From the close observation of results obtained from different equations of state for NaF, it is evident that all the
results are almost the same as experimental values below 14 GPa. Still, above this pressure, the results obtained using all
equations of state deviate from experimental values except Vinet EOS and NEOS. The same situation is observed for
NaCl. However, when observed in the case of NaBr and Nal at higher pressure, the Vinet EOS also deviates from the
experimental results. At the same time, the NEOS is still consistent and very close to the experimental results. The
consistent validity of NEOS is based on the fundamental concept considered during its derivation. The NEOS has been
derived by considering the third-order approximation of lattice potential energy, while in the other EOSs, only up to
second-order approximation has been considered. The choice of third-order approximation not only includes the
vibrational behavior of lattice parameters but also gives it the choice of odd and even numbers of higher degree
approximations to include the change in the material's behavior at their atomic and molecular level at higher compression.
Thus, the consistent NEOS can also be applied to predict the compression behavior of those halides for which the
experimental results are still awaited.
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Figure 5. Percentage deviation of calculated value using Figure 6. Percentage deviation of calculated value using
different EOS with experimental value NaF different EOS with experimental value NaCl
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Figure 7. Percentage deviation of calculated value using Figure 8. Percentage deviation of calculated value using
different EOS with experimental value NaBr different EOS with experimental value Nal
4. CONCLUSIONS

The Present study concludes that Vinet EOS and NEOS help calculate the pressure at different compressions. They
agree with experimental results at the low-pressure range (< 14GPa) at the higher compression, the Vinet EOS deviates
from experimental results. Still, the pressure calculated by NEOS is very close to the experimental values at high
compressions. Thus, NEOS is the best EOS for the theoretical prediction of pressure at high compression for Halides.
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MMPOIHO3YBAHHS 3MIHU TUCKY B I'AJIOIJAX I CTUCHEHHAM
Aoxaii lpakam UlpiBacrasa?, Bpiem Kymap IManpeii®, Mykem Ynaax'sisn
“Kagpedpa ¢izuxu, Incmumym cyyacnux mexnonoeit P. P., Jlakxnay, Inois
bKagedpa ¢izuxu ma mamepianoznascmea, Texnonoziunuii ynieepcumem MMM, Fopaxxnyp (UP), Indis
‘Kagheopa ¢hizuxu, Ilisniuno-Cxionuii pecionanonuil incmumym nayku i mexronozivi (NERIST),
Hipoxcyni (Imanazap) Apynavan-Ilpadew, Inois

Hoge piBusianst crany (NEOS) st ranoreHiziB 6ysio po3po6iieHo 3 BUKOPUCTAHHSIM TEOPii MOTEHIialy IPaTKH Ta KOHLEMNLil 06’ eMHOT
3aJIeKHOCTI KOPOTKOif040i CHIIOBOI MOCTIHOI. BuBeneHHS LbOTO piBHSAHHS CTaHy mepeadadano BUKOPHCTAHHS TPETHOTO TMOPSAKY
HaOJIIKEHHS OTEHLIATy TPAaTKH. Byio mpoBeaeHo MOpIBHAIBHUN aHATi3 MiXK i30TepMIYHUMHE PiBHSAHHSAMHE CTaHy, BKIodaroun EOS
Bine, EOS Mypnarana, EOS Xonsnangens, EOS Bopua-Mi, EOS Bepua-Mypnarana ta HemonasHo orpuMmany NEOS. NEOS
BHUKOPHCTOBYBABCS ISl aHANI3y IOBEIIHKM CTHCHEHHS rajoreHifiB, i Oymo BusBieHo, mo Vinet EOS 1 NEOS ysromkyorbes 3
CKCTIICPUMEHTAIBHUMH JTAHUMH JIJIsl TAJOTCHIAiB 10 BHcOkoro crucHeHHs. Omnak EOS Mypuarana, EOS Bopua-Mi, EOS
Xonbuangens ta EOS bepua-MypHarana 3a3Buuaii MEHII YyTJIMBI JO OOYHMCIICHHS TUCKY IIPHU BHCOKOMY CTHCHEHHI. Byno Takox
MOMIYeHO, LIO /Ul JEsKUX rajoreHiniB, takux sk NaBr i Nal, Vinet EOS He Moxxe patu pe3yibTaTd, sKi BiAIOBiZalOTh
eKcIepuMeHTaNbHUM BuUCHOBKaM. Hasmaku, NEOS mnocnioBHO [aBaB pe3ynbTaTH, sKi 30iraaucst 3 eKCIEepHUMEHTAIbHUMHU
pe3yabpTaTaMu IS BCiX 3pa3KiB rajoifiB, HEIBO3HAYHO JEMOHCTPYIOUH CBOKO HaIIHHICTh 1 TOUHICTb.

Kurouosi cinoBa: pisnauna cmany (EOS); Vinet EOS; Murnaghan EOS; Holzapfel EOS; Born-Mie EOS, bipu-Myprnazan EOS, Hosuil
EOS (NEOS); eanoiou
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In this work, the photoconductivity (PC) spectrum of thin CdSe films was studied. In the course of studies on glass substrates, thin
films of cadmium and selenium with a thickness of 2 = 200 nm and 4 = 400 nm were selected. The thickness of the samples obtained
by chemical deposition was determined by the gravimetric method. Since CdSe crystal is a light-sensitive semiconductor material,
the photoconductivity of thin films has been studied. The spectra obtained during studies carried out at a wavelength 1 = 600-1100
nm were analyzed. It has been established that the spectrum is chaotic, since in the # = 200 nm layers the phase is not completely
formed. In the layers 2 = 400 nm, a maximum centered at the wavelength 2 = 710 nm was recorded.

Keywords: Chemical deposition; CdSe; Thin film, Photoelectricity spectrum; Band gap

PACS: 73.50.Pz, 73.61.—r

INTRODUCTION

Chalcogenide semiconductors occupy a special place among functional materials. Their interesting electrical and
optical properties have been widely studied. It is established that changing the atoms in this crystal structure causes a
change in the electronic configuration. Therefore, both the crystal structure and the electronic structure of chalcogenides
are studied theoretically and experimentally [1-5]. The study of crystal structure, phase transitions and electronic
processes determines the possibilities of using these materials. It is very important to study these processes in binary
semiconductors, obtain new systems with cation-cation and anion-anion substitutions in these compositions, and predict
and control in advance the processes occurring in these systems [6-9].

Cadmium selenide is one of the most studied chalcogenide semiconductors. This compound crystallizes in various
modifications. It has been established that CdSe is an n-type semiconductor substance; in the sphalerite phase, this
compound has a cubic crystal structure with space group F43m and E,; = 1.74 eV [10]. In the wurchite phase, it has a
hexagonal crystal structure with space group P63mc and E, = 1.80 eV [11]. Therefore, this material is used when
purchasing various converters and solar panels in modern electronics.

Recently, electronic processes in thin layers of semiconductor materials have been studied. It has been established
that materials retain their structural properties when producing thin layers [12,13]. The discovery of functional
properties at small sizes makes it possible to obtain smaller converters based on them, which leads to the
miniaturization of instruments and devices. Therefore, both the structural properties and various physical properties of
thin layers of CdSe compounds are studied using modern research methods [14-17]. The processes of phase formation
in thin layers of this compound were studied in the course of structural studies carried out by X-ray diffraction. It has
been established that with increasing thickness, the process of phase formation begins in thin layers of cadmium
selenide, and the phase corresponding to the CdSe compound is completely formed in the resulting layers with a
thickness of & = 400 nm [14]. Although both the structural properties and a number of optical properties of these thin
films have been studied, the photoelectric properties have not been studied. Interesting optical properties have also been
discovered for thin CdS films with similar chemical shape and physical properties [17, 18]. Thus, CdSe thin films are
expected to exhibit interesting photovoltaic properties with potential for practical applications.

It is known that the process of phase formation in thin CdSe films occurs at # > 400 nm. Therefore, to study the
photoelectric properties, one sample from each phase was selected. The photoelectric properties of thin films with a
thickness of # = 200 nm and / = 400 nm, obtained by chemical deposition on glass substrates, have been studied. In the
course of research, the influence of phase formation processes in thin CdSe films on photoelectric properties was
established.

EXPERIMENTAL PART
During the research, thin CdSe films obtained by chemical deposition were studied. The starting materials are
designed to produce thin layers with a thickness of # < 400 nm and # > 400 nm. The solution used for chemical
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deposition of the CdSe thin film was prepared by taking equal amounts of each of the components (13 ml volume):
0.5M cadmium chloride (CdClyx2.5H,0), 134 M (25%) sodium hydroxide (NH3OH), 7.4 M triethanolamine
(C¢HsNO3) and 0.2 M sodium selenosulfate (Na,SSeOs). The chemical precipitation process was carried out in a 60 ml
beaker at room temperature. The technology for producing thin layers was carried out according to work [14]. Thin
films of CdSe were obtained on glass substrates. The thickness of the resulting layers was determined by the
gravimetric method. It was found that the thickness of the resulting thin CdSe films was 4 = 200 nm and 4 = 400 nm.

Thin CdSe films were examined by X-ray diffraction to determine structure formation. The studies were carried
out on a D8 Advance diffractometer (Bruker, Germany) with CuKa radiation, 40 kV, 40 mA (1 = 1.5406 A). The
resulting spectra were analyzed in the Origin program and the Miller indices corresponding to the diffraction maxima
obtained in the X-ray diffraction spectra were determined.

The photoconductivity spectrum of thin CdSe films obtained by chemical deposition was studied in an optical
device based on an MDR-2 monochromator. The studies were carried out at room temperature, in the wavelength range
A=600-1100 nm. A PZh-27 lamp with a vertical wire was used as a light source, and the photosignal generated when
the thin layer was exposed to light was amplified by an E6-13 teraohmmeter and entered into a computer system. Silver
paste was used to create thin layers of ohmic contacts. Based on the spectrum obtained during the research, the
photoconductivity of thin CdSe layers with thicknesses # = 200 nm and 4 = 400 nm was recorded, and the band gap for
CdSe was determined.

RESULTS AND DISCUSSIONS
A structural-phase analysis of thin CdSe films with a thickness of # = 200 nm and %# = 400 nm, obtained by
chemical deposition, was carried out. The spectra obtained by X-ray diffraction in the range of diffraction angles
5°<26 < 80° are shown in Fig. 1. As can be seen from the spectra, two different diffraction maxima were observed in a
thin CdSe layer with a thickness of # = 200 nm, and three different diffraction maxima were observed in a thin CdSe
layer with a thickness of # = 400 nm.

1,2x10° 2

(220)

8,0x10° G11) 400 nm

()

Intensity, a.u.

4,0x10*

0,0

10 20 30 40 50 60 70 80
2 theta, degree

Figure 1. X-ray diffraction spectra of CdSe thin films at room temperature

When comparing the X-ray diffraction spectra shown in Figure 1 with the results obtained in previous studies, it
was found that the center of the peak in the spectrum of a thin film with a thickness of 2 = 200 nm, located at a
diffraction angle of 26 = 25°, corresponds to the atomic planes belonging to the indices Miller in the crystal structure of
hexagonal symmetry (111) of the CdSe compound. The central peak, located at the diffraction angle 26 = 43°,
corresponds to the atomic planes belonging to the Miller indices in the crystal structure of the CdSe compound with
hexagonal symmetry (220) [19]. In thin CdSe films, in the spectrum of a thin film with a thickness of # = 400 nm,
another diffraction maximum was observed at a central diffraction angle of 26 = 50°, which corresponds to the atomic
plane of the Miller index (311). It is known that in thin layers the structural properties are weaker than in bulk crystals.
As can be seen from the analysis of the spectra presented in Fig. 1, in each of the thin layers a phase corresponding to a
CdSe crystal was formed. However, better structural properties were found in a thin film with a thickness of # =400 nm
than in a thin film with a thickness of # =200 nm.

The photoconductivity spectrum of thin CdSe films obtained on a glass substrate by chemical deposition was also
studied. Photoconductivity spectra of thin CdSe films with thicknesses # = 200 nm and 4 = 400 nm, obtained at a
wavelength 4 = 600-1100 nm, are presented in Figures 2 and 3. A two-component photoconductivity model was used to
interpret photoconductivity spectra and determine the properties of thin films [20]. According to this model, the
photocurrent generated in a thin CdSe film consists of a positive component generated in the bulk of the film and a
negative component generated on the surface of the film and heavily occupied by surface traps. During these processes,
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at certain wavelengths of light incident on the surface of a thin layer, a decrease in photoconductivity is detected due to
the capture of charge carriers by traps.
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Figure 2. Photoconductivity spectrum of a thin CdSe film Figure 3. Photoconductivity spectrum of a thin CdSe film
obtained with a thickness h = 200 nm obtained with a thickness 2 = 400 nm

At small values of the thickness of thin layers (4 = 200 nm), a sharp decrease in photoconductivity due to
self-damping was recorded. As can be seen from the graph in Figure 2, chaos was observed over a wide range
of wavelengths of the incident beam. This process can be explained by the incomplete formation of the CdSe phase in
the thin film. As a result of defects in the structure of the thin layer and the capture of charge carriers by these defects,
the special properties of the CdSe compound are not fully formed. A different picture was observed in the PE spectrum
of a thin CdSe layer with a thickness of # = 400 nm. From the graph shown in Fig. 3, it is clear that this sample is
photosensitive in the wavelength range 4 = 700-900 nm and a photoconverter can be manufactured on its basis. The
spectrum recorded a maximum with wavelength 2 = 0.71 um. Based on this maximum, the band gap of a thin CdSe film
with a thickness # = 400 nm was calculated:

Ey =124/ dar (V)

It was found that the band gap of this sample is E, = 1.746 eV.

In the course of a comparative study of the structure and photoconductivity of thin films of cadmium selenide
obtained by chemical deposition, it was found that the CdSe phase cannot be completely formed in these systems up to
a thickness /2 < 400 nm. Therefore, it is impossible to obtain a photosensitive system of this size. At greater thickness,
a cadmium-selenium phase may form and the photoelectric properties of cadmium-selenium may appear. Such systems
provide a wide range of applications for CdSe thin films.

CONCLUSIONS
In parallel, the structure and photoconductivity of thin films of cadmium selenide obtained by chemical deposition
were studied, and the structural aspects of photoconductivity were studied in a comparative manner. During the
research, thin films with a thickness of # = 200 nm and /4 = 400 nm, obtained on glass substrates, were studied.
The results obtained were analyzed and it was found that a thin layer of CdSe with 2 = 400 nm is a photosensitive
substance in the spectral region of 4 = 700-900 nm. The band gap was E; = 1.746 eV. As the thickness of the thin layer
decreases, photosensitivity sharply decreases due to the capture of charge carriers by traps on its surface.
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JOCJIZKEHHSA @OTOIPOBIJHOCTI TOHKHUX IVIIBOK CEJIEHIZY KAJIMIIO,
OTPUMAHUMX XIMIYHUM OCA’KEHHSIM
JILH. I6parimosa?®, H.M. Aoaymaaes®, H.A. TapaaméeiioBa?, A.C. Aanexnepos®?, C.P. AzimoaP®, F0.I. Anies?
“Haxiuesancvruil Oepoicasruil yrisepcumem, Haxiveeann, AZ-7012, Azepbaiioscan
bIuemumym ¢pizuxu Minicmepemea nayxu i oceimu Azepéatiooicany, Baxy, AZ-1143, Azepbaiioncan
“Azepbatioxcancokuil deporcasHuil nedazoeiunuil ynisepcumem, baxy, AZ-1000, Azepbaiiorcan
Baxionoxacniticokuti ynisepcumem, baxy, AZ-1001, Azepbationcan

V nauiit po6orti gocnimkeno crektp ¢oromnposignocti (PIT) Tonkux miiBok CdSe. Y xoai nociikeHb Ha CKISTHUX MAKIaAKax Oyiu
BiZiOpaHi TOHKI IUIiBKM KaaMito Ta ceieHy ToBiiuHo h = 200 HM Ta h = 400 HM. ToBuIMHY 3pa3KiB, OTPUMAHHUX XIMiYHUM
OCaKEHHAM, BH3HAYAIH IpaBiMeTpuaHUM MeTooM. Ockinbku kpructan CdSe € CBITIOUYTAMBAM HAIiBOPOBITHUKOBUM MaTepiaoM,
JIOCTIKYBaH (POTOMPOBIAHICTS TOHKHX IUTIBOK. [IpoaHanizoBaHo COEKTPH, OTPUMaHIi Mij Yac JOCIiIKeHb, TPOBEACHUX Ha JOBXKHHI
xuii A = 600-1100 M. BeranoBneHo, mo CIeKTp € XaOTHYHUM, OCKLUTBKH B mapax h = 200 M ¢a3a chopmMoBaHa HE HOBHICTIO. Y
mapax h = 400 M 3a¢ikcoBaHO MaKCHMYM 3 IIEHTPOM Ha JOBKHUHI XBII A = 710 HM.
Kurouosi cinoBa: xiviune ocadoscenns; CdSe; monka naiska, ¢homoenrexmpuunuil CneKmp, 3a3op
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In recent years, advances in optoelectronics and electronics have prioritized optimizing semiconductor device performance and
reducing power consumption by modeling new semiconductor device geometries. One such innovative structure is the radial p-n
junction structure. In this work, we present a concept that submicron three-dimensional simulations were conducted on radial p-n
junction structures based on GaAs material to investigate the influence of temperature ranging from 250K to 500K with a step of 50K
on the electrophysical distribution, such as space charge, electro-potential, and electric field, in radial p-n junction structures, as well
as various forward voltages. In particular, we focus on the shell radius within the structure: 0.5 pm and 1 um for the shell. The modeling
results were compared with the results obtained from solving the theoretical Poisson equation in the cylindrical coordinate system.
Keywords: Core-shell; Radial p-n junction; Cylindrical coordinates; Space charge density;, Gallium Arsenide (GaAs)

PACS: 73.40.Lq, 73.61.Cw, 73.61.Ey, 72.20.Jv

INTRODUCTION

Until now, modern scientific publications on semiconductor electronic devices have mainly focused on planar
structures of p-n and p-i-n junction structures. On the other side, in recent years, theoretical [1-3] and practical [4,5]
studies and modeling semiconductor devices, have made it possible to explore new geometric configurations, revealing
intriguing and unexplored electrical properties. One such configuration is the radial structures of p-n and p-i-n junction
structures and so on.

Although planar p-n and p-i-n junction structures offer numerous advantages, such as ease of fabrication, they also
have limitations, such as limited active surface area [6]. This limitation can impact performance in applications where
intense charge carrier interactions are critical such as detectors [7]. Additionally, in optoelectronic devices, planar p-n and
p-i-n junction structures may exhibit limited light-matter interactions compared to their 3D counterparts [8].

Hence, studying the electrical and optical characteristics of novel geometric structures becomes essential. Radial
designs of p-n and p-i-n junctions offer several advantages compared to their flat counterparts. First, radial p-n and p-i-n
junction structures offer increased surface area, which improves the interaction between charge carriers and potentially
improves device performance [9]. Moreover, in some photonic applications, radial structures exhibit superior light
absorption characteristics compared to planar structures. Additionally, radial configurations can reduce series resistance,
thereby increasing the overall efficiency of the device [10]. Indeed, depending on the intended application of the
semiconductor electronic devices, the implementation of various modifications can lead to new effects and further
advances. Hence, the study of the electrophysical and optoelectrical features of radial p-n and p-i-n junction structures is
becoming a critical area of research. Experimental methods for growing radial p-n and p-i-n junction structures using
GaAs material have been studied for several research purposes [11-14].

Various methods for fabricating radial pn junction structures have emerged, including vapor-liquid-solid (VLS) [15],
chemical vapor deposition (CVD) [16], and plasma-enhanced chemical vapor deposition (PECVD), [17] and metal
chemical etching (MACE) [18]. Using these techniques, researchers have successfully created structures such as nanowire
arrays [19], nanocones [20], and micropillars [21] designed for enhanced light absorption in radial p-n and p-i-n junction
configurations.

This arrangement provides many advantages. For example, the design of a radial p-n junction aligns the direction of
light absorption perpendicular to the direction of minority carrier transport. This configuration allows the cell to maintain
sufficient thickness to effectively absorb light while simultaneously providing a short path for carrier collection. This
design is suitable for highly integrated optoelectronic devices such as solar cells [22], biosensors, memories [23], light
emitting diodes (LEDs) [24], radial photodiodes, high electron mobility transistors [25] and field effect transistors [26].

Despite significant advances in the theory and application of radial p-n junctions and p-i-n junctions, unresolved
problems remain, especially regarding the electrophysical distributions, such as space charge density, electric potential,
and electric field, in radial p-n junction structures as well as various forward voltages at different radii and over a wide
temperature range. In addition, the injection of minority charge carriers has practically not been studied in scientific
works. The electrophysical distributions in planar p-n and p-i-n junction structures intended for sensor devices have been
extensively studied [27]. However, the electrophysical distributions in radial p-n and p-i-n junction structures have not

Cite as: J.Sh. Abdullayev, L.B. Sapaev, East Eur. J. Phys. 3, 344 (2024), https://doi.org/10.26565/2312-4334-2024-3-39
© J.Sh. Abdullayev, I.B. Sapaev, 2024; CC BY 4.0 license


https://doi.org/10.26565/2312-4334-2024-3-39
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0001-6110-6616
https://orcid.org/0000-0003-2365-1554

345
Optimization of the Influence of Temperature on the Electrical Distribution of Structures... EEJP. 3 (2024)

been fully explored. Hence, it is imperative to investigate the dependence of electrophysical distributions in radial p-n
and p-i-n junction structures on various external parameters.

Thus, our research efforts in this work are focused on the in-depth study and modeling of the electrical properties
of radial p-n junction structures using GaAs material, known for its bandgap suitability for optoelectronic devices. Given
the wide bandgap of GaAs (Eg = 1.42¢V), it is widely used in semiconductor optoelectronics. The simulation results are
compared with the solutions obtained by solving the Poisson equation in a cylindrical coordinate system at different
temperatures [28]. Section METHODS AND MATERIAL provides an overview of the sample geometry, and material
characteristics, as well as methodological studies of the distribution of space charge density, electric potential, and electric
field. Section RESULTS AND DISCUSSION details the results of our new model and discusses its implications.

METHODS AND MATERIAL
In this study, submicron three-dimensional simulations were conducted on radial p-n junction structures based on GaAs
material to investigate the influence of temperature ranging from 250K to SO0K with a step of 50K on the electrophysical
distribution, such as space charge, electro-potential, and electric field, in radial p-n junction structures, as well as from 0 to
1 Volt forward voltages. In particular, we focus on the shell radius within the structure: 0.5 pym and 1 um for the shell.

METHODS AND THEORETICAL BACKGROUND
At the same time, it is required to solve the Poisson equation to determine the appearance of electrophysical
distributions in the Panar and Radial p-n and p-i-n transition structures and to study the influence of external factors on
the electrophysical distributions. Taking into account that electrophysical distributions in radial p-n and p-i-n junction
structures and the mechanism of current flow in them are hardly studied, we solve Poisson's equation in the cylindrical
coordinate system. The three-dimensional Poisson's equation in cylindrical coordinates is given by Eq. (1):

2 2 2
o) 1000) | 1 800 Do) __ p(0.2) O
or r or r 00 0z &g,
Here, r represents the radial dimension, z denotes an axial dimension, 6 signifies an azimuthal angle, p(r) represents
charge density, and ¢(r) stands for electrostatic potential. If Poisson's equation is expressed solely for one radial
dimension, it appears as follows Eq. (2a) and (2b):

Fo(r)  100(r) __p(r) (2a)

2
or r or &g,

dE(r) N dE(r) _ p(r)
dr r &g,

(2b)

Where E(r) represents the electric field, € denotes the permittivity of the semiconductor material, for GaAs € is 12.9,
g0 =8.85-10"!2 F-m! vacuum permittivity. By solving the second-order differential equation, we can determine the
following distributions in the radial dimension from Eq. (3a) and (3b): p(r) represents the charge density, ¢(r) denotes the
electrostatic potential, and E(r) signifies the electric field. Through this process, distributions in radial p-n and p-i-n
junction structures can be determined.

_p(r)-r?

0

o(r)= +C,-In(r)+C, (3a)

E(ry=—""L =200 5 (3b)

To achieve this, it is necessary to establish the initial and boundary conditions for solving the second-order
differential equation, identify C; and C,, and find the solutions individually of electrostatic potential and electric field. We

introduce the conditions as follows: E(R/2+r,)=0, E(R/Z—rp) =0, go(R/Z—rp) =0 ¢(R/2+r1,)=¢,. Here g is

built potential, for ¢x =1.28 Volt GaAs, 1, and r,, are border radial dimensions of depletion region respectively core (p-
type) and shell (n-type) side. See Figure 1 to understand the radial distance here.

E(-R<r<-r,)=0 and EQ0<r<r,)=0 (5a)
E(r<r<r)=TNa(pip) (5b)
P 2 80 4
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E(—rp<r<—rn)=—qND (r—r) (5¢0)

2s¢,
E(-r,<r<0)=0and E(, <r<R)=0 (5d)

Expressions (5a), (5b), (5¢), and (5d) are obtained by solving expression (3b) using integrals with the initial
conditions stated above. The solutions to these derived equations are presented graphically in Figure 4. The graphs in the

next section were obtained from the solutions of these equations. Here, Majority carrier concentration p, = n,= Na=
2 2

Np=2-10'¢ cm™, minority carrier concentration p, =——, n, =——. Here n;is instrinsic concentration, n=1.7-10% cm?
D A

2
} and yp=400[

respective literature values and the functional parameters of GaAs material are sourced from the following literature [29].

2
cm

V-s

for GaAS. Electrons and holes mobility g, =8500L(;m } for GaAs align closely with their

+ T
Tp 0 I'p n

Figure 1. 2D cross-section of the radial p-n junction. The light grey area signifies the p-type GaAs, while the dark grey area represents
the n-type GaAs. The black field indicates the Ohmic contact prepared with Al. Here e” and e* denote electrons and holes respectively,
while » denotes the radial dimension. R is the radius of the shell.

We aim to explore the electrophysical characteristics of an individual radial p-n junction structure at a submicron
scale, considering both the periodic recurrence of radial structures within submicron dimensions and the cyclical nature
of electrophysical processes occurring within them. In this paper, we assume that donor and acceptor ions are completely
ionized within the chosen temperature range. Additionally, we have selected the symmetric p-n junction with complete
ionization, where p = n = Ny= Np=2e16 ¢cm>. In particular, we focus on the core and shell radii within the structure:
R=0.5 um and R=1 um for the shell. In both cases, the core radius, denoted by R/2 is chosen to be equal to half the shell
radius. This choice enables us to consider the symmetric electrical distribution. Semiconductor electronic devices heavily
depend on the operational efficiency of the p-n junction. Therefore, this study is dedicated to examining the electrical
distribution occurring within the radial p-n junction. We did not include the electrical distribution within the substrate in
this analysis. The results obtained from the models and samples employed in this section are thoroughly presented and
scrutinized in Section RESULTS AND DISCUSSION.

RESULTS AND DISCUSSION
This section presents graphs illustrating the variations of current I with voltage U and their analysis as the
temperature changes from 250K to 500K in 50K increments. Additionally, it includes distributions of electrophysical
properties such as space charge density, electrostatic potential, and electric field.

Distributions of Electrophysical Parameters
The maximum value of charge density is dependent on doping concentration and is not influenced by geometric
parameters by Equation (2). Hence, So, regardless of whether the radius is 0.5 um or 1 pm, the maximum value of charge
density remains the same. Indeed, the change in radius alters the charge distribution in radial p-n junction structures, as
illustrated in Figure 2. The change in charge distribution within the core-shell terminal is observed from -0.8 um
to -0.4 um and from 0.4 pm to 0.8 pm d~0.4 um within the depletion region thickness, d is representing the depth of the
depletion region. With the increase in temperature, the charge density of carriers also increases.
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Figure 2. Distribution of space charge density p(7) [cm™] across radial p-n junction structure by radial dimension
a) corresponding to R =0.5 pm and b) corresponding to R =1 um based on GaAs.

In Figure 2, it's evident that the charge distribution within the thickness of the shell remains uniform for both
R=0.5 pym and 1 pm, whereas it varies within the thickness of the core. This observation can be attributed to the difference
in charge distribution within the core, which ultimately constrains the charge density [30-33]. The distribution of
electrostatic potential under the influence of forward voltage shows that potential changes are predominantly observed in
the depleted regions of both the core and shell. Other areas show minimal changes.

From the expression for E(r)=—dg(r)/dr it's evident that the electrostatic field reaches its maximum value at

locations where changes in charge density and electrostatic potential occur, as depicted in Figures 2 and 3. Additionally,
the electrostatic field increases with rising temperature and the radius of the shell.
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Figure 3. Distribution of Electrostatic potential ¢(7) across radial p-n junction structures by radial dimension
a) corresponding to R =0.5 pm and b) corresponding to R =1 pm based on GaAs.
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Figure 4. Distribution of Electric field E(r) across radial p-n junction structures by radial dimension in 1D system
a) corresponding to R =0.5 pm and b) corresponding to R =1 um based on GaAs.
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It represents the dependence of the electric field distribution on the 1D radial dimension, showing that the electric field
has a high value at the p-n junction. In case a) corresponding to R= 0.5 pm, the electric field value is 30 kV/m, while in case
b) at R=1 um, the electric field reaches a maximum value of 45 kV/m. To explain this situation, we approach it as follows:
the change in electrostatic potential and the value of the space charge density are considered by taking a large value.

Analyze I-U-T Curves
The current transport mechanism in p-n junction structures can often be discerned by analyzing the representation
of the I-U curve on a semi-logarithmic graph. Therefore, we illustrated a semi-logarithmic I-U curve in Figure 3. Upon



348
EEJP. 3 (2024) Jo ‘shqin Sh. Abdullayev, et al.

observing the volt-ampere characteristics, it becomes evident that the current transport mechanism remains consistent
despite variations in radius. However, the current values vary, a phenomenon attributed to changes in geometric size. In
semiconductor electronic devices, the analysis of the I-U curve is critical for assessing the quality of the selected sample
for a model. This curve provides valuable insights into the device's performance, aiding in the identification of any
irregularities or inefficiencies that may affect its functionality. The semi-logarithmic scale of the I-U curve can fully
elucidate the current flow mechanism, hence its utilization in our representation. However, a noteworthy observation
reveals that the current transport mechanism does change with temperature variations. Figure 5 demonstrates this
phenomenon: At low voltages up to 0.4 V, the recombination-generation mechanism predominates. In the voltage range
from 0.4 to 0.8 V, the drift-diffusion mechanism prevails. Beyond these ranges, the phenomenon of high injection is
observed, extending up to 1 volt.
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Figure 5. depicts the semi-logarithmic current-voltage characteristics for a GaAs-based p-n junction, with
a) R=0.5 pm and b) R =1 pm respectively.

At homogeneous values of temperature and forward voltage, at different values of radius R=0.5 um and R=1 um,
the current transport mechanism remained unchanged, and the value of the current increased. This situation can be
explained by the increase of the current passing active surface with the change of geometric size.

CONCLUSIONS

In summary, the maximum value of the charge density depends on the doping concentration and is independent of
geometric parameters. This finding suggests that both nano- and micro-scale pn junctions exhibit the same maximum
charge density at equivalent concentrations. Under uniform temperature and forward voltage conditions, different radii
(R=0.5 um and R=1 um) do not alter the current transfer mechanism, but they do increase the current value. This can be
attributed to the increase in the current-carrying active surface area with changes in geometric size. Analysis of the I-U
curve in the model reveals that the current transport mechanism remains consistent across different radii in radial p-n
junction structures. However, an interesting observation indicates that the current transport mechanism does change with
temperature variations. In Figure 5, I-U curve 5 illustrates that at low voltages (up to 0.4 V), the recombination-generation
mechanism predominates, while in the range of 0.4 to 0.8 V, the drift-diffusion mechanism prevails. In other cases, the
phenomenon of high injection is observed up to 1 volt. In future studies, we will explore the C-U characteristic using this
model.

ORCID
Jo‘shqin Sh. Abdullayeyv, https://orcid.org/0000-0001-6110-6616; ©Ibrokhim B. Sapaev, https://orcid.org/0000-0003-2365-1554

REFERENCES

[11 Sh. Qian, S. Misra, J. Lu, Z. Yu, L. Yu, J. Xu. J. Wang, et al, Appl. Phys. Lett. 107, 043902 (2015).
https://doi.org/10.1063/1.4926991

[2] E. Gnani, A. Gnudi, S. Reggiani, and G. Baccarani, IEEE Trans. Electron Devices, 58(9), 2903 (2011).
https://doi.org/10.1109/TED.2011.2159608

[3] Z. Arefinia, A. Asgari, Solar Energy Materials and Solar Cells, 137, 146 (2015). https://doi.org/10.1016/j.s0lmat.2015.01.032

[4] O.V.Pylypova, A.A. Evtukh, P.V. Parfenyuk, L.I. Ivanov, I.M. Korobchuk, O.0. Havryliuk, and O.Yu. Semchuk, Opto-Electronics
Review, 27(2), 143 (2019). https://doi.org/10.1016/j.0pelre.2019.05.003

[5] R. Ragi, RVT. da Nobrega, U.R. Duarte, and M.A. Romero, IEEE Trans. Nanotechnol. 15(4), 627 (2016).
https://doi.org/10.1109/TNANO.2016.2567323

[6] R.D. Trevisoli, R.T. Doria, M. de Souza, S. Das, I. Ferain, and M.A. Pavanello, IEEE Trans. Electron Devices, 59(12), 3510
(2012). https://doi.org/10.1109/TED.2012.2219055

[7] N.D. Akhavan, 1. Ferain, P. Razavi, R. Yu, and J.-P. Colinge, Appl. Phys. Lett. 98(10), 103510 (2011).
https://doi.org/10.1063/1.3559625

[8] A.V.Babichev, H. Zhang, P. Lavenus, F.H. Julien, A.Y. Egorov, Y.T. Lin, and M. Tchernycheva, Applied Physics Letters, 103(20),
201103 (2013). https://doi.org/10.1063/1.4829756



349
Optimization of the Influence of Temperature on the Electrical Distribution of Structures... EEJP. 3 (2024)

[91 D.H.K.Murthy, T. Xu, W.H. Chen, A.J. Houtepen, T.J. Savenije, L.D.A. Siebbeles, et al., Nanotechnology, 22(31), 315710 (2011).
https://doi.org/10.1088/0957-4484/22/31/315710

[10] B. Pal, K.J. Sarkar, and P. Banerji, Solar Energy Materials and Solar Cells, 204, 110217 (2020).
https://doi.org/10.1016/j.s0lmat.2019.110217

[11] 1. Aberg, G. Vescovi, D. Asoli, U. Naseem, J.P. Gilboy, C. Sundvall, and L. Samuelson, IEEE Journal of Photovoltaics, 6(1), 185
(2016). https://doi.org/10.1109/JPHOTOV.2015.2484967

[12] P. Dubey, B. Kaushik, and E. Simoen, IET Circuits, Devices & Systems, (2019). https://doi.org/10.1049/iet-cds.2018.5169

[13] M.-D. Ko, T. Rim, K. Kim, M. Meyyappan, and C.-K. Baeck, Scientific Reports, 5(1), 11646 (2015).
https://doi.org/10.1038/srep11646

[14] AM. de Souza, D.R. Celino, R. Ragi, and M.A. Romero, Microelectronics J. 119, 105324 (2021).
https://doi.org/10.1016/j.mejo.2021.105324

[15] M.C. Putnam, S.W. Boettcher, M.D. Kelzenberg, D.B. Turner-Evans, J.M. Spurgeon, E.L. Warren, et al., Energy & Environmental
Science, 3(8), 1037 (2010). https://doi.org/10.1039/COEE00014K

[16] S. Osono, Y. Uchiyama, M. Kitazoe, K. Saito, M. Hayama, A. Masuda, A. Izumi, et al., Thin Solid Films, 430, 165 (2003).
https://doi.org/10.1016/S0040-6090(03)00100-7

[17] R. Elbersen, R.M. Tiggelaar, A. Milbrat, G. Mul, H. Gardeniers, and J. Huskens, Advanced Energy Materials, 5(6), 1401745
(2014). https://doi.org/10.1002/aenm.201401745

[18] A.A.Leonardi, M.J.L. Faro, and A. Irrera, A Review. Nanomaterials, 11(2), 383 (2021). https://doi.org/10.3390/nano11020383

[19] A. Yesayan, F. Jazaeri, and J.-M. Sallese, IEEE Trans. Electron Devices, 63(3), 1368 (2016).
https://doi.org/10.1109/TED.2016.2521359

[20] Y.Li, M. Li, P. Fu,R. Li, D. Song, C. Shen, and Y. Zhao, Scientific Reports, 5(1), 11532 (2015). https://doi.org/10.1038/srep11532

[21] J.C. Shin, D. Chanda, W. Chern, K.J. Yu, J.A. Rogers, and X. Li, IEEE Journal of Photovoltaics, 2(2), 129 (2012).
https://doi.org/10.1109/JPHOTOV.2011.2180894

[22] D. Choi, and K. Seo, Advanced Energy Materials, 11(5), 2003707 (2021). https://doi.org/10.1002/aenm.202003707

[23] M. Shahram, T. Iman, and N.R. Mahdiyar, Optical and Quantum Electronics, 54(2), 115 (2022). https://doi.org/10.1007/s11082-
021-03499-2

[24] Bryan Melanson, M. Hartensveld, C. Liu, and J. Zhang, AIP Advances, 11(9), 095005 (2021). https://doi.org/10.1063/5.0061381

[25] Y. Xiao, B. Zhang, H. Lou, L. Zhang, and X. Lin, IEEE Trans. Electron Devices, 63(5), 2176 (2016).
https://doi.org/10.1109/TED.2016.2535247

[26] B.Liu, J.Wang, Z. Li, Z. Sun, C. Li, J-M. Seo, J. Li, et al, Nano Energy, 126, 109611 (2024).
https://doi.org/10.1016/j.nanoen.2024.109611

[27] R.K. Patnaik, and D.P. Pattnaik, in: 2016 International Conference on Signal Processing, Communication, Power and Embedded
Systems (SCOPES), (Paralakhemundi, India, 2016). https://doi.org/10.1109/SCOPES.2016.7955628

[28] A.C.E. Chia, and R.R. LaPierre, J. Appl. Phys. 112, 063705 (2012). https://doi.org/10.1063/1.4752873

[29] S.M. Sze, and K.K. Ng, Physics of Semiconductor Devices, Third Edition, (John Wiley & Sons, Inc., 2007).

[30] G.E. Cirlin, V.G. Dubrovskii, I.P. Soshnikov, N.V. Sibirev, Y.B. Samsonenko, A.D. Bouravleuv, J.C. Harmand, et al., Phys. Status
Solidi (RRL), 3, 112 (2009). https://doi.org/10.1002/pssr.200903057

[31] TJ. Kempa, R.W. Day, S.-K. Kim, H.-G.Park, and C.M. Lieber, Energy Environ. Sci. 6(3), 719 (2013).
https://doi.org/10.1039/c3ee24182c

[32] M.I. Khan, LK.M.R. Rahman, and Q.D.M. Khosru, IEEE Trans. Electron Devices, 67(9), 3568 (2020).
https://doi.org/10.1109/TED.2020.3011645

[33] D.R. Bachman, S.E. Park, S. Thaveepunsan, J.S. Fitzsimmons, K.-N. An, and S.W. O’Driscoll, Journal of Orthopaedic Trauma,
1 (2018). https://doi.org/10.1097/BOT.0000000000001278

OHNTUMI3ZALLS BILTMBY TEMIIEPATYPH HA EJIEKTPUYHMI PO3IOALI KOHCTPYKIIA
13 PAITAJTBHUMH CTPYKTYPAMH P-N IIEPEXOY
Hoxomikin 1. A6ayanaes?, Iopoxiv b. Canae®®
“Hayionanenuti 0ocrionuyskuil ynisepcumem TIIAME, ¢hizuxo-ximiunuii paxynemem, Tawxenm, Y36exucman
b3axiono-Kacniticokuil ynieepcumem, nayxkosuti cniepodimnux, baxy, Azepbaiioscan

OcTaHHIMH pOKaMH JIOCATHEHHS B ONTOEGNEKTPOHIL Ta eJIEKTPOHINi BiIJalOTh IIepeBary ONTHMI3alil NPOXYKTHBHOCTI
HAMiBIPOBIHUKOBUX MPUCTPOIB 1 3HMKCHHIO CHEPrOCHOKUBAHHS [UISIXOM MOCIIOBAHHS HOBHX I'€OMETpiil HaIiBIPOBITHUKOBHX
npuctpoiB. OpHi€I0 3 TakMX IHHOBALIMHMX CTPYKTYp € CTPYKTypa pajiaibHOrO p-n mepexony. Y Wil poOOTi MH MpencTaBIsIeMO
KOHIIETILIIIO, 3T1IHO 3 SKOK CyOMiKpOHHE TPUBHMIpPHE MOJCIIOBAHHS OyJ0 MPOBEACHO Ha CTPYKTYypaxX padialbHOTO p-N-IEpexony Ha
ocHoBI Marepiaiy GaAs Ui TOCIiKeHHS BIUIMBY TeMmeparypu B xiamasoHi Big 250 K no 500 K 3 kpokom 50 K Ha enexrpodizmunnit
PO3IOALN, TAKUI SK MPOCTOPOBUI 3apsijl , SNCKTPOIIOTEHIIIAI i CICKTPHYHE T10JI€ B CTPYKTYpax paialbHOro p-n MEPeXony, a TAKOX
pi3Hi mpsaMi HampyTu. 30KpeMa, MU 30CepeKyeEMOCS Ha pajiyci 000JIOHKH BcepenuHi KOHCTPYKIil: 0,5 um i 1 um ans o0oJ0HKH.
Pesynbrartid MOZEIIOBAaHHS IIOPIBHIOBAIM 3 PE3yJbTaTaMy, OTPHUMAaHUMHU IPH PO3B’sS3yBaHHI TEOPETHYHOro piBHsHHs IlyaccoHa B
TTHIAPUYHIA CHCTEMI KOOPIHHAT.

KurwuoBi ciioBa: s10po-o6ononka, padianehuil p-n-nepexio, YyuriHOPUUHI KOOPOUHAmMu, NPOCMoposa 2yCMUuHA 3apsoy; apceHio 2aniio
(GaAs)
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In this work, we have successfully fabricated a calcium titanate perovskite compound. The resulting CaTiO3 compound was studied
by preparing samples by compacting it in a powder state and using a Pousson device. The distance between the planes dnk, Miller
indices (hkl), degree of crystallinity and amorphism, structure and lattice parameters of the calcium titanate perovskite compound were
determined using an X-ray diffractometer. Also, according to the results of FT-IR analysis, the formation of CaTiOs perovskite is
confirmed as a result of the study of molecular vibrations. The main broad peaks are observed in the range of 680400 cm’!, the
absorption band at the wave number of 543,93 cm! corresponds to the specific stretching vibrations of Ti-O bonds and indicates the
formation of the CaTiOs perovskite type structure implies. Based on the results of these measurements, it will be possible to use
semiconductor compounds in the future to create nanofilms by magnetron sputtering.

Keywords: X-ray phase analysis; Miller indices; Interplanar distance; Calcium titanate; Crystalline and amorphous phases; FT-IR
PACS: 61.05.C, 61.80.Ba, 61.43.Dq, 42.72.Ai

INTRODUCTION

Along with the rapid development of science and technology, the demand for energy is increasing day by day. The
world is rapidly depleting non-renewable energy sources such as hydrocarbon fuels. Therefore, humanity needs to find
alternative ways to solve these pressing problems. One of the most effective ways to combat global climate change is
concrete measures such as replacing fossil fuels with new energy-efficient materials and renewable energy sources [1].
Based on this, the developed countries of the world are increasing their investments in this field every year in order to
achieve sustainable development of new technologies and green energy [2]. Among renewable energy sources,
photovoltaic generators are the most promising way to replace fossil fuels. Photovoltaic generators are based on the
properties and characteristics of semiconductor materials, and in recent years have been derived from polycrystalline and
monocrystalline silicon compounds. Obtaining high-quality thin coatings of metals, alloys, and semiconductors is one of
the most important tasks in the production technology of integrated circuit elements, various temperature and pressure
sensors, and micro and nanoelectronics in general. In particular, semiconductor nanofilms with a narrow area are needed
to create thermal sensors. Metal silicides are one such semiconductor. Therefore, obtaining thin-layered and thin-sized
films from these semiconductors is an urgent task [3].

Many different methods are used to obtain thin film coatings. The most popular methods of vacuum deposition of
coatings on various types of surfaces are thermal evaporation, electron beam evaporation and various types of ion-plasma
spraying. In this case, only the methods of applying thin films are based on the sputtering of the material with ions of
heavy gases. These include ion-beam and magnetron methods of deposition of thin-film structures, which have been
intensively developed recently [4]. They have a number of advantages: new materials, the ability to obtain oxides, good
film adhesion and physicochemical properties. Especially important in the production of microelectronics and solar
energy elements, it is necessary to use multi-structured coatings such as metal-semiconductor-dielectric, etc., which
requires the use of various vacuum plasma equipment [5].

In recent times, it is known to everyone that it is almost impossible to imagine electronics without semiconductor
heterostructures. Such structures are widely used to create light-emitting diodes, short-wave photodetectors,
semiconductor lasers, solar cells, and other products of modern optoelectronics. An important factor in the widespread
use of such devices is low cost and resistance to high temperature conditions. Calcium titanate is a promising material
for creating various optoelectronic devices based on it. Calcium titanate is a combination of barium and titanium
oxides. Crystal modification of calcium titanate with perovskite structure is ferroelectric with photorefractive and
piezoelectric effect. Calcium titanate is characterized by high values of dielectric conductivity, on the basis of which
several types of ferroelectric ceramics have been developed, which are used to create capacitors, piezoelectric sensors
and posistors [6].

In this work, we study the structural properties and optical spectra of CaTiOj; through the absorption properties of
X-rays and infrared spectrum of light, physicochemical properties.

Cite as: X.T. Davranov, M.T. Normuradov, M.A. Davlatov, K.T. Dovranov, T.U. Toshev, N.A. Kurbonov, East Eur. J. Phys. 3, 350 (2024),
https://doi.org/10.26565/2312-4334-2024-3-40
© X.T. Davranov, M.T. Normuradov, M.A. Davlatov, K.T. Dovranov, T.U. Toshev, N.A. Kurbonov, 2024; CC BY 4.0 license


https://doi.org/10.26565/2312-4334-2024-3-40
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0002-2373-3026
https://orcid.org/0000-0003-1771-0853
https://orcid.org/0000-0002-1160-7831
https://orcid.org/0000-0003-1476-6552

351
Preparation of Calcium Titanate Perovskite Compound, Optical and Structural Properties EEJP. 3 (2024)

PREPARATION OF SAMPLES

The starting material used for synthesizing CaTiOs was analytical reagent grade, initially mixing calcium (96%)
powder to titanium oxide (TiO,) powder in a 1:1 ratio at room temperature using a digital mechanical stirrer for two hours.
This mixture was stepwise calcined by heating in a muffle furnace at a rate of 20 °C/min increasing the temperature to
the next higher temperature until the terminal temperature of the reaction mixture was reached. The resulting powder was
thermally heated in a muffle furnace at 800°C for 1 hour, then heated to 1100°C for another 1 hour, and then naturally
cooled to room temperature by heating to 1300°C for half an hour. The resulting CaTiO3 compound was studied by
preparing samples by compacting it in a powder state and using a Pousson device.

METHODS
X-ray diffractometers and infrared spectrophotometers were used to determine the qualitative composition of the
sample, the crystal structure of the substance, as well as the unit cell parameters (full profile analysis - Rietveld method),
the crystal size of the polycrystalline sample (coherent scattering region). X-ray diffraction patterns were obtained using
a XDR-6100 (Shumadzu) diffractometer with a Cu-Ka (B- filter, Ni, current and voltage mode 30 mA, 40 kV) as a
radiation source. Measurements were made with a step of 0.05 degrees, a constant detector rotation speed of 4 deg/min
(@/280 -link) and the scanning angle varied from 10° to 100° at 20. The X-ray power was 2 kW. The results were analyzed

using the database [7]. The penetration depth of Cu-Ka radiation is about 1 mm (980 pum) for light elements (carbon),
several microns for heavy elements (Ag, W). For most inorganic substances, Cu-Ka- is tens of microns (pum) for simple
compounds.

Elemental analysis was performed using Fourier-transform infrared (FTIR) spectroscopy. Absorption and
transmission spectra of the samples were obtained using the “Happ-Hanzel” method on an IRTracer-100
spectrophotometer. In order to reduce the effect of water vapor (H,O) and carbon dioxide (CO,) molecules in the sample
in the range of 4004000 cm™, several of the following corrections were performed: addition, smoothing, main zero
correction, normalization and ATR correction.

RESULTS AND THEIR DISCUSSION
X-ray diffraction analysis

Figure 1 shows the spectral relationships of the CaTiO3; compound obtained by the powder diffractometer method.
In addition, the Miller indices are given, as well as the distance between planes dnq for these samples. We used the
Rietveld method to refine the structure from X-ray powder data [7]. The principle of the method is to use independent
intensity measurements at each point of the diffraction pattern, to describe the line profile using analytical functions,
instead of using the integral reflection intensity. Feature parameters, including structural, device, and other characteristics,
are refined using a nonlinear least-squares method. Using this refinement method, we determined the distance between
the planes dnx and the Miller index (hkl). As mentioned above, powder X-ray diffraction allows for quantitative elemental
analysis.
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Figure 1. Spectral dependence CaTiOs, is obtained by the method of powder diffractometer. Miller indices are given

The degree of crystallinity and amorphism was evaluated for the samples measured by X-ray diffraction analysis
using Search and Match software [8]. For calcium titanate, the amorphous phase is 71.35% and the crystalline phase is
28.65%, respectively. In addition, the phase composition (Weight %) and elemental composition of the CaTiO3 sample
was determined using the "Profex" program. The phase composition of the sample prepared for magnetron spraying
corresponds to 90.7% perovskite (CaTiOs), 3.8% titanium, 5.5% calcium. Our elemental analysis of the samples using
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Search and Match software shows that the samples have the following composition (in weight percent): 35.7% Ti, 32.2%
Ca, and 32.0% O.

As is known from the literature data [9], Miller indices are applicable in all synagogues. As the Miller index
increases, the interplanar spacing decreases [3].

Table 1. X-ray analysis of CaTiO3 perovskite: Miller index, 2theta, intensities, distance between planes, FWHM

No. hkl 2theta [°] d[A] 1/To (peak height) Counts (peak area) FWHM
1 100 23.22 3.8253 120.92 396.92 0.2000
2 110 27.42 3.2447 159.16 417.97 0.1600
3 111 32.20 2.7773 147.20 386.55 0.1600
4 112 33.12 2.7028 1000.00 3939.12 0.2400
5 220 37.36 2.4053 401.92 1055.47 0.1600
6 220 47.54 1.9126 512.76 2019.83 0.2400
7 202 53.86 1.7008 162.85 320.75 0.1200
8 204 59.04 1.5630 157.46 1033.76 0.4000
9 214 62.12 1.4975 181.27 952.06 0.3200
10 224 69.50 1.3514 110.16 361.61 0.2000

Figure 2 shows an X-ray image of a CaTiO3; compound measured at room temperature. X-ray phase analysis at room
temperature shows that peaks at different degrees 23.22, 27.42, 32.20, 33.12, 37.36, 47.54, 53.86, 59.04, 59.32, 69.50 are
visible at several angles.

The main ideal peak appears at an angle of
33.12 degrees (112). When heated to 400 K, the angle of
peaks in the image does not change, but the intensity
changes. In this X-ray phase analysis in the
literature [10] of a sample heated to 900°C, X-ray phase
analysis peaks can appear at certain angles, although the
peaks are very small in intensity and contrast. The results
of the analysis measured at 1100 °C show that the
intensity of the peaks has changed by a factor of 1.5.

X-ray diffraction data were processed using
“Fullprof” software [11]. The results of X-ray diffraction
data measurement and processing are shown in Fig. 2.

Processing by the full-profile method of X-ray diffraction data showed that the sample has a orthorhombic structure
(sp. gr. Pbnm) with the following lattice parameters: a= 5.3064 A, b=5.3531 A, ¢=7.1760 A and positions, coordinates
of atoms in the unit cell (Table 2).

Figure 2. Crystal structure (orthorhombic structure sp. gr. Pbnm)

Table 2. Comparative analysis of lattice parameters with the literature

Lattice parameters a/ A b/ A c/ A
This work 5.3064 5.3531 7.1760
Literature [12] 5.380 5.443 7.640

Figure 2 shows the crystal structure CaTiO; of calcium titanate, the unit cell of the crystal lattice CaTiOj3 corresponds
to the orthorhombic space group and consists of three chemical formulas: Ca, Ti, O.

Infrared spectroscopy analysis

Powder absorption and transmission infrared (IR) spectra of perovskite CaTiOs annealed several times at different
temperatures were investigated in the range of 4004000 cm™ at room temperature. The spectra vary depending on the
composition, annealing temperature and structural state. Autocorrelation analysis was used to determine the variation of the
average line width of groups of peaks in primary IR spectra [13-15]. Fourier transform infrared spectroscopy (FTIR) analysis
of CaTiOs synthesized at high temperature (1300°C) was carried out and its spectrum is shown in Fig. 3. It can be seen from
the transmission spectrum that there is a band at the wave number 3600 - 3800 cm’'. It corresponds to the symmetric and
asymmetric stretching vibration of weakly bound water interacting with the environment through hydrogen bonding and the
O - H stretching modes corresponding to the stretching vibrations of hydrogen-bonded OH groups. As the molar ratio
increased to 1:4, no peak was found indicating the absence of moisture and water molecules in this system [16]. Therefore,
a molar ratio of 1:4 is the best condition for the anhydrous formation of CaTiOj; perovskite powders.

The main broad peaks are observed in the range of 680+400 cm™, the absorption band at the wave number of
543.93 cm™ corresponds to the specific stretching vibrations of Ti-O bonds, which indicates the presence of TiOs
octahedra and CaTiO; implies the formation of a perovskite-type structure [17]. The band at wave number 435.91 cm™ is
characteristic of Ca-Ti-O bending vibrations of calcium titanate. It is due to a weaker, symmetric stretching band (C-O)
in the range of 14801380 cm™' [18]. The strongest peaks correspond to the wave number of 543.93 cm™, 435.91 cm™,
420.48 cm’!, 405.05 cm’!, characteristic vibrations of calcium titanate in the range of 9103600 cm™ at 1100 °C. its
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absence indicates the formation of pure CaTiOs; [19]. This clearly shows that thermal annealing can be one of the well-
established synthetic routes to prepare calcium titanate perovskite materials. Table 3 presents several correlations and
wavenumber intensities in the absorption spectrum of a sample prepared using a stoichiometric mixture.

Table 3. Multiple correlations and intensity in the absorption spectrum of CaTiO3

no Peak Intensity Corr. Intensity Base (H) Base (L) Area Corr. Area Area color
1 405.05 24.00 5.71 410.84 401.19 699.526 29.405
2 420.43 28.43 5.06 422.41 420.84 802.448 32.825
3 543.93 31.05 3.90 553.27 532.05 1395.688 50.320
4 858.32 23.13 23.68 857.93 857.63 6531.839 1185.06
5 1473.62 83.92 6.46 1455.11 1422.32 398.420 82.770
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Figure 3. FTIR transmission and absorption spectrums of CaTiOs prepared at 1300°C

The results of X-ray and IR absorption measurements of the CaTiOj; perovskite compound show that it is one of the
most versatile oxides of the perovskite family for applications in fields such as electronics and photovoltaics due to its
structural structure and optical properties. Therefore, it is important to study the ways of forming semiconductor material.

CONCLUSION

The qualitative composition of CaTiOs perovskite compound formed by mechanical mixing and thermal heating,
the amorphous and crystalline phase of the substance, and its structure were studied with the help of XDR-6100 type
diffractometer. Using "Fullprof”, "Profex" processing programs, unit cell parameters, Milner indices and interplanar
distance of the sample were determined. It was observed that as the Miller index increased, the distance between the
planes decreased. For calcium titanate, the amorphous phase is 71.35% and the crystalline phase is 28.65%, respectively.
The phase composition of the sample corresponds to 90.7% perovskite (CaTiO3), 3.8% titanium, 5.5% calcium. Elemental
analysis shows that the samples have the following composition (in weight percent): 35.7% — Ti, 32.2% — Ca and
32.0% - O. FT-IR analyzes of the CaTiO3; compound were conducted. The main broad peaks are observed in the range of
680400 cm’!, the absorption band at the wave number of 538.14 cm™! corresponds to the specific stretching vibrations
of Ti-O bonds and indicates the formation of the CaTiOs perovskite type structure implies. The band at wave number
43591 cm! is characteristic of Ca-Ti-O bending vibrations of calcium titanate. The strongest peaks correspond to the
wave numbers of 543.93 cm!, 435.91 cm’!, 420.48 cm’!, 405.05 cm™!. Absence of characteristic vibrations of calcium
titanate in the range of 910+3600 cm™ at 1100°C indicates the formation of calcium titanate perovskite. Based on the
results of these measurements, it will be possible to use semiconductor compounds in the future to create nanofilms by
magnetron sputtering.
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VY wi#t po60Ti MU yCTIINIHO BUTOTOBIIIM TIEPOBCKITHY CIIONYKY TUTaHATy Kanblito. OTpuMany cronyky CaTiOs mociiKyBamu IUIsIXOM
NIPUTOTYBAHHS 3pa3KiB IIPECYBaHHSIM Yy MOPOLIKONONIOHOMY CTaHI Ta BHMKOpHCTaHHAM npmiaany Ilyccoma. 3a momomororo
PEHTTeHIBCHKOTO Au(paKTOMeTpa BU3HA4aNy Bifcranb Mk IromuHamu dhkl, imnexcn Mimrepa (hkl), crynine kpucraniyHocTi Ta
amopdi3My, CTPYKTYpy Ta HapaMeTpH PEeLIiTKH IepPOBCKITHOI CIIONYKH THTaHATY Kaiblito. Takox 3a pesynbratamu FT-IR ananizy
MiATBEpIUKEHO yTBOpeHHs mepoBckity CaTiOs B pe3ynbTaTi JOCHIIDKEHHS MOJIEKYJSIPHHX KojuBaHb. OCHOBHI INUPOKI IiKK
cnocTepiraroThes B aianazoni 680400 cm™!, cMyra noriMHaHHS Ha XBHILOBOMY uMciti 543,93 cM™! BifnoBigae muTOMUM BaJleHTHUM
konuBaHHAM 3B’s3kiB Ti-O i cBimuuTh mpo yTBOpeHHs mependadeHol nepoBckitHOi crpykrypu CaTiOs. 3a pesyiabpratamu LHX
BHMIpIOBaHb y MailOyTHOMY MOKHa OyZe BHKOPHCTOBYBATH HAIiBIIPOBiIHUKOBI CIIONYKH AJISI CTBOPEHHS HAHOIUIIBOK METOIOM
MAarHeTpOHHOTO PO3MHUJICHHS.

KnarouoBi cinoBa: penmeenogpazosuii ananisz; indexcu Minnepa; Midcniowunna 6iocmanb;, Mumanam Kaioyilo, KpUcmaniyna ma
amopna gpazu; FT-IR
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This study presents the results of a comprehensive investigation into the fabrication of single-walled carbon nanotubes (SWCNTSs)
employing chemical vapor deposition (CVD) technique, with nickel nanoparticles serving as crucial catalysts. These nanoparticles are
synthesized via the reduction of oxide precursors using hydrogen and are strategically incorporated with ethanol vapor as the primary
carbon source. The effectiveness and reproducibility of this synthesis method are thoroughly validated using advanced analytical
techniques. Particularly noteworthy is the demonstrated ability to conduct the process at relatively low temperatures, not exceeding
500°C, which is of significant importance. Such precise control over synthesis conditions not only augurs well for the scalability of
SWCNT production but also carries substantial implications for the advancement of nanomaterial synthesis methodologies.
Keywords: Catalysts, Single-walled carbon nanotubes, Multi-walled carbon nanotubes, X-ray phase analysis, Light scattering
spectroscopy, Scanning electron microscopy

PACS: 61.46-w, 61.46.+w, 61.46.Np

INTRODUCTION

Carbon nanotubes (CNTs) possess exceptional electrical and thermal conductivity alongside remarkable strength
and durability [1]. These properties render them valuable across various fields such as energy storage [2-3], construction
materials [4], chip technology [5], biomedical applications [6], and increasingly, electronic microcircuits due to their high
electrical conductivity [7]. CNTs, essentially seamless cylinders comprised of rolled-up graphene sheets, exist in two
primary forms: single-walled and multi-walled. Single-walled CNTs have diameters ranging from 0.4 to 4 nm, while
multi-walled CNTs consist of several concentric shells of single-walled tubes with diameters ranging from 1.4 to 100 nm
and a wall-to-wall distance of 0.34 nm [8].

Since their discovery, methods for synthesizing CNTs have garnered increasing interest [9], including arc discharge,
laser ablation, chemical vapor deposition (CVD), and plasma-enhanced chemical vapor deposition (PECVD). Among
these methods, CVD stands out for its cost-effectiveness, scalability, and widespread adoption. The quality of CNTs
synthesized via CVD depends on various parameters such as catalyst type, substrate, carbon source, reaction conditions
(time and temperature), gas flow rate, and specific surface area of the resulting powder [10]. Additionally, the diameter
of CNTs obtained via CVD is influenced by the catalyst type, with commonly used catalysts including Fe, Ni, Co, and
their alloys. Studies have shown that pure nickel and cobalt exhibit higher catalytic activity compared to iron [11].

For instance, in [12], CNTs were synthesized from ethanol at 1150°C using catalysts from the VIII group
(Fe, Co, Ni) based on corresponding metallocenes. Employment of trimetallic catalysts notably enhanced CNT yield,
although mixtures of two or three metallocenes as catalysts led to increased structural defects in CNTs. In another
study [13], multi-walled CNTs were synthesized on a silicon substrate via CVD using ethanol at 800°C with three
different metallic catalysts (iron, copper, and nickel). Moreover, [14] observed improved CNT quality with a gradual
temperature increase from 500°C to 650°C, but further temperature elevation hindered CNT formation, attributed to nickel
particle enlargement at higher temperatures.

In summary, relatively few studies have investigated CVD synthesis of CNTs using nickel as a catalyst at low
temperatures. Our work addresses this gap, presenting results from CVD synthesis of single-walled CNTs utilizing a
nickel catalyst at relatively low process temperatures.

The CVD method is widely employed for synthesizing CNTs. In this process, a gas mixture containing carbon source
materials (such as methane, ethylene, or acetylene) is introduced into a reactor, where it reacts with a heated substrate
coated with a catalyst. Carbon atoms then condense on the substrate's surface, sequentially adding to the growing
nanotube, thereby controlling its structure and properties, including length, diameter, orientation, and efficiency.

EXPERIMENTAL PROCEDURE
In our experiments, pairs of ethanol vapor with a purity of 96.5% served as the hydrocarbon source. Nickel
nanoparticles, obtained through the hydrogen reduction of nickel oxide synthesized via the sol-gel method, were utilized
as the catalyst. Upon obtaining nickel nanoparticles, hydrogen supply to the reactor was halted, and the temperature was
elevated to 500°C to initiate the synthesis of carbon nanotubes (CNTs). Ethanol vapor was introduced into the reactor
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using Ar as the carrier gas at a flow rate of 5 I/min. The CNT synthesis process lasted approximately 30 minutes, during
which side products resulting from pyrolysis were eliminated through combustion. The characteristics of the synthesized
CNTs were examined utilizing scanning electron microscopy (SEM), X-ray structural analysis (XRD), and energy-
dispersive X-ray spectroscopy (EDX) techniques employing state-of-the-art, metrologically certified equipment.

RESULTS AND DISCUSSION
Figure 1 displays an image acquired through scanning electron microscopy, illustrating a cluster of single-walled
carbon nanotubes synthesized under the described conditions. The resultant product manifested as spiderweb-like fibers,
predominantly aggregating at the bottom of the reactor. Analysis of the product revealed its composition to comprise
fibrous carbon with traces of nickel and oxygen, devoid of any other impurities.

Figure 1. SEM image of a group of carbon nanotubes.

Additionally, a portion of the product deposited as wall-like formations exhibiting similar morphology and purity.
The elemental composition of the nanotubes was determined through EDX analysis, with the results depicted in Figure 2.
The analysis revealed that over 94% of the carbon nanotubes are composed of carbon.
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Figure 2. Results of energy-dispersive X-ray (EDX) analysis illustrating the composition of carbon nanotubes synthesized via the
chemical vapor deposition (CVD) method

The elemental composition of the nanotubes was determined by EDX analysis (Bruker, SDD, XFlash 6/60, Berlin,
Germany), the results of which are presented. It can be seen that more than 94% of the CNTs consist of carbon.

Raman spectroscopy studies were performed using equipment produced by "Renishaw", United Kingdom. A "green"
laser with a wavelength of 532 nm and a nominal power of 100 mW was selected for measurement. Measurements were
carried out in the wavenumber range from 100 to 3200 cm™'. The signal acquisition time was 10 seconds. The results are
shown in Figure 3.

The radial breathing mode (RBM) peak exclusively manifests in single-walled carbon nanotubes (SWCNTs), within
the frequency spectrum ranging from 100 to 500 cm™. This peak's position is inversely correlated with the diameter of
the nanotube and can be determined by the following Equation (1).

wgppy = A/(dt) + B, (D

where, orpm represents the oscillation frequency, while A and B are constants, and dt denotes the diameter of the carbon
nanotube (CNT).

The observation of the characteristic peak, namely the radial breathing mode (RBM) peak, at a frequency of 121 cm’!
indicates the successful synthesis of single-walled CNTs using nickel as a catalyst via the chemical vapor deposition
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(CVD) method. Based on this result, it can be inferred that the diameter of the single-walled CNTs synthesized, as
determined by Equation (1), is approximately ~2 nm.

Furthermore, the D peak, indicative of defects in the CNTs, as shown in Figure 3, is measured at 1341 cm™.
Additionally, the G peak, primarily describing the C-C bond and deformation in CNTs, registers at 1568 cm’'. The G'
peak, which characterizes doping and isotopic features in CNTs, corresponds to 2683 cm!. The quality assessment of
synthesized CNTs is commonly evaluated by the ratio of the intensity of the D peak (Ip) to the intensity of the G peak
(Ig), denoted as (In/Ig). In this case, the calculated ratio is 0.5, indicating qualitative adherence to the definition of this
parameter.
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Figure 3. Raman spectra of carbon nanotubes synthesized by the CVD method

Figure 4 presents X-ray diffraction (XRD) patterns of carbon nanotubes. XRD, a rapid analysis technique, is utilized
for material identification, notable for its capacity to evaluate both local and overall material characteristics, encompassing
lattice structure with phase morphology [15], interlayer distances, among others.
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Figure 4. X-ray diffraction (XRD) patterns of carbon nanotubes synthesized by the CVD method

Figure 4 presents X-ray diffraction (XRD) patterns of carbon nanotubes. XRD, a rapid analysis technique, is utilized
for material identification, notable for its capacity to evaluate both local and overall material characteristics, encompassing
lattice structure with phase morphology [15], interlayer distances, among others.

The X-ray diffraction (XRD) analysis was conducted using the XRD-6100 Shimadzu X-ray diffractometer,
employing Cu-Ka radiation with a wavelength (L) of 1.541874 A. The angular range of 20 spanned from 5° to 80°, with
a step size of 0.05°.

It is well-established that the intensity of diffraction peaks in carbon nanotubes (CNTs) is contingent upon the
morphological orientation of the nanotubes. Specifically, when X-rays interact with a single wall of the CNT, they
generate peaks (002) along with some parallel (h k 1) reflections. As the X-rays traverse through the hollow central core
of the CNT, supplementary arrays of hexagonal peaks (h k 0) are produced.

The CNTs synthesized in our experiment exhibited two characteristic peaks at 20 = 25.5° and 43.3°, corresponding
to the diffraction from the C(002) and C(100) planes of carbon nanotubes, respectively [16]. Furthermore, literature [17]
suggests that in addition to C(100) and C(002), peaks such as C(004) and C(110) may be observable at 20 = 54.8° and
79.2°. In Figure 3, it is evident that the CNTs possess four characteristic peaks at 20 = 25.8°, 43.3°, 58.4°, and 78.1°,
attributable to the diffraction from the planes C(100), C(002), C(013), and C(016) of the synthesized carbon nanotubes.

Moreover, the XRD pattern suggests the formation of hybrid CNTs in our case. This inference is supported by the
most intense diffraction peak observed at 26 = 24.31, corresponding to the (002) reflection, indicative of a crystalline and
cylindrical structure [18]. Additionally, traces of nickel oxide are discernible only in two peaks, specifically at angles
37.9° and 71.8°, with low intensity.

CONCLUSIONS
Utilizing the chemical vapor deposition (CVD) technique at relatively moderate temperatures, employing ethanol
vapor as the precursor and hydrogen-reduced nickel oxide nanoparticles as catalysts, a successful synthesis of carbon
nanotubes (CNTs) was achieved under controlled environmental conditions. Scanning electron microscopy (SEM)
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analysis revealed the formation of fibrous carbon structures, suggestive of hybrid CNTs, indicative of a complex and
intertwined nanotube network. Elemental analysis via energy-dispersive X-ray (EDX) spectroscopy exhibited a
substantial carbon content, constituting 88% by mass and 94% by atomic number, affirming the predominantly
carbonaceous nature of the synthesized material. Furthermore, X-ray diffraction (XRD) investigations demonstrated the
presence of four discernible peaks characteristic of carbon nanotubes, emanating from diffraction events associated with
the lattice planes C(100), C(002), C(013), and C(016).

The amalgamated findings from these analytical methodologies collectively underscore the successful production
of single-walled carbon nanotubes (SWCNTs) under controlled and mild temperature conditions, not surpassing 500°C.
This synthesis approach, facilitated by the judicious selection of precursor and catalyst materials, underscores the
feasibility of achieving high-quality SWCNTs while mitigating the energy demands associated with traditional high-
temperature synthesis methods. The observed structural, elemental, and crystalline characteristics align closely with the
anticipated attributes of SWCNTs, further corroborating the efficacy of the employed synthesis strategy. These findings
not only contribute to advancing our understanding of CNT synthesis methodologies but also hold promise for various
applications in nanotechnology, materials science, and beyond.
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HU3BKOTEMIIEPATYPHE BUPOLLIYBAHHS BYTVIEHEBUX HAHOTPYBOK 3 BUKOPUCTAHHSIM
HIKEJIEBOI'O KATAJII3BATOPA
Liboc J:x. Adaicainos, CeBapa I'. I'yiomikanosa, Lnboc X. Xynaiikynos, Xaram b. Amypos
Incmumym ionno-nnasmosux i nazephux mexuonozii imeni Y. A. Apighosa, Axademis nayx Pecnybnixu Y3b6exucman,
100125, [Iypmon iiyni eyn. 33, Tawxenm, Y3bexucman

Le mocmimKeHHs IPEACTABIAE Pe3yIbTaTH BCEOITHOTO JOCTIPKCHHS BUTOTOBICHHS OXHOCTIHHUX BYTJIelleBUX HaHOTPYOoK (SWCNT)
i3 3aCTOCYBaHHSIM TEXHIKHM XIMIYHOTO ocajukeHHs 3 mapoBoi ¢azu (CVD), nmpudoMy HAaHOYACTHHKY HIKENIO BHCTYIAIOTh B SKOCTL
KIIFOYOBUX Karaji3aTopiB. Lli HAHOYACTHHKM CHHTE3YIOThCS IIUIIXOM BiIHOBIICHHS NPEKYPCOPIB OKCHAIB 3a JONOMOT'OIO0 BOJHIO Ta
CTpATETivHO 00’ €THYIOTHCS 3 MapaMU €TaHOJy SIK OCHOBHHM JKEPENIoM BYTIIeIio. EQeKkTHBHICTh i BIITBOPIOBAHICT IIbOTO METOLY
CHHTE3y PETENFHO IMEPEeBipeHi 3a JOMOMOTO0 MEPENIOBHX aHATITUYHUX MeToAiB. OcoONMBO CIi BIA3HAYHTH MPOAEMOHCTPOBAHY
3IATHICTh MIPOBOAMTH IMPOIIEC MPH BiJHOCHO HU3BKUX Temmeparypax, He Bumie 500°C, mo Mae BaxkiuBe 3HaUeHHA. Takuil TOUYHHI
KOHTPOJIb HaJ YMOBaMH CHHTE3Y HE TUTbKH crpusie MacmraboBanocTi BupoOHuITBa SWCNT, ane Takoxk Mae CyTTEBI HACTIAKH UL
BIOCKOHAJICHHS METOOJIOTiH CHHTE3y HaHOMAaTepialiB.
KurouoBi cioBa: xamanizamopu; 0OHOCMIHHI @yeneyedi HaHOmMpyOKu, bazamowaposi eyeneyedi HAaHOMpyOKi, penmeeHodazo8uil
aHaniz; CneKmpoCKonis po3CitO6anHs C6IMIA,; CKAHYI0Ya eleKMPOHHA MIKPOCKONIA
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The dependence of the temperature of charge carriers and phonons on the contact resistance of the Schottky diode is calculated. It is
shown that the increase in contact resistance depends on the current passing through the diode, the surface and volume heat transfer
coefficients of electrons and phonons, barrier height, the dimensions of the diode, as well as scattering mechanisms, relaxation time of
energy and momentum.

Keywords: Potential barrier; Contact resistance; Temperature distributions of electrons and phonons; Electronic and phonon thermal
conductivities, Nonideality coefficient; Peltier effect; Thermal size effects (TSE)

PACS: 73.40.Cg

INTRODUCTION

A semiconductor compound with a Schottky potential barrier is one of the key elements of semiconductor
electronics. The development of modern semiconductor electronics is largely determined by fundamental research in the
field of semiconductor physics. In semiconductor structures, one of the main characteristics is specific contact resistance,
which significantly affects their current-voltage characteristics (I-V characteristics) [1-3].

A semiconductor composition with a Schottky potential barrier is a basic element of semiconductor electronics. The
development of modern semiconductor electronics is largely determined by fundamental research in the field of
semiconductor physics. Among such studies, an important place is occupied by the study of the properties of
semiconductors in electric fields, when the average energy of charge carriers significantly exceeds the equilibrium energy
determined by the temperature of the crystal lattice [4].

In [5-10], the influence of heating of current carriers (assuming that the temperature of the phonon gas is equal to
the ambient temperature) on the current-voltage characteristics of rectifying structures was studied. In [10], contact
resistance was studied and it was found that contact resistance strongly depends on the temperature of charge carriers and
on the magnitude of the current flowing through the barrier.

In many works [11-15], it has been experimentally established that in the high-temperature region the resistivity of
the contact increases with increasing temperature, but this has not been studied theoretically.

The main goal of this work is to study the dependence of the temperature of charge carriers and phonons on the
resistance of the Schottky barrier metal-semiconductor contact.

THE INFLUENCE OF HEATING ELECTRONS AND PHONONS ON CURRENT RECTIFYING
METAL-SEMICONDUCTOR STRUCTURES

Theoretically calculated the current in rectifying metal-semiconductor diodes as a result of heating of charge carriers
and phonons, it is necessary to calculate the carrier and phonon temperature distribution around the diode contact. To do
this, we assume that the Schottky contact is located at point x = 0, metal-semiconductor boundary, barrier height ¢, the
thickness of the contact charge region §. We assume that the conditions of the diode theory are met. We assume that the
conditions of the diode theory studied earlier are correct [16]. If the current passes through the barrier, the electrons or
holes are considered to be heated by the barrier field and the externally applied field. The energy received by electrons
from the field is transferred to phonons. The phonon and electronic subsystems transfer energy to the contacts due to
thermal conductivity. We will assume that the scattering of electrons by phonons in a semiconductor is quasi-elastic, and
the electron-electron interaction is quite effective. Then the thickness of the region near the contact, where T, # T,, is
approximately I, > [; (I, l; are the relaxation lengths of electron energy and momentum) and in this region the
temperature approximation is valid [17]. In the temperature approximation, kinetic coefficients (conductivity, thermal

conductivity, and others) depend on 7', and T’ , In the calculations, we will assume that T, and T,differ slightly from the
equilibrium temperature ( |Te,p - T0| KL Ty) [17].
In [8], the temperature distributions of electrons and phonons in thin (k, <« 1) and massive (k, > 1) diodes are

given. The temperature distributions of carriers and phonons in the diode contact region are determined from solving the
system equation and taking into account the boundary conditions and give the following expressions:
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Te,p(x) =T- q)e,p(x)](p (1)

where @, (x) are the parameters depending on the coefficients of surface and volume thermal conductivity of electrons
and phonons, barrier height, the size of the diode, as well as the mechanisms of pulse scattering, relaxation time of energy
and momentum.

In the volume of the sample, the temperatures of electrons and phonons coincide due to the cooling length k=1 and
depend linearly on the x coordinate.

To approximate the diode theory, we present the [-V characteristics of a Schottky diode in dimensionless form [16]:

I=exp <91 - Y‘”) -1 Q)
1]
0, =1—-B,I(Y — U)
6, =1—B,I(Y —U)

I =]i is a current without dimension, Y = k - potential barrier dimensionless height, U = — d1mens1onless
S

voltage, 6, = and 0, p the dimensionless temperatures of electrons and phonons respectively.

]se Te
Bop = qse,,((s) or By, = @, /WHS/Z)( (3)

where 7, is the energy relaxation time, T, is the pulse relaxation time, and 7 is the number that determines the mechanisms
of pulse dissipation. It contains as a parameter the surface and volume thermal conductivity of electrons and phonons

(Xe,p and ne,p)~
Transforming (2) the system of equations we obtain the following quadratic equation for :

B,I(1 — BIin(I + )2 + (1 + B,I (YO —In((I + 1)) + ByIIn(I + 1)) W— (Y, —In(I+1) =0, )

where Y = Y, — U. (4) to the quadratic equation is given by the I-V characteristics of the Schottky diode.
If B, = 0, then the diode’s current-voltage characteristics has the following form:

Yo—(Yo—-In(I+1))(1-YoIB,)
14+Bel(Yo—In(I+1))

U=

&)

When By, = B,, then the I-V characteristics of the diode:

(1-1YyBg) In(I+1)

U= i ©

From (3) it is clear that the values of the parameters B. and B, change the appearance of the diode’s current-voltage

characteristic. The parameters B. and B, are determined through the parameters of the diode: the coefficients of surface

and volume thermal conductivity of electrons and phonons, barrier height, the size of the diode, the mechanisms of pulse
scattering, energy and momentum relaxation time.

CONTACT RESISTANCE OF A SCHOTTKY DIODE DURING HEATING
OF ELECTRONS AND PHONONS
Experimental studies of the electrical properties of metal-semiconductor contacts have shown that the direct branch
of the current-voltage characteristic often differs somewhat from the theoretical one and is usually approximated in
dimensionless form by the following expression [16]:

I = exp%— 1, (7

m is the nonideality coefficient, characterizing the difference between the properties of a real contact and an ideal.
We put expression (5) into (7) and obtain for the nonideality coefficient m at [15]:

Bel(Y—In(I+1))
_ = (I+1)

T 1+BI(Y-In(I+1))

®)

This formula is valid for currents when the Joule heating of the diode base is less than the heating of the barrier
region [16].
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Contact resistance is the value of the derivative of voltage with respect to current. According to [16], the contact
resistance is equal to:

ar\~!
R=(35) - ©)
Then from expression (7) we can depict the contact resistance in the following dimensionless form:
dar\~1 m
Re= (%) =7 (10)
where R, = %5)) is the dimensionless contact resistance.
c\Yo

From expressions (8) and (10) we obtain the contact resistance of the Schottky diode

BeI(Y—ln(I+1))Y

_ In(I+1)
R = (I+1)(1+BeI(Y=In(I+1)))’ (11

1+

From there it can be seen that the contact resistance determines the parameters of the coefficients of surface and
volume thermal conductivity of electrons and phonons, barrier height, the size of the diode, as well as the mechanisms of
pulse scattering, relaxation time of energy and momentum.

For each value of B, and Y, the dependence of contact resistance on current is shown in Fig. 1.

¥,=0.2 ¥,=0.6
0.7 07
0.6 0.6
0.5 0.5
Ro4 R4
03 03
02 02
0.1 0.1

1 2 3 4 5 6 1 2 3 4 5 6

I 1
— B -009—B -008—B8B :0.n7| |—B =0.09— B =0.08—B :0.n7|
(3 (3 (3 (3 (3 (3

Figure 1. Dependences of R.(I) for different values of B. and Y at B,=0.

We put expression (6) into (7) and put the resulting expression for the nonideality coefficient m into (10) expressions
for contact resistance at B.=B,,.

_ 1-BoYI
Re = (I+1)(1+1Beln(I+1))’ (12)

Figure 2 shows the dependences of R.(I) for different values of B. and Y.
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Figure 2. Dependences of Rc(1) for different values of B. and Yat B, = B, .
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The dependence p.(7) at sufficiently high temperatures can be increasing. In the region of sufficiently low
temperatures, the dependences p.(7) are either decreasing or independent of temperature [8].

In [17-20, 22], the temperature dependences of specific contact resistance were studied and a linearly increasing
dependence was obtained.

In Figure 3 shows the experimental dependence pc(T), taken from [17], as well as the theoretical dependence. This
dependence was explained in [21] within the framework of the mechanism of electron scattering by optical phonons,
which leads, in particular, to different values of the coefficient of temperature dependence of resistance than in metals [8].

The results we obtained show that the contact resistance is determined by the parameters of the diode, as well as the
electron scattering mechanism. As can be seen from Figures 2 and 3, it agrees quite well.
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Figure 3. Temperature dependence of resistance R(7): experimental data [21]

CONCLUSIONS

In barrier structures, the contact resistance depends on the parameters: surface and volume thermal conductivity
coefficients of electrons and phonons, barrier height, the size of the diode, as well as the mechanisms of pulse scattering,
relaxation time of energy and momentum. It is clear from this that stronger thermal dimensional effects are observed in
barrier structures than in homogeneous semiconductors. Thermal size effects are due to the Peltier effect. In the volume,
electronic and phonon thermal conductivities are infinitely greater, then heating can be neglected.

It is shown that the increase in contact resistance depends on the current passing through the diode, the surface and
volume heat transfer coefficients of electrons and phonons, barrier height, the dimensions of the diode, as well as
scattering mechanisms, relaxation time of energy and momentum.
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BILIMB HATPIBY HOCIIB 3APSITY TA ®OHOHIB HA KOHTAKTHHIA OIIP BULIPSIMJISIIOYHAX
METAJ-HAINIBIPOBIJHUKOBUX CTPYKTVYP
I'agyp I'ynamos, K.b. Ymapos, Aaimep 3. Coaies
Hamaneancokuii insicenepno-oyoieenvrutl incmumym, eyi. 1. Kapimosa, Hamanean 160103, V36exucman

Po3paxoBaHo 3a1eKHICTh TEMIIEPATYPH HOCITB 3apsiy Ta (OHOHIB BiJl KOHTaKTHOTO omopy aiona lllortki. [TokasaHo, 1o 301IbIICHHS
KOHTaKTHOT'O OMOPY 3aJISKHTh BiJ CTPyMy, IO MPOXOJHUThH Yepe3 iof, MOBEPXHEBOro Ta 00’€MHOro KoedillieHTIB TeruoBiagayi
eJIEKTPOHIB 1 PoHOHIB, BHCOTH O6ap’epy, po3MipiB /1i0/1a, a TAKOXK MEXaHi3MiB PO3CIIOBaHHsI, Yacy periakcallii eHepril Ta iMITyJbC.
KurouoBi ciioBa: nomenyiiinuii 6ap'ep; KOHMAaxKmuuil onip, memMnepamypHull po3nooil eieKmpoHie i (QOHOHIE, eleKmpoHHa ma
¢ononna mennonpogionicmu,; xoegiyicum neioearvnocmi; eghexm Ilenomoe; mennosuii ecpexm posmipy (TSE)
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The compound CuzlnsSe7 was synthesized, the crystal structure and atomic dynamics were studied. The studies were carried out at
room temperature and under normal conditions using XRD, Raman spectroscopy and FTIR spectroscopy. The obtained X-ray structural
spectra were analyzed by the Rietveld method and various crystallographic parameters were determined. It was established that the
crystal structure of this compound corresponds to tetragonal symmetry with the space group P-42¢ (112). As a result of the analysis of
the Raman spectrum with the Gaussian function, it was established that in the Cu2InsSe7 crystal in the frequency range v = 0-800 cm'!
3 main vibrational modes are observed: vi = 146 cm™!, v2 = 171 cm™! and v3 = 229 ¢cm’!. It was found that these modes correspond to
vibrations of InSe4 tetrahedra formed by In-Se bonds. As a result of analysis of the FTIR spectrum, it was established that 3 main
vibration modes are observed in the CuzInsSe7 crystal in the wavenumbers range v = 400-4000 cm'. These modes are associated with
water and carbon dioxide molecules in the sample.

Key words: Crystal structure; Chalcogen; Atomic dynamics; Crystallographic parameters

PACS: 74.62.bf, 61.10.nz, 36.20.ng

1. INTRODUCTION.

The crystal structure and various physical properties of copper and silver chalcogenide semiconductors have long
been studied by various methods. However, there are still a number of questions in this direction that require study.
Compounds and solid solutions of the ABX; type (A — Cu, Ag; B — Fe, In, Ga; X — S, Se, Te) have been in the field of
research for many years as promising electrically and optically sensitive materials. Studying the structure of these
compounds, structural phase transitions and atomic dynamics is important for explaining their other physical properties.
Therefore, extensive research has been carried out in this direction recently [1-5].

Copper chalcogenides have some advantages and disadvantages compared to other chalcogenides. The main
advantage is that copper atoms, due to their variable valency, can form crystals of various configurations. These crystals
differ in both electronic structure and crystal structure. The missing point is that two- and three-phase systems are often
observed in these compositions. At high temperatures, the process of phase formation occurs and a single-phase system
is formed [6-10].

In chalcogenide semiconductors, the effect of cation-cation substitutions is big. Because with substitutions, important
changes occur in both the electronic structure and the crystal structure. At this time, chalcogenides exhibited interesting
optical, electrical, and thermal properties. Therefore, extensive research is being carried out in this direction [11-13]. It has
been established that the acquisition and study of single-phase systems with cation-cation substitution leads to the production
of semiconductors with stable properties. In this work, a new compound CuInsSe; with Cu — In substitutions was
synthesized. The structure and atomic dynamics of the resulting compound were studied by analytical methods.

2. EXPERIMENTAL PART

2.1. Synthesis. Polycrystalline sample of the CuzInsSe; compound was synthesized by a standard method typical of
chalcogenide semiconductors [14,15]. In the synthesis process, metal chalcogen elements Cu, In and Se with a purity of
at least 99.98% were used. Based on the stoichiometry of the intended sample, the elements were weighed on a high-
precision electronic balance, then a mixed mass weighing 5 g was poured into a synthesis ampoule and air (~102 Pa) was
sucked into the ampoule). The oven temperature was previously raised to 700 K. For the synthesis process, the finished
ampoule is placed in an inclined oven. After holding in this mode (700 K) for an hour, the furnace temperature was
increased to 1200 K at a rate of 50 degrees/hour. The ampoule was shaken periodically and kept at this temperature for
1.5 hours. At the next stage, the oven temperature was again reduced to 750 K. To achieve sample homogeneity, long-
term tabulation was carried out. During the heating process, the sample was kept at a temperature of 750 K for fifteen
days. Upon opening the ampoule, it was noticed that the synthesized mass mainly consists of small single-crystalline
tetrahedral grains.
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2.2. XRD analysis. The crystal structure of the chalcogenide compound CuzInsSe; was studied by X-ray diffraction.
X-ray diffraction experiments of the synthesized sample were carried out on a modern D8 ADVANCE diffractometer.
Diffractometer parameters: with CuKa irradiation, 2 = 1.5406 A, 40 kV, 40 mA. The synthesized polycrystal was ground
in a mortar, and then structural studies were carried out. The X-ray phase spectrum obtained at room temperature and
under normal conditions for the CuzxInsSe; compound was analyzed by the Rietveld method in the Mag2Pol program and
the crystallographic parameters were determined.

2.3. Raman spectroscopy. Vibrational properties of the samples were studied by Raman spectroscopy method. The
experiments were carried out on the Nanofinder 30 Raman spectrometer at room-temperature. Nd:YAG laser with a
wavelength A = 532 nm and a maximum power of 10 mW was used as an excitation source. The obtained spectra were
analyzed by the Gaussian function.

2.4. FTIR spectroscopy. The sample for the FTIR (Fourier transforms infrared spectroscopy) experiment was
prepared from cylindrical CuylnsSe; compounds. The infrared spectrum was obtained at room temperature in the
wavenumber range v = 400-4000 cm™' using a Varian 640 FT-IR instrument.

3. RESULTS AND DISCUSSIONS
The X-ray diffraction spectrum of the chalcogenide compound CuzInsSe; obtained at room temperature is shown in
Figure 1.

40000
] o B
35000 + D C
T —D
30000 ¢ F
25000 +

Intensity (a.u.)

209
Figure 1. X-ray diffraction spectrum of Cuz2InsSe; compound
B — experimental points, C — calculated curve, D — difference between experimental and calculated curves, F — atomic planes.

The diffraction spectrum obtained for the CuzInsSe; compound in the diffraction angle range 10° < 26 < 90° was
analyzed by the Rietveld method in the Mag2Pol program. As a result of the analysis, it was established that the crystal
structure of this compound corresponds to a tetragonal system with space group P-42¢(112). Values of lattice parameters:
a=b=5.7624 A, c=11.5432 A, V'=383.295 A3, p=4.9697 g/cm?, Z=2. As a result of spectrum analysis, the coordinates
of Cu, In and Se located in different crystallographic positions (Table 1).

Table 1. Atomic coordinates of the CuzlnsSe7 compound.

Atom X y z Occ
Inl 0.00000 0.50000 0.25000 0.930
In2 0.50000 0.50000 0.00000 0.600
In3 0.50000 0.00000 0.25000 0.400
Se 0.25345 0.22727 0.12586 0.875
Cu 0.00000 0.00000 0.00000 1.000

It has been established that the crystal structure of the CuzInsSe; compound consists of Cu atoms located at lattice
sites, In atoms distributed throughout the lattice volume, and Se atoms forming tetrahedra by combining with In atoms.
The three-dimensional crystal structure obtained in the Diamond 3.2 program, corresponding to tetragonal symmetry, is
presented in Figure 2.

From the structure presented in Figure 2, it is clear that indium atoms combine with selenium atoms, forming InSe4
tetrahedra. Although the indium atoms occupy three different positions, they are all monovalent, and all the polyhedra
they form with the chalcogen atoms are tetrahedra. It is known that copper atoms form monovalent and divalent covalent
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bonds in crystals. In the CuzInsSe; compound, the copper atoms are located in the same crystallographic position and are
in the monovalent state. Therefore, the crystal structure has a fairly simple form. It is known that copper atoms form
monovalent and divalent covalent bonds in crystals. Interatomic distances were determined depending on the atomic
coordinates and ionic radii. The obtained values are shown in Table 2.

Figure 2. Crystal structure of the Cu2InsSe7 compound

Table 2. Interatomic distances in the CuzInsSe7 compound

Atoms Interatomic distances
Inl - Se 2.5800
In2 - Se 2.5689
In3 - Se 2.4056
Cu - Se 2.4411

Crystals with a polyhedral structure exhibit interesting atomic dynamic. Vibrations corresponding to both metal-
chalcogen-metal bonds and vibrations of polyhedra are observed. From the structure shown in Fig. 2, it is clear that the
CuzIngSe; compound also forms a structure consisting of polyhedra. This predicts the observation of interesting
vibrational properties in this compound. Therefore, the atomic dynamics of the Cu,InsSe; compound was studied using
Raman spectroscopy. The Raman spectrum obtained in the wavenumbers range v = 0-800 cm’! at room temperature is
shown in Figure 3.
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Figure 3. Raman spectrum of the CuzInaSe7 compound

From Figure 3 it can be seen that 3 main vibration modes are observed in the CusInsSe; crystal. These vibrational
modes were interpreted using a Gaussian function. It has been established that these vibration modes correspond to the
following wavenumbers: v; = 146 cm™!, v = 171 cm! and v; = 229 cm’!. It is known that in the wavenumbers range
v=0-100 cm™! vibrations of bonds formed by heavy elements are observed. At higher wavenumbers, vibrations of bonds
formed by atoms of light elements such as H, C and O are observed. The main reason for the absence of such vibrations
in the Raman spectrum obtained for the Cu,InsSe; crystal is that the sample was obtained with high purity. Consequently,
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the obtained vibration modes correspond only to the frequencies of the bonds formed by the chemical elements included
in the composition. It has been established that these modes correspond to In — Se bonds and vibrations of InSe4 octahedra
formed by these bonds. From the Raman spectrum it is clear that vibration modes are not observed at wavenumbers v >
250 cm!. Vibration modes that occur at higher wavenumbers are observed mainly in bonds formed by atoms of light
elements, such as H, C, O. It is known that there are no atoms of light elements in the Cu,InsSe; compound. However, in
real crystals, due to contact with molecules of water and carbon dioxide in the air, it becomes possible to form bonds
under the influence of atoms of light elements. FTIR spectroscopy studies were carried out to determine such connections.
In Figure 4 shows the Fourier transform IR spectrum obtained for a Cu,InsSe; crystal under normal conditions and at
room temperature.

25F

Intensity (a.u.)

1000 2000 3000 4000

Wavenumber (cm™)

Figure 4. FTIR spectrum of the compound CuzInsSer

From the spectrum shown in Figure 4, it is clear that in the wavenumbers range v = 400-4000 cm™! three main
maxima are observed. These maxima correspond to the values v; = 1500, v, = 2500 and v; = 3500 cm™'. In previous
studies, it was found that vibrations with a wavenumber of v ~1500 cm™' are carbon and oxygen, vibrations with a
wavenumber of v ~ 2500 cm! are carbon, oxygen and hydrogen, and vibrations with a wavenumber of v ~ 3500 cm™! are
vibrations of bonds formed by oxygen and hydrogen atoms correspond to [16].

It is known that copper atoms are a metal of variable valence. The lengths of the bonds formed by chemical elements
with variable valence are also different. Therefore, these systems have a complex structure. In the CuzInsSe; compound,
each of the Cu, In and Se atoms is in a stable divalent state. Therefore, such crystals have a simple structure. Such
structures can be used as model objects to explain the structural aspects of certain physical properties. In recent years,
crystal structures have begun to be used for theoretical and practical modeling of a number of processes [17,18]. From
this point of view, the structural data obtained for the Cu,InsSe; compound may be useful for various purposes in the
future. The results obtained can be used to study the electrical, optical, thermal and other physical properties of this crystal.

4. CONCLUSIONS
In the course of studying the crystal structure and atomic dynamics of the CuzInsSe; compound, the following main
results were obtained:

1. It has been established that the compound under study, Cu,InsSe, crystallizes in tetragonal systems and its
crystallographic parameters are: a = b = 5.7624 A, ¢ = 11.5432 A, V' =383.295 A3, p = 4.9697 g/cm’, Z = 2 and
P- 42¢(112), corresponding to their values.

2. When studying the atomic dynamics of the CuInsSe; compound, it was found that the vibration modes
corresponding to the wavenumbers v; = 146 cm™, v, = 171 cm™ and v; = 229 cm! belong to In — Se bonds and
vibrations of polyhedra formed by these bonds. The vibration modes observed at higher wavenumbers correspond
to water and carbon dioxide molecules in the sample.
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JOCIIIKEHHA CTPYKTYPHHUX TA KOJABAJBHUX BIACTUBOCTEM Cu:InsSe;
AHAJIITUYHUMHU METOJAMU
C.I. Ioparimosa?, Cakin X. J:ka6apos?, .M. Aramip3aesa?®, Adpcyn C. Abies®, FOcid 1. Anies®?
“Iucmumym ¢hizuxu Minicmepcmea nayxu i oceimu Azepbaiioxcancvroi Pecnyonixu, Baxy, AZ-1143, Azepbatioscan
b4zenmemeo innoeayiti ma yugpoeozo possumxy, baxy, AZ-1073, Azepbaiioncan
“Azepbatiodcancokuti Oepoicasruti nedazociynuil ynieepcumem, baxy, AZ-1000, Azepbatioscan
Baxionokacniticoxuii ynisepcumem, baxy, AZ-1001, Azepbaiioxncan

CunresoBaHno crionyky CuzlnsaSe7, nociimKeHO KpUCTaNiYHy CTPYKTYPY Ta aTOMHY JUHAMIKY. JloCTipKeHHs IPOBOANII TIPH KIMHATHIH
TeMmreparypi Ta 3BHYaiiHUX ymoBax i3 3actocyBanHsiM XRD, pamanoBcbkoi cnekrpockomii Ta FTIR-cmexrpockomii. Otpumani
PCHTTCHIBCBbKI CTPYKTYypHI CIEKTPH aHali3yBajid MeTofoM PiTBenbaa Ta BHM3HAYanu pi3HI KpucramorpadivuHi mapamerpu.
BcraHoBneHo, 0 KpUCTaiuHa CTPYKTYpa Li€l CIIOTYKH BiAMOBIiAE TETparoHaNbHIH CHMETpIii 3 MPOCTOpOBOIO rpymnoto P-42¢ (112).
B pesynbrari ananizsy KP cnekrpa 3 QyHkuicio I'aycca Bcranosneno, mo B kpuctani CuzlnsSes B mianasoni wactor v = 0-800 cm!
CIIOCTEPIraroThes 3 0CHOBHI KOMMBaIbHI Moau: vl = 146 cm!, v2 = 171 em' i v3 = 229 cm!. BeranoBiieHo, 110 1l MOH BiAOBIAAIOTH
KoNuBaHHAM TeTpaenpiB InSed, yrBopenux 3B's3kamu In-Se. B pesymerari ananmizy crnekrpy FTIR BcranosmeHo, mo B kpucTaii
Cu2InsSe7 cniocrepiratoTbess 3 OCHOBHI MOJM KONMBAaHb B Jiana3oHi XBUIboBUX uucen v = 400-4000 cm!. Lli pexumu mos's3ani 3
MOJIEKYJIaMHU BOJIM 1 BYIJICKHCIIOTO T'a3y B 3pasKy.

Kuro4oBi ci1oBa: kpucmaniyvna cmpykmypa, XaivkozeH, amomua OuHamika, Kpucmanospaiyni napamempu
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For the first time, this study conducts a computational analysis by employing density functional theory (DFT) to investigate the
effects of silicon doping as substitutional defects on the structural, electronic, and magnetic characteristics of the L1o-FeNi alloy. The
aim of this study was to explore the potential applications of Si-doped FeNi compounds as alternatives to rare-earth permanent
magnets. For this, we have performed full potential calculations of L1o-FeNi with substitutional Si-doping within a generalized
gradient approximation. Two types of substitutional Si-doping (Or/Ore) in the Ni/Fe site of the parent alloy have been investigated.
The computed formation energy (Es) indicates that the incorporation of silicon defects increases the structural stability of tetragonally
distorted L1o-FeNi. Moreover, our findings demonstrate that the FeNi:Si(On) in the Llo-structure has a stable saturation
magnetization (Ms), whereas the FeNi:Si (Or.) has a small reduction in M;. Therefore, Si-substituted FeNi alloys can be tuned to
become a good candidate for permanent magnets.

Keywords: Ordered L1o-FeNi,; Density functional theory; Rare-earth free magnets,; Substitutional defects

PACS: 61.43.Bn, 71.15.Mb

INTRODUCTION

Permanent magnets have a significant role in many modern technologies, including electric motors, generators,
sensors, and data storage devices [1,2]. These materials retain their magnetic characteristics even in the absence of an
external magnetic field, making them ideal for a variety of applications. Permanent magnet performance is essentially
governed by its magnetic characteristics, including coercivity, remanence, and maximal energy product [3, 4].

Rare-earth magnets, such as neodymium-iron-boron (NdFeB) and samarium-cobalt (SmCo), are the most powerful
permanent magnets on the market today [5]. NdFeB magnets are well-known for their high magnetic strength and are
commonly employed in applications that demand strong magnetic fields in small places, such as hard disk drives,
electric vehicle motors, and wind turbines [6]. SmCo magnets, while somewhat less strong than NdFeB magnets, have
higher temperature stability and corrosion resistance, making them ideal for high-temperature and harsh environmental
applications [7]. However, research on permanent magnet materials is ongoing, with the goal of enhancing
performance, lowering prices, and finding alternatives to rare-earth elements due to their scarcity and geopolitical
difficulties. New alloy compositions, developments in production processes, and the research of hybrid materials that
combine the greatest qualities of many types of magnets are all examples of innovation.

The ordered tetragonal FeNi alloy, commonly referred to as L1o-FeNi or tetrataenite, is receiving widespread
attention in the materials research community because of its promising magnetic characteristics, which are crucial for
advanced technological applications [8, 9]. L1,-FeNi has an arranged tetragonal structure, which contributes to its
unusual magnetic characteristics [10]. Tetrataenite is found naturally in meteorites and formed by a highly slow cooling
process of around 0.1 K per million years at 600 K [11, 12]. This gradual cooling allows the Fe and Ni atoms to
organize themselves in a structured manner, resulting in the Lo phase, which consists of alternating layers of Fe and Ni.
Maat et al. (2020) found that the ordered tetragonal FeNi alloy has strong saturation magnetization (Mg = 1.5 T), a high
Curie temperature (T, = 830 K), and considerable magnetocrystalline anisotropy (MCA = 1 MJ/m3) [13]. These
features make Lq,-FeNi an appealing material for high-performance permanent magnets. However, while its MCA
value is considerable, it is less than that required for optimal performance in permanent magnet applications [14].
Whereas, researchers have discovered several techniques, such as chemical vapor deposition, mechanical alloying and
annealing, and electro-deposition, to synthesize L1,-FeNi in the laboratory, as duplicating the natural gradual cooling
process is impossible [15-17]. Defect engineering is now recognized as an important technique to improve the
characteristics of L1y-FeNi [18]. The introduction of controlled quantities of impurities or defects can have a major
impact on the material's magnetic properties. Rani et al. (2019) discovered that substitutional platinum (Pt) doping
cause tetragonal distortion, which boosts the MCA of L1,-FeNi [19]. However, Pt doping is not cost-effective in large-
scale applications. Furthermore, different techniques involve interstitial nitrogen (N) doping. Computational studies
have demonstrated that N-doping can enhance the structural stability and MCA of tetragonally deformed FeNi, although
with a minor decrease in saturation magnetization [20]. This method makes use of the strong bonding between nitrogen
and the FeNi lattice to maintain the ordered structure and increase magnetic anisotropy.
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For the first time, this study investigated the effects of substitutional silicon doping on the structural, electronic,
and magnetic properties of L1o-FeNi alloys in order to improve their performance by using first-principles density
functional theory (DFT) computational techniques. The substitutional silicon-doping was done at two separate sites: the
Fe site (Ore) and the Ni site (On;). However, the silicon atom was chosen for its size and chemical affinity for FeNi
alloys.

COMPUTATIONAL METHODS

The L1o-FeNi alloy has an AuCu-type tetragonal crystal structure with Fe and Ni layers that alternate along the c-
axis. The L1o-FeNi material has experimental lattice parameters a = 2.53 A and ¢ = 3.58 A [21] and a crystal structure
classified as P4/mmm. The supercells of FeNi with dimensions of 2x2x2 and 2x2x3 were considered to allow
substitutional Si-doping at levels of 12.5% and 8.3%, respectively. To calculate the structural, electronic, and magnetic
properties of pure FeNi and optimized Si-substituted FeNi, we use the full potential linearized augmented plane wave
(FPLAPW) method, which is implemented in WIEN2k software [22], within the framework of density functional theory
(DFT) [23]. To determine exchange-correlation energy, this study applied the spin-polarized Generalized Gradient
Approximation (GGA) proposed by Perdew, Becke, and Ernzerhof (PBE) [24]. In FPLAPW calculations, the valence
levels were considered scalar relativistically, but the core states were treated completely relativistically. Furthermore,
the wave functions of valence electrons identified within the Muffin-Tin sphere have been substantially expanded,
especially up to Imax = 10. The radius of the Muffin-Tin (RMT) spheres for each atom is selected so that they are
almost touching, limiting charge leakage. Rmrkmax=7 Wwas used to calculate the plane wave cut-off parameters, whereas
Gmax was set to 12 a.u.”! for the Fourier expansion of potential in the interstitial area. The convergence criterion was
set at 10™* Ryd total energy. We employed the Monkhorst-pack technique in the Brillouin zone, with a 6x6x4 k-mesh.

RESULTS AND DISCUSSION
L1o-FeNi crystal structure can be characterized by two types of unit cells: (i) face centered tetragonal (fct) and (ii)
body centered tetragonal (bct); however, the bcet, or primitive unit cell, will typically be chosen as the input structure for
calculations due to its smallest basis and minimal computational cost [25]. Figure 1 depicts a 2x2%2 supercell of FeNi
(bet) which stimulates 12.5% substitutional doping of Si by substituting one Ni atom with Si. Likewise, 8.3% Si-doping
may be obtained in a 2x2x3 supercell.

c
8.33%

=2 b S .
a . vl

FeNi

Si-doping
—)

2x2x2 —)
2x2x3

Si-doped FeNi

Si-doped FeNi

Figure 1. Front view of a 2x2x2 and 2x2x3 supercell of FeNi employed to simulate silicon-substitutional doping at 12.5% and
8.33% respectively

In order to get the ground state values of the lattice parameters (a and c) of FeNi and Si-doped FeNi alloys, we
optimized the volume using L. D Marks' optimization approach [26].

The equilibrium lattice parameters and bulk modulus value for L1o-FeNi and Si-doped L1o-FeNi alloy were
determined by fitting the total energy vs. volume data to the nonlinear Murnaghan equation of state [27], as shown in
Fig. 2.

To examine the stability of the structure, the formation energy (Efr) of FeNi and FeNi:Si alloys was estimated
using the prescribed formulae [19]:

Echerl = Ereni — Ere — Enis (D
Ejf:rNi_Si = (Epeni-si — @Epe — BEn; — VEs). )
Where Egeni, Erenisi, Ere, Eni, and Egi designate the ground state energies of pure FeNi, FeNi-Si supercells, and

individual Fe, Ni, and Si atoms. However, a, B and y represent the number of Fe, Ni, and Si atoms in the respective
supercell.
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The optimized lattice parameters (a and ¢), c/a ratio, formation energy, Ego/f.u. (€V), the bulk modulus B (GPa)
and first order derivative of bulk modulus (By”) of FeNi:Si alloys have been computed and are presented in Table 1. Our
computed c/a ratio and formation energy for L;,-FeNi are consistent with previous findings for tetragonal ordered FeNi
reported by Rani et al. (2019) [19]. As seen in Table 1, the c/a ratio increases with Si substitution, reflecting an increase
in tetragonal distortion while keeping the area of the a-b plane roughly the same. The increased tetragonal distortion
improves the structural stability of L1o-FeNi, which is in accordance with the experimental findings published by
Mizuguchi et al. (2011) [28]. As a result, we proved that substitutional silicon doping at either the Fe or Ni sites
increases the stability of the L1,-FeNi alloy. However, the negative values of formation energies (Epo) that were
observed in each case are indicative of structural stability.
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Figure 2: The total energy as a function of the volume of the compounds:
L1,FeNi, FeNij_y Siy (12.5%), Fe;_yNi Siy (12.5%), FeNi;_y Siy (8.33%) and Fe; _4Ni Siy (8.33%)

Table 1. The optimized lattice parameters (a and c), tetragonal distortion (c/a), formation energy, Eror/f.u. (eV), the bulk modulus B
(GPa) and first order derivative of bulk modulus (Bo”) of L1o- FeNi and Si doped FeNi compounds

Compound a(d) c(A) c/a V(A3 B(GPa) B’ Eror/f.u
FeNi (ref. [19]) 2.531 3.579 1.414 22.93 -0.18

FeNi (this work) 2.5140 3.562 1.417 2251 197.828 4.763 -0.181
Fe  NiSi (12.5%) 2.5196 3.6059 1.4311 22.89 177.0856 6.01 -0.027
Fe, NiSi (8.33%) 2.5206 3.5778 1.4195 22.73 184.9932 4.0254 -0.0283
FeNi,_Si (12.5%) 2.5181 3.6038 1.4311 22.85 195.8518 5.000 -0.034
FeNi,_Si (8.33%) 2.5173 3.5815 1.4227 22.69 191.3532 5.000 -0.0285

To investigate their electronic properties, Figure 3 shows the total and orbital projected density of states (DOS) for
L1o-FeNi, FeNi: Si (Og), and FeNi: Si (Oni). The total DOS of all compounds appears highly spin polarized and
metallic in nature. The fundamental electronic configurations of elements constituting pristine and Si-doped FeNi are
Fe: [Ar] 4s23d®, Ni: [Ar] 4s?3d8, and Si: 1s?2s?2p®3s?3p?, as represented in the projected electronic densities of states of
all atoms. In pure FeNi, Fe-3d and Ni-3d hybridize thoroughly thereby contributing equally to total DOS. The fully
filled 3d-orbitals of Fe and Ni in majority spin states are easily recorded, but in minority spin states, they are partly
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occupied, resulting in high ferromagnetism for all compounds. On Si substitution, we see that hybridization between Fe-
3d and Si-3p does not induce any significant shift in either the majority or minority spin states. The DOS in the vicinity

of Er are due to the admixture of Fe-3d/Ni-3d and Si-3p states.
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Figure 3. Computed total and projected density of states (DOS):

(a) FeNi, (b) Fe;_,NiSiy (8.3%), (c) FeNi, _,Si, (8.3%), (d) Fe,_4NiSi, (12.5%) and (e) FeNi,_,Si, (12.5%)

The difference between the majority and minority spin states in the occupied area may be used to determine the
net magnetic moment. Table 2 displays the total atom-resolved spin magnetic moments as well as saturation
magnetization (M) for pure and Si-doped FeNi alloys. According to the results, incorporating silicon affects the
magnetic moments of the constituent atoms as well as the overall magnetic moment.
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Table 2. Total and atom-resolved spin magnetic moments (us), and saturation magnetization (M) of pure and Si-doped FeNi alloy.

Compounds Magnetic Moments (ps) M_(T)
Fe Ni Si total $
FeNi (ref. [29]) 2.701 0.645 / 3.272 1.33
FeNi (this work) 2.702 0.651 / 3.265 1.31
Fe1xNiSix(12.5%) 2.6717 0.6113 -0.0385 2.8190 1.14
Feix NiSix(8.33%) 2.6528 0.6531 -0.0315 2.9373 1.19
FeNi1xSix(12.5%) 2.6090 0.7086 -0.0673 3.0456 1.28
FeNi1xSix(8.33%) 2.7126 0.75027 -0.0688 3.1704 1.30

The minority spin states in Fe (3d®) are less populated than in Ni (3d®), resulting in a greater spin magnetic
moment for Fe (2.7 ug) than Ni (0.65 pug). The decrease in the total spin magnetic moment of FeNi:Si (Oni/Ore) can be
attributed to the phenomenon of hybridization between Ni-3d/Fe-3d states, in conjunction with the p-states of a non-
magnetic impurity atom (Si-3p). This hybridization process leads to a reduction in the overall spin magnetic moment
observed in the system. The decrease is more pronounced in FeNi:Si (Or.) due to antiparallel alignment of Si-3p with
Fe-3d and Ni-3d states. All alloys have isotropic computed spin magnetic moments.

The saturation magnetization (M) is calculated as total spin magnetic moment per unit volume. As indicated in Table
2, the saturation magnetization of L1¢-FeNi is 1.31 T, which is almost equal to the previously computed theoretical value
of 1.33 T [29, 30]. When Si substitutes into (Or.) in L1¢-FeNi alloy, the saturation magnetization Ms decreases from 1.31
T to 1.14 (1.19)T for FeNi:Si 12.5% (8.33%), and when Si is substituted into (Oni), the saturation magnetization Mg
relatively decreases from 1.31 T to 1.28 (1.30)T for FeNi:Si 12.5% (8.33%). This reduce becomes more obvious in
FeNi:Si(Ore) due to the decrease in Fe moment in the plane containing non-magnetic Si impurity. In addition, Fe is
antiferromagnetically linked with the Si impurity in this case. Thus, the structural stability and magnetic properties clarify
that out of two FeNi:Si alloys, FeNi:Si(Oy;) 8.33% is more suitable candidate to act as permanent magnetic material.

CONCLUSIONS

We have studied the effect of doping the L1o-FeNi binary alloy by introducing silicon (Si) atoms as a
substitutional defect in the L1,-bct structure. We have studied the structural, electronic and magnetic properties using
the DFT from the first principle, as described above. Compared to the pristine FeNi alloy, we found that for FeNi:Si, the
tetragonal distortion was increased, which yields the structural stability of these alloys. However, the saturation
magnetization (M) was slightly reduced by the introduction of the Si atom, however, when the Si atom was substituted
in the Ni site (8.33%), the saturation magnetization change was very small. Therefore, among those alloys, FeNi:Si
(Oni) can be tuned to become a good candidate for permanent magnets, or the requirement for permanent magnets is
achieved by this compound.
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OBYUCJIIOBAJILHE JTOCJII)KEHHS CTPYKTYPHUX, EJEKTPOHHUX TA MATHITHUX BJJACTABOCTEM
CILTABY L1o-FeNi, JETOBAHOTI'O Si 1711 YUCTOI EHEPTETUKH
3ine6 3ine®’, Haccima Megrax®
4Jlabopamopis LABTHOP, ®axynemem mounux Hayx, Ynieepcumem Env-Yeo, 3900 Env-Yeo, Anocup
bKageopa gizuxu, paxyremem mounux nayx, Yuisepcumem Env-Yeo, 39000 Eno-Yeo, Anoicup

VY 1mpOoMy AOCTHIIKEHHI BIlEpIIe MPOBEACHO OOYMCIIOBAJIBHUN aHami3 i3 3acTocyBaHHAM Teopii ¢yHKmioHamy ryctuad (DFT) moms
JOCHIPKEHHS BIUIMBY JIETYBaHHS KpEeMHIEM sK Ae(eKTiB 3aMillleHHsS Ha CTPYKTYpHi, €IeKTPOHHI Ta MarHiTHI XapaKTEepUCTUKU
caBy L1o-FeNi. MeTa 1poro JOCIiDKeHHs HoJsirajia B TOMY, {00 BHBYMTH IOTCHLIHHI MOXIIMBOCTI 3aCTOCYBAaHHS JICTOBaHHX
kpemHieM cnonyk FeNi sk anbTepHaTHBH PiIKO3eMeIbHUM MOCTIHHUM MarHitam. J[isi bOr0 MM BHKOHAJIH PO3PaxyHKH ITOBHOTO
noreHuiany L1o-FeNi i3 3aMiCHUM JieryBaHHSIM KPEMHIEM y MeXaX y3arajJbHEHOrO IpaJi€HTHOro HabmmkeHHs. JlocmimkeHo IBa
Tunu 3amicHoro yeryBanus Si (Ore/Or.) y Ni/Fe micui BuxigHoro cruiaBy. O6unciena eneprisi Gopmysanns (Ef) Bkasye Ha Te, 110
BKJIFOYCHHS Je(eKTiB KPeMHIiI0 MiIBHIIYE CTPYKTYPHY CTabuIbHICTH TeTparoHanbHO crmotBopeHoro L1lo-FeNi. Kpim toro, namri
pe3yibTaTH AeMOHCTPYIOTh, 110 FeNi:Si(On:) y crpykrypi L1o Mae crabinbHy HamarHideHicTs HacuueHHs (M), Toxi sk FeNi:Si(Ore)
Mae HeBenuKe 3HWkKeHHA M. Takum umHoMm, Si-3amimeni FeNi cmmaBn MoxyTh OyTH HaJgalITOBaHMM, W00 CTAaTH XOPOIIMM
KaHIUJIaTOM Ha ITOCTIHHI MarHiTH.

KunrouoBi cioBa: snopaoxosanuii L1o-FeNi; meopis ¢pynxyionana 2ycmunu; maznimu 6e3 pioko3emMenrsHux enemeHmis; oegexmu
3amiHu
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In this work, new sensitive thermal sensors based on Si<Pt> and Si<Pd> were developed. Single-crystal n- and p-type silicon samples
doped with phosphorus and boron during growth were used for the study. These samples were first doped with platinum and palladium,
then subjected to ohmic contact with nickel. To manufacture temperature sensors based on n-Si<Pd> and obtain an ohmic contact, this
material was subjected to appropriate mechanical and chemical treatments. Metallic nickel with a thickness d = 1 pm was chemically
deposited on its surface, followed by thermal annealing in a vacuum at T = 400-450°C for t = 10 - 15 minutes. To compare the created
temperature sensors, a special measuring device, a thermostat, was developed to ensure uniform heat transfer.
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PACS: 78.30.Am

INTRODUCTION

Without sensitive and fast-acting thermal sensors, it is difficult to imagine a successful solution to modern technical
and environmental problems. In this case, of particular interest is the development of temperature sensors that allow
remote control and monitoring of the temperature of an object. Existing temperature sensors based on semiconductor
materials have practically exhausted their capabilities in terms of sensitivity and speed [1-4]. Therefore, to create a new
generation of sensitive sensors, new materials or new physical phenomena should be used. In this regard, the functionality
of a doped semiconductor is of great interest.

Thermal sensors are used in almost all sectors of the national economy, as well as in automated systems. Therefore,
the main requirements for a temperature sensor are to increase sensitivity, speed, reduce energy consumption and stability
of parameters under various conditions. Existing temperature sensors that use additional amplification circuits have
almost reached their maximum efficiency, especially since they do not allow remote monitoring of the temperature of
objects [5-7]

In most modern automatic electronic devices, temperature sensors are key elements that convert light and thermal
energy into electrical vibrations. Without them, high-speed fiber-optic communication channels, automatic and security
systems, and fire alarm devices are unthinkable today. Moreover, every year their implementation in all spheres of human
activity becomes more intense. Existing thermal sensors, manufactured on the basis of traditional semiconductor
materials, no longer meet modern requirements for thermal sensors. Therefore, new temperature sensors with more
improved parameters are relevant [8,9].

In this regard, the main goal of this work is to develop a technology for producing silicon with platinum and
palladium impurities, select the optimal impurity, determine the optimal concentrations and nominal resistances of
temperature sensors, develop a good and reliable ohmic contact, as well as select a material for sealing that allows the use
of a temperature sensor in various aggressive conditions and environments.

EXPERIMENTAL PART

Silicon wafers of n- and p-type conductivity with a resistivity of 40 Ohm cm (KEF-40 brand) and 20 Ohm cm
(KDB-20) were used as the objects under study. The wafers were cut from silicon ingots grown by the Czochralski
method. Diffusion doping of silicon with platinum and palladium was carried out from a layer of metal Pt and Pd deposited
on the silicon surface in evacuated quartz ampoules at temperatures of 1200°C for 2 hours. Subsequent cooling of the
samples was carried out using the thermal regimes given in [10, 11].

After doping, the type of conductivity and resistivity of the doped samples were determined using a thermal and
quadruple probe (Table 1).

From the table it can be seen that after doping with palladium atoms, the resistivity increases significantly and the
type of conductivity changes (from n to p). Doping with platinum atoms leads to a decrease in resistivity in both types of
samples.

It was shown in [12,13] that electronically active palladium exists in silicon in the form of two independent particles.
The first, designated Pd,, is amphoteric and has an acceptor level 0.22 = 0.01 eV below the conduction band edge, as well
as a donor level 0.33 = 0.01 eV above the valence band edge. The second species, designated Pd,, has an acceptor level
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0.32 £ 0.1 eV above the valence band edge. The ratio of Pd; to Pd, embedded in silicon varies from 40 to 5 for diffusion
temperatures from 900 to 1200°C, respectively. Platinum is also considered an amphoteric element with good
conductivity and has an acceptor and donor level in the band gap of silicon.

Table 1. conductivity and resistivity of the doped samples

Doping temperature .. Resistivity
N B 1 tivity t
0 rand Samples ©C) Conductivity type (Ohm cm)
1 n-Si - n 39.8
3 KEF-40 n-Si<Pd> 1200 p 1665
5 n-Si<Pt> 1200 n 17
-Si - 2

6 KDB-20 p. 51 P 0
8 p-Si<Pt> 1200 p 3

From these results, we selected n-Si<Pd> p-Si<Pt> samples for the development of temperature sensors. To
manufacture temperature sensors based on n-Si<Pd> and obtain an ohmic contact, this material was subjected to
appropriate mechanical and chemical treatments. Metallic nickel with a thickness d = 1 um was chemically deposited on
its surface, followed by thermal annealing in a vacuum at T =400-450°C for t = 10 - 15 minutes. For temperature sensors
based on p-Si<Pt>, silver liquid was used to increase the resistance of the material. To compare the created temperature
sensors, a special measuring device, a thermostat, was developed to ensure uniform heat transfer.

RESULTS AND DISCUSSIONS
We know that the resistance of semiconductor materials decreases with increasing temperature, and we measured
its change using a digital multimeter. The results obtained are presented in Table 2. For comparison with our temperature
sensors, we also obtained the temperature dependence of the resistance of the Chinese MF52 temperature sensor.

Table 2. Temperature dependence of the resistance of the temperature sensors

T.°C Rsi<pt> Rsi<pa> Rwvrs2
’ Ohm Ohm Ohm
34 228000 307 6320
35 206000 278 5750
36 183000 259 4920
37 177300 244 4370
38 167200 227 4300
39 160400 216 4010
40 153700 210 3740
50 87200 148 1560
51 87000 145 1560
52 83200 145 1510
53 81600 128 1500
54 79500 130 1380
55 59700 124 1280
75 22500 99.2 420
76 21700 88 347
77 21300 79 336
78 20400 80.5 326
79 20000 79.1 314
80 20300 77.4 307

During the comparison process, each temperature sensor was measured separately, and measurements were carried
out in the range from room temperature to 80°C. To determine the temperature sensitivity of these temperature sensors,
their temperature sensitivity coefficients § were analyzed. Table 3 shows the B coefficients of temperature sensors.

Table 3. Sensitivity coefficient () of temperature sensors

No | Thermal sensors Sensitivity factor(p3) Tempoerature Sensitivity factor(f3) Tempoerature
°K C °K C
1 Si<Pt> 5700 34-80 7500 50-60
2 Si<Pd> 3200 34-80 5210 50-60
3 MF52 7200 34-80 5000 50-60
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As can be seen from this table, we see that among temperature sensors in the temperature range 34-80°C, the
sensitivity of the MF54 temperature sensor made in China is high. It can be seen that the sensitivity of the temperature
sensor developed on the basis of Si<Pt> in the temperature range of 34-80°C is better than that of temperature sensors
developed on the basis of Si<Pd>, but worse than that of the MF52 temperature sensors developed in China.

As a rule, temperature sensors developed on the basis of silicon are designed to operate in the temperature range
from -50 to +150°C, and depending on the purpose and operating temperature of each sensor, they can also be used in
short temperature ranges [14, 15]. For example, we developed temperature sensors based on Si<Pt>, Si<Pd> and set
ourselves the task of using them in a microelectronic device that controls the temperature (in the range of 50-60°C) of a
water desalination system. If we take into account temperature control in the range of 50-60°C in this system using a
microelectronic device, as can be seen from Table 3, then we can see that temperature sensors made on the basis of
Si<Pt>, Si<Pd> have much better temperature sensitivity in the range of 50-60 °C compared to MF52 temperature sensors.
It has been established that temperature sensors developed on the basis of Si<Pt> have the best temperature sensitivity
(7500 K).

The authors [16] developed highly sensitive thermal sensors in their work. For the material they chose highly
compensated silicon with manganese atoms. The thermal sensitivity of the presented temperature sensors is very high, it
was 25-50 times greater than that of the existing most sensitive ones. As a result of theoretical calculations and analysis
of the parameters of temperature sensors made on the basis of uncompensated silicon with intrinsic conductivity, obtained
by crucibleless zone melting with p ~ 2:10* Ohm-cm, it was found that the sensitivity of these temperature sensors is also
50-70% lower than that of the developed us thermal sensors.

Other authors [17] have developed temperature sensors based on silicon doped with nickel. The article says that
temperature sensors with a maximum nominal resistance have a very high thermal sensitivity value B in which reaches
7400-7500 K; such temperature sensors are capable of controlling the temperature of an object with an accuracy of
0.005 K.

Based on [16,17], it can be assumed that it is possible to develop highly sensitive silicon-based thermal sensors with
transition elements.

CONCLUSION

The resistivity and conductivity of silicon samples doped with platinum and palladium atoms were determined by
four-probe and thermal probe methods. To develop high-sensitivity thermal sensors, the necessary samples were selected
and nickel atoms were deposited on the surface of silicon samples to obtain ohmic contacts.

As a result of research, it has been established that the temperature sensitivity of the MF52 thermometer made in
China is higher in the temperature range of 34-80°C, and in the temperature range of 50-60°C the temperature sensitivity
of temperature sensors based on Si<Pt> is higher In the future, we plan to use these thermometers in a microelectronic
device that controls the temperature of a water desalination system.
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JOCJIIZKEHHSA YYTJIMBUX TEPMOCEHCOPIB HA OCHOBI Si<Pt> i Si<Pd>
Illapida b. Yramypanosa?, linmypoa A. Paxmanos?, Apcyn C. AGies®
“Iucmumym @izuxu Hanienpogionuxis i mikpoenekmponixu Hayionanvroeo ynieepcumemy Y3bexucmaty,
100057, Tawxenm, Y36exucman, ¢yn. Aneu Anmaszap, 20
b3axiono-Kacniticoxuii ynieepcumem, baxy, AZ1001, Azepbaiidocan

VY wmiii po6GOTIi po3poOJCHO HOBI YyTIHMBI TepMoceHcopu Ha ocHOBI Si<Pt> i Si<Pd>. Jlns AOCHiIKCHHS BHKOPHUCTOBYBAIU
MOHOKPHUCTAJIIYHI 3pa3Ky KPEMHIIO N- 1 p-THILY, jJeroBaHi ¢pocdopom i 6opom mig yac pocty. Lli 3pa3ku crodaTky JeryBajiy IIaTHHOIO
i manajiem, MOTIM MifaBagy OMIYHOMY KOHTAKTy 3 HikesieM. J[Jis BUTOTOBIICHHS JATYMKIB TeMIeparypu Ha ocHOBi n-Si<Pd> rta
OTpPHUMAaHHS OMIYHOTO KOHTaKTy Liel MaTepial MiJqaBaBcsl BiANOBIAHIM MexaHiuHii Ta XiMiuHii 00po6ii. Ha iioro noBepxHro XiMiuHO
0cCaKyBald METaJeBUH HiKelb TOBIIMHOKW d = 1 MKM 3 HACTYITHHM TepMi4HUM BixmanoM y Bakyymi mpu T = 400-450°C npotsrom
t=10 — 15 xpunuH. J{71s MOPiBHAHHS CTBOPCHUX NATUYHKIB TeMIepaTrypu OyB po3poOiIeHuid crieiadbHuil BUMIPIOBAIBHUN TTPUIa —
TepMocCTar, SKuii 3a0e3nedye piBHOMIpHUH TEINIOOOMIH.
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Capacitive pressure sensors make pressure sensing technology more accessible to a wider range of applications and industries, including
consumer electronics, automotive, healthcare etc. However, developing a capacitive pressure sensor with brilliant performance using a low-
cost technique remains a difficulty. In this work, the development of a capacitive pressure sensor based on nanoporous Anodic Aluminium
Oxide (AAO) fabricated by a two-step anodization approach which offers a promising solution for precise pressure measurement is
fabricated by a two-step anodization approach. A parallel plate capacitive sensor was fabricated by placing two AAO deposited sheets are
placed face to face, with the non-anodized aluminum component at the base functioning as the top and bottom electrodes. A variation in the
capacitance value of the as fabricated sensor was observed over an applied pressure range (100 Pa-100 kPa). This change in capacitance can
be attributed to the decrease in the distance between the two plates and the non-homogenous distribution of contact stress and strain due to
the presence of nanoporous AAO structure. In this pressure range the sensor showed high sensitivity, short response time and excellent
repeatability which indicates a promising future of the fabricated sensor in consumer electronics, intelligent robotics etc.

Keywords: Capacitive pressure sensor, Anodic Aluminium Oxide (AAO),; Anodization; Sensitivity; Response time, Repeatability
PACS: 84.32.Tt, 07.07.Df

1. INTRODUCTION

In recent years, the field of sensor technology has witnessed a significant breakthrough with the emergence of Anodic
Aluminium Oxide (AAO) based sensors. These sensors have demonstrated exceptional potential in various applications,
including pressure sensing, biomedical monitoring, and environmental detection. The unique properties of AAO, including its
highly ordered porous structure, high dielectric constant, and mechanical robustness, make it an ideal material for developing
electrical and optical sensors that can operate accurately and reliably in harsh environments. As the demand for advanced
sensors continues to grow, AAO based sensors are poised to play a critical role in revolutionizing various industries. One of
the most significant advantages of AAO-based sensors is their ability to accurately measure capacitance and resistance
variations. By depositing a thin metal coating on the surface of AAO, these sensors can detect even the slightest changes in
pressure, making them ideal for a wide range of applications. The highly ordered porous structure of AAQO allows for a high
surface area-to-volume ratio, which enables the sensors to detect pressure changes with high sensitivity and accuracy.
Moreover, AAO's high dielectric constant and mechanical robustness ensure that these sensors can operate accurately and
reliably in harsh environments, making them ideal for industrial and aerospace applications.

Pressure sensors are classified into five types based on their sensing techniques, which include piezoelectricity,
piezoresistivity, capacitance, triboelectricity, and transistors [1-17]. The capacitive pressure sensor is one type that has
received much attention because of its stable structure, low pressure need, rapid dynamic reaction, and minimal
temperature drift [18]. As the dielectric layer in a capacitive pressure sensor plays a vital role, therefore, incorporation
of a porous dielectric material into a capacitive pressure sensor in place of a normal dielectric material would be more
advantageous as it will provide increased sensitivity, low hysteresis, reduced stiffness, improved response time,
lightweight, customizable properties and wide range applications. Developing a simple cost effective, controllable
method to create a capacitive pressure sensor with excellent sensitivity, quick response and wide detection extent
continues to be a formidable obstacle [18-28].

In this paper, we have reported the development of a pliable capacitive type sensor formed on nanoporous AAO.
The conventional two-step anodization method is adopted to fabricate AAO layer over a commercially available
aluminium sheet. As the thickness of the dielectric material has an inverse relationship with the capacitance of a parallel
plate capacitor, we have prioritized the development of a thicker AAO layer in a short period of time. The hard
anodization method is used for this purpose because it has proven to be a fast fabrication method. Two pieces of AAO
on Al substrate are joined together where the AAO layers get stuck face to face to form a parallel plate capacitor. The
pressure sensing response of aforesaid capacitor is studied here as a function of the capacitance.

2. MATERIALS AND METHODS
The studies were carried out using commercially available Al sheets. The 0.5 mm thick Al sheet was cut into the
appropriate sizes for anodization. Al sheets were cleaned with acetone and deionized water for 10 minutes, then
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annealed at 250°C for 4 hours. To dissolve the naturally occurring oxide layer, the aluminium sheets were
electropolished in a solution of H3PO4, H»SO4 and deionized water at a weight ratio of 2:2:1. The Al sheets were then
cleaned with deionized water numerous times before being dried and used as anodes in the as developed AAO
fabrication setup. The nanoporous AAO structures were created using a simple two-step hard anodization procedure
with a Pb sheet serving as the cathode. The anodization process was performed at a voltage of 140 V and a temperature
of ~5°C. Here, 0.3M H,C,04 was used as the electrolyte.The morphology of nanoporous AAO has been proven to be
affected by different parameters for instance the anodization time, anodization voltage, type and concentration of the
electrolyte, and the temperature of the electrolytic bath. In this work a sample H1 was synthesized by keeping the
anodization time 1 minute. The morphology of the as-prepared AAO structures was examined using a ZEISS Sigma
300 field emission scanning electron microscope (FESEM).

The pressure sensing ability of the nanoporous AAO structure was investigated by fabricating a flexible parallel
plate capacitor, where, two nanoporous AAO deposited sheets of same size (Length=1 cm, Breadth= 1 cm, Height= 0.5
mm) are placed face to face, with the non-anodized aluminium component at the base functioning as the top and bottom
electrodes. In this parallel plate capacitor arrangement, AAO layer serves as the dielectric layer. The capacitance
variations of the as fabricated sensor were observed under a pressure range (100Pa-100 kPa) applied over the sensor.
Responses were recorded by connecting the AAO sensor to a LCR meter. Figure 1 shows a schematic of the
experimental sequence.

Sensor Base (Top)
AAO Load Sensor
(a)

d. LCR Meter
(<)

Figure 1. Schematic representation of the(a) as prepared AAO based capacitive sensor (b) Sensor without applying any load
(c) Sensor with load where the distance between the two Al plates are decreasing

3. RESULTS AND DISCUSSION
The Scanning Electron Microscopy (SEM) photographs of the sample H1 are depicted in Figure 2(a) and (b).
Figure 2(a) depicts the top view of the sample, while Figure 2(b) represents cross sectional view of the sample.
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Figure 2. (a-b) SEM micrograph (Top view and Cross-sectional view) of the sample H1. (c) EDS pattern of the sample H1 (d)
Atomic percentages of the different elements from the EDS.
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The SEM micrograph (Top view) of sample H1 (Figure 2(a)) shows the extended-range ordering, homogeneity,
shape, and size of the pores. This micrograph can reveal a variety of structural morphological details for instance pore
diameter, inter-pore distance, porosity, and so on. Values were averaged over 20 measurements. The diameter of the
pores is determined by the electrolyte type, anodization time, and anodization voltage. The porosity P of the hexagonal
cell nanoporous AAO with a pore within each hexagon can be expressed as follows (with each pore assumed to be a
perfect circle) [29]

_ _porearea _ m Dy,

" hexagon area 2\/3(Di) ’ M
where, Dy and D; are the diameter of the pores and the interpore distance of the nanoporous AAO respectively, as shown
in Figure 2 (a). The pore density, n of the porous AAO with a hexagonal distribution of pores can be described as the
overall quantity of pores present in the 1 cm? surface area of the porous AAO, and expressed as follows [29]:

_10%*_ 2x10*

NEV @
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Where Apex represents the surface area of a single hexagonal cell (measured in nm?). These structural parameters
for the as prepared sample are analyzed through Imagel software from the SEM micrographs and calculated using
equations (1) and (2). The average diameter of pores (D), interpore distance (D;) , porosity (P) and the density of the
pores (n) of the sample H1 are found to be 38 nm, 83nm, 18.95% and 1.7x10? pore/cm? respectively. The Energy
dispersive X-ray spectroscopy (EDS) micrograph of sample H1, as depicted in figure 2 (c), confirms the presence of Al
and O in the sample. Figure 2(d) represents the atomic percentages of the different elements present in the sample H1
from EDS. External loads were applied to the as-fabricated sensor in increasing order, generating pressures ranging
from 100 Pa to 100 kPa, and the corresponding change in capacitance was observed. To evaluate the effectiveness of a
pressure sensor, the pressure sensitivity (S) plays an important role and is represented by [30].

S(AC/CO)
S="%p 3

Here, Cy denotes the initial capacitance without external pressure, AC denotes the relative change in capacitance
(C - Cy), and P denotes the applied external pressure. The equation demonstrates how the slope of the tangent to the
graph of pressure-capacitance can be used to calculate the sensor's sensitivity. Figure 3(a) shows the variation in relative
capacitance of a sensor formed on nanopoous AAO over a wide pressure range. For example, when the pressure is
around 40 kPa, the sensitivity of the as-fabricated sensor can reach 0.02 kPa™!.
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Figure 3. (a) The variation in the relative capacitance of the as fabricated sensor formed on nanoporous AAO. (b) Capacitance
response by the as fabricated sensor with respect to pressure change for three loading/unloading cycles (inset is the single
loading/unloading cycle). (c) The response of the sensor and the time of recovery when subjected to a pressure of 2, 10, 50 and
100kPa. (d) The sensor's capacitance response to repeated mechanical loads at pressures of 2, 10, 50 and 100kPa.
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The sensitivity decreases to 0.01 kPa™! when the pressure is increased above 80 kPa. Figure 3(b) clearly shows an
apparent variation in capacitance response with regard to pressure change of the as-fabricated sensor during the
loading/unloading process. When it comes to the application of flexible pressure sensors in various fields, short
response as well as recovery time, in addition to high sensitivity, plays a vital role. The aforementioned features were
also assessed by loading and unloading pressure on the as-fabricated pressure sensor. As demonstrated in Figure 3(c),
putting on a pressure of 50 kPa causes the capacitance of the sensor to rapidly grow from its initial value to a steady
value within 1 second. By releasing the loading force, the capacitance returns to its original value in around 1s. The
repeatability of the sensor under 3 loading/unloading cycles is illustrated in Figure 3(d). Figure 3(b) shows that the
capacitance response throughout the operation is quite uniform, with very little hysteresis, showing the sensor's
stability. The capacitance of a parallel plate capacitive pressure sensor can be expressed as

cacd/d 4)

Where ¢ signifies the dielectric layer’s dielectric constant, A represents the overlapping area of the two plates, and d
represents the distance between the two plates [30]. Again, ¢ can be expressed as

€E=¢g0¢&r )

where ¢y stands for dielectric constant of free space and e, stands for relative dielectric constant [30].

Here, under vertical stress, the overlapping area remains practically constant; therefore, the value of the
capacitance of the fabricated flexible capacitor is dependent on the dielectric constant and distance between the two
plates. Since the two plates of AAO grown on Al are placed face to face to form the parallel plate capacitor, therefore,
the value of dielectric constant will not affect the capacitance. Hence, capacitance will be primarily influenced by the
separation distance. With the increase of external pressure, the gap between the two plates of the parallel plate capacitor
decreases, and an enhanced capacitance response was observed for the as fabricated flexible capacitive pressure sensor
formed on AAO. Also, the capacitance value of the as fabricated capacitive pressure sensor may be affected by the
porous structure of the AAO. In a study, it was demonstrated that under the same applied pressure, a structured
dielectric layer (nanopillars based on AAO) provided much higher strain concentration and contact stress in its territory,
where the highest value was recorded at the deformation area when compared to a structure less dielectric layer, where
stress and strain are distributed uniformly at the conjoined point of the electrode and the film [1].

4. CONCLUSION

This work describes the successful build out of a capacitive type pliable pressure sensor based on nanoporous
AAO which was fabricated using a simple two step anodization method. The novelty of the as fabricated capacitive type
pressure sensor lies in its construction, where two plates of AAO grown on Al are simply placed face to face. The Al on
either side of these two AAO plates serves as the metal electrodes for the as fabricated parallel plate capacitor.The
sensor shows excellent repeatability, high sensitivity, better stability and a very less hysteresis loss over the applied
pressure range (100 Pa — 100 kPa). The mechanism behind the increase in capacitance with an increase in pressure for
the as fabricated sensor is the decrease in the gap between the two AAO based plates and also the nanoporous structure
of AAO, which offers enormous contact stress and strain. We hope that this strategic effort will pave way for the
advancement of pliable pressure sensors, as well as be of great interest to many pressure sensing device applications.
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PO3POBKA €EMHICHOI'O JATYUKA THCKY HA OCHOBI HAHOITIOPUCTOTI'O
AHOJHOI'O OKCHUAY AJTIOMIHIIO
Tpimna Moni J{ac?, lesadpara Capmax®, Cankap Moni Bopax?, Cynanaan Bapyax®
“Jlenapmamenm npukiaoHux Hayk, Yuisepcumem I'ayxami, [ocanyxoapi, I'veaxami-781014, [noia
bIJenmp nepedosozo doceidy ¢ obnacmi nanomexmonoziti, Yuisepcumem micma Acam, I'véaxami -781026, Inois

€MHICHI JaTINKH THCKY POOJISATH TEXHOJIOTII0 BUMIPIOBAHHS THCKY OUIBIN JOCTYITHOO AJISI MIMPIIOTO CHEKTPY 3aCTOCYBaHb 1 ramy3ei
IIPOMHCIIOBOCTI, BKJIIOUAIOUH ITOOYTOBY €JIEKTPOHIKY, aBTOMO011e0y {yBaHHS, OXOPOHY 310poB’st Tomo. OqHaK po3podka eMHICHOTO
JIaT4YMKa TUCKY 3 OJIMCKYYOIO NPOJIYKTHBHICTIO 32 JOIIOMOIOI0 HEJOPOroi TeXHIKH 3aMIIAETHCS CKIAAHOI0. Y Liif po6oTi po3pobka
€MHICHOTO JIaTYMKa THUCKY Ha OCHOBI HaHOMOPHCTOTO aHOJHOTO OKcHAy anmioMiHilo (AAQ), BHTOTOBJICHOTO 3a JOMNOMOTOKO
JIBOETAIHOTO IIiAXOJLY AHOJYBaHHS, SKUH IPONOHYE MEPCIEKTUBHE DIlICHHS ISl TOYHOTO BUMIPIOBAHHS THCKY, BUI'OTOBJICHO 32
JOTIOMOTOI0 JIBOSTAIIHOTO MiAXOAy aHOMyBaHHs. [lapanenbHHMil IIACTUHYACTHI €MHICHHI AaT4MK OYyB BHUTOTOBJICHHH LUISIXOM
po3minieHHs ABoX HaHeceHHX AAQ JHCTIB JUIEM OAWH A0 OZHOTO, MPUYOMY HEaHOJOBAHHWH ANMIOMIHIEBHH KOMIIOHEHT Y OCHOBI
(YHKIIOHYBAaB SK BEepXHiM 1 HIDKHIA enekTpomau. CrocTepiramacss 3MiHa 3HA4eHHS €MHOCTI TOTOBOTO JaT4yWka B Jiama3oHi
npuknagesoro Tucky (100-100 xITa). Lo 3MiHy €MHOCTI MOXHA ITOSCHHTH 3MCHIIEHHSM BiICTaHI MiDX JBOMa IUIACTHHAMH Ta
HEOJHOPITHUM pO3IOIUIOM KOHTAaKTHOI Hampyru Ta Jedopmarii depe3 HasBHICTH HaHOMOpHCTOI cTpykTypn AAO. V mpomy
niarmasoHi THCKY JaTYMK MOKa3aB BHCOKY YyTJMBICTh, KOPOTKMH dac BIATYKy Ta YyHOBY IOBTOPIOBAHICTh, IO BKa3ye Ha
GaraToo0ilsroue MalOyTHE BUTOTOBJICHUX JATUYMKIB y MOOYTOBIH €IEKTPOHIli, IHTEIEKTyalIbHiil poOOTOTEeXHIIIl TOILO.

KirouoBi cioBa: emmuicnuii oamuux mucky;, amoonuu oxcuo amominito (AAO); anodysamwsa; uymaugicms;, uac 6i02yKy;
no8MopI08aricms





