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The present study examines the Kaniadakis holographic dark energy in the context of the Brans-Dicke scalar-tensor theory of gravity
(Phys. Rev. 124: 925, 1961). This paper focuses on a background with an anisotropic Kantowski-Sachs space-time that is homogeneous
in space. Under these circumstances, the Brans-Dicke scalar field denoted as ¢ is used as a function of the average scale factor a(t).
Using a graphical model to analyze the model's physical behaviour is part of the inquiry into the Universe's accelerating expansion.
We evaluate the cosmological parameters such as the scalar field, the equation of state parameter and the deceleration parameter.
Furthermore, the models' stability is assessed through the application of the squared sound speed (v2). For our models, we derive the
widely accepted cosmic planes such as wyq, — W4, and statefinder (r,s) planes. It is found that the scalar field is a decreasing function
of cosmic time and hence the corresponding kinetic energy increases. The deceleration parameter exhibits accelerated expansion of the
Universe. It is mentioned here that the equation of state parameter lies in the phantom region and finally attains the ACDM model. Also,
the wyqe — Wiqe plane provides freezing and thawing regions. In addition, the statefinder plane also corresponds to the ACDM model.
Finally, it is remarked that all the above constraints of the cosmological parameters show consistency with Planck observational data.
Keywords: Scalar-tensor theory; Scalar field; Holographic dark energy; Kantowski-Sachs model

PACS: 98.80.-k, 95.36.+x

1. INTRODUCTION

Recent observational data on the history of cosmic expansion have enabled the discovery of the universe's
accelerating expansion conceivable, as provided in the works of Perlmutter et al. [1] and Riess et al. [2]. As a mysterious
and intensely pressured force, dark energy (DE) is thought to be the fundamental reason. Nevertheless, the traits and
behaviours of DE remain a mystery. Two main approaches are available to tackle the problem of cosmic acceleration: the
first one includes introducing a DE component into the Universe and studying its dynamics. (Caldwell [3]; Padmanabhan
[4]; Santhi et al. [5], The alternative, however, involves investigating changes to Einstein's theory of gravitation and
viewing them as a flaw in general relativity.

Among dynamical differential equation models, the holographic DE (HDE) model has become an important
instrument to study the mystery of DE in recent years. Based on the quantum characteristics of black holes (BHs), which
have been thoroughly studied in the literature to analyze the idea of quantum gravity, this study's research was carried
out. [6]. The vacuum energy A of a system of size L should not be greater than the mass of a BH of the same size, according
to the holographic principle, a hypothesis in quantum field theory. Within the context of quantum field theory, this idea
is essential to comprehend the genesis of BHs. The study carried out established the formal energy density of HDE by
Cohen et al. [7]. The equation provided may be rewritten more academically as follows:

Prae = 3d°mzL72. (1

In this case, the Planck mass reduction is represented by m,,, the numerical constant is represented by 3d?, and the
IR cutoff is indicated as L. The literature has researched several infrared cutoffs in great detail, including the Hubble
horizon H™1, the event horizon, the particle horizon, the conformal universe age, the Ricci scalar radius, and the
Granda-Oliveros cutoff [8]. Examining the current acceleration of the universe is made possible by the use of HDE models
with various IR cutoffs, offering insights into the transition redshift value that signifies the change from early deceleration
(q > 0) to present acceleration (q < 0). This research shows that the transition redshift value aligns with current
observational data. Moreover, it could offer a possible resolution to the puzzle of cosmic coincidence, which concerns
the puzzling topic of why, in the current state of the universe, the energy densities originating from dark matter and DE
display a constant ratio. A respectable degree of agreement between the HDE model and observational data has been
demonstrated by numerous investigations [9]. Nojiri and Odintsov [10] presented a methodology in their work that uses
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phantom cosmology and generalized HDE to try and reconcile the early and late epochs of the universe. In research by
Ghaffari [11], the HDE model was examined to determine whether the generalized laws of thermodynamics held in the
context of the D-dimensional Kaluza-Klein-type FRW world. Various cosmological components of new and updated
HDE models have been investigated by Aditya and Reddy [12]. As a generic entropy metric, Kaniadakis statistics have
recently been used to examine various gravitational and cosmological implications [13]. The generalized K -entropy
(Kaniadakis), a single free parameter entropy of a BH is obtained as [14]

Sac = 3¢ SINh(KSpu). @

where X is an unknown parameter.

Consequently, a new model of DE known as Kaniadakis Holographic DE (KHDE) [14] is presented utilizing this
entropy and holographic DE theory, which exposes considerable properties. Jawad and Sultan [15] have discussed KHDE
models in different theories of gravity. As Tsallis and Kaniadakis, Sadeghi et al. [16] have examined the dynamic
structures of HDE within the context of the Brans-Dicke theory of gravity.

Many entropy-related formalisms have been applied recently to the development and examination of cosmological
models. Several new HDE models have been put out, such as the Renyi HDE (RHDE) model [17], the Tsallis HDE
(THDE) [18], and the Sharma-Mittal HDE (SMHDE) [19]. Conversely, in the case of non-interacting cosmic systems,
the SMHDE theory exhibits classical stability. The RHDE theory shows better stability when viewed individually and is
predicated on the idea that cosmic sectors are not connected. The Tsallis, Renyi, and Sharma-Mittal entropies are
investigated in the work by Younas et al. [20] in a flat Friedmann-Robertson-Walker (FRW) universe with Chern-Simons
modified gravity. In the THDE, Aditya et al. [21] examined the empirical constraints on the logarithmic Brans-Dicke
theory of gravity. The authors Prasanthi and Aditya have conducted a study on the observational restrictions in RHDE
[22, 23]. In their study, Sharma and Dubey [23] examined the SMHDE models using several diagnostic methods. In light
of the aforementioned research, we have chosen to examine the HDE using a novel entropy formalism known as the
SMHDE, with the Hubble horizon serving as the infrared cutoffs in our investigation.

The statistical isotropy of the universe is called into question discovery of large variances in cosmic microwave
background radiation at wide angles. Even in the absence of inflation, the universe may have some anisotropic geometry
within the framework of cosmological theories. Several researchers have recently become quite interested in investigating
different cosmological models with anisotropic backdrops. Within the context of the Brans-Dicke theory of gravity [25],
this study attempts to explore the Kantowski-Sachs universe taking into account the effects of pressureless matter and
KHDE. The suggested work plan's outline is given below. Both the derivation of field equations and their solutions are
covered in Section 2. Section 3 examines the model's physical properties. Section 4 contains the comparison of our work
with the observational data. The paper's conclusions and a final summary are presented in the last section.

2. FIELD EQUATIONS AND THE MODEL
There have been several gravitational theories put forth as alternatives to Einstein's general theory of gravity. But
the most effective substitute for Einstein's theory is thought to be the scalar-tensor theory created by Brans and Dicke
[25]. Assume that the universe is composed of DE with a density of py4. and pressure-free matter with an energy density
of p,,. For the combined scalar and tenor fields, the Brans-Dicke field equations are thus provided in this instance by

8 = _ _
Rij — %Rgij = —f(Tij +Tij)—¢ 1(¢i;j - 9ij¢’;'g) — w2 (¢,i¢,j - %gijd),ad)'a)s 3)
8 _
P = Gogm T+ )

and the energy conservation equation is

(Ty +Ty),; =0, (5)

which is the result of field equations (3) and (4). In this case, R is a Ricci scalar, R;; is a Ricci tensor, and w is a

dimensionless coupling constant. T;; and T; ;j are energy-momentum tensors for pressure-less matter and KHDE, which
are defined as

Tij = pmwity; Tij = (Prae + Prae) Withi — PrdaeJijs (6)

here pyqe and pyqe are the pressure and energy density of DE respectively and p,, is the energy density of matter. The

equation of state (wyq.) parameter of DE is defined as wyqe = Z"de‘,
kde

We consider the Kantowski-Sachs space-time in the following form

ds? = dt? — A%dr? — B2(dy? + sin*pdp?), 7
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where A and B are metric potentials and only cosmic time t functions. The Kantowski-Sachs class of metrics describes
anisotropic and homogenous yet expanding cosmologies. They also provide models for estimating and comparing the
consequences of anisotropies with the FRW class of cosmologies (Thorne [26]). For the Kantowski-Sachs model (7), we
define the main parameters:

Hubble’s parameter of the model

—4
H="2 ®)
where
a(t) = (ABH)'/3 )
is the average scale factor. Anisotropic parameter 4, is given by
1 Hi—H\?2
Ay =338, (25, (10)

A B . . . . . .
where H, = < H, =H; = 5 are directional Hubble’s parameters, which express the expansion rates of the universe in

the directions of x, y and z respectively.
Expansion scalar and shear scalar are defined as

0 =ul=2+27, (11
L N2
2 1 4ji _1(A B
o? =700, =3(5-5) - (12)

where g;; is the shear tensor, Ay, is the deviation from isotropic expansion and the universe expands isotropically if A, = 0.
The deceleration parameter is given by

q =%(§)—1. (13)

If =1 < q < 0, the universe expands at an accelerating rate, decelerating volumetric expansion if ¢ > 0. If g = 0,
the universe expands at a constant rate.
The field equations (3)-(5) for the metric (7) produce the following equations when adopting co-moving coordinates:

2§+§—E+B—2+‘;’E+§+ zig - utepi, (14)
2yl +—+%%+z+i( 1) = - ebite (15)
¢ +3pH = ¢(3+2W) ———(Prae — 3Pkae T Pm) (17)

and the conservation equation is given by
Pm + Prae + 3H(pm + (1 + wyge) Prae) = 0. (18)

We assume that there is minimal interaction between the DE, T; ; = 0 and that the pressure-less matter component
is minimally interacting, T;; = 0, due to the energy conservation equation (5). Consequently, two additive conserved

components have been extracted from the energy conservation equation (5): maintenance of the DE's energy-momentum
tensor

Prae + 3H(L + Wyge)Prae = 0, (19)

and the conservation of the energy-momentum tensor of the pressure-less matter
pm + 3Hppy =0, (20)

here the overhead dot represents ordinary differentiation for cosmic time t.

A, B, ¢, Wrge> Prae, and p,, are six unknown variables in the four equations (14)-(17). As a result, some extra
constraints are required to solve the above system of equations. We build our computations on the following physically
acceptable assumptions:

The shear scalar (o) is regarded as proportionate to the expansion scalar (6). As a result, the metric potentials
are related to one another. (Collins et al. [27]), i.e.,
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A = Bk, 1)

where k > 1 is a constant that accounts for space-time anisotropy (we have taken the integration constant as a unity).
The physical foundation for this assumption can be found in observations of the velocity redshift relation for extragalactic
sources, which indicate that the Hubble expansion of the universe may achieve isotropy when ¢ /6 is constant.

In addition, it is common in the literature to employ a power-law relationship between scalar field ¢ and average
scale factor a(t) of the form (Johri and Sudharsan [28]; Johri and Desikan [29]) ¢ o [a(t)]™ where n denotes a power
index. Many authors have looked into different aspects of this type of scalar field ¢p. Given the physical significance
of the preceding relationship, we employ the following assumption to reduce the mathematical complexity of the system

¢ (t) = dola(®)]", (22)

where ¢ is the proportionality constant.
From Egs. (14), (15), (21) and (22), we obtain the metric potentials as

A= (kt—_zl — Ak — 1))2, (23)

B= 5 a0k~ 1), (24)

where A; is integrating constant and n(k + 2) + 3k = 0. Now, the scalar field ¢ calculated as

2 6n(k+2)
$(t) = ¢y (k— — Ay (k — 1)) . (25)

Now the metric (7) can be rewritten as

k
ds? = dt? — (kt—_zl Ak — 1)) dr? — (kt—_zl A (k- 1)) (d? + sin2pdg?). (26)

3. COSMOLOGICAL PARAMETERS AND DISCUSSION
Equation (26), in conjunction with equation (25) illustrates the Kantowski-Sachs universe with Kaniadakis HDE
in Brans-Dicke's theory of gravity. The following geometrical and physical factors are crucial to the debate of cosmology.
The spatial volume (V) and average scale factor (a(t)) of the model are given by

k+2
) =
V() = [a@®))® = (r — Ay (k — 1)) . @7)
Mean Hubble’s parameter (H) and expansion scalar (8) are obtained as
_6_ (k+2)t
H= 3 3t2-34;(k-1)? (28)
The shear scalar (62) and anisotropic parameter (4j,) are
2 _ (k-1)2¢2
7 T3 a (k-2 (29)
_ 2(k-1)2
h — (k+2)2 " G0)

Eq. (26) indicates the spatially homogeneous and anisotropic Kantowski - Sachs KHDE cosmological model in the
Brans-Dicke theory of gravity. There is no initial singularity in our model, i.e. at t = 0. From a finite volume when t = 0,
the model’s spatial volume increases with time. This indicates that the model's spatial expansion. Att = 0, the parameters
H(t), 8(t), and 62 are finite and tend to infinity as t — co. The mean anisotropic parameter A, represents the deviation
from isotropic expansion. It establishes the anisotropic or isotropic nature of the model. When k = 1, 4, equals 0. In this
instance, the expansion of the universe is isotropic. In addition, if V — oo and A, = 0 as t — oo, The model steadily gets
closer to isotropy.

According to the HDE, if DE is meant to regulate the universe's current, accelerated expansion, then, taking into
account the Kaniadakis BH entropy equation (2), the total vacuum energy contained in a box of a certain size L3 must not
surpass the energy of a BH of the same mass. Next, one obtains
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S
A = prge L—jf, (31
for the vacuum energy pyq.- Now, taking the Hubble horizon of the universe as the IR cutoff (i.e., L = %, A= :—Z),
3¢2H* . K
Prae = == sinh (), (32)

where the constant C? is unknown, X belongs to a set of real numbers, and H = % is the Hubble parameter. Now, it's

24
evident that we have ppg4, — %TH (the well-known Bekenstein entropy-based HDE) when k — 0. Considering the
pressureless fluid (with energy density p,,,) and the DE candidate (with pressure p, 4. and density pyq.)- The fractional
energy densities of matter (£,,) and DE (Q4.) are given as

Qp=2m=Lm and Qg = 2kde = &2 sinh (nx)’ (33)

Pcr 3H2 Pcr X H?

Per 1s the critical energy density. The above equation can be written using Eq. (28) as

_ 3d%(k+2)tt o (18 (3t2-34, (k-1)2)°
Prae(t) = (3t2-34(k—1)2)*5 smh( (k+2)2t2 (4
From Egs. (14) and (27), we get the energy density of matter as
—(k+2)
t? 2
() = po[i=— Ak = D] * . (35)
Using Egs. (23)-(25) in Eq. (14), we get the EoS parameter as
1
_ bo(3t2-34,(k-1)2)"s 2 _ 6nk+2) (34, (k-1)2 k(k_l)(tz_Al(k_l))
Wiae (t) = 3d2(k+2)4t* i A= 1) (t2-44(k-1)2)2 (t2-44(k-1)2)2
(k+1)t2 wn?(k+2)2t2 2n(k+2)(n(k+2)t2-3t2-34,(k-1)2) | n(k+3)(k+2)t>
(t2-A1(k-1)H)?2 * (3t2-3441(k-1)?)? 9(t2-41(k-1)%)2 3(t2- A1 (k-1))?
2 -1 6( 2 ( )2)2 -1
t . 8 (3t2—-34, (k-1
+ (a — Ay (k- 1)> }(smh (—(m)ztz )) . (36)

Scalar field: We plotted a scalar field's behaviour against cosmic time for a range of parameter values. k in Fig. 1. One
way to conceptualize the scalar field is as a positive, declining function that ultimately approaches a minimum positive
value. Because of the scalar field's diminishing behaviour, the corresponding kinetic energy rises. This behaviour closely
resembles that of scalar fields in DE models that have been developed by several writers and published in literature
(Aditya and Reddy [30]). Moreover, it is evident that when parameter k rises, the scalar field contracts. Hence, in this
work, Examining the additional dynamical parameters in the context of the BD scalar field is our goal.

4500 T T

r~ - - -k=1.4| |
. —k=1.5
o e k=1.6| |

3500 -

Scalar field

Time t (Gyr)

Figure 1. Plot of scalar field ¢ versus cosmic time t for ¢, = 28000 and 4A; = —38

Energy conditions: The Raychaudhuri equations provide the foundation for the study of energy conditions and are
essential to any analysis of the congruence of time-like and null geodesics. Energy conditions are used to illustrate other
general conclusions regarding the behaviour of powerful gravitational fields. These are the typical energy scenarios:
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e Dominant energy condition (DEC): prge = 0, prae L Prae = 0.

e Strong energy conditions (SEC) : prge + Prdae = 0, Prae + 3Pkae = 0,

e  Null energy conditions (NEC): prge + Prae = 0,

e  Weak energy conditions (WEC): pxge = 0, prge + Prae = 0,
Fig. 2 depicts the energy conditions for our KHDE model. It is clear that the NEC is violated, and the model results in a
Big Rip. Furthermore, the WEC is observed to comply with the requirement p;, = 0. In addition, Fig. 2 shows that the
DEC pg4e + Pge 1s not satisfied. Furthermore, our model appropriately violates the SEC. This tendency, Which results
from the late-time acceleration of the universe, corresponds with current observational data.

1000 T T T T

|l " " Pide 1

800 Prde™Prde |

400 - pkde+3pkde

"""""""""""" PidePide
200 e, E
oHf--=-===========-=--==--“- _:__:_-:;-.:-i e
—
/ —
-200 1
——

-400 b
-600 =

800 E
-1000 + 1
00 ; . ) ‘ . A

a 2 4 [ 8 10 12 14
Time t (Gyr)

Figure 2. Plot of energy conditions versus cosmic time t for ¢ = 28000, w = 0.025, X = 0.001,C = 9.2 and 4, = —38

EoS parameter: The definition of the EoS parameter is the correlation between DE’s pressure pyq. and energy density
Prde> Which is expressed as wyge = Z"l. The universe's accelerated and decelerated expansion are categorized using the
kde

EoS parameter, which separates epochs into the following groups: For w = 1 stiff fluid, w = % radiation, and w = 0
matter commanded (dust) (decelerating phases). It symbolizes the quintessence —1 < w < —1/3, the cosmological

constant w = —1, and the phantom w < —1.
The EoS parameter of our DE model is depicted in Fig. 3 for various values of C. We note that the EoS parameter
of our model starts in the aggressive phantom area (wy4, << —1) and finally attains ACDM model (wgq, = —1) and

phantom region (wy4. < —1). According to current observational data, this behaviour is consistent, and the current value
(at t =13.7Gyr) of our DE model’s EoS parameter is in close approximation with current Planck data
(Aghanim et al. [31]).

& o 4 &b b b b e
.
\
.
.
.
.
LY
.
.

EoS parameter

1 L 1 I
6 8 10 12 14

Time t (Gyr)

Figure 3. Plot of EoS parameter w4, versus cosmic time t for ¢, = 28000, w = 0.025, K = 0.001and A; = —38

Wpyge — Wpge plane: The dynamical characteristic of models of DE is examined through the w4, — Wj4e plane analysis,
where prime (') signifies derivative with regard to [na. Caldwell and Linder [32] proposed this approach to analyse the
behaviour of the quintessence model. They divided the wyge — wige plane into thawing (wige < 0 and wpge > 0)
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and freezing (wpqe < 0 and w4, < 0) areas. Researchers have expanded the scope of this planar study to analyze the
dynamic behaviour of several DE models and modified theories of gravity [33]. Our DE model’s Wy go-W}qe trajectory is
depicted in Fig. 4 for distinct values of parameter C as the wjg.-Wg4e plane remains same for various values of C. Both
the thawing and freezing zones exhibit variation in the model; however, our model primarily fluctuates in the freezing
region. The freezing region is where observational evidence indicates that the universe is expanding much more quickly.
As a result, the behaviour of the wyge-wyg4e plane is in line with the available observations.

-10000{ \
-20000-
kde _300001

= 40000

=50000+

~60000 ‘ . IS LES
-200 -150 -100 50 0

W
kde
Figure 4. Plot of wyge — @ kqe plane for ¢y = 28000, w = 0.025, K = 0.001, € = 9.2 and A; = —38

Stability analysis: In this case, we evaluate our DE model's stability against minor perturbations using the squared speed
of sound. The sign of the square of sound speed plays a vital role, as its negative (v2 < 0) denotes instability and its
positive (v2 > 0) shows stability. It can be described as follows:

v2 = Dhde, (37)
Pkde
By differentiating the EoS parameter wq, = Z"de about time t and dividing by pyg., We get
kde
v = Wige + 55 Gy (38)
Pkde

We build the squared speed of sound trajectories in terms of cosmic time in the current scenario, as illustrated in
Fig. 5 for various values of C. We can witness from Fig. 5 that vZ curve shows positive behaviour in the first epoch and
changes in the negative section. As a result, our model is unstable at the present and in subsequent epochs of the universe,
but stable at the beginning.

[F-c=ra—c=22——c=a2]

204

~104

—20

Time t - (Gyr)

Figure 5. Plot of squared sound speed v2 versus cosmic time t for ¢y = 28000, w = 0.025, K = 0.001,C = 9.2 and 4; = —38

Deceleration parameter (DP): One crucial kinematical quantity is the deceleration parameter (q). This parameter shows
the speed and slowness of the universe. There is an accelerating expansion if —1 < g < 0, a decelerating expansion if
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q > 0, and a constant rate of expansion if ¢ = 0. In addition, for ¢ = —1, we get an exponential expansion and for g < —1,
Our current growth is exponential. DP obtained for our model as
_ 3t+341(k-1)? _
q(e) = 1D g, (39)

In Fig. 6, we have displayed the DP against cosmic time over a range of parameter k values. For all values of k, we
observe that DP stays less than -1 and ultimately approaches -1 at late times. k, indicating that the universe is accelerating.
As aresult, The universe is expanding at an exponential rate.

Deceleration parameter
&

6 8
Time t (Gyr)

Figure 6. Plot of deceleration parameter g versus cosmic time t for A; = —38.

Statefinder parameters (r,s): The accelerated expansion of the universe has been explained by a variety of DE
hypotheses. Sahni et al. [34] have presented statefinder parameters (7, s) to test the validity of these models. The r — s
plane is the cosmological plane corresponding to these parameters, and it indicates how far a certain DE model is from
the ACDM limit. The cosmic planes of these parameters describe several well-known regions of the universe, e.g., s > 0
and r < 1 give the phantom and quintessence DE eras, respectively. (r,s) = (1,0) is the ACDM limit, (r,s) = (1,1) is
the CDM limit, and s < 0 and r > 1 are the Chaplygin gas limits. Our models’ statefinder parameters are provided by

_ 3t4344(k-1)? _ (3 t+341(k—1)? _ )2 941 (k—1)2(t2-A1(k—1)?)
r(t) = e 1+2 e 1) + o . (40)
3 t4341 (k=1)2 364341 (k=02 \2 . A (k=1)2(t2-4; (k-1)2)
S :{ o 2+2( ot 1) * k2203 } @1

(33 t+3A4(k—1)2

(k+2)t _4'5)

Plotting r versus s yields the statefinders plane, as shown in Fig. 7 for different values of k. The regions of
quintessence and phantom models can be found in the r — s plane for our model. Our model coincides with the ACDM

model in its evolution.

A ==--k=14
~ —k=1.5
————— k=1.6
* (r,s)=(1,0) A CDM model

-200 -150 -100 -50 o 50 100 150

Figure 7. Plot of statefinder’s plane for 4; = —38.
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4. DISCUSSION AND COMPARISON

In this section, we present a comparison of our work with the recent work on this subject and discuss the comparison
with observational data.

Rao and Prasanthi [35] have discussed Bianchi type-I and III modified holographic Ricci DE models in Saez—
Ballester theory of gravitation which evolve from the phantom region and ultimately reach the quintessence region. Rao
etal. [36] have investigated a non-static plane-symmetric universe filled with matter and anisotropic modified holographic
Ricci DE components within the framework of Saez—Ballester's theory of gravitation. In this model, the EoS parameter
varies from matter-dominated to the phantom region by crossing the phantom divide line and then goes towards the
quintessence region in the latter epoch. Sadri and Vakili [37] have studied the FRW new HDE model in the framework
of the Brans—Dicke scalar—tensor theory of gravitation taking into account the interaction between dark matter and HDE.
They have obtained an EoS parameter that can reach the phantom era without the necessity of interaction between DE
and dark matter. Aditya and Reddy [38] have studied locally rotationally symmetric Bianchi type-I universe within the
framework of the Saez—Ballester scalar—tensor theory of gravitation, where the models start in the matter-dominated era,
varies in the quintessence region, cross phantom divided line and attains a constant value in the phantom region. Prasanthi
and Aditya [39] have discussed Bianchi type-VIp RHDE models in general relativity where the model exhibits quintom
as well as the phantom behaviour of the universe. Naidu et al. [40] have investigated the dynamical behaviour of Kaluza-
Klein FRW-type DE cosmological models in the framework of a scalar-tensor theory of gravitation formulated by Saez
and Ballester. Aditya [41] studied the Bianchi type-I RHDE model in the Saez-Ballester theory of gravitation, here the
model displays quintom behaviour and consistent ranges with the observational data. Aditya and Prasanthi [42] have
discussed the dynamics of SMHDE in the Brans-Dicke theory of gravity, here the model starts in the matter-dominated
era, crosses the phantom division line, and finally reaches a constant value in the aggressive phantom region. Dasunaidu
et al. [43] discussed Kaluza-Klein FRW type DE cosmological models in the context of Saez and Ballester’s scalar-tensor
theory of gravitation, where models begin in the matter-dominated era, evolves to the quintessence DE era, and finally
approaches the vacuum DE and phantom era. In our KHDE model the study of the EoS parameter reveals that the model

starts The EoS parameter analysis shows that the model starts in the aggressive phantom area (@, ,, << —1) and finally

attains ACDM model ( @,,, = —1) and phantom region ( @, ,, < —1). This is quite in contrast with the models discussed

above. Also, it is worthwhile to present, here, Planck's observational data given by Aghanim et al. [31] which gives the
constraints on the EoS parameter of DE wg, = —1.562353 (Planck + TT + lowE); wg, = —1.58%53%(Planck+ TT, TE,
EE + lowE); wge = —1.577339 (Planck + TT, TE, EE + lowE + lensing); wg, = —1.04%313 (Planck + TT, TE, EE +
lowE + lensing + BAO) by implying different combinations of observational schemes at 95% confidence level. It can be
observed from Fig. 3 that the EoS parameter of our model lies within the above observational limits which shows the
consistency of our results with the above cosmological data. The above comparison shows that our KHDE model is more
viable than the DE models obtained by several authors, in the BD scalar—tensor theory, discussed above.

5. SUMMARY AND CONCLUSIONS
In this work, we study the Kantowski-Sachs universe and the Kaniadakis holographic dark energy in the context of
the Brans-Dicke scalar-tensor theory of gravity. Field equations are solved using a few physically possible circumstances.
We may analyze the dynamical properties of the DE model by constructing the cosmological parameters of our models.
The following are some conclusions:

e This model starts with a finite volume and extends from there with no initial singularity. As t — oo approaches, the
physical parameters H,8,a? diverge and all drop to constant values at t = 0. Our model also becomes isotropic
(because Ay, = 0) and shear free when K = 1. The scalar field of our models decreases with cosmic time and is
positive (Fig. 1). This behaviour is comparable to various theories' scalar field models (Aditya and Reddy [30,38]).

e Based on the deceleration parameter, we conclude that our model exhibits a super-exponential expansion (Fig. 6).
The trajectory of statefinder parameters varies in both quintessence and phantom zones (Fig. 7). There is an obvious
breach of the NEC, which causes a Big Rip in the model. Similar to what is predicted, our model likewise breaks
the other energy requirements. This is because fresh observational data supports the late-time acceleration of the
universe.

e  We produce the sound's squared speed v2 trajectory for our DE model in this scenario (Fig. 5). That v2 fluctuates
fully in the negative area indicates that the model is unstable. The EoS parameter analysis shows that the model

starts in the aggressive phantom area (@, ,;, << —1) and finally attains ACDM model (W, = —1) and phantom

region (@,,, <—1). We looked into the @, — a);de plane study and found that it happens during the freezing and
thawing phases of the history of the universe (Fig. 4). We find observationally that the expansion of the universe is
significantly faster in the freezing region. Thus, the behaviour of the @), ;, — 0),; 4o Plane agrees with the available data.

Furthermore, we have examined how each dynamical parameter behaves for a range of C and & values. The pictures
make it abundantly evident that the dynamics of cosmological parameters are significantly influenced by the BD scalar

field @() .
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V uiii poboTi mocimkyeThes rojgorpadiuHa TemHa eHeprisi Kaniagakica B KOHTEKCTI CKaJsIpHO-TEH30pHOI Teopil rpasitariii bpanca-
Hixke (Phys. Rev. 124: 925, 1961). Lls craTTs npucBsdeHa GoHy 3 aHI30TPOITHHM MPOCTOopoM-4acoM KanToBchkoro-Cakca, SKuil €
OJTHOPITHUM Yy TpocTopi. 3a ux 00CTaBHH cKaisipHe moje bpeHca-Jlikke, mo3HaUeHE SIK ¢, BAKOPUCTOBYETHCS SIK (DYHKIIISI CEPEAHBOTO
MacmrabHoro koedirieHTa a(?). Bukoprucranns rpadiqHoi Momeni Uit aHali3y (i3HIHOI TOBEAIHKH MOJIENI € YaCTHHOIO TOCIIPKCHHS
MPUCKOPEHOT0 po3IIHpeHHs BeecBiTy. MU OLiHIOEMO KOCMOJIOTIYHI apaMeTpH, Taki K CKaJSIpHE 110J1e, lIapaMeTp PiBHSHHS CTaHy
Ta MapaMeTp yIOBimbHEHHA. KpiM Toro, cTabinbHicTh MOfeneil OMiHIOEThCA 33 JOMOMOIOK KBAApaTa MIBUAKOCTI 3ByKy (vZ). Ins
HAaLMX MOJENeil MU BUBOAMMO 3arajbHONPHAHATI KOCMIUHI IUIOWMHH, TaKi K Wyge — Wyge | IVIOLIMHA BUMIpIOBaYa CTaHy (I,s).
BusiBiieHo, 110 CKaJIsIpHE MOJe € CriafHo (YHKIIEI KOCMIYHOrO 4yacy i, OTKe, BiIOBigHA KiHETHYHA eHepris 3pocrtae. [lapamerp
YIOBUIBHEHHS IEMOHCTpY€E NPUCKOpeHe po3umpenHs Beecsity. TyT 3ragyeTbes, 110 PiBHAHHS TapaMeTpa CTaHy JISKHTb y paHTOMHIN
obmnacri i, mapemrri, nocsrae mozaeiai ACDM. Kpim TOro, INIOIMEA Wy ge — Wiqe 320€31€Uye 00acTi 3aMep3anns i BiaraBanus. Kpim
Toro, monesib ACDM Takosx BiJIOBia€e TUIONIMHI BUMiproBaya ctaHy. Hapemiri, 3ayBaKy€eThCs, 1110 BCi BUIIE3a3HAYCHI OOMEKCHHS
KOCMOJIOTIYHUX MapaMeTpiB y3roPKyIOThCs 3 JaHUMH CrIocTeperxeHb [naHka.
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This research paper delves into a thorough examination of the behaviour exhibited by higher dimensional Bianchi Type-I
universes, incorporating the presence of quark and strange quark matter within the framework of f(R,T') gravity. The
solutions derived for the field equations encompass both exponential volumetric expansion and power law scenarios.Under
the exponential expansion model, both the pressure (p,) and energy density (pq) associated with quark matter are initially
finite at the inception of cosmic time, gradually diminishing to zero as time progresses towards infinity. Conversely,
within the power law model, these parameters start off infinitely large at t = 0, subsequently decreasing to zero as time
approaches infinity. Furthermore, an exploration of the physical and geometrical attributes of the model is conducted.
Notably, in power law expansion models, the behaviour of strange quark matter mirrors that of quark matter concerning
pressure (p) and energy density (p). But in exponential expansion model quark pressure and strange quark pressure
behave differently. The bag constant emerges as a critical factor influencing the universe’s expansion, with observations
revealing that both pressure and energy density tend towards the bag constant at large time scales (¢ — o). Specifically,
the pressure p — — B¢ and the energy density p — B¢ as time approach infinity. The negative pressure sign denotes the
universe’s expansion during later epochs.

Keywords: Quark and Strange quark matter; Bag constant; Higher dimensional Bianchi Type-I universe; f(R,T) gravity
PACS: 04,98.80cq,04.5-h, 98.80.-k, 04.50.Kd, 04.20.Jb

1. INTRODUCTION

Modern cosmology has attracted an enormous amount of attention due to its outstanding ability to explain
the natural phenomenon of rapid expansion that takes place in the conclusive stages of the universe. As we
endeavour to explore the universe this field is establishing itself as the one that is advancing the most quickly.
An important discovery of accelerated expansion was made primarily through the analysis of type- I, supernovae
experiment performed by various researchers [1, 2, 3, 4, 5]. These investigations have produced strong evidence
revealing the universe is presently going through an accelerated expansion phase. Notably, many scientists have
made major attempts to find confirmation of dark energy an idea put forward in Einstein’s theory permeating the
universe. These researchers came to the conclusion after an exhaustive examination of observational evidence
suggesting dark energy often regarded as the primary driving force shaping the universe is characterised by
negative pressure.

Researchers in cosmology have a strong desire to learn more about how the universe functions. Albert
Einstein stands out among them for his work on the general theory of relativity which attracted a lot of curiosity
for its effectiveness in building cosmological models as well as offering insights into the development and the
formation of the universe. However, it fails to tackle a significant issue associated with modern cosmology the
late-time acceleration. As a result, several attempts to alter the theory of gravity have been established in order
to explain the current accelerated phase. To solve this constraint and offer brief explanations for the universe’s
late-time rapid expansion cosmologists have created a number of alternative theories including f(R) [6], f(T) [7]
and f(R,T) [8] theories to the general theory of relativity.

One such alternative theory that has garnered interest and motivation is the f(R,T) theory of gravity.
This theory proposed by Harko et al. in 2011 incorporates the Ricci scalar (R) and the trace of the stress-
energy tensor (7). The researchers derived the gravitational field equations in the metric formalism as well as
the equation of motion for test particles based on the covariant divergence of the stress-energy tensor. Within
this particular field, various forms of the f(R,T) function have been extensively explored and discussed by
researchers. This motivates the researchers [9, 10, 11, 12, 13| to construct various models in the context of
f(R,T) gravity.
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Considerable progress has been made in the field of f(R,T') theory of gravity using various kinds of matter.
Among these, two notable examples are quarks and strange quarks. Jokwani et al. [15] have explored locally
rotationally symmetric Bianchi-I model filled with strange quark matter in f(R,T) gravity and found that
model is shear - free at late time but remains anisotropic throughout the evolution. Pawar et al. [16] have
discussed LRS Bianchi type-V Cosmological model in f(R,T) theory of gravity and they found universe has an
initial singularity. Several authors [17, 18, 19] have explored evolution of cosmic universe by analysing Kalunza-
Klien cosmological model with strange quark matter in different theories of gravitation. Pawar et al. [20] have
obtained exact solutions of field equations with quark and strange quark matter for FRW universe in fractal
gravity with the help of assumption a fractal parameter and fractal function in the form of power law.

According to the established standard model of physics quarks are the smallest known units found within
the nuclei of atoms. However, isolating individual quarks proves challenging as they are perpetually bound
in groups of three. The family of quarks comprises six members: up (u), down (d), charm (c), strange (s),
top (t), and bottom (b) quarks, with up, down, and strange quarks being the primary types. Quarks serve as
the fundamental building blocks of particles. During an early phase transition of the universe, when the cosmic
temperature was around T ~ 200MeV it is widely accepted that a state known as quark-gluon plasma existed.
The possibility of quark matter’s existence was initially proposed in the early 1970s by Itoh [21], Bodmer [22],
and Witten [23], who suggested two pathways for its formation: the quark-hadron phase transition in the early
universe and the conversion of neutron stars into strange stars under ultrahigh densities. In theories related
to strong interaction, the concept of quark bag models assumes the occurrence of vacuum breaking within
hadrons. Consequently, a notable distinction arises between the vacuum energy densities inside and outside
a hadron leading to a significant difference in the pressure on the bag wall and the pressure exerted by the
quarks. This equilibrium stabilizes the system. The equation of state for strange quark matter based on the
phenomenological bag model of quark matter is given by p = W%B“) within this equation the bag constant (B¢)
represents the disparity between the energy density of the perturbative and non-perturbative QCD vacuum.
Here, p and p denote the energy density and thermodynamic pressure of the quark matter respectively. In
this model, quarks are treated as degenerate fermi gases existing within a region of space characterized by the
vacuum energy density (B¢) known as the bag model. Within this framework, the quark matter is composed
of massive s quarks and electrons, alongside massless u and d quarks. A simplified version of this bag model
assumed that quarks are massless and noninteracting. Therefore, we have quark pressure p, = %q, where p, is
the quark energy density. The total energy density and pressure is p = p; + B, and p = p, — B, respectively.

Mak and Harko [24] have conducted an investigation on spherically symmetric space-time in the presence
of charged strange quark matter considering conformal motion. Dixit et al. [25] have derived deterministic
solution of Kontowski-Sachs space-time with strange quark matter in f(R) gravity and they noticed that the
function f(R) satisfies the cosmological viability constraint. Sahoo and Mishra [26] have confined their work
to strange quark matter attached to string cloud in general relativity for higher dimensional Bianchi type - III
universe. Katore [27] has discussed the FRW cosmological model incorporating strange quark matter attached
to a string cloud. Santhikumar et al. [28] have discussed the properties of axially symmetric cosmological models
with strange quark matter attached to a string cloud. Katore and Shaikh [29] have discussed the properties of
axially symmetric space-time incorporate strange quark matter attached to a string cloud within the framework
of general relativity. Yilmaz et al. [30, 31] have explored the implications of quark and strange quark matter
in Bianchi type-I and V space-times within the context of f(R) theory of gravity. Additionally, they have
also investigated the presence of strange quark matter within a Robertson-Walker cosmological model using the
general theory of relativity. Adhav et al. [32] have investigated the behaviour of quark and strange quark matter
for Kantowski-Sachs cosmological model within the context of f(R) theory of gravity. Chirde and Sheikh [33]
investigated plane symmetric cosmological model with the distribution of quark and strange quark matter in
deformations of the Einstein’s theory of General Relativity. Hatkar et al. [34] have studied Bianchi-I universe
incorporating quark and strange quark matter in f(G) theory of gravity and they observed that quark matter
is transformed into strange quark matter for power law and exponential law model. Aygiin et al. [35] have
explored FRW cosmological model with quark and strange quark matter in creation field cosmology.

Furthermore, Pawar and Agrawal [36] have examined the behaviour of quark and strange quark matter
within the context of f(R,T) gravity for a plane symmetric cosmological model and they found that the mean
anisotropy parameter remains constant throughout the evolution. Pawar and Mapari [37] have explored magne-
tized strange quark matter within the Lyra geometry for a plane symmetric cosmological model, revealing that
the model remains anisotropic throughout its evolution except for the case where n = 1. Sahoo et al. [38] have
discussed magnetized strange quark matter distribution for LRS Bianchi type-I with cosmological constant A
in f(R,T) gravity. Kumbhare and Khadekar [39] have investigated higher dimensional spherically symmetric
space time with magnetized quark and strange quark matter admitting conformal motion. Nagpal et al. [40]
have explored the FLRW cosmological model incorporating magnetized quark matter and strange quark mat-
ter within the framework of f(R,T) theory of gravity.

Chirde and Shekh [41] have investigated a plane symmetric dark energy model represented by a wet dark
fluid incorporating f(R,T) gravity. The precise solution of LRS Bianchi type-I spacetime with strange quark
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matter and variable cosmological term A in the context of f(R,T) theory of gravity has discussed by Singh
and Beesham [42]. Khadekar and Shelote [43] have analysed Kalunza-Klein cosmological model with Quark
and Strange Quark matter. Aygiin et al. [44] have investigated higher dimensional FRW universe in presence
of quark and strange quark matter for cloud string with perfect fluid in Lyra geometry. They obtained that
cloud of string with perfect fluid is non-existent for higher dimensional FRW universe. Aygiin et al. [45]
examined Marder’s universe with strange quark matter in f(R,T) gravity. Pawar et al. [46] investigated
interacting field model for plane symmetric universe with cosmological constant in the framework of f(R,T)
theory. Krishna et al. [47]have studied plane symmetric cosmological model with bulk viscous and cosmic strings
in Lyra’s geometry and they observed inflation phase. Mete et al. [48] have delved into higher dimensional
plane symmetric cosmological models featuring two fluid sources within the realm of general relativity. Thakre
et al. [49] analysed higher dimensional plane symmetric cosmological model with quadratic equation of state
in f(R,T) gravity. Plane symmetric inflationary models play a crucial role in the formation of the universe’s
structure and are of significant astrophysical interest. While the present state of the universe exhibits overall
spherical symmetry and isotropy its early stages of evolution did not possess such a smoothed-out characteristic.
Hence, we consider the less restrictive plane symmetry, allowing for deviations from isotropy.

Furthermore, the objective of this study is to explore a higher dimensional Bianchi type I cosmological
model incorporating quark and strange quark matter within the framework of f(R,T) theory of gravity. The
paper is structured as follows: Section 1 provides an introduction to the research topic, while Section 2 presents
the general framework of f(R,T') gravity. In Section 3, we have studied the metric and the field equations for
quark and strange quark matter within the context of f(R,T) gravity. Furthermore, in Section 4, we obtained
the solutions of field equation by considering power law model and exponential expansion model. In section 5,
we explored the results that were obtained in the preceding section. It is important to note that our investigation
builds upon the previous works conducted by [36].

2. GRAVITATIONAL FIELD EQUATIONS OF f(R,T) GRAVITY

The f(R,T) theory of gravity [8] is proposed by Harko et al. (2011) which is the modification of General
Relativity. In this theory, the gravitational action is given by the following equation:

s = ﬁ/f(R7T)\/?gd5x+/Lm\/fgd5w (1)

where f(R,T) is an arbitrary function of Ricci scalar R and trace T of energy momentum tensor of matter T;;.
L,, is the matter Lagrangian density. The energy momentum tensor T;; can be stated as

_ 2 0(V/—gLw)
o8 = =725 g @

In simpler terms, the f(R,T) theory proposes a modified version of General Relativity that considers
additional terms involving the Ricci scalar, trace of the energy-momentum tensor, and matter Lagrangian
density. These modifications are incorporated into the gravitational action to describe the behavior of gravity
in a different manner than predicted by General Relativity. On varying the action with respect to metric tensor
gij, the field equations of f(R,T) gravity are obtained as

frer.1)Rep — %f(R, T)grs — [R(R.T) (ViVp — gip0) = 81T,p — fr(R,T) (Thp + Orp) (3)
where,
O = —2T0p + GrpLm — zglk% (4)
Here
frR(R,T) = %7]%(1%7 T)= %, O=V"V, (5)

where V,, is the co-variant derivative. Now Contraction of equation (4) gives

where 6 = 0% equation (5) gives relation between Ricci Scalar R& the trace T of energy momentum tensor. In
the present study, we assume that the stress energy tensor of matter is given by,

Tip = (p+ p)usup — pgnp (7)
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where five-velocity vector u,, = (1,0,0,0,0,0) and satisfies the conditions, u.,u” = 1 and u*Vgu,, = 0.p indicates
energy density and p indicates pressure of the matter. Here the matter Lagrangian is assumed as L,, = —p.
Therefore equation (4) becomes

9&6 = —PGkp — 2Tnﬁ (8)

The f(R,T) theory of gravity takes into account the presence of matter fields, and as a result, various
theoretical models can be formulated based on different types of matter. Three distinct functional forms of
f(R,T) gravity is described below

R+ 2f(T)
f(R,T) = f1(R) + f2(T) 9)
J1(R) + f2(R) f3(T)

In this paper we are going to focus on the case, f(R,T) = R+ 2f(T') where, f(T) is an arbitrary function
of stress energy tensor of matter and given by f(T) = AT where A is a constant. In this particular case, the field
equations take the form

Rus — 508 R = 87T + 2f(T)Tos + [F(T) + 2P (7)) (10)

where, an overhead dot denotes differentiation with respect to the argument 7T'.

3. METRIC AND FIELD EQUATIONS
Higher dimensional Bianchi type -I universe given by
ds* = dt* — A? (da® + dy*) — B*dz* — C*dw? (11)

where A, B, C are metric potentials which are functions of cosmic time ¢ and fifth coordinate is taken as
space-like. The energy momentum tensor for quark is defined as

uark
T8 ™ = (p+ p)unug — pges
or .
T/i%uar ) = dla(p7 —pP, =P, =P, _p) (12)

where p = pg + B, is quark matter total energy density and p = p, — B, is the quark matter total pressure and
u,, is the five velocity such that u,u” =1 The FoS parameter for quark matter is defined as

pg=wp; 0<w<1 (13)
Also, the linear equation of state for strange quark matter is

=w(p—po) (14)

where pg is the energy density when pressure p is zero and w is a constant. when w = % and p, = 4B, the above
linear equation of state is reduced to the following equation

p—4Bc¢

; (15)

p =
where B, denotes the bag constant. In co-moving co-ordinate system, the field equation (10) for metric (11)
with the help of equation (12) can be written as

A B ¢ AB AC BC
AT BTt ap T ac T o~ Pe Be Mgt 5B —dpg) (19

A AC A C
2A+2AC+<A> +6:pq_Bc_>\(pq+5BC_4p‘J) (17)
A B A AB
2A+B+<A> 254 = Pa~ Be= Alpg +58: — dp,) ()

AB _AC BC A
25 ol - 4 4 i

2
15 20 T Bo ) = —pg — B. — X(3pg + 5B. — 2pg) (19)
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Dynamical parameters for Bianchi type-I are defined as follows :
Average scale factor

Bl

a(t) = (A*BO)
Spatial volume V is defined as
V = A’BC
The directional Hubble parameters

A B C
Hy=Hy= 7 H. =2 Ho = & (20)

1( A B C

where H;(i = 1,2, 3,4) represent the directional parameters.
Dynamical scalar expansion 6 is given by,

A B C
O=dH =27+ 5+ 5 (23)

The Shear Scalar is given by

>~

0'2:

N | =

4
H? — 40| = ~AH? (24)
i=1 ' 2

qjt@) 1 (25)

The positive sign of q corresponds to standard decelerating model, whereas the negative sign accelerated ex-
pansion.

The deceleration parameter q is defined by

4. SOLUTION OF THE FIELD EQUATIONS
Subtracting equation (17) from equation (16), we get

dfA_By (A_B\V_,
it\A B A B)V "™

% — el exp {dl / Cﬂ (26)

Subtracting equation (18) from equation (17), we get

which on integration gives

which on integration gives

5w [dQ / Cﬂ (27)

Subtracting equation (18) from equation (16)

dfA_c)y (A_c\V _,
dt\A C A C|)V
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g — esexp [d3 / C‘lft] (28)

where ¢, co,c3 and dy, do, d3 are constant of integration which satisfies the relation c3 = cyco and ds = ds + d;
In the view of V = A?BC, we write metric potentials in explicit form

which on integration gives

1 [ dt

A= C1VZ exp D1 V (29)
1 [ dt

B = 02V4 exp D2 V (30)
- dt

C = Ogvi exp D3 V (3].)

where C;(i = 1,2,3) and D;(i = 1,2,3) which satisfies the relation C12C5C5 = 1 and 2D;+ Dy + D3 =0
Since we have set of four equations (16),(17),(18), (19) with five unknown which are highly nonlinear.
Therefore, to solve the system completely we required additional condition. Here we used two different volu-
metric expansion law
V = a;e*®t (Exponential Expansion) (32)

and
V = a;t*" (Power Law Expansion) (33)

where a1, 81, n are positive constants.

4.1. Model for Exponential Law
The exponential expansion of volume factor is

V= alewlt

Using the equation (31) in (28)- (30), the scale factor obtained as follows:

1 —D,
A= Cron M exp [ ——-e 4 34
104146 exp <4a1ﬂ16 (34)
1 —Dy _
B = Chateht 2 giput 35
hatelt exp 4@1516 (35)
1 -D
C = Caadebrt 3 bt 36
30 et exp <4a1ﬁ1 e (36)

where C1, Cs, Cs are the constant of integration.
It must be stated that, the metric potentials accept constant value at initial time, after which they evolve
with time without a singularity and eventually diverge to infinity.

The directional Hubble parameter H, = H,, H,, H,, are given as

D
H, = H, = + —e 't (37)
aq
D
H, =1+ e % (38)
a1
D
Hy = fy+ e 2 (39)
aq
Mean Hubble parameter H is given by
H=7p (40)

Anisotropy parameter of the expansion is
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Where p2 = 2D,2 + Dy? 4+ D3>
Dynamical scalar is given by

0 =4H = 45, (42)

The Dynamical scalar is constant throughout the evolution Shear scalar

2

2 H
o= ——— (43)
2 (Vyetht)?
The deceleration parameter
d (1
=1 ( H) (44)
In the context of the exponential expansion model when deceleration parameter ¢ = —1 and % =0it

signifies the most optimal value for the decelerating parameter. This optimal value indicates that the universe is
undergoing acceleration, experiencing the fastest possible rate of expansion. The value of anisotropic parameter
shows anisotropic universe, but for large time it approaches to isotropic Universe. Additionally, when the
anisotropic parameter exhibits a particular value, it suggests an anisotropic universe meaning that the universe
appears uniform and consistent in all directions. on subtracting equation (19) from (18), we get,

A B _AC BC
224'5—2@—%—(%4',%)(14'2/\) (45)

Substituting the values metric potentials, A, B, C from equation (34) (35) and (36) also by using equation of

state (13) for w = %, we obtained quark pressure as follows,

gy 2
(<o) [2D1% + Do? = 2D1 Dy — Da Dy

a1

= 46
Pa A(1+2)) (46)
The quark matter density is given as
—aByt\ 2 2 2
(<52)" [2D1% + Ds? — 2D Dy — D3y
= 47
Pa 12(1+ 2)) (47)
Using equation (34), (35),(36) in equation(45) with the help of equation of state in equation (13) for w = %, the
pressure and energy density of strange quark matter is found to be,
e—am1t\ 2 2 2
(<2)" [2D1% + D;* — 2Dy Dy — D2 Dy . 18
P= A1+ 2N —re (48)
—aBit)\ 2 9 9
(e - ) [2D1% + Dy? — 2Dy D3 — Dy D3]

12(1+2))
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4.2. Model for Power Law Expansion
Here, a power law volumetric expansion is given by

V= a1t4"

Using the Equation (33)in (29)- (31), the scale factor obtained as follows:

1 "D1 t1—4n b
A= " —

Ciaft™exp oy 1= dn) (50)

% " 'D2 t1—4n 7]
= —_— 1
B = Cyait" exp o 1] (51)

1 _Dg th—4n ]
C = Czaft" — 52
30 exp e 1 4’[’L_ ( )

At initial time ¢t = 0, all the metric potentials are vanishing and finally they diverge to infinity as ¢ — oco. Thus,
the model compatible with a big bang model.
The directional Hubble parameter H, = H,, H ., H,, are given as

H,=H,=— 53
Yt aptin (53)

n D2
H,=-— 54
z t O[lt4n ( )

n D3
H, =— 55
t a1t4" ( )

Mean Hubble parameter H is given by

H— % (56)

Anisotropy parameter of the expansion is

H; — H\? 112
o[£ ()] s

i=1
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where p? = 2D? + Dy? + Ds?
Dynamical scalar is given by

0=4H = — (58)
Shear scalar is given by

T 202tin (59)
It is noticed that at initial time ¢ = 0 the Hubble parameter H, dynamical scalar expansion 6 starts with infinite
value and finally tends to zero as t — oo. Deceleration parameter q is given by,

1
==--1 60
¢= (60)
For n > 1 the deceleration parameter is always negative which represent the accelerating universe. Substituting
the values metric potentials, A, B, C from equations(50) (51) and (52) in equation (45) also by using equation

(13) for w = %, we obtained quark pressure as follows,

(2D12+D22*2D1D3*D2D3 ) _ 3n

(a1t4")2 t2
Pa A1 +2X) (61)
The quark matter density is given as
(2D12+D22—2D1§)3—D2D3) _3n
(artm) 2
Pq = : (62)

12(1 4 2))

Using equation (50),(51), (52) in equation (45) with the help of equation of state in equation (13) for w = £,
the pressure and energy density of strange quark matter as follows,

(2D12+D22—2D1D3—D2D3) _ 3n

(a1t4)2 t2
= B, 63
P 12(1 1 2V * (63)
<2D12+D22*2D1D3*D2D3) _ 3n
a1 12)2 2
p= (01t?) v B. (64)
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In this work, we have explored the higher dimensional plane symmetric cosmological model with quark and
strange quark matter in the context of f(R,T) gravity theory. We have obtained the exact solutions of field
equations by assuming two different volumetric expansion laws namely, exponential expansion and power-law
expansion.

In exponential expansion model

e The metric potentials accept constant value at initial time, after which they evolve with time without
a singularity and eventually diverge to infinity. This result compatible with big bang scenario bear
resemblance to [41].
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e From Figure 1 and equations ((37), (38), (39)) represent that at initial epoch the directional Hubble
parameters are finite whereas gradually decreases to constant 51 as time tends to infinity.

e From equation (41), the mean anisotropy parameter shows a constant value at initial epoch, while as
time increases the anisotropy parameter exponentially to null. Thus, universe approaches isotropy in this
model as shown in Figure. 2.

e From equation (42), Dynamical scalar 6 exhibits constant value throughout the evolution which shows
uniform exponential expansion i.e., universe expands homogeneously as time ¢ increases from initial epoch
to infinity.

e From equation (43), Shear scalar measures constant value at t = 0 while vanish as t — oc.

e From equation (44), The deceleration parameter ¢ = —1 represents universe is accelerating with highest
rate which is in good agreement with present day observation.

e From equation (46) and (47) the pressure p, and energy density p, for the quark matter are finite in
beginning of cosmic time and gradually decrease to zero as time tends to infinity as shown in Figure 3
and Figure 4. This result agreed with [36].

e The energy density (p,) of strange quark matter exhibits the same behavior as quark matter. However,
the difference in p values compared to p, is attributed to the inclusion of an extra term, the bag constant
B, in equation (49). Notably, while the quark pressure (p,) shows a positive value, the strange quark
pressure (p) is observed to be negative for the same constant values (refer to Figure 5 and Figure 6).

In power law expansion model

e The metric potentials vanish at initial time ¢ = 0 and eventually they diverge to infinity as ¢ — co. thus,
the model compatible with a big bang model and has a initial singularity.

e The directional Hubble parameter are diverging at initial epoch and as the time tends to infinity, they
approach to zero monotonically, from Figure 7.Also, Hubble parameter is decreasing as time increases and
agreed with the results of [50].

e From equation (57) and Figure 8, mean anisotropic parameter decreases with time and tends to zero as
time tends to infinity. Which shows that at early stage of evolution universe was anisotropic and at large
time it approaches to isotropy.

e At initial epoch the directional Hubble parameter H, dynamical scalar expansion €, mean anisotropic
parameter, shear scalar starts with infinite value and finally tends to zero as t — oo. This suggest that
in the initial phase of universe, the expansion of the model is notably rapid and progressively decreases
over time. This observation indicates that universe evolution began with exceptionally rapid expansion
and subsequently moderated as it continues to expand. i.e., it decreases with the expansion of universe.

e For the value n > 1, the deceleration parameter shows negative value which indicates that universe
undergoes accelerated expansion while the positive value of decelerating parameter shows decelerating
model from equation (60).

e From equation (61) and (62) the pressure p, and energy density p, for the quark matter are infinitely
large as ¢ = 0 and it gradually decrease to zero as ¢ — oo shown in Figure 9 and Figure 10. This result
agreed with [51].

e The pressure (p) and energy density (p) of strange quark matter exhibit behaviour similar to quark matter.
The difference in p and p values compared to p, andp, is attributed to the inclusion of an extra term, the
bag constant, in equation (63) and (64). Also, we have observed the shifting of graph in Figure 11 and
Figure 12 because of additional term Bag constantB..

In both the model, the pressure p and energy density p of strange quark matter behave same as quark
matter. The bag constant plays a vital role in the expansion of universe. We observed that the pressure and
energy density approaches to bag constant for large time (t — oco) energy density. In particular, pressure p —
—B. and energy density p — B, as t — co. Negative sign for pressure indicates the expansion of the universe
in late time [42].

Finally, exact solutions introduced in this section might be valuable for better comprehension of develop-
ment of the universe.
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Ila gocaimauibKa CTATTS NPUCBAYEHA PETEILHOMY JOC/IIIZKEHHIO MOBEIIHKY, IKY JIeMOHCTPYIOTh BcecBiTu Tuiy B’amki
y BHIIKX BuMmipax Tuiy I, BK/IIOYa09M NPUCYTHICTD KBapKa Ta AMBHOI KBAPKOBOI marepii B pamkax rpasitauii f(R,T).
Pimterss, orpuMaHi [1UTst piBHSHHS IIOJIsS OXOIUIIOIOTE CIIEHAPIl K €KCITOHEHIIIHHOT0 00’ €MHOTO PO3NINPEHHS, TaK 1 CIieHa-
plIO CTEnmeneBoro 3akoHy. BiamoBimHO MO0 MOmENi eKCIIOHEHIIAIbHOTO PO3IMUPEHHAs IK THUCK (Dg), TaK 1 MIIBHICTD eHepril
(pq), MOB’A3aHI 3 KBAPKOBOIO MATEPIEI0, IOIATKOBO CKIHIEHH] HA MOYATKY KOCMIMHOTO 9acCy, MOCTYIOBO 3MEHIIYIOIUCh /10
HyJIsl, KOJIM 9aC TIPOCYBAETHCS JI0 HECKIHIeHHOCTI. | HaBIMaKu, y MO/esii CTEITeHeBOr0 3aKOHY ITi TapaMeTPH ITOYNHAIOTHCS
HeCKiH4YeHHO BeaukuMu mpu t = (. 3roI0M 3MEHIIYOThCA 10 HyJIsA, KOJIN Yac HAO/IMKAETHCA N0 HecKindeHHOCTI. Kpim
TOrO, LIPOBOAMUTHLCH J0C/i/KeHHs (izuuHux 1 reomerpuanux arpubyris Mmouesi. 30KpeMa, y MOAE/IAX PO3IIUPEHHS 3a
CTeIeHeBNM 3aKOHOM TIOBEJIHKA JAMBHOI KBapKOBOI MarTepii BimoOparkae MOBeAiHKY KBapKOBOI MaTepil momo Tucky (p) i
ryctuan eHeprii (p). Ajie B MOZe/Ii €KCIIOHEHTIAIHHOTO PO3IMIUPEHHST TUCK KBAPKIB I THCK JUBHAX KBAPKIB IMOBOIUTHCS
mo-piznomy. Komcranra bag crae kpurwaanmM (GaxTopoM, II0 BIUIMBAE HA po3mupeHHst Beecsity, 1 criocrepeskeHHsT TIOKa-
3YIOTb, O | TUCK, 1 NIIBHICTG €Heprii MATh TEHJEHIHIO 0 KOHCTAHTH bag y BeIWKuX 9acoBmx Macmrabax (t — 0o).
Bokpema, Tuck p — — B¢ 1 mibHicTh enepril p — Be y Mipy HabiimkeHHsi 9acy J10 HECKIHYEHHOCTi. 3HAK HEraTHUBHOIO
TUCKY BKa3y€ Ha PO3IIUPEHHsS BcecBiTy MpoTAroM Mmi3HIMAUX €IoX.
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In this paper, the investigation explores an anisotropic cosmological model based on Marder’s space-time Tsallis holo-
graphic dark energy (THDE) within the framework of f(R,T) theory of gravity, where R represents the Ricci scalar
and T signifies the trace of the stress energy-momentum tensor. field equation have solved for class of f(R,T) gravity
ie. f(R,T) = R+ f(T). To obtain the precise solution, we employed the density of the THDE model along with
the volumetric expansion laws, namely the power law and exponential law. Also explores the physical and geometrical
aspects of the model.

Keywords: f(R,T) gravity; Marder’s space-time; THDE; Volumetric expansion
PACS: 04.50.kd, 04.20.-q, 98.80.-k

1. INTRODUCTION

Based on the latest observations in astrophysics, there is strong evidence indicating that the universe is
presently expanding at an accelerated rate, presenting intriguing opportunities for advancements in modern
cosmological theories [1, 2, 3, 4]. The observed accelerated expansion of the universe is thought to be propelled
by dark energy (DE). DE constitutes the dominant portion of the universe, making up 68% of the total energy
in the observable universe at present. In contrast, dark matter (DM) and ordinary matter (baryonic matter)
contribute 26% and 5% respectively [5]. The specific traits of DE continue to elude understanding, leading to the
formulation of various theories and explanations. Indeed, within various theories and models, the cosmological
constant model is often regarded as the most straightforward choice for DE, characterized by an equation of state
(EoS) parameter w = —1. However, it is not without its challenges, including issues such as cosmic coincidence
and fine-tuning problems [6, 7]. To address these challenges, the scientific literature has proposed various DE
models, including quintessence, phantom, k-essence, tachyon, holographic dark energy (HDE), and others. In
contemporary times, the exploration of HDE models has become a promising pathway for comprehending cosmic
expansion, operating within the framework of the holographic principle (HP) [8]. The HP posits that the limit
on the vacuum energy A of a system with size L should not surpass the threshold of the black hole mass with
an equivalent size. This limitation arises from the potential formation of a black hole in the quantum field in a
vacuum, and the infrared (IR) and ultraviolet cutoffs [10]. The energy density of HDE is defined as pypp =
3d2m}2,L_2, where m,, is the reduced Plank mass and L represents the IR cutoff, describing the size of the
universe in the context of the HP [11].

In recent times, various HDE models, including the Modified Ricci (MRHDE), THDE, Rényi HDE (RHDE),
and Sharma-Mittal HDE (SMHDE), have been proposed and introduced. Certainly, within these models, RHDE
stands out as it is founded on the absence of interactions between cosmic sectors. Notably, this model exhibits
greater stability on its own [12]. M. Tavayef et al. [13] explored the Tsallis and Cirto entropy expressions while
incorporating the HDE hypothesis. Their investigation led to the formulation of a novel type of DE called
THDE. The study further delved into the dynamics of this THDE within the framework of a non-interacting
flat Friedmann-Robertson-Walker (FRW) universe, examining the evolutionary aspects of the system. In the
scenario of non-interacting cosmos, SMHDE is acknowledged for its classical stability [13, 14, 15]. M. Abdollahi
Zadeh et al. [16] have delved into the repercussions of introducing various IR cutoffs, including the particle
horizon, the Ricci horizon, and the Granda-Oliveros (GD) cutoffs, on the properties of the THDE. Spyros
Basilakos et al. [17] demonstrated how Tsallis cosmology can effectively address both the Hubble constant (Hy)
and the matter density fluctuation amplitude (og) tensions simultaneously. This modified cosmological scenario
is achieved by applying the gravity-thermodynamics conjecture with the use of non-additive Tsallis entropy
instead of the standard Bekenstein-Hawking entropy. A. Mohammadi et al. [18] conducted a study exploring
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the application of the HP within the framework of Bianchi type-I11 space-time. A. Pradhan and A. Dixit [20]
explored a THDE model within a flat FRW space-time, considering the higher derivative theory of gravity. A.
Al. Manon et al. [21] have investigated a cosmological scenario illustrating the ongoing acceleration of the
universe, featuring the coexistence of DM and THDE. M. Vijaya Santhi and Y. Sobhanbabu [22] have explored
the dynamics of THDE, utilizing the Hubble radius as the IR cutoff, in a homogenous and anisotropic Bianchi
type-I1I universe. This investigation was conducted within the context of the Saez-Ballester (SB) theory of
gravitation and by solving the field equations associated with SB theory they have developed both interacting
and non-interacting DE models. Y. Sobhanbabu and M. Vijaya Santhi [23] have dedicated their efforts to
examining THDE, incorporating the Hubble radius as the IR cutoff, within a homogenous and anisotropic
Kantowski-Sachs universe. This investigation unfolds within the framework of SB theory of gravitation. They
have formulated both non-interacting and interacting models for THDE by solving the field equations and
employing the connection between the metric potentials. B. D. Pandey et al. [24] have developed HDE model
incorporating Tsallis entropy, a one parameter extension of Boltzmann-Gibbs entropy. R. Saleem et al. [25]
have investigated the dynamics of warm inflation within a modified cosmological framework in the context of
Rastall gravity. Within this scenario, they altered the standard Friedmann equations by incorporating recently
proposed Tsallis and Barrow HDE entropies. M. Vijaya Santhi and Y. Sobhanbabu [26] have formulated both
interacting and non-interacting models for THDE in an anisotropic and homogenous Bianchi type- VI space-
time. This was accomplished within the context of a scalar-tensor theory proposed by SB. To achieve this, they
employed the relationship between the metric potentials of the model and a varying deceleration parameter,
resolving the SB field equations. M. Sharif and S. Saba [27] have explored the reconstruction paradigm for
the THDE model by incorporating the generalized Tsallis entropy conjecture with the Hubble horizon. This
investigation took place within the framework of f(G,T) gravity. M. Zubir and L. Rukh Durrani [28] have
investigated THDE in a flat FRW model, utilizing the framework of f(R,T) gravity. Ayman A. Aly [29] has
developed a novel f(T') modified gravity model, incorporating a THDE model and a Hubble cutoff. A. Pradhan
et al. [30] have explored the Tsallis holographic quintessence, k-essence, and tachyon models of DE within
the context of modified f(R,T) gravity, employing the GO cutoff. S. H. Shekh et al. [31] analyzed THDE,
transitioning into HDE through a specific selection of the positive non-additivity parameter . This study was
carried out within the framework of modified f(T, B) gravity, examining the validity of thermodynamics and
energy conditions for a homogenous and isotropic FRW universe.

Expanding on the constructive discussions and favorable results emphasized earlier, this article explores
the THDE model within the context of f(R,T) gravity. The inquiry focuses on validating both the power law
and exponential law components of the model.

2. TSALLIS HOLOGRAPHIC DARK ENERGY

It is essential to remember that the establishment and derivation of the conventional HDE density (pppr =
3d2m12)L_2) are contingent upon the entropy area relationship S ~ A ~ L2 of black holes, where A = 47 L?
represents the area of the horizon [9]. Neverthless, the definition of HDE can be adjusted or revised in light
of quantum considerations [32, 33]. Tsallis and Cirto illustrated that the horizon entropy of a black hole could
potentially be modified according to mathematical expression of the form

S5 =A° (1)

where, v is an unknown constant and ¢ dentoes the non-additivity parameter [14]. It is evident that the
Bekestein entropy is registered when the appropiate limit of § = 1 and § = (4G)~!. Certainly, at this limit, the
power law distribution of probability becomes ineffective, and the system can be described by the conventional
probabitilty distribution [14].

Following the HP, which asserts that the number of degrees of freedom of a physical system should scale
with its bounding area rather than its volume [34]. Cohen et al. [9] suggested that system entropy (S) should
be constrained by an IR (L) cutoff, leading to proposed relation involving the IR cutoff and UV (A) as

L3A3 < (5)3/4 (2)
which combining with eqn. (1) leads to [9]
AT < (y(4m)°) L2 3)

where, A* denotes the vacuum energy density. Employing the aforementioned inequality, we can suggest the
THDE density as follows

pr=BL** (4)
where B is unknown parameter [35, 36, 37] and IR cutoff is taken as Hubble radius which leads to L = H ™1,
where H is hubble parameter [10]. The density of THDE model along with its derivative by using eqn. (4)

becomes
py = BH'"% (5)
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pr=B(4—20)H*2H (6)

where, H is the derivative of Hubble parameter w.r.t ¢ [10].

3. METRIC AND FIELD EQUATIONS
We consider the Marder’s space-time in the form [38]

ds* = M7 (dx? — dt?) + MZdy* + M3idz* (7)

where, M, M2, M3 are functions of cosmic time ¢. In recent years, M. Vijaya Santhi et al. [39] have conducted
research on the dynamics of a Marder’s space-time cosmological model, which is grounded in the concept of
bulk viscous strings within the framework of f(R) gravity. Sezgin AYGUN [40] has explored a homogenous and
anisotropic Marder space-time model within the framework of (R, T") gravity, where the space-time is filled with
a bulk viscous string matter distribution. D. D. Pawar and S. P. Shahre [38] have explored Marder’s space-time
within the framework of (R,T) gravity, integrating a perfect fluid under a titled congruence.

In this work we study the Marder’s space-time in (R, T) gravity with THDE. Here, the energy-momentum

tensor for matter (77;) and THDE (T;) are given as follows:

Tz'/j = diag[1,0,0,0]py, (8)
T;j = diag[l, —wy, —wi, —wipy (9)

it can be parameterized as -
Tij = dzag[l, —Wt, —Wt, 7(wt + a)]pt (10)

where p; and p,, are energy densities of THDE, and matter respectively and p; and ,, is pressure of THDE

and matter respectively. w; = % is an EoS parameter. Here, a the deviation from the EoS parameter in the

z-direction, commonly referred to as the skewness parameter. We have an energy conservation equation as
(T}; +Tij).j =0 (11)

The exploration of diverse cosmological models within the framework of (R, T) theory of gravity depends on the
characteristics of the matter source under consideration. Harko et al. [41] introduced following class of f(R,T')
gravity:
R+2f(T)
F(R,T) =< fi(R) + f2(T) (12)
fi(R) + f2(R) f3(T)

In this study, we have adopted a specific functional form, expressed as f(R,T) = R+ 2f(T). Here, f(T) is
a function of the trace of the energy-momentum tensor. By using this functional, the field equation can be
rewritten as

1 _ _
Rij — 5Rgij = (Ti; +Tij)j + 2fr(Ti; + Tij).5 + [f(T) + 2pfrlgij (13)

where fr is a partial derivative of f w.r.t T. We designate the function f(T") to be contingent upon the trace
of the energy-momentum tensor of matter, specifically as

J(T) = AT (14)

where A is arbitrary constant. So fr = A. In metric (7), the Ricci scalar R can be represented in terms of
metric potentials as [38]

M, My M} MM ) (15)

R— oM LM MMy
(Mf’ M Ve VAR VEy VAR Ve IS VeV VA

In this analysis, we investigate the cosmological implications of the arbitrary function suggested by Harko et al.
[41], which is represented by the expression

F(R,T) = R+ 2f(T) (16)

where R is the Ricci scalar and T is the trace of the energy-momentum tensor.
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The field eqn. (13) for the metric (7), utilizing eqns. (8), (10), and (14) from modified f(R,T) gravity,
results in the following system of eqns:

1 (My My MyM; MMy, MM,
2 - - = (87 +2) 2y — 3wipr — N 17
1 (M, Ms M?
2 (Ml + [T E = —(8m + 2\ )wips + [2pt — Bwipr — aps + pm + pila (18)
1 (M, My, M?
e (Ml v M) — (87 + 2\ g + 201 — Bep — ape -+ pm + il (19)

1 (MM, MM MM
— = — 20) (pm 2py — — m 2

We express the energy conservation eqn. (11) for both matter and THDE as follows,

- . i .
My My M Tl + M, — 21
(pm =+ 1) <M1 M, M3> [+ (1 +wi)pi] i, P =0 (21)

where overhead (.) denotes for ordinary differentiation w.r.t ¢.

4. SOLUTION OF FIELD EQUATIONS AND COSMOLOGICAL MODELS

The set of field eqns. (17)-(20) represents a set of four independent eqns. with seven unknowns
My, Mo, M3, ppm, pr, w, . From eqns. (18) and (19), we get

M, Ms;
—_ 29 22
on integration gives,
M.
—Mi =cy exp(cl/dt) (23)

To simplify matters, we decide that M; = Ms. The dynamical parameters for Marder’s space-time cosmological
model are delineated as follows: The spatial volume of the metric is

V =d%(t) = M3 M3 (24)
The directional Hubble parameters _
M.
H:E = Hy = M27
. 2 (25)
g\
z — M3

The generalized mean Hubble’s parameter H is expressed as

1 1(2My, M;
H=-(H,+H,+H,) == — 26
The expansion scalar
My M
f=3H=2"F2-4+—"2= 27
AT (27)

The mean anisotropic parameter

The Shear scalar
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The deceleration parameter

d (1
=14+ == 30
q + o (H> (30)
From eqns. (23) and (24), we get
My = Vl/?’cé/3 exp (0—311?) (31)
— 2
Mz = V1/302 2/3 exp (3clt> (32)

where ¢; and ¢ are integrating constants. From eqns. (31) and (32), metric (7) becomes
1/3 4] 2 —2/3 2 2
ds® = [Vl/?’c2 exp (gt)} (da? + dy? — dt?) + {Vl/?’% exp <—301t>} dz? (33)

To obtain the complete solution, we require two different volumetric expansion laws, both the power law
expansion and exponential law expansion i.e. V =™ and V = e*Ho! respectively [42].

5. MODEL FOR POWER LAW EXPANSION
We are contemplating a volumetric expansion by a power law relation as
V=t (34)

where m is a positive constant. The positive value of the exponent m aligns with observational evidence that
anticipates the universe.
The metric potentials (31) and (32) becomes

My = tm/3cé/3 exp (%lt) (35)

_ 2
M3 = tm/302 2/3 exp <3Clt> (36)

As the time t approaches zero, the analysis suggests that metric potentials (35) and (36) tend toward zero.
Consequently, the model exhibits an initial singularity. Eqn. (33) with the help of eqns. (35) and (36) can be
written as

2 B 2 2
ds?® = tm/3cé/3 exp (%t)] (da? + dy? — dt?) + {tm/?’c2 2/3 exp (—3clt>} dz? (37)

From eqns. (25), (35), and (36), the directional Hubble parameters are

m

H,.=H,=—+ — 38
TN (38)
m 20

H,=———
53 (39)

From eqns. (26), (35), and (36), the mean Hubble parameter is given by

m

_m 40
3t (40)
From eqns. (27) and (40), the expansion scalar is given by
h="" (41)
t
From eqns. (28), (38), (39), and (40), the mean anisotropic parameter is given by
2c3t?
A’H’L - ,niz (42)

From eqns. (29), (40), and (42), the Shear scalar is

o? = %1 (43)
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From eqns. (30) and (40), the deceleration parameter is

3
=2 _1 44
= (44)

The energy conservation eqn. (21) results in the derivation of the subsequent separate conservation eqn. as

Pm + 3Hpm =0 (45)
M.

pr+3H(1+ wi)pe + ﬁ%épt =0 (46)
2

On integrating eqn. (45), we get matter density as

c3
where c3 is an integrating constant.
The DM is pressure less [29] i.e.

From eqns. (5), (6), and (40), the density of THDE is given as

ma 4—26
pe=B (%) (49)
. mN3—26 / m
pr = —B(4 — 26) (Q) (@) (50)
For A-CDM model, the DE EoS is
w = —1 (51)
we get THDE pressure as
m 4-26
pi=-B(%) (52)

From eqns. (40), (46), (49), (50), and (51), the skewness parameter is given as

()G9 ®

The density parameter for THDE and the energy density parameter for matter are defined and calculated as

follows: )
mN4—28 /m2\ "~
O =B (E) <3t2) (54)
Oy = (Ci) m) (55)
o\ )\ 32
Hence,
mAA25 ez ] (m2\
O+ Q0 = [B (5) + t} (&2> (56)

6. MODEL FOR EXPONENTIAL LAW EXPANSION

The exponential law expansion is
V = ettt (57)

Typically, this results in a universe resembling de Sitter space-time. In this scenario, Hy represents the Hubble
Parameter during the current epoch. We have delved into the dynamics of the universe within the framework of
the f(R,T) gravity, specifically emphasizing exponential law. This exploration is aimed at offering a thorough
grasp of the dynamics of the model and contrasting it with those observed in the power law model.

The metric potentials (31) and (32) becomes

My = (e*Hot) Y3 cé/s exp (%t) (58)



42
EEJP.2(2024)

A.O. Dhore, et al.

_ 2
M3 = (e4H°t)1/3 Cq 2/3 exp (—?t)

Eqn. (33) with the help of eqns. (58) and (59) can be written as

, 2
ds* = {(e‘LHUt)l/d 05/3 exp (%tﬂ (da? 4 dy? — dt?) + {(e“{‘)t)l/3 052/3 exp (—2?0)116)] dz?

From eqns. (25), (58), and (59), the directional Hubble parameters are

4 C1
H,=H,= -Ho+ 2
v T30ty
4 201
H, = -Hy— 2
37073
From eqns. (26), (58) and (59), the mean Hubble parameter is given by
4
H=-H,
3
From equns. (27) and (63), the expansion scalar is given by
0 =4H,

From eqns. (28), (61), (62) and (63), the mean anisotropic parameter is given by

From eqns. (29), (64) and (65), the Shear scalar is

2 _ ctHlg

3

From eqns. (30) and (63), the deceleration parameter is

qg=-—1
On integrating eqn. (45), we get the matter density for the model as
P = —cqe~tHot
where ¢4 is an integrating constant. The DM is pressure less [29] i.e.

Pm =20
From equs. (5), (6), and (63), the density of THDE is given as

4\
pr=DB (3H0>

pt=0
For A-CDM model, we get THDE pressure as
4 4-25
pe=—B (3H0>
From eqns. (46), (63), (70) and (71), skewness parameter is becomes

a=10

2

(59)

(61)

(62)

(73)

The density parameter for THDE and the energy density parameter for matter are defined and calculated as

follows: s .
4 B 16 B
a=(zm) (g4)
-1
_ 16
Q= (—cae o0 <9H§>
Hence,

Qt+Qm:

4 4-25 ) —1
B <3Ho) + (—046_4H°t)] <96H§>

(74)

(75)

(76)
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7. DISCUSSION

In the preceding section, we endeavored to unravel the precise solution of the THDE cosmological model
within Marder’s space-time framework. To do so, we postulated both a power law expansion and an exponential
expansion law as plausible scenarios for the evolution of the universe. We have discovered that,

In section 5, for power law model.

e From Figure 1, both the Hubble parameter and the expansion scalar are approaching infinity as ¢t = 0
signifies that at the inception of the universe, it was characterized by an infinitely dense and hot state.
This characteristic behavior aligns with the concept of the Big Bang singularity, marking the beginning
of cosmic expansion. As time progresses, both the Hubble parameter and the expansion scalar show a
decrease. This pattern implies a diminishing rate of universal expansion over time. Despite the ongoing
expansion, the momentum of this process gradually diminishes over time. As the cosmic time approaches
infinity, both the Hubble parameter and the expansion scalar tend toward zero. This suggests that the
rate of expansion of the universe is approaching a constant value. Such a scenario hints at a future phase
where the rate of expansion of the universe becomes nearly constant, known as the de Sitter phase.

e Item From Figure 1, as cosmic time increases, the anisotropic parameter grows at an increasing rate. From
eqn. (42), it is evident that the behavior of the anisotropic parameter is contingent upon the constants
c1 and m. Under this circumstance, the anisotropic parameter escalates as cosmic time ¢ increases, yet
diminishes with higher values of m.

e From eqn. (44),

1. If m = 3 the deceleration parameter becomes zero. It indicates that the expansion of the universe
is neither accerlerating, but rather proceeding at a constant rate. This scenario is consistent with a
universe in which the gravitational effects of matter and energy are exactly balanced by the expansion
itself.

2. If m > 3 then the deceleration parameter is positive (¢ > 0), it indicates that the expansion of the
universe is decelerating. In this scenario, the gravitational forces exerted by matter and energy within
the universe are sufficiently strong to slow down the rate of expansion over time.

3. If m < 3 then the deceleration parameter is negative (¢ < 0), it indicates that the expansion of
the universe is accelerating. In this scenario, the gravitational effects of matter and energy are not
sufficient to counteract the expansion, causing it to accelerate over time.

e From Figure 2(a), at the beginning of cosmic time ¢ = 0 the density of THDE is significantly high, implying
a phase of rapid expansion similar to cosmic inflation. As cosmic time progresses, the density of THDE

decreases, indicating a corresponding reduction in the rate of expansion of the universe over time.

e From Figure 2(b), at the beginning of cosmic time (¢ = 0) the density goes to zero, which signifies a crucial

epoch.
25
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Figure 1. Hubble parameter, expansion scalar and anisotropic parameter versus cosmic time (¢) for the
particular choice of constants ¢; = 1,m = 1.5 in power law model
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Figure 3. THDE pressure versus cosmic time (¢) for the particular choice of constant m = 1.5 in power law
model

e From Figure 2(a) (with 6 = 1.9), as cosmic time extends towards infinity the THDE density appears to
stabilize at a fixed value. This suggests a scenario where, in the distant future, THDE could potentially
dominate the energy density of the universe.

e From Figure 2(b) (with 6 = 2.1), as the cosmic time approaches infinity, the THDE density asymptotically
approaches a non-zero value. In this case, the THDE density does not diminish to zero but approaches a

finite value.

In section 6, for the exponential law model.

e The deceleration parameter ¢ = —1 for this model signifies that the universe undergoes an accelerated
expansion [42]. The expansion scalar maintains a constant value indicating that the rate of expansion of
the universe remains constant over time [43]. The anisotropic parameter is constant, it implies that the
universe exhibits isotropy.

e We found that the Hubble parameter, density, and pressure are constant.

8. CONCLUSION

We investigated Marder’s space-time model incorporating THDE within the framework of f(R,T) gravity.
The volumetric expansion law is utilized to derive precise solutions for field equations. Both the power law
model and exponential law model yield the following conclusions. We analyzed 2D graph of the parameter by
using MATLAB.

In the power law model, many fascinating findings emerge from our investigation. When the Hubble pa-
rameter is positive (t), we observe a universe is expanding. As time progresses towards infinity, the expansion
gradually decelerates and eventually approaches zero. Interestingly, we have obtained the value of the deceler-
ation parameter that depends on constant (m = [2,4]), i.e. whether the universe accelerating or decelerating.
From Figure 2(a) and 2(b), (§ < 2, > 2) the behavior of the universe suggests an evolving state where THDE
plays a significant role in the expansion dynamics, potentially leading to an indefinite expansion. However,
slight variations in the value of § may influence the specific details of the expansion dynamics. Additionally,
our examination highlights the existence of negative pressure, as depicted in eqn. (52). This negative pressure
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is a distinctive attribute of DE. The inclusion of DE within the model provides evidence supporting the idea
that DE plays a crucial role in influencing the dynamics of our universe.

In the exponential law model, we have obtained all dynamics parameters such as Hubble parameter (H),
expansion scalar (6), Shear scalar (¢?), anisotropic parameter (A,,) are constant. Hence, as the universe
evolves over time, this model demonstrates behavior similar to that of a cosmological constant model in its later
stages. Additionally, the negative sign of the deceleration parameter signifies the expansion of the universe is
accelerating. The ratio of the Shear scalar to the expansion scalar is non-zero, indicating that the universe is
anisotropic.

Our findings indicate that the universe exhibits anisotropy during its early stages, yet as time progresses,
the anisotropic behavior diminishes, leading to an isotropic present day universe. This conclusion aligns with
various observational data. The models proposed in this paper offer a suitable description of the evolutionary
trajectory of the universe.
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AHAJII3 KOCMOJIOTTYHOI MOJEJII TOJIOTPA®IYHOI TEMHOI EHEPTII ITAJIJIICA

Y IMTPOCTOPI-YACI MAPIEPA B f(R,T) TEOPII I‘PABITAHIT

A6ximxur Omnparan Jdope?, Moxini Pampao YramueP
¢ Tenapmamenm mamemamuxy, Shri. Dr. R.G. Koaedotc mucmeyms i nayxu Pamod,
Mypmizanyp, Oxpye Axoaa 444 107, Mazapwmpa, Inodis
b Tenapmamenm nayku ma 2ymarimaprus nayx, Inocenepro-mesnonozivnud xoredoe Cunna,
Ampasami 444 701, Mazapwmpa, Indis

V miit po6oTi T0CIIIKYETHCST AaHI30TPOITHA KOCMOJIOTIIHA MO/Ie/Ih, 3aCHOBAHA HA TPOCTOPOBO-YACOBiil rosiorpaditHiii Tem-
miit emeprii Hasmica (THDE) Mapnaepa B pavkax f(R,T') Teopii rpasiramii, ne R npeacrasagae ckamap Piadi, a T o3magae
CJIiJT TEH30pa eHEPril-IMITyJIbCY HAPYTH. PIBHIHHA TIOJIs PO3B’a3aH0 Jyia Kjacy rpasitamii f(R,T), rooro f(R,T) = R+
f(T). 1106 orpumarn TouHe pimreHns, Mu BEUKOpucTam minbaicTh Mogeni THDE pasowm i3 3akomamm 06’€éMHOTO po3-
IIUPEHHs, a CaMe CTEIEHEBUM 1 €KCIOHEHIAIbHIM 3aKOHOM. TakoXK MOCIKYOThCd (Di3ndHi Ta reOMeTPUYH] aCIeKTH
MOAeJIl.
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In this research, we have derived the solution of the field equations of the scalar-tensor theory of gravitation, proposed by
Saez and Ballester(Phys. Lett. A113, 467:1986) within the frame-work of Bianchi type-II1 Universe. We have analyzed
the interacting and non-interacting anisotropic Barrow Holographic Dark Energy (BHDE) models by assuming the time
dependent deceleration parameter (¢(¢)). Further, we have discussed the several cosmological parameters such as energy
densities of pressureless dark matter and BHDE, skewness, deceleration, equation of state parameters, wpmr-wgy plane
and stability of the both interacting and non-interacting models. Also, we have observed that in our non-interacting and
interacting models deceleration and equation of state parameters support the recent observational data.

Keywords: Bianchi type-I111 Universe; Cosmology; Saez-Ballester theory
PACS: 04.50.Kd, 04.50.4+h

1. INTRODUCTION

Precision Cosmology [1] measurements have definitively shown that our Universe is experiencing an acceler-
ated phase expansion [2, 3, 4, 5, 6, 7, 8, 9]. However, the fuel of this mechanism is not yet known, leaving room for
disparate explanations. Tentative descriptions can be basically grouped into two classes: on one side, Extended
Gravity Theories [10] aim at solving the puzzle by modifying the geometric part of Einstein—Hilbert action in
General Relativity. On the other side, one can introduce new degrees of freedom in the matter sector, giving
rise to dynamical Dark Energy models. In this context, a largely followed approach is the so called Holographic
Dark Energy (HDE) model [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32]
which is based on the use of the holographic principle at cosmological scales.

The holographic DE model (HDE) suggests, this model is originated from holographic principle and its

. 3C2M? . . .
energy density can be expressed by pge = —7==, here C? is a numerical constant, Mg is the reduced Planck mass

and L denotes the size of the current Universe such as the Hubble scale [33, 34]. In addition, the holographic
DE has some problems and cannot explain the time line of a flat FRW Universe [35, 36]. One of the proposed
solutions for the HDE problems is the consideration of various entropies. One of the considered entropy is
Tsallis entropy which has been used in many papers [37, 38, 39, 40]. In recent years, various entropy formalism
have been used to discuss the gravitational and cosmological setups. Also, some new holographic DE models
are constructed such as Tsallis HDE [41], Renyi HDE (RHDE) [42] and Sharma-Mittal HDE [43]. Kaniadakis
[44, 45, 46], Barrow [47, 48, 49, 50, 51, 52, 53, 54, 55] entropies, which arise from the effort to introduce non-
extensive, relativistic and quantum gravity corrections in the classical Boltzmann—Gibbs statistics, respectively.
While predicting a richer phenomenology comparing to the standard Cosmology, generalized HDE models
suffer from the absence of an underlying Lagrangian. This somehow questions their relevance in improving our
knowledge of Universe at fundamental level. Hence, with this motivation, in this research, we consider the HDE
with Barrow entropy formalism i.e., Barrow HDE (BHDE).

Saridakis [56], constructed the BHDE, by using the usual HP, however applying the Barrow entropy instead
of the BH entropy. Also, for the limiting case as A = 0 the BHDE possesses standard HDE, although The
BHDE, in general, is a new scenario with cosmological behavior and richer structure. While standard HDE is
given by the inequality ppy < SL™%, here L denotes horizon length, and under the imposition [57] then ppy =
C(%)z’A, here C is a parameter. If we take into consideration the IR cut off L as the Hubble horizon (i.e., L =
H~1), then the energy density of BHDE is obtained as

ppy = CH*™% (1)

Saridakis [58], using Barrow entropy presented a modified cosmological scenario besides the Bekenstein-
Hawking one. For the evolution of the effective DE density parameter, the analytical expression was obtained

Cite as: Y. Sobhanbabu, G. Satyanarayana, N.V.S. Swamy Chinamilli, P.V. Rambabu, East Eur. J. Phys. 2, 48 (2024), https:
//doi.org/10.26565/2312-4334-2024-2-04

© Y. Sobhanbabu, G. Satyanarayana, N.V.S. Swamy Chinamilli, P.V. Rambabu, 2024; CC BY 4.0 license


https://periodicals.karazin.ua/eejp/index
https://doi.org/10.26565/2312-4334-2024-2-04
https://portal.issn.org/resource/issn/2312-4334
https://orcid.org/0000-0003-0717-1323
https://orcid.org/0000-0000-0000-0000
https://orcid.org/0000-0001-8565-633X
https://orcid.org/0000-0003-4081-7739
mailto:sobhan.maths@gmail.com
https://doi.org/10.26565/2312-4334-2024-2-04
https://doi.org/10.26565/2312-4334-2024-2-04
https://creativecommons.org/licenses/by/4.0/

49
Anisotropic Barrow Holographic Dark Energy Models in Scalar-Tensor... EEJP.2(2024)

and shown the DM to DE era of the Universe. Using the Barrow entropy on the horizon in place of the standard
Bekenstein-Hawking one, the potency of the generalized second law of thermodynamics has also been examined
[59]. Mamon et al. [60] studied interacting BHDE model and also the validity of the generalized second law
by assuming dynamical apparent horizon as the thermodynamic boundary. Anagnostopoulos et.al. [61] have
studied observational constraints on BHDE. Pradhan et al. [62] have analysed FRW cosmological models with
BHDE in the back-ground of BD theory of gravitation.

Srivastava and Sharma [63] have studied BHDE with Hubble horizon as IR cut-off. Adhikary et al. [64]
constructed a BHDE in the case of non-flat Universe in particular, considering closed and open spatial geometry
and observed that the scenario can describe the thermal history of the Universe, with the sequence of matter and
dark energy epochs. Sarkar and Chattopadhyay [65] have analysed BHDE reconstruct f(R) gravity as the form
of back-ground evolution and point out the equation of state can have a transition from quintessence to phantom
with the possibility of little Rip singularity. Xu and Lu [66] have investigated the non-interacting HDE with
the Hubble radius as IR cut-off cannot explain the current accelerated expansion of Universe in the BD theory.
Aditya et al. [67] have discussed anisotropic new HDE model in the frame-work of SB scalar tensor theory
of gravitation. Sadri [68] has studied observational constraints on interacting THDE model. Zadeh et al. [69]
have investigated the cosmic evolution of THDE in Bianchi type-I model filled with DM and THDE interacting
with each other throughout a sign-changeable interacting with different IR cut offs. Chandra et al. [70] have
discussed THDE in Bianchi type-I by using hybrid expansion law with K-essence. Sobhanbabu and Santhi
[71] have investigated Kantowski-Sachs THDE model with sign-changeable interaction with the back-ground of
scalar tensor theory of graviatation. Priyanka et al. [72] have discussed generalized BHDE with Granda—Oliver
(GO) cut-off. Aditya et al. [73] have studied observational constraint on interacting THDE in logarithmic BD
theory. Ghaffari et al. [74] have investigated interacting and non-interacting THDE models by considering
the Hubble horizon as the IR cutoff within BD scalar theory. Jawad et al. [75] have studied cosmological
implications of THDE in BD scalar theory. Santhi and Sobhanbabu [76] have analyzed anisotropic interacting
and non-interacting THDE models in the frame-work of SB theory of gravitation.

Abdulla et al.[77] have investigated Dynamics of an Interacting BHDE Model and its Thermodynamic
Implications. Recently, Ghaffari et.al. [78] have analysed BHDE in the frame-work of BD cosmology. Koussor
et al. [79] have studied anisotropic BHDE model in symmetric teleparallel gravity. Very recently, Sobhanbabu
et al. [80] have investigated Kantowski—Sachs interacting and non-interacting BHDE models in SB theory of
gravitation.

Hence, motivated with the above discussion and observations, in the current work, we have studied
anisotropic BHDE models in the back-ground of SB theory. The plan of the work as follows: In Section-
11, we have derived field equations of SB theory and its cosmological solution with the help of Bianchi type-111
Universe in the presence of two minimally interacting fields: DM and BHDE components. In Section-I11, we
have constructed non-interacting and interacting BHDE models along with their physical discussions. Finally,
we summarize our results in conclusion Section-IV.

2. METRIC AND COSMOLOGICAL SOLUTION OF SB FIELD EQUATIONS
In the current work, we consider the anisotropic Bianchi type-I11 in the form

ds® = dt* — X2(t)dz® — Y2(t)e 2 dy® — Z%(t)d2>, (2)

where X (t), Y(t) and Z(t) are the metric potentials, as functions of cosmic time (t). The following are the some
physical parameters which are useful to find the solution of the SB field equations for the Universe BT-I11.
The average scale factor and volume are defined as

a(t) = (XYZ)5, V({t)=a(t)®=XYZ (3)
The average Hubble parameter H(t) is defined as

The SB field equations for matter and BHDE distribution are (with 871G = C' = 1) [83] given by

1 _
G = 0" (Db = 50m020™) = (T + T, (6)
and the scalar field ¢ satisfies the following equation

20"t + g™ L p ™ = 0, (7)
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where G, represents the Einstein tensor and T}, & T#,, are energy momentum tensors for pressure-less dark
matter and BHDE respectively. For physical interpretation, the energy momentum tensors for matter and
BHDE can be written as

T, = diag[1,0,0,0]par, (8)

and

T, = diag[l, —wpny, —(wpH + apwr), —(WBH + apw)|pBH, (9)

where ppg, py are energy densities of BHDE and matter and ppp is the pressure of BHDE. wpy = % is an

equation of state (EoS) parameter and the skewness parameters apy are the deviations from y and z axes. So,
the field equations for the discussed metric can be written as

—+2 4+ - —¢"¢* = —wpy pBH, (10)
7+f+7——¢"¢2 = —(WBH‘FOKBH) PBH, (11)

Tyt ey v 59" = —(wsw +apn) pea, (12)

Xy Yz Xz 1 w,;

it -~ o = AN A2 1
v ivyzTxz x2t39¢? pyv + pPBH, (13)
X z
Z_Z_p 14
v 70 (14)
. X Y Zy. ng?
4,42 = 1
¢+(X+Y+Z)¢>+2¢ 0, (15)
and the continuity equation of the matter and BHDE as
'+(§+Z+é) ¥ +(§+X+§)<1+w ) +(X+Z)a —0.  (16)
PM x Ty T z)PmtrBE xTyty BH |PBH y Tz )ouper =0

On integration, Eq.(14) yields Y = ¢1Z, where c;is an integration constant. It can be taken as unity, without
loss of generality, so that we have
Y =7 (17)

In view of Eq.(17), the field equations (10)-(15) reduce to

X Z XZ w

A ‘. ad WYon g2 —
e + 7 + %7 2¢ 0] WBH PBH, (18)
X Z XZ w,-
e E+7_5¢"¢2 = —(wpw +aBH) PBH, (19)
X X2 1 w, .
QYJrﬁfﬁ—iqbngﬁz = —(wpw +aBH) pPBH, (20)
X2 XZ w o,
Xt 2xz " xe T ? = put s, 2!
2X Y\, ng?
b+ (F+y)otgs =0 #2)
and . . . .
, X Zz : X Z
it + (ZY + E) ((1 Y wpH) + pBH)pM + pBu + (f + E)OZBHPBH =0. (23)

The above SB field equations (18)-(22) constitute a system of five non-linear equations with seven unknowns:
X, Z, ¢, wpH, pH, PMm, and apy. In order to get a deterministic solution, we take the following plausible
physical conditions: Here, we consider the fact that expansion scalar is directly proportional to shear scalar
which leads [81] to a relation between the metric potentials:

X =2m, (24)
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m # 1 is a positive constant. In this paper, we assume a well-motivated ansatz considered by Abdusattat et al.
[82] which puts a constraint on the function form of the deceleration parameter g(t) as

B
¢=—z+7-1 (25)

here 5 > 0 and v > 1.
Hence, from the Egs. (5), (24), and (25), we find the metric potentials as

X:Y:[t2+§]%, Z:[t%%]W. (26)

Now through a proper choice of coordinates and constants the metric (2) with the help of Eq.(26) can be written
as

ds® = dt? — [t2 + é] Mﬁdﬁ - [t2 + é} mehdgﬁ - [t2 + é] Wef%dzz (27)
v Y v

Thus, Eq. (27) describes BT-117 BHDE model in SB scalar tensor theory of gravitation.
The average scale parameter and volume of the model respectivly, given by

L 3
az[t2+§]2” &V:[t2+é]‘“ (28)

v v

The Hubble parameter(H) of the model can be obtained as
t
H=———0p (29)
V(2 +2)

The energy density of the BHDE model is given by

ppr = CH* 7?2, (30)

where C' is a paremeter.
Now with help of Eqgs.(29) and (30), the energy density of BHDE is obtained as

o[t _17° (31)
PBH = [ ]
V(2 +2)
Using Eqgs. (18), and (20) we get the skewness parameters as
9mH> t\-mdEe (e D)H 212
apy = # + (—H) e 4 3( 5 2 Sy S| |cm*2 (32)
(m+ ) Y (m+ ) (2m+1))
_ ¢
where H = D)
Now using Eqgs. (22) & (26), we have the scalar field ¢ is
(b 2 = 5 /¢0(t —‘r;) dt+62, (33)
where ¢ and cy are integration constants.
Using Egs. (21), (31), and (33), we get
m(m+2)H2 ’YH % w o 'YH % 2-A
omLE ()T S g
PM = o 1 1)2 t 205 (34)

The behavior of skewness parameter (apy) versus cosmic time (t) is plotted in Fig. 1 for the various values of
~. It is observed that the skewness parameter is positive throughout the evolution and it is initially bouncing
behavior later decreases as Universe evolves. Figs. 2 & 3 describe the behavior of energy density of dark matter
and BHDE against cosmic time (¢) for the different values of . It is observed that pjs is positive throughout
the evolution. From Fig. 3, it is observed that at initial epoch ppy increases, reaches a maximum value and
decreases at late times.
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Figure 1. Plot of skewness parameter (ap) versus cosmic time (¢) for n = 0.198, &, = 0.03, & = 0.02, & =
0.01, & = 0.2904, and k = 0.593, 0.596, and 0.599.
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Figure 2. Plot of energy density (pas) of matter versus cosmic time (¢) for m = 0.925, 5 = 0.798, v = 0.376,
~ = 0.476, = 0.576, w = 1000.
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Figure 3. Plot of energy density (ppp) of BHDE versus cosmic time (¢) for m = 0.925, 8 = 0.798, v = 0.376,
~ = 0.476, v = 0.576, w = 1000.

Non-interacting model

Here, we consider the non-interacting dark matter and BHDE. Hence, both of these conserve separately,
so that we have from Eq. (16),
: X Y Z
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pBH+(§+§+§) (1+wBH)pBH+aB<§+§>pBH=0 (36)

Using Egs. (26), (31) and (33), we get the EoS parameter (wpp) of BHDE model

Wi — 1 — m+1 9mH? (L)fﬁ (m—|—1))H_9 m2H? I
o 2m+1](2m+1)>  \vH (2m+1) 2
(2m+ 1)) )
@-MH
3H?2

where H= %
v(ﬁﬂt?)
Fig. 4 represents the behavior of equation of state (EoS) parameter in terms of cosmic time (t) for the
non-interacting model in different values of . It can be seen that EoS parameter completely varies in aggressive
phantom region and finally tends to —1.

Taking the derivative of Eq. (42) with respect to Ina, we get

' apn (2— A)(HH — 2H?) }
— _ , 38
YBH = T om f 1) H 32 (38)
.. 2_
where H = M and
(8+vt2)
.| 18mHH  3m(H —tH) ( >%(i>7%71 3mH  18m?*HH
BH = om+ 12 29(2m + 1) H? H 1 (om 1)’
t A-2 H? t \mEenrn | 3H 1 2H?
y C{ . } _ Im _ (7) wremtn | 3H(m + 1) B Im . ’ (39)
Y2+ B (2m+1) vH @m+1)  (2m+1)

X [(2 - A)H‘lH]
Fig. 5, represents the wpy — wjg g DPlane for the non-interacting BHDE model for the different values of 7. It

-0.8

=]
318
1.8
-2 — = 0.176| |
- -y=0276
2.2 ¥ 1
; =036
24 : : ;
0 5 10 15 20

Cosmic time (t) Gyr

Figure 4. Plot of EoS parameter (wpp) versus cosmic time () for m = 0.925, 8 = 0.798, v = 0.376, v =
0.476, v = 0.576, w = 1000.

is observed that the wpy — w;gh plane corresponds to thawing region. The plot of squared speed of sound (v?)
versus cosmic time (¢) is shown in Fig. 6. we can observe that squared speed of sound (v2 < 0) represents our
non-interacting BHDE model is unstable.
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Figure 5. Plot of wgy versus ijH for m = 0.925, 8 = 0.798, v = 0.376, v = 0.476, v = 0.576, w = 1000.
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Figure 6. Plot of squared speed of sound (v2) versus cosmic time (¢) for m = 0.925, 8 = 0.798, v = 0.376, v =
0.476, v = 0.576, w = 1000.

INTERACTING MODEL

In this case, we consider that both dark matter and BHDE are interacting with each other. Hence, we can
write the energy conservation equation for matter and BHDE as

p}\/[+(§+§+g>ﬂM:Qa (40)
PBH + (; + % + g) (1 +wBH)pBH + ap (% + g)PBH =-Q (41)

where the quantity @ denotes interaction between DE components. From the Eqgs. (40) and (41), we can
say that the total energy is conserved. Since there is no natural information from fundamental physics on
the interaction term (), one can only study it to a phenomenological level. Various forms of interaction term
extensively considered in literature include Q = 3d*Hpys, Q = 3d*Hppg and Q = 3d?H (par + ppr). Where, d
is a coupling constant and positive ¢ means that DE decays into DM, while negative d means DM decays into
DE. Here we consider Q = 3d?Hppy as the interaction term with the coupling parameter d2.

From Egs. (24), (29), and (44) we find the EoS parameter wpy as

. m+1| 9mH? t \ " HomD <m+1)>H m?2H? a— A
wpn =1 =& =5 T B )2 (TI) ey Y 2| |OH
m+1|(2m+1) 5 (2m+1) <2m+1))
(2-AH
3H?
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Taking the derivative of Eq. (40) with respect to lna, we get

' apm (2— A)HH —2H?) }
_ _ , 43
YBE T T om+ D)H 32 (43)
.. 2_
where H = M and
(8+~12)

P 18mHH  3m(H —tH) (ﬂ)%(i)_%_l 3mH  18m*HH

BT 2m+1)2  2y(2m+ 1)H? H 2m+1 (2m+ 1)

A—2 2 ___=—3m g 2172
% C{ t . :| IYmH _ (L) 2y H(2m+1) 3H(m+ 1) _ Im“H ~ 7 (44)

y(t2 + 2) (2m+1) ~H (2m+1) (2m+1)

X [(2 - A)Hlﬂl

The plot of EoS parameter (wpy) against cosmic time (¢) for various values of v and d? are depicted in the
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Figure 7. Plot of EoS parameter of BHDE versus cosmic time (¢) for m = 0.925, 8 = 0.798, v = 0.376, v =
0.476, v = 0.576, w = 1000 d = 0.45.
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Figure 8. Plot of EoS parameter of BHDE versus cosmic time (¢) for m = 0.925, 8 = 0.798, v = 0.376, v =
0.476, v = 0.576, w = 1000 d = 0.55.

Fig. 7, 8 & 9 for the interacting model. It can be observed that the EoS parameter completely varies in aggressive
phantom region for all values of coupling parameter d* and 7. The wpy — wgy plane is used to represents the

dynamical property of dark models, where W, s is the evolutionary form of wp g, here prime indicates derivative
with respect to Ina. In Figs. 10, 11, & 12, we plot the behavior of wpy — w}BH plane for three different values
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Figure 9. Plot of Plot of EoS parameter of BHDE versus cosmic time () for m = 0.925, 8 = 0.798, v = 0.376,
~ =0.476, v = 0.576, w = 1000 d = 0.65.
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Figure 10. Plot of wpy versus W;BH for m = 0.925, 8 = 0.798, v = 0.376, v = 0.476, v = 0.576, w = 1000 d =
0.45.

—y=0.176
- - —y=0.276

Figure 11. Plot of wpy versus w}aH for m = 0.925, 8 = 0.798, v = 0.376, v = 0.476, v = 0.576, w = 1000 d =
0.45.

of d? and 7. It can be seen that the wgy — w;BH plane, for interacting BHDE model corresponds to the thawing
region (w}gH > 0 and wpy < 0) for all the three values of coupling parameter d? and . Figs. 13, 14, & 15
elaborates the plot of squared speed of sound (v?) versus cosmic time ¢. The trajectories represents the negative
behavior throughout evolution of the Universe which represents the interacting model is unstable for different
values of d2 and .
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Figure 12. Plot of wpy versus w;BH for m = 0.925, 8 = 0.798, v = 0.376, v = 0.476, v = 0.576, w = 1000 d =
0.65.
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Figure 13. Plot of squared speed of sound v? versus cosmic time (t) for m = 0.925, 8 = 0.798, v = 0.376, v =
0.476, v = 0.576, w = 1000 d = 0.45.
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Figure 14. Plot of squared speed of sound v? versus cosmic time (t) for m = 0.925, 8 = 0.798, v = 0.376, v =
0.476, v = 0.576, w = 1000, and d = 0.55.

The nature of expansion of the model can be explained using the cosmological parameter called as de-
celeration parameter (DP). The DP for our both models (non-interacting and interacting) is same and given
by

o
1=-3% +8-1 (45)

Fig. 16 depicts the behavior of DP versus cosmic time ¢ for the different values of v. We can observed that
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Figure 15. Plot of squared speed of sound v? versus cosmic time (t) for m = 0.925, 8 = 0.798, v = 0.376, v =
0.476, v = 0.576, w = 1000 d = 0.65.

0
T i
2 [
3] |
g 4
=
=9
=
£ -6
«
G
=
§ -8 ——y=10.176
2 | - - ey =0276
7=10.376
-10 i i ‘
0 5 10 15 20

Cosmic time (1) Gvr

Figure 16. Plot of deceleration parameter (g) versus cosmic time (¢) for m = 0.925, 8 = 0.798, v = 0.376, v =
0.476, v = 0.576, and w = 1000.

our models (Interacting and non-interacting) exhibits negative behavior throughout the evolution and finally
it tends to —1, which represents our models accelerating behavior. Also, we can seen that the models exhibit
accelerated expansion at initial epoch and finally approaches to exponential expansion of the Universe.

In recent years there are many number of DE models have proposed to explain the accelerated expansion
of the Universe. The two new parameters formulated by Sahni et al. [84] named as statefinder pair (r,s) by
using the deceleration and Hubble parameters defined as follows:

i 20—t (L 29)(P + D)yt (46)
e t2

or—1 (=) + 2912+ D)t - £
IECER 3((2y - 3)t2 — 2)

In Fig.17, we have plotted the trajectories of r — s plane for the three values of . It is observe that r — s
plane for the three values v = 0.176, 0.276 and 0.376 meets the A model. We also, observe that the r — s plane
belongs to the Chaplygin gas model (s < 0 and r > 1) for v = 0.176 and 0.276. For v = 0.376 the r — s plane
corresponding to the dark energy models such as phantom (s > 0) and quintessence (r < 1).

The Om diagnostic parameter tool has been proposed by Sahni et al. [85] as a complementary to the
statefinder parameter, which helps to distinguish the present matter density contrast Om in different models
more effectively. This is also a geometrical diagnostic that explicitly depends on redshift (z) and the Hubble
parameter (H). It is defined as follows:

(47)

h(z)® —1

Om(@) = =57

(48)
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Figure 17. Plot of r versus s for m = 0.925, § = 0.798, v = 0.376, v = 0.476, v = 0.576.

where h(z) = Hb([‘:), x = (14 z) and Hy is the present value of the Hubble parameter.

vl (x_z"’ — g)
’Y2 (:L‘3 _ 1) (49)

Fig. 18, we have plotted the evolution of Om diagnostic parameter versus cosmic time (). It can be observed

Om(zx) =
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Figure 18. Plot of Om(z) versus cosmic time (t) for m = 0.925, 8 = 0.798, v = 0.376, v = 0.476, v = 0.576.

that the slope of Om diagnostic parameter is negativ, which represents the quintessence behavior of the Universe.
This behavior is consistent with recent observational data.

3. CONCLUSIONS

In this paper, we have studied the accelerated expansion by assuming the BHDE in BT-I11 Universe
within the frame-work of SB scalar—tensor theory of gravity. Using the relation between the metric potentials
and the variable DP ¢ = 7tﬁ2 4+~ —1, we have obtained the solution of SB field equations with this solution, we
have studied various cosmological parameters to analyze the viability of the non-interacting and non-interacting
models and our conclusions are the following:

e The behavior of the skewness parameter is positive throughout the evolution and it is initially bouncing
behavior later decreases as Universe evolves.The energy density of DM is observed that p,; is positive
throughout the evolution. The energy density of BHDE is observed that at initial epoch pppy increases,
reaches a maximum value and decreases at late times.

e The trajectory of EoS parameter completely varies in aggressive phantom region and finally tends to —1.
The wpy — wgy plane observed that the wpy — w; g1, Plane corresponds to thawing region. The squared
speed of sound (v? < 0) represents unstable for the non-interacting cosmological models for various values
of .
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e The plot of EoS parameter can be observed that the EoS parameter completely varies in aggresswe
phantom region for all values of coupling parameter d?> and v for interacting model. The WBH — Wpy

plane is used to represents the dynamical property of dark models, The behavior of wpy — W) pm Plane,

for interacting BHDE model corresponds to the thawing region (wp; > 0 and wpy < 0) for all the three
values of coupling parameter d? and 7.

e The trajectories of v? represents the negative behavior throughout evolution of the Universe which repre-
sents the interacting model is unstable for different values of d? and . Also, it is worthwhile to mention
here that the present values of EoS parameter of our modelS are in agreement with the modern Plank
observational data given by Aghanim et al. [86]. It gives the constraints on EoS parameter of BHDE as
follows:

wpy = —1.56155% (Planck + TT + lowE)

wpy = —1.587523(Planck + TT, EE + lowE)
wpy = — 1571535 (Planck + TT,TE, EE + lowE + lensing)

The EoS parameter wg g of our model lie within the above observational limits which shows the consistency
of our results with the above cosmological observational data.

e The DP for the both Interacting and non-interacting models exhibits negative behavior throughout the
evolution and finally it tends to —1, which represents our models accelerating behavior of the Universe.
The deceleration parameter ¢ of our model is consistent with the observational data [87] given as

q = —0.6401 £ 0.187(BAO + Masers + TDSL + Panthelon + Hy)
g = —0.930 £ 0.218(BAO + Masers + TDSL + Panthelon + H,).

e The trajectories of r — s plane for the different values of v meets the A model. We also, observe that the
r — s plane belongs to the Chaplygin gas model (s < 0 and r > 1) for v = 0.176 and 0.276. For v = 0.376
the r — s plane corresponding to the dark energy models such as phantom (s > 0) and quintessence (r <

1).

e The Om diagnostic parameter is negative, which represents the quintessence behavior of the Universe for
the different values of 7. This behavior is consistent with recent observational data.

Data Availability Statement: This manuscript has no associated data.
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AHI3OTPOIIHI TOJIOTPA®IYHI MOAEJII TEMHOI EHEPI'Ii BAPPOY B
CKAJISIPHO-TEH30PHOI TEOPII TPABITAIIII
IO. Cob6xan6aby?, I. Carbanapasua®, H.B.C. Ceami Yinaminni®, I1.B. Pam6a6y?
¢ @axyavmem mamemamuky, Inoceneprnuti xoaredoc SRKR (A), Brimasapam-534204, ndia
b Texnonozivnut inemumym Caci ma inorceneprud xoredoc (A), Tadenannieydem, India

V 11b0MYy JOCJIIIKEHHI MU OTPIMAJIA PO3B’ 130K OJBOBUX PIBHAHB CKAISPHO-TEH30PHOI Teopil rpasiTariil, 3arporroHoBaHOT
Caesom i Basmnecrepom (Phys. Lett. A113, 467:1986) y pamkax tuny B’auxi 11 Beecsit. Mu npoanasnisysamm B3aemomiodi
Ta HEB3AEMOi104l anizoTponHl Moesi rosorpadianol remuoi eneprii Bappoy (BHDE), npumycrusmu 3anexxauil Big gacy
napamerp ynosinbuenns (q(t)). Kpim roro, Mmu 06roBopmm Kinbka KOCMOJIOTiYHHUX LapaMerpiB, TAKMX fK LIJIBHICTDH
eneprii TemHoi MaTepii 6e3 Tucky ta BHDE, acumeTpis, ynoBiibHeHHS, DIBHSIHHS TapaMeTPiB CTaHy, W H-Wg g TIOITITHA,
Ta CTAOLIHHICTH K B3a€MO/IIIOYi, TaK 1 HEB3AEMO 049l Mozei. KpiM TOro, Mu moMiTu/Iu, 0 B HAIMX HEB3AEMOIIIOUMX i
B3a€MOIIOYNX MOEJIAX YIOBIJIbHEHHA Ta PIBHAHHSA ITapaMeTpiB CTaHy HiATBEPAXKYIOTh OCTAaHHI JaHI CIIOCTEeperKeHb.
Kurouosi cioBa: Beeceim muny Boanki-111; xocmonozia; meopia Caesda-Baasecmepa
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In this paper, the Crank-Nicholson method is applied to solve the one-dimensional nonlinear Burgers’ equation in warm,
dusty plasmas with dust charge variation. After obtaining numerical results, a thorough analysis is conducted and
compared against analytical solutions. On the basis of the comparison, it is evident that the numerical results obtained
from the analysis are in good agreement with the analytical solution. The error between the analytical and numerical
solutions of the Burgers’ equation is calculated by two error norms, namely L2 and Lo. A Von-Neumann stability
analysis is performed on the present method, and it is found to be unconditionally stable according to the Von-Neumann
analysis.

Keywords: Warm Dusty plasmas; Burgers’ equation; Crank-Nicolson method; von Neumann stability analysis

PACS: 02.70Bf, 52.27Lw, 52.35Fp, 52.35Tc

1. INTRODUCTION

Many real-life problems are represented by nonlinear partial differential equations, including plasma
physics, acoustics, fluid mechanics, etc. One notable model equation is the nonlinear Burgers’ equation, initially
introduced by Bateman [1] and later recognized as a mathematical model for turbulence by Johannes Martinus
Burgers [2]. The Burgers’ equation is a partial differential equation that is used as a simplified version of the
Navier-Stokes equation [3]. The Burgers’ equation is a combination of convection and diffusion terms and has
the same nonlinear and dissipative terms as the Navier-Stokes equation. This equation is primarily used for
studying turbulence and shock wave theory in the context of nonlinear and dissipative phenomena. Burgers’
equation in dusty plasmas that describes the nonlinear phenomenon of the shock structure formation on the
acoustic wave originating from dust charge fluctuation dynamics.

The study of dusty plasmas, characterized by the presence of charged microparticles suspended in a plasma
medium, has garnered significant attention in both experimental and theoretical research in recent years be-
cause dusty plasma plays an important role in studying the different types collective process in space environ-
ment,namely lower and upper mesosphere, radiofrequency, plasma discharge, planetary rings, plasma crystals,
commentary tail, asteroid zones, planetary magnetosphere, interplanetary spaces, interstellar medium, earth’s
environment etc. [4, 5]. A dusty plasma is characterised by intense interactions between the dust particles
and the nearby plasma species, which have a significant influence on plasma behaviour. Charged dust particles
influence not only the equilibrium and stability of the plasma system but also exhibit fascinating dynamical
properties, such as dust acoustic waves, dust ion-acoustic waves, and dust cyclotron waves. These waves have
the potential to have a significant impact on the overall dynamics of a plasma due to the collective behaviour
of dust particles. The Burgers’ equation, which includes the effects of both convection and diffusion, is one of
the fundamental equations used to describe the dynamics of dusty plasmas [6]. Researchers have been greatly
interested in this equation since it was first presented because of its many practical applications, including
gas dynamics, shock theory, traffic flows, viscous flow, and turbulence. Over the past few decades, numerous
numerical methods have been developed and applied for solving Burgers’ equation [7, 8, 9, 10, 11, 12, 13, 14].
These methods include finite element methods, finite difference methods, least-squares finite element methods,
and spectral methods.

The Burgers’ equation was studied by Wei and Gu in 2002, and they employed the Conjugate Filter
Approach as a method for solving the equation [15]. Additionally, N.A. Mohamed [16] introduced new fully
implicit schemes for solving the unsteady one-dimensional and two-dimensional equations. Singh and Gupta [17]
have developed a new fourth order modified cubic B-spline (mCB) based upon collocation technique (mCBCT4)
to determine approximate solution of Burgers’ equation. Yusuf et al. [18] applied finite element collocation
method with strang splitting to finding exact solutions of Burgers’ type equation. Xu et al. [19] proposed a
novel numerical scheme to solve Burgers’ equation. Inan and Bahadir [20], developed implicit and fully implicit
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exponential finite difference methods for numerical solution of the one-dimensional Burgers’ equation. Inan and
Bahadir [21] solved Burgers’ equation numerically using a Crank-Nicolson exponential finite difference method.
Mittal and Jain [22] have implemented modified cubic B-splines collocation method to solve nonlinear Burgers’
equation.Wani and Thakar [23] developed a modified Crank-Nicolson type method for numerical solution of
Burgers’ equation. Mohamed [24] provided a new numerical scheme based on the finite difference method for
solving the nonlinear one-dimensional Burgers’ equation.

Yaghoobi and Najafi [25] constructed implicit non-standard finite difference scheme for solving the nonlinear
Burgers’ equation. An efficient numerical solution based on Milne method was presented in [26]. Shallal et al. [27]
solved Burgers’ Equation by a cubic Hermite finite element method. A numerical technique is formulated for
solving the coupled viscous Burgers’ equation (CVBE) by employing cubic B-spline and the Hermite formula [28].
Hussain [29] introduces a hybrid radial basis function (HRBF) approach for the numerical solution of the quasi-
linear viscous Burgers’ equation.

In this research article, the Crank-Nicholson method is applied to solve the Burgers’ equation in warm
dusty plasmas, taking dust charge fluctuations into account. The Crank-Nicholson method, a finite difference-
based scheme, provides a robust and accurate numerical approach by employing an implicit midpoint rule, which
combines the advantages of explicit and implicit schemes. This approach surpasses other numerical techniques
in terms of precision.The behavior of plasma can be significantly impacted by the fluctuating charge levels of
dust particles. Therefore, the inclusion of dust charge variation is crucial. The numerical method described in
this paper aims to provide a comprehensive analysis of the influence of varying dust charge on the behavior of
nonlinear waves and shock structures in dusty plasmas.

The manuscript is organized as follows: In Section 2, we introduce the governing equations for dusty
plasmas with variable dust charge, and it provides a detailed discussion on the derivation of Burgers’ equation
within the context of dusty plasmas. In Section 3, we provide an overview of the Crank-Nicolson method used
for the solution of the equation. Section 4 presents the stability analysis of the technique. In Section 5, we
present the results and discussions, wherein we analyze the numerical solutions obtained and thoroughly discuss
their implications.

2. BASIC EQUATIONS AND DERIVATION OF BURGERS’ EQUATION

The fundamental equations governing the behavior of dust-charged grains in a fluid description consist of
the equations of continuity and momentum, which can be expressed as follows[30]:

% + % (nava) = (1)
OO a0 @)
i 0y 3,2 g (3)
The Poisson’s equation is given as
22715 = zgMg+ (1 = N)ne —n; (4)

The distribution of electron and ion density can be characterized using a Boltzmann distribution, that is.
Ne = Negexp (1) (5)

ni = nigexp (=) (6)

In the given context, where ng, ne, n;, v4, pa, ¥, , and t represent the dust particle number density,
electron number density, ion number density, dust fluid velocity, dust fluid pressure, electrostatic potential,
spatial variable, and time, respectively, and they are normalized by ng, (unperturbed dust particle number
densir‘lcy), Ne, (unperturbed electron particle number density), and n;, (unperturbed ion particle number density);

d,

mg , 8= %, and ¢g = %, where Ty, T,, and T; are the temperatures for dust, electron, and ion. A\g is the

1
zandgeA+3saKpTeq\ 2 . _
iad with ¢ = (1 — A) ne, + Bnig,

and Kp, myg, and z4 being the Boltzmann constant, dust acoustic mass, and charged number of dust particles.
pq is the pressure normalized to ngq, K pTy; 1 is the electrostatic wave potential normalized by (%), with e

fluid velocity normalized to the dust acoustic speed Cy =

3
being the electron charge; the spatial variable is normalized to the dust Debye length ¥4 = (m) ,
do\*d
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and the time variable is normalized to the dust period = dl = (

normalized quantity given by wpm92 mang,.
The plasma system maintains overall charge neutrality through the following relationship:

z2gAng, + (1 — X) ney = 1y, (7)
The following stretched coordinates are taken into consideration in order to obtain the Burgers’ equation:
X =p(x—0t);¢=p* (8)

Here, ¥ represents the phase velocity of the wave along the x direction, normalized by the acoustic velocity,
while p serves as a dimensionless expansion parameter, quantifying the strength of dispersion.
The equation of Burgers is formulated in [30] as:

IS

57?(1) 82¢(1)
oy (1) —
o T o T Y
where
A= 2 {9715, — (1= A ney } (9 = 36a) = 3 (92 + <a) {(1 = N) mey + B} 10
- 202420 {(1 = N) ney + By b 1
and ¢
o= & (1)

Employing the tanh-method [31], the solution for the shock wave is derived as

(X C) = Ym {1 — tanh (g) } (12)

Where Q = x — Mt 4, = % and T = % The variables v, and T represent the amplitude and width of the
shock waves, respectively, while M denotes the Mach number. The profile of the shock wave is influenced by

the nonlinearity coefficient A and dissipation coefficient C, both of which are functions of plasma parameters.

3. CRANK-NICOLSON METHOD

Section 2 introduces the derivation of the Burgers equation within the context of dusty plasmas, considering
variations in dust charge, and presents the solution for shock waves. Here, we proceed to apply the Crank-
Nicholson method to solve the derived Burgers equation.The Crank-Nicolson method, proposed by Crank and
Nicolson [24], is a numerical scheme and is a combination of the forward Euler method and the backward
Euler method, which provides improved accuracy and stability. We simplify the equation 9 by introducing the
transformations ! (x,¢) = u (x,t) = uy j+ = u; ; The equation 9 can be expressed as

Ly aut = (13)

Let us consider the discretization of the Burgers’ equation by using the Crank-Nicholson method:

ou Ui4-1,54+1 — Ui—1,5+1 Ui41,5 — Ui—1,5
i, : ’ ’ 14
ox 2h + 2h (14)
@ _ Wit1541 T 2041 + Uim1j41 T Uigl,j — 2Uij + Ui—1,5 (15)
0z 2h2 2h2
ou Uj,j4+1 — Usj
OV s LY A 16
ot k (16)
Now substituting eqs (26)-(28) into eq (25), we obtain
Wil ~ %ig Aum(ui“’j*l —Uislgel | Uit~ Uiolg)
k 2h 2h (17)
_ oYttt = Qi+ Wiy | Wiy 2t Uizl y
2h2 2h2
Let a = QCT’Z,T = Q—f,the equation (29) will become
(14 2a) ujjp1 — a(ui—1j41 + wig1,5-1) = (1= 2a) wij + a(ui-1,; + wiv1,5) (18)

=7 (Ui (Wit 1,541 = Wie1,41) + Wi g (Uig1,j — Uie1,5)]
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4. STABILITY ANALYSIS OF THE CRANK-NICHOLSON METHOD
The stability analysis was developed by the mid-twentieth century Hungarian mathematician and father
of the electronic computer John von Neumann. The Von Neumann stability theory in which the growth factor
of a Fourier mode is defined as

w ;= gjefkhi _ fjeIOi (19)

Where I = /-1 ,¢7 is the amplitude at time level k is the wave number and h = Az. To investigate the

stability of the numerical scheme, the Burgers’ equation has been linearized by ignoring the nonlinear term

and then obtained the differential equation by applying the Crank-Nicholson method to the linearized Burgers’
equation. The linearized Burgers’ equation is given as below:
ou 0%u

Applying the Crank-Nicolson method to equation 20, we get
(L +2a) ui g1 — a(wimy a1 + Uigr 1) = (L= 20) w5 + a (wio1j + tig15) (21)
Substitute 19 in 21, we get

(1 + 2&) é—jeleig —a (é—jeIQige—IG +£j6197;5619) _ (1 o 2@) gjefei +a (gjeIeie—Ie +£j610i616) (22)

(1+2a)¢—a(e ™+ €)= (1—2a) +a(e ' +e'f (23)
(14 2a)& — aécosh = (1 — 2a) + acosb (24)

1 —2a + acost
&= 1+ 2a — acos (25)

Where the quantity ¢ in equation 19 is called the amplification factor. Since 0 < cosff < 1 When cosf = 0, =

hgg < 1 When cosf = 1, = };ggf; = %;—g < 1 Hence, ¢ < 1 is always satisfied for any value of a where 1 is

the upper limit for £.For stability, we must have |{| < 1,which means —1 < ¢ < 1. Now, we consider the lower
limit for &.

-1<¢ (26)

S T et @
—1(1+2a — acost) < 1 — 2a+ acosd (28)
acos — 1 —2a <1 — 2a + acosb (29)
1-2<1-2a (30)

20 —2a<1+1 (31)

0 < 2 which is always true.
It implies that the lower limit for £ is satisfied for any value of a. Thus the Crank-Nicholson method is
unconditionally stable according to the linear analysis.

5. RESULTS AND DISCUSSION
The analytical solution 12 can be rewritten as ,

u(z,t) = % {1 - tanh% (x — Mt)} (32)

To proceed the numerical solution of Burgers’ equation,we consider the initial condition as

M Mx
and the boundary conditions
M M?t
M M
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Due to the dependence of the nonlinear coefficient A and dissipation coefficient C on different plasma
parameters, we have considered a range of values for A and C, corresponding to the various plasma parameters.
The validity of the present technique is evaluated using the absolute error which is defined by

Analytical i
u nalytical ui\fumerzcal (36)

Also,Ly and Lo, error norms, defined by

N
— analytical numerical
Ly=|n Y |uf — (37)
j=1
lytical i
Loo = mazx U,?na yticat u?umemcal (38)

are presented graphically for various values of nonlinear coefficient and dissipation coefficient for chosen space
and time steps to check the accuracy and effectiveness of the method.

Numerical Solution at A=1.0,C=0.01 Analytical Solution A=1.0,C=0.01 Numerical Solution at A=2.0,C=0.05 Analytical Solution at A=2.0,C=0.05

1 1 0.3 0.6
s = ’__02 __‘04
£ 95 s % %
= . 5041 4l
0 0 1]
1 1 1 1
1 1 1 1
0:5 0.5 9.5 0.5 0:a 0.5 9.3 0.5
X ] ¢ X 00 t X ] ¢ X 00 t

Numerical Solution at A=3.0,C=0.1 Analytical Solution at A=3.0,C=0.1 Numerical Solution at A=3.0,C=0.5 Analytical Solution at A=3.0,C=0.5

012 0.15
= = 01 = :
X X 2 01 \
=1 = : E]
0.08 _
0.05
1 1
1 /1
05 = 0.5 P
X 00 t X 0o t

Figure 1. Comparison of Analytical and numerical solution of Burgers’ equation at various values of A and C.

The comparison between the analytical and numerical solutions of the Burgers’ equation in dusty plasma
using the Crank-Nicholson method has been presented in Figure 1. It has been observed that the numerical
solution obtained through the Crank-Nicholson method demonstrates good agreement with the analytical solu-
tion. The figure clearly illustrates that the presence of shock wave structures is observed when the dissipation
coefficient is reduced to a smaller value. As C becomes larger, the diffusive behavior becomes more prominent
and suppress the formation of shocks and maintain a more diffusive behavior. The wavefronts become smoother
and propagate slower as C increases. When the nonlinear coefficient (A) is increased, the advection term becomes
dominant, leading to the formation of steep gradients and shock waves in the solution.
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Table 1. Absolute error between the numerical and analytical values at A = 1.0, C = 0.01

X t | Numerical value | Analytical value | Absolute error

0 0 0.5000 1.0000 0.5000
0.1 | 0.1 0.071419 1.0000 0.9286
0.2 | 0.2 0.022251 1.0000 0.9777
0.3 | 0.3 0.0059356 0.99995 0.9940
0.4 | 04 0.0011129 0.99331 0.9922
0.5 | 0.5 0.0001371 0.5000 0.4999
0.6 | 0.6 1.0961e-05 0.0066929 0.0067
0.7 | 0.7 5.7353e-07 4.5398e-05 4.4824e-05
0.8 | 0.8 1.9973e-08 3.059e-07 2.8593e-07
0.9 | 0.9 4.7392e-10 2.0612e-09 1.5872e-09
1.0 | 1.0 0.0 1.3888e-11 1.3888e-11
Lo 0.442952
Lo 0.996807

Table 2. Absolute error between the numerical and analytical values at A = 2.0, C = 0.05

X t | Numerical value | Analytical value | Absolute error

0 0.25 0.49665 0.2467
0.1 | 0.1 0.12951 0.49101 0.3615
0.2 | 0.2 0.075079 0.47629 0.4012
0.3 0.3 0.047618 0.4404 0.3928
04 | 04 0.030846 0.36553 0.3347
0.5 ] 0.5 0.019766 0.25 0.2302
0.6 | 0.6 0.012283 0.13447 0.1222
0.7 { 0.7 0.0072688 0.059601 0.0523
0.8 | 0.8 0.0039561 0.023713 0.0198
09 | 0.9 0.0017256 0.0089931 0.0073
1.0 | 1.0 2.2699e-05 0.0033464 0.0033
Lo 0.155768
Lo 0.403353

Table 3. Absolute error between the numerical and analytical values at A = 3.0, C = 0.1

X t | Numerical value | Analytical value | Absolute error

0 0.16667 0.30805 0.1414
0.1 | 0.1 0.11332 0.2936 0.1803
0.2 | 0.2 0.079198 0.27252 0.1933
0.3 | 0.3 0.0585 0.24369 0.1852
0.4 | 04 0.044279 0.20749 0.1632
0.5 | 0.5 0.033691 0.16667 0.1330
0.6 | 0.6 0.025343 0.12585 0.1005
0.7 | 0.7 0.018454 0.089647 0.0712
0.8 | 0.8 0.012529 0.060809 0.0483
0.9 | 0.9 0.0072105 0.039734 0.0325
1.0 | 1.0 0.002231 0.025286 0.0231
Lo 0.077955
Lo 0.193327
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Table 4. Absolute error between the numerical and analytical values at A = 4.0, C = 0.5

X t | Numerical value | Analytical value | Absolute error
0 0 0.125 0.15561 0.0306
0.1 | 0.1 0.11556 0.14967 0.0341
0.2 | 0.2 0.1064 0.14361 0.0372
0.3 | 0.3 0.098681 0.13746 0.0388
04 | 04 0.09209 0.13124 0.0392
0.5 | 0.5 0.0864 0.125 0.0386
0.6 | 0.6 0.081442 0.11876 0.0373
0.7 | 0.7 0.077087 0.11254 0.0355
0.8 | 0.8 0.073233 0.10639 0.0332
0.9 | 09 0.069802 0.10033 0.0305
1.0 | 1.0 0.067235 0.094385 0.0271
Lo 0.021960
Lo 0.039163
A=1,C=0.01 A=1,C=0.01 A=2C=0.05 A=2C=0.05
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Figure 2. L, and L., error norms at various values of A and C.

It has been observed from the Table 1-4 and Figure 2 that the value of Ly and L., decrease as the value
nonlinear coefficient A and the dissipation coefficient C increases. As it is seen from the Table 1-4, the error
norms L and L, are sufficiently small and satisfactorily acceptable. A decreasing trend in the Ly and L, error
norm as the mesh size or time step is refined indicates improved accuracy and convergence of the numerical
scheme. A lower Ly and L, error norm indicates better accuracy and convergence of the numerical scheme.
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Figure 3. Numerical solutions at different times for (a) A = 1,C = 0.01,(b)A = 2,C = 0.05,(c) A =3,C =0.1
and (d)A=4,C=0.5.

The graphs of the numerical solution at different times for increasing values of the nonlinear coefficient
will show more pronounced changes in the solution profile, with sharper transitions and larger gradients.The
graphs of the numerical solution at different times for increasing values of the dissipation coefficient will exhibit
smoother profiles with reduced oscillations and less pronounced sharp transitions.

6. CONCLUSION

In this study, one dimensional Burgers’ equation is numerically solved using the Crank-Nicholson method
and the behavior of shock wave profiles are investigated in warm dusty plasmas considering dust charge variation.
The graphs of the numerical results are plotted to compare with the analytical results and it is clear from the
comparison that the graphs of numerical results are close with the results obtained by analytically and better
than numerical solutions obtained by some other methods in literature. The propagation of the shock waves
for various values of nonlinear coefficient and dissipation coefficient have been observed and it is found that
the wave front become more sharper as the dissipation coefficient decreases. The absolute error is computed
for checking the accuracy and efficiency of the present technique. From the study, it has been noted that the
accuracy and efficiency of the technique depends on the value of dissipation coefficient and the result will get
better when the dissipation coefficient takes smaller value.

ORCID

Harekrishna Deka, https://orcid.org/0000-0003-4280-3728; © Jnanjyoti Sarma, https://orcid.
org/0000-0002-0793-5680

REFERENCES

[1] H. Bateman, ”Some recent researches on the motion of fluids,” Monthly Weather Review, 43, 163-170 (1915).
https://doi.org/10.1175/1520-0493(1915)43%3C163: SRROTM/,3E2.0.C0;2


https://orcid.org/0000-0003-4280-3728
https://orcid.org/0000-0002-0793-5680
https://orcid.org/0000-0002-0793-5680
https://doi.org/10.1175/1520-0493(1915)43%3C163:SRROTM%3E2.0.CO;2

72
EEJP.2(2024) Harekrishna Deka, et al.

2]

3]

[4]

J.M. Burgers, ”Mathematical examples illustrating relations occurring in the theory of turbulent fluid motion,” in
Selected Papers of J.M. Burgers, edited by F.T.M Nieuwstadt, and J.A. Steketee, (Springer Science + Business
Mwdia, B.V., Netherlands, 1995). pp. 281-334. https://doi.org/10.1007/978-94-011-0195-0_10

S. Dhawan, S. Kapoor, S. Kumar, and S. Rawat, ” Contemporary review of techniques for the solution of nonlinear
Burgers equation,” Journal of Computational Science, 3, 405-419 (2012). https://doi.org/10.1016/j.jocs.2012.
06.003

M. Hordnyi, ”Charged dust dynamics in the solar system,” Annual review of astronomy and astrophysics, 34,
383-418 (1996). https://doi.org/10.1146/annurev.astro.34.1.383

M. Horanyi, and D.A. Mendis, ”The dynamics of charged dust in the tail of comet Giacobini Zinner,” Journal of
Geophysical Research: Space Physics, 91, 355-361 (1986). https://doi.org/10.1029/JA091iA01p00355

B.P. Pandey, ” Thermodynamics of a dusty plasma,” Physical Review E, 69, 026410 (2004). https://doi.org/10.
1103/PhysRevE.69.026410

J. Caldwell, P. Caldwell, and A.E. Cook, A finite element approach to Burgers’ equation,” Applied Mathematical
Modelling, 5, 189-193 (1981). https://doi.org/10.1016/0307-904X (81)90043-3

N. Bressan, and A. Quarteroni, ” An implicit/explicit spectral method for Burgers’ equation,” Calcolo, 23, 265-284
(1986). https://doi.org/10.1007/BF02576532

S. Kutluay, A.R. Bahadir, and A. Ozdes, ”Numerical solution of one-dimensional Burgers equation: explicit and
exact-explicit finite difference methods,” Journal of computational and applied mathematics, 108, 251-261 (1999).
(https://doi.org/10.1016/S0377-0427(98)00261-1)

T. Ozig, EN. Aksan, and A. Ozdes, A finite element approach for solution of Burgers’ equation,” Journal of
computational and applied mathematics, 139, 417-428 (2003). https://doi.org/10.1016/50096-3003(02)00204-7

Y. Duan, and R. Liu, ”Lattice Boltzmann model for two-dimensional unsteady Burgers’ equation,” Journal of
Computational and Applied Mathematics, 206, 432-439 (2007). https://doi.org/10.1016/j.cam.2006.08.002

M.M. Cecchi, R. Nociforo, and P.P. Grego, ”Space-time finite elements numerical solutions of Burgers Problems,”
Le Matematiche, 51, 43-57 (1996). https://lematematiche.dmi.unict.it/index.php/lematematiche/article/
view/425/398

I.A. Hassanien, A.A. Salama, and H.A. Hosham, ”Fourth-order finite difference method for solving Burgers’ equa-
tion,” Applied Mathematics and Computation, 170, 781-800 (2005). https://doi.org/10.1016/j.amc.2004.12.
052

J. Zhao, H. Li, Z. Fang, and X. Bai, ”Numerical solution of Burgers’ equation based on mixed finite volume
element methods,” Discrete dynamics in nature and society, 2020, 6321209 (2020). https://doi.org/10.1155/
2020/6321209

G.W. Wei, and Y. Gu, ”"Conjugate filter approach for solving Burgers’ equation,” Journal of Computational and
Applied mathematics, 149, 439-456 (2002). https://doi.org/10.1016/S0377-0427(02)00488-0

N.A. Mohamed, ”Solving one-and two-dimensional unsteady Burgers’ equation using fully implicit finite difference
schemes,” Arab Journal of Basic and Applied Sciences, 26, 254-268 (2019). https://doi.org/10.1080/25765299.
2019.1613746

B.K. Singh, and M. Gupta, ” A new efficient fourth order collocation scheme for solving Burgers’ equation,” Applied
Mathematics and Computation, 399, 126011 (2021). https://doi.org/10.1016/j.amc.2021.126011

Y. Ucgar, M. Yagmurlu, and I. Celikkaya, ”Numerical solution of Burger’s type equation using finite element
collocation method with strang splitting,” Mathematical Sciences and Applications E-Notes, 8, 29-45 (2009).
https://doi.org/10.36753/mathenot.598635

M. Xu, R.H. Wang, J.H. Zhang, and Q. Fang, ” A novel numerical scheme for solving Burgers’ equation,” Applied
mathematics and computation,” 217, 4473-4482 (2011). https://doi.org/10.1016/j.amc.2010.10.050

B. Inan, and A.R. Bahadir, ”Numerical solution of the one-dimensional Burgers’ equation: Implicit and
fully implicit exponential finite difference methods,” Pramana, 81, 547-556 (2013). https://doi.org/10.1007/
512043-013-0599-z

B. Inan, and A.R. Bahadir, ” A numerical solution of the Burgers’ equation using a Crank-Nicolson exponential
finite difference method,” Math. Comput. Sci. 4, 849-860 (2014). https://scik.org/index.php/jmcs/article/
download/1853/984

R.C. Mittal, and R.K. Jain, ”Numerical solutions of nonlinear Burgers’ equation with modified cubic B-splines
collocation method,” Applied Mathematics and Computation, 218, 7839-7855 (2012). https://doi.org/10.1016/
j.amc.2012.01.059

S.S. Wani, and S.H. Thakar, ” Crank-Nicolson type method for Burgers’ equation,” International Journal of Applied
Physics and Mathematics, 3, 324-328 (2013). https://doi.org/10.7763/IJAPM.2013.V3.230

N.A. Mohamed, ”Fully implicit scheme for solving Burgers’ equation based on finite difference method,” The Egyp-
tian International Journal of Engineering Sciences and Technology, 26, 38-44 (2018).


https://doi.org/10.1007/978-94-011-0195-0_10
https://doi.org/10.1016/j.jocs.2012.06.003
https://doi.org/10.1016/j.jocs.2012.06.003
https://doi.org/10.1146/annurev.astro.34.1.383
https://doi.org/10.1029/JA091iA01p00355
https://doi.org/10.1103/PhysRevE.69.026410
https://doi.org/10.1103/PhysRevE.69.026410
https://doi.org/10.1016/0307-904X(81)90043-3
https://doi.org/10.1007/BF02576532
(
https://doi.org/10.1016/S0096-3003(02)00204-7
https://doi.org/10.1016/j.cam.2006.08.002
https://lematematiche.dmi.unict.it/index.php/lematematiche/article/view/425/398
https://lematematiche.dmi.unict.it/index.php/lematematiche/article/view/425/398
https://doi.org/10.1016/j.amc.2004.12.052
https://doi.org/10.1016/j.amc.2004.12.052
https://doi.org/10.1155/2020/6321209
https://doi.org/10.1155/2020/6321209
https://doi.org/10.1016/S0377-0427(02)00488-0
https://doi.org/10.1080/25765299.2019.1613746
https://doi.org/10.1080/25765299.2019.1613746
https://doi.org/10.1016/j.amc.2021.126011
https://doi.org/10.36753/mathenot.598635
https://doi.org/10.1016/j.amc.2010.10.050
https://doi.org/10.1007/s12043-013-0599-z
https://doi.org/10.1007/s12043-013-0599-z
https://scik.org/index.php/jmcs/article/download/1853/984
https://scik.org/index.php/jmcs/article/download/1853/984
https://doi.org/10.1016/j.amc.2012.01.059
https://doi.org/10.1016/j.amc.2012.01.059
https://doi.org/10.7763/IJAPM.2013.V3.230

73
Numerical Approach to Burgers’ Equation in Dusty Plasmas with Dust Charge... EEJP.2(2024)

[25] A. Yaghoobi, and H.S. Najafi, A fully implicit non-standard finite difference scheme for one dimensional Burgers’
equation,” Journal of Applied Research on Industrial Engineering, 7, 301-312 (2020). https://doi.org/10.22105/
jarie.2021.244715.1188

[26] S. Chonladed, and K. Wuttanachamsri, ” A numerical solution of Burger’s equation based on milne method,” TAENG
International Journal of Applied Mathematics, 51, 411-415 (2021). https://www.iaeng.org/IJAM/issues_v51/
issue_2/IJAM_51_2_20.pdf

[27] M.A. Shallal, A.H. Taqi, B.F. Jumaa, H. Rezazadeh, and M. Inc, ”Numerical solutions to the 1D Burgers’ equation
by a cubic Hermite finite element method,” Indian J. Phys, 96, 3831-3836 (2022). https://doi.org/10.1007/
s12648-022-02304-4

[28] M. Abdullah, M.Yaseen, and M. De la Sen, ”Numerical simulation of the coupled viscous Burgers equation using
the Hermite formula and cubic B-spline basis functions,” Phys. Scr. 95, 115216 (2020). https://doi.org/10.1088/
1402-4896/abbf1f

[29] M. Hussain, ”Hybrid radial basis function methods of lines for the numerical solution of viscous Burgers’ equation,”
Computational and Applied Mathematics, 40, 107-156 (2021). https://doi.org/10.1007/s40314-021-01505-7

[30] J. Sarma, and A.N. Dev, "Dust acoustic waves in warm dusty plasmas,” Indian Journal of Pure & Applied Physics,
52, 747-754 (2014). https://nopr.niscpr.res.in/bitstream/123456789/29598/1/IJPAPY2052(11)%20747-754.
pdf

[31] G.C. Das, C.B. Dwivedi, M. Talukdar, and J. Sarma, ” A new mathematical approach for shock-wave solution in a
dusty plasma,” Physics of Plasmas, 4, 4236-4239 (1997). https://doi.org/10.1063/1.872586

YN CEJIbHUN IIIAX1A 10 PIBHAHHA BIOPTEPCA B 3AIINJIEHIN I1JIA3MI
31 SMIHOIO BAPAOY IINJIY
Xapekpimma deka?, JTxuangkbori Capma
*K.K. Jeporcasnuti eidxpumut ynisepcumem Xandixi, Xananapa, I'yeaxami, 781022, Indis
®Koaedow P.I. Bapya, Pamacun Ambapi, lysazami, 781025, India
Y miit craTTi 3acrocoBano metron Kpenka-Hikoncona /s BupinmeHHs OJHOBUMIPHOTO HeJHINHOTO piBHAHHA Bioprepca B
TeruIiil 3amoporeniil mra3mi 31 3MiHOIO 3apsamy nwity. [IpoBemerHo aHasi3 OTPUMAHUX YUCETHLHAX PE3Y/IbTATIB Ta MTOPIBHI-
HHSI 3 aHAJIITHIHUME pe3yabraTaMu. Ha OCHOBI HODIBHAHHS OYEBHUIHO, IO YHC/IOBI Pe3yIbTaTH, OTPUMAHI B Pe3y/IbTaTi
aHaJsi3y, 700pe y3ro/KyoThcd 3 anajgitTudHuM pinenaaM. [loxmbOka MixK aHAJIITHYHUM 1 YUCEIbHUM DO3B’I3KaMU DPiB-
HsiHHsI Broprepca o0YMCIIOETHCA 3a IBOMa HOpMaMu TOXUOKHM, a came Lo i Loo. AHai3 cTabiJibHOCTI BUKOHYETHCS 3a
meronom don-Heiimana, i Bil BusBisieThcs 6€3yMOBHO CTAOLIBHIM 3TiIHO 3 aHAJI30M.
KurouoBi ciioBa: zapawa nuaoea naadma; pisuanna bropzepca; memod Kpanxa-Hikoavcona; anaaid cmitxocmi gon
Hetimana

b


https://doi.org/10.22105/jarie.2021.244715.1188
https://doi.org/10.22105/jarie.2021.244715.1188
https://www.iaeng.org/IJAM/issues_v51/issue_2/IJAM_51_2_20.pdf
https://www.iaeng.org/IJAM/issues_v51/issue_2/IJAM_51_2_20.pdf
https://doi.org/10.1007/s12648-022-02304-4
https://doi.org/10.1007/s12648-022-02304-4
https://doi.org/10.1088/1402-4896/abbf1f
https://doi.org/10.1088/1402-4896/abbf1f
https://doi.org/10.1007/s40314-021-01505-7
https://nopr.niscpr.res.in/bitstream/123456789/29598/1/IJPAP%2052(11)%20747-754.pdf
https://nopr.niscpr.res.in/bitstream/123456789/29598/1/IJPAP%2052(11)%20747-754.pdf
https://doi.org/10.1063/1.872586

74
EAsT EUROPEAN JOURNAL OF PHYSICS. 2. 74-89 (2024)

DOI: 10.26565/2312-4334-2024-2-06 ISSN 2312-4334

EXISTENCE OF SMALL AMPLITUDE KDV AND MKDV SOLITONS
IN A MAGNETIZED DUSTY PLASMA WITH ¢—NONEXTENSIVE
DISTRIBUTED ELECTRONS

Muktarul Rahman?®*, ® Satyendra Nath Barman®
@ Department of Mathematics, Gauhati University, Guwahati-781014, Assam, India
®B. Borooah College, Guwahati-781007, Assam, India
* Corresponding Author e-mail: mrahman23.math@gmail.com
Received March 2, 2024; revised April 8, 2024; accepted April 19, 2024

The existence and propagating characteristics of small amplitude dust-ion-acoustic (DIA) Korteweg-de Vries (KdV)
and modified KdV solitons in a three component magnetized plasma composed of positive inertial ions with pressure
variation, noninertial electrons and negative charged immobile dust grains are theoretically and numerically investigated
when the electrons obey a g—nonextensive velocity distribution. Utilizing the reductive perturbation method, to derive
KdV and modified KdV equations and obtain the DIA soliton solutions along with the corresponding small amplitude
potentials. This study shows that there are compressive and/or rarefactive solitons and no soliton at all, due to the
parametric dependency on the first-order nonlinear coefficient through the number density of positive ions and negative
dust grains and the electron nonextensivity. The coexistence of compressive and rarefactive solitons appears by raising
the measure of nonlinearity coefficient to the second-order using the modified KdV equation. The properties such as
speed, amplitude, width etc. of the propagating soliton are numerically discussed.

Keywords: Dust ion acoustic wave; Magnetized plasma; q—nonextensive distribution; Reductive perturbation method;
KdV equation

PACS: 52.27.Lw; 52.25.Xz; 52.35.Fp; 52.35.Qz; 52.35.Sb

1. INTRODUCTION

The propagation of nonlinear electrostatic waves in many physical situation is an fascinating and recently
growing field of research in plasma dynamics; however its exploration had started in the long past. During last
few decades, the discovery of dust charged grains in the plasma medium have opened a great deal of interest in
the minds of modern plasma workers, because its presence is drastically change in the characteristics of waves
in plasma. The role and influence of dust particles are beautifully explained by several experts in space and
astrophysical plasmas such as in Saturn’s rings, Earth’s ionosphere and magnetosphere, in Planetary rings and
magnetosphere, in Cometary tails, interstellar medium as well as in laboratory plasmas (not mentioned here).
The formation and existence of nonlinear electrostatic waves in a magnetized plasma consisting of charged
dust particles has been extensively investigated theoretically [1-4] and experimentally [5-8]. DIA waves are
weak-frequency waves which involve in the movement of massive ions and form compression and rarefaction
region just like in travelling sound waves; in which, the inertia is attributed to the number density of ions,
whereas the thermal pressure of electrons is assumed to establish the restoring force which is responsible for
initiating the plasma waves, and the negatively charged dust grains are expected to remain stationary in this
realism. The understanding of the nonlinear propagation of DIA solitons in an unmagnetized plasma having
three components namely, positive ions, electrons, and negatively charged dust grains is now theoretically [9-12]
and experimentally [13,14] well-established. The presence of an external magnetic field in a plasma is not only
affects the existence and direction of DIA modes, but also introduces new approach of propagation and inherent
oscillations. Many studies have published into how the magnetic field influences the dynamic characteristics
of DIA waves, considering both linear and nonlinear properties. For instance, Ghosh et al. [15] conducted
theoretical investigations into DIA wave propagation in a magnetized dusty plasma with charge fluctuations
using the reductive perturbation method. Anowar and Mamun [16] derived a KdV equation to describe the
oblique propagation of solitary waves in an adiabatic magnetized dusty plasma. While the oblique propagation
of large amplitude DIA solitary waves in a magnetized dusty plasma are studied by Saha and Chatterjee
[17]. Besides, it has been established by many researchers in various relevant scenarios that the presence
of a magnetic field significantly alters the inherent characteristics of DIA waves as they propagate through
plasmas. [18-22]. Recently, Abdus et al. [23] employed the reductive perturbation approach to theoretically
investigate the influence of higher-order nonlinear and dispersive effects on the fundamental characteristics of
DIA solitary waves in a magnetized dusty plasma.
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Nonlinear electrostatic waves in plasmas can be treated mathematically in a variety of ways, but two
main approaches are commonly employed. The most popular method involves employing the Sagdeev pseudo-
potential method to study the arbitrary amplitude of waves in plasmas. On the other hand, the evolution
equation for the small amplitude electrostatic waves may be extracted using a reductive perturbation method.
The velocity distribution function of plasma particle plays a crucial role in influencing the nonlinear behavior
of plasma waves. In many instances, the Maxwellian velocity distribution function is the standard choice for
describing electron’s behavior. However, in recent years, there has been a notable increase in interest regarding
the study of particle distribution in plasma using the Boltzmann Gibbs Shannon entropy. This concept was
originally introduced by Renyi [24] and has garnered significant attention. The generalization of Boltzmann-
Gibbs entropy in the non-equilibrium states with the g-nonextensive entropy suggested by Tsallis [25]. By citing
this approach many researchers have paid more attention to employ the nonextensive distribution for the number
density of particles in plasma [26-32]. The g-nonwxtensive distribution function shows distinct behaviors based
on the values of ¢, which determines the quantity of the nonextensivity of the system being studied. For ¢ < 1,
the distribution function indicates the plasma with higher number of superthermal particles compared to that
of Maxwellian case (superextensivity), whereas for ¢ > 1, the distribution function shows the plasma with large
number of low-speed particles compared to that of Maxwellian case (subextensivity). Moreover, if ¢ = 1, the
distribution fuctiuon is then reduced to common Maxwell-Boltzmann velocity distribution [33].

The main objective of the paper is to the investigate the propagating behavior of nonlinear DIA solitary
waves in a three component magnetized plasma consisting of inertial ions, nonextensive electrons and charged
dust grains. For this work, the reductive perturbation method is used to investigate the nonlinear DIA waves
and we emphasize the DIA solitary waves of small amplitude. The paper is organized as follows: in Section-1,
we have given the usual introduction; in Section-2, we give the basic set governing equations for describing the
plasma model; in Section-3 and Section-4, we derivation of the KdV and modified KdV equation respectively,
where the result and discussion are made and Finally we summarize our work in Section-5. At the end, the
references are included.

2. THE BASIC EQUATIONS FOR PLASMA SYSTEM

We consider a magnetized collisonless plasma system consisting of positively charged inertial ions, nega-
tively charged dust grains and noninertial electrons which obey g—nonextensive distributions. Therefore, at
equilibrium z;n;0 = neog + 2qNao, where n;g, neo and ngg are the particle number densities of ion, electron and
dust respectively at equilibrium, while z; and z; are the ion and dust charge numbers. An uniform external
magnetic field is assumed along z—direction in the plasma, i.e. B = By:. The charges carried by the dust
grains are considered to remain constant, and their effects on the dynamics of DIA waves is ignored. As the
plasma possesses a finite ion temperature, we keep the ion pressure gradient term in our considerations. The
dynamics of nonlinear waves structures in such a plasma system are governed by the following unnormalized
fluid equations

ON
5 "(NV) =0, (1)

AR ST TS N o
oF V)P4 7P(7 V) =o, (3)

V2P = 4me[N, + zqnao — z;N]. (4)

where N, 7, m, P, e, N, and ® are respectively the ion number density, ion fluid velocity, mass of an ion,
ion fluid pressure, electronic charge, electron number density and electrostatic potential. And v = C;p,/Ciy is
the adiabatic index, where C;;, (Cjy) is the specific heat of ion at constant pressure (volume). We have taken
adiabatic index, v = 3. To normalize the set of equations (1)-(4), we consider the dimensionless variables as
follows:

T N N, v @ =V P

t= n= y Ne = ) U= ] ¢ = ) - b= .
)
W Nio Neo Ci kpTe Ap Dio

with the characteristic ion plasma frequency wy,;, the electron Debye length Ap and equilibrium ion pressure p;o

are given by
dmn;pe? 22 kT,
wpi =\ ———3 Ap =4/ =5 and pio = niokT;.
m dmn;ge?z;

Thus, the ion acoustic speed ¢; = wp;Ap = /zikpTe/m. Where T, (T;) and k; are the characteristic electron
(ion) temperature and the Boltzmann constant respectively. As the electron velocity distribution is assumed to
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be g—nonextensive, so the normalized expression for the number density of electron is given by [34-36]

=1+ (g - )

(q+1)

()

Where the parameter ¢ stands for the strength of electrons nonextensivity and it is a real number greater than
—1. The normalized form of the set of equations (1)-(4) can be written in the component form as

% u%—&-vg—z w%z—%-ﬁ-ﬂ _%27197 (7)
%+u%+ g—er %Jr?) (gz ? Egj)— : (10)
(§£+22§+32£):1—n+a1¢+a2¢2+03¢3+ (1)

appear in the last equation are expressed by

_ai1(3—¢q) az(5 — 3q)
2=y 6

with the coefficients a1, as, as, ...

(-t

ot (12

az =

In the above equations 7 =

Wei . €z; Do . .
have defined 2 = , in which w¢; = is ion gyrofrequency, o = ;
Wi ,
i ile

(u,v,w), where u, v, and w are the ion fluid velocities along z, y and z axes. We

is ion-to-electron temperature ratio

2dMdo
2iT0

< 1 is dust-to-ion number density ratio.

and p =

3. THE KDV EQUATION AND SMALL AMPLITUDE WAVES
3.1. Derivation Of KdV Equation:
To investigate the dynamics of propagating DIA waves of small amplitude, the reductive perturbation
method is applied to the equations (6)-(11) to derive nonlinear KdV equation for the present plasma model.
For this, the independent space variables (x,y, z,t) are stretched to (£, 7) by

E=eV(lyx +lyy+ 12— Upt), 7=¢e72t (13)

Where € (0 < e < 1) is a dimensionless expansion parameter, is represents the level of the perturbation Uy, is
the phase velocity of the waves, and [, [, and [, are the direction cosines of the wave vector k along the x, y
and z axes respectively so that (2 + 12 + l2 = 1. We now write all the dependent variables in the power series
of € about their equilibrium state as

n:1+en1+62n2—|—63n3+...,
p=1+epr+epa+eps+...,
U263/2U1+62U2+€5/2'LL3+...,
v = €201 + vy + 9 2vg + .. .,
w:ew1+62w2+63w3+...,

¢ = €1 + s+ P53 +

(14)

As a result of drift E x B in a magnetized plasma causes u; and vy to be smaller [37]. Now, on substituting the
transformations (13) and the expansions (14) into the equations (6)-(11) and then equating the lowest order
terms of €, we get the first order perturbed quantities as

8n1 awl
U, — + 127 =0, 15
3¢1 Op1
I 5+ ol, 9 Qu, =0, (16)
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991 Ip1 _
Ly o€ + ol o€ + Qu; =0, (17)
Ow; I op1
-U, o€ +1, o€ +ol, o =0, (18)
Op1 ow;
~Upge +3lgg =0, (19)
ny — a1¢1 = O (20)

Integrating (15),(18) and (19) by using the boundary conditions: n; = p; = w; = 0 and ¢ = 0 as [{] — oo,
and then we express above first-order quantities as a function of ¢, namely

ny = ll]zpwl = a1¢1,

u; = l—lé(l—l—3cra1;;;2,

vy = S(ll+3aa1)8€17 (21)
wy = fﬁzp(l+30a1)¢1,

p1 =3n; = ?[)j:wl =3a1¢1.

Moreover, the expression for phase velocity can obtained as

1
Up= l;4/—+30. (22)
ai

Form expression (22), the phase velocity U, of DIA waves depends on ions and electrons temperature by o, the
dust and ion number density by u, nonextensive parameter ¢ and the direction cosine [, = cosf, where 6 is the
obliqueness angle between B and the wave vector k.

In Figure[la], we showed the variation of phase velocity U, versus nonextensive parameter ¢ with varying
obliqueness angle ¢, while the variation of U, versus dust-to-ion number density ratio p with varying ion-to-
electron temperature ratio o as depicted in Figure[1b]. Where we found that the phase velocity of propagating
DIA waves drops (Figure[la]) with the increasing of ¢ and also with the increasing of 6. That means the phase
velocity is advances for the parallel propagating and more superthermal electrons than the obliquely propagating
and large low-speed electrons. On the other hand, the phase velocity grows (Figure[1b]) with the increasing of
w as well as . That is the the phase velocity is higher for the increase in ion temperature and more populated
negative dust particles than the increase in electron temperature and less populated negative dust particles.

L L L
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
1

(b)

Figure 1. The variation of phase velocity U, (a) versus nonextensive parameter ¢ with varying obliqueness
angle 6, with fixed ion-to-electron temperature o = 0.1 and dust-to-ion number density p = 0.2; and (b) versus
w with varying o and fixed § = 15°, ¢ = 1.2.

Now, for the second-order perturbed quantities, we equate the coeflicients of next higher order terms in €
from the equations (6)-(11), we obtain the following equations

Ono onq Ous vy Ows

+ l 8(n1w1)
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Up%—q?—mzzo — w:—%%“g, (24)
—Up%—?—i—QuQ:O — ugz%%}, (25)
_Upﬁa%z_[] 5871?+%+ ll%ﬂa? +nal, aa‘il+ l%—i?—o, (26)
_UP%’?JF%H %—pg+3l 85 +31y8ag + 31, 85 —‘rlzplaau;l 0, (27)
—a;?—n2+a1¢2+a2¢%:0 = n2=a1¢2+a2¢%—a;£¢21- (28)

Eliminating wy and po from (23), (26) and (27) and then putting the values of vy, us and ny from (24), (25)
and (28) and using the values of first-order quantities from (21), the KdV equation is obtained as

dp 3y
Ap B— =0. 29
ar " ag ¢+ B (29)
with ¢; = ¢ and the the nonlinear coefficient A and dispersion coefficient B are given by
1 az
= 40U — 12 =212 [ —= 30
2G1Up { aj p arty z ap ’ ( )
1 l2 aq U4
1= 5. 1
B= 5ot { 0 g (31)

The nonlinear term A (causing wave steepening) and the dispersion term B (causing wave broadening) are
crucial factors not only for the structure of the propagation of DIA solitary waves but also for specifying the
soliton’s characteristics. So it is important to analysed on the the parametric dependence of these two terms

0=35°

L L L L L L 1 L L
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
o

(©)

Figure 2. The variation of nonlinear term 4 (a) versus nonextensive parameter ¢ with varying obliqueness
angle 0, with fixed ion-to-electron temperature ¢ = 0.1 and dust-to-ion number density p = 0.2; (b) versus pu
with varying o and fixed 6 = 15°, ¢ = 1.2; and (c) versus o with varying 6 and fixed u = 0.2, ¢ = 1.2.

in our considered plasma system. From expressions (30) and (31), both A and B are the functions obliqueness
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angle 0, nonextensive parameter ¢, ion-to-electron temperature ratio o and dust-to-ion number density ratio
1. Besides, the dispersion term B is also a function of external magnetic field strength By through Q but the
nonlinearity is unaffected at all. Interestingly, we can see that both A and B become zero for limiting 6 —
90°, in this case the propagating DIA solitons does not exist, that is the waves are electrostatic is abolished
for the larger values of 6, and they should instead be electromagnetic in nature [38]. Again, the influences of
the external magnetic field disappears for 8 = 0°, in this case the terms A and B become to the condition for
unmagnetized plasma system. Thus, we have consider small value for obliqueness angle 6 (0 < 6 < 55°) in this
investigation. It is seen from the expression(31) that the dispersion B acquires only positive values in varying
different physical parameters under consideration and it increases with 6, ¢ and p and decreases with ¢ and )
(figures not shown here). In order to inspect the parametric effects on the nonlinear term A, we have plotted the
variation of A versus nonextensive parameter ¢ with varying obliqueness angle 0; A versus dust-to-ion number
density ratio p with varying ion-to-electron temperature ratio o and A versus o with varying 6 in Figure[2].
Where, we find that the nonlinearity increases with the increase of ¢ and also increase of o, while it decreases
with the increase of 1 and also increase of 8. Form first two panels of Figure[2], we have found that the nonlinear
term A changes its sign from positive to negative or vice versa and it become zero for a critical composite value
of nonextensive parameter (say q.) for a fixed value of u, or a critical composite value of dust-to-ion number
density ratio (say u.), for a fixed value of ¢. That means the KdV soliton can changed its types from compressive
to rarefactive or vice versa in the considered plasma system. Now, by solving the equation A(q, o, p,1,) = 0 for
1 and g separately, both g. and . are found as

— B —pw{4o(1 —p) +1} +1]

e = 120(1 — p)2 +
\/[3(1 — W{do(1 = p) + 1} + 1] = 240(1 — )2 [B(1 — p){20(1 — p) + 1} — 3] -
120(1 — p)? » (32)
_3{do(l+g +1} | V9{4o(1+q) +1}? —240{6o(1 +)* + 4q} (33)

He = 1201+ q) 120(1 + q)

Since these critical values are identifies the polarity of DIA solitary waves, so it is important to analysed
them. From expressions (32) and (33), we seen that ¢. (u.) is a explicit function of o and p (¢), and both ¢,
and p. are undefined when o = 0. For —1 < ¢ < g, (or 1 > p > p.) with fixed p (or ¢), A < 0; And for ¢ > ¢.
(or 0 < p < p.) with fixed u (or q), A > 0. The variation of g, versus p and p. versus ¢ with different values of
o are shown in Figure[3], and we found that the value of q. (u.) increases with u (¢). We have also predicted
the value of g, is reduced while p, is raised as the increase ion-to-electron temperature ratio ¢ in our considered
plasma system.

L L L L L L n L L L L s ' s L L L
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
n q

() (b)

Figure 3. The variation of critical value (a) ¢. versus p and (b) p. versus ¢ with varying o > 0

3.2. Solitary Wave Solution

To obtain the stationary wave solutions of the KdV equation (29), we introduce a new transformation
variable x = & — v7, where v is the travelling wave velocity in the linear y— space. Then, the KdV equation
(29) becomes the ordinary differential equation,

3

71/7X + A(pfx + BiXS =0 (34)
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This equation is known the reduced KdV equation and its well-known solution (i.e., solitary wave solution) is
given by

© = @ sech? (%) (35)
3v 4B . . .
where ¢, = — and § = 4/ —, represents the peak amplitude and the width of the pulse of solitary waves
v
respectively and here both v and B are positive values.
2
Now, integrating twice equation(32) over y, and using the boundary conditions: ¢ = ‘;—i = 27“3 =0 as
|x| — oo, we have
L(de 2+P( )=E (36)
2 \ dy b= Se

This is the form of law of conservation of energy, in which E. is the integration constant and is acted as the entire
energy of the system. The term %(dgp/ dx)? is presumed as kinetic energy while P(¢) indicates the potential
energy that is defined as

P(p) = [6“2,] ¢° — {%] o’ (37)

The properties of this potential as (i) P(¢) = P'(¢) =0 and P"(y) < 0, for ¢ = 0; (ii) P(p) =0, P'(p) # 0,
for ¢ = p,,, and P(p) < 0 in between 0 and ¢,,. That is the potential P(y) has double roots, one root is ¢ =
0, at which P(t) reaches its highest value value also and other root is ¢ = ¢,,. Thus, we can also analysed
the dynamical characteristics of DIA solitary waves in the considered magnetized plasma system through the
amplitude potential P(p) for different core plasma parameters under consideration.

3.3. Numerical Discussions for Parametric effects

In order to discuss the parametric effects on the dynamical characteristics of DIA solitons for small ampli-
tude limit by plotting both the solitary wave profile ¢(x) given in equation (35) against the linear parameter x
and the amplitude potential P(y) given in equation (37) against the electrostatic potential ¢ are as depicted in
Figures[4-9]. It is important to notice one thing that, where the curve of the potential V(¢) crosses the p—axis
from below at some point of ¢, from that point we predicted the soliton’s amplitude @, .

In Figures[4a-4b], we showed the variation of ¢(x) versus y and the variation of P(y) versus ¢ with
different values of travelling wave velocity v for fixed other parameters, where we observed only one type of
solitons i.e., compressive solitons propagates and the amplitude of the pulse of compressive DIA soliton increase
while width decrease with the increases in v. In Figures[5a-5b], we showed the variation of () versus x and
also P(p) versus ¢ with different values of obliqueness angle 6 and fixed other parameters, where we found
that the propagating DIA soliton is compressive and both the amplitude and width of the compressive solitary
pulse to increase with obliqueness angle 6. For the wave propagates along the external magnetic field ( i.e.,
6 = 0°), the values of the amplitude and width gets smaller and as 6 increases, both the amplitude and width
increases. That means, we predicts that the energy of the propagating DIA soliton is directly influenced by the
obliqueness propagating angle. Likewise, the variation of ¢(x) versus y and also P(y) versus ¢ with different
values of ion-to-electron temperature ratio o and fixed other parameters are shown in Figures[6a-6b], where we
observed the compressive DIA soliton and its amplitude of the solitary pulse is seen to decrease, while width to
increase as the value of o gets higher. That is, in the considered plasma system by increasing (decreasing) the
temperature of ion (electron) species with keeping the electron (ion) temperature fixed, will typically change
the geometrical structure of the propagating DIA soliton.

In Figures[7a-7b], we showed the variation of ¢(x) versus x and also the variation of P(p) versus ¢ with
different values of parameters g and fixed other parameters: § = 15°, ¢ = 0.1, © =0.2, Q = 0.3 and v = 0.02,
where we found that the soliton type transformed from rarefactive (negative potential) to compressive (positive
potential), which is obvious from our results that the sign of nonlinearity .4 changes from negative to positive
for varying q. It is observed that both amplitude and width of the rarefactive DIA solitary pulse to increase
as the value of ¢ increases in between —1 and ¢., whereas both amplitude and width of the compressive DIA
solitary pulse to decrease as the value of ¢ > ¢.. For the chosen parametric values, we obtain g. = 0.0516. Thus,
it is predicting that the electron nonextensivity makes a noticeable impact on the dynamics of DIA soliton in
the present plasma system. An analogous result is obtained due to the variation of dust-to-ion number density
ratio p with fixed other parameters: 0 = 15°, ¢ = 0.1, ¢ = 1.2, Q = 0.3 and v = 0.02, as shown in the
Figures[8a-8b]. That is, the propagating DIA solitons can transits from compressive to rarefactive with varying
1. Both the amplitude and width of the compressive DIA solitary pulse are seen to increases for the increase of
1 in between 0 and p.; while the amplitude and width of the rarefactive DIA solitary pulse are seen to decreases
for the increase of p > ., in which p. = 0.7539. That is, increasing the population of negatively charged dust
grains with fixing the ion number density in our considered plasma system can leads to the transformation of
soliton type from compressive to rarefactive. Lastly, in Figures[9a-9b], we showed the variation of () versus
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x and also the variation of P(y) versus ¢ with different values of external magnetic field strength By by Q
and fixed other parameters, where we have found that the propagating DIA soliton is compressive and the
width of the solitary pulse is to reduces, while the amplitude is seen to remain constant as the value of 2 get
increased. Hence, the amplitude of DIA solitons is unaffected by the external magnetic field By, but their width
is significantly affected.

= U

10 20 30 40 50 -0.05 0.05 0.1 0.15 0.2

(b)

Figure 4. The variation of (a) solitary wave profile ¢(x) versus x, and (b) small amplitude potential P(ip)
versus ¢ with varying v. where 6 = 15°, 0 = 0.1, ¢ =1.2, £ =0.2 and 2 = 0.3.
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Figure 5. The variation of (a) solitary wave profile ¢(x) versus x, and (b) small amplitude potential P(¢p)
versus  with varying 6. where 0 = 0.1, ¢ =1.2, ©t=0.2, 2 =0.3 and v = 0.02.
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Figure 6. The variation of (a) solitary wave profile ¢(x) versus x, and (b) small amplitude potential P(¢p)
versus  with varying . where 8 = 15°, ¢ =1.2, p=10.2, 2 =0.3 and v = 0.02.
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Figure 7. The variation of (a) solitary wave profile ¢(x) versus x, and (b) small amplitude potential P(¢p)
versus @ with varying ¢q. where § = 15°, ¢ = 0.1, 4 =0.2, 2 =0.3 and v = 0.02.
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Figure 8. The variation of (a) solitary wave profile ¢(x) versus x, and (b) small amplitude potential P(ip)
versus ¢ with varying pu. where § = 15°, 0 = 0.1, ¢ = 1.2, 2 =0.3 and v = 0.02.
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Figure 9. The variation of (a) solitary wave profile ¢(x) versus x, and (b) small amplitude potential P(¢p)
versus @ with varying Q. where § = 15°, ¢ =0.1, ¢ = 1.2, u = 0.2 and v = 0.02.
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From the observation mentioned above, it has been evidently noted that the propagating DIA soliton
represented by KdV equation (29) is shifts from a positive potential to a negative potential as a result of
changes in electron nonextensivity ¢ and dust and ion number density via y in the considered plasma system.
The amplitude of the soliton becomes infinite nearly at either ¢ = ¢, or u = p, for which A = 0. In this context,
the KdV equation (29) fails to described the model. In order to explore dynamics of DIA solitary waves in this
critical scenario, we must considered the evolution equation having second higher order nonlinearity as modified
KdV equation and will be described in the next following section.

4. THE MKDV EQUATION AND SMALL AMPLITUDE WAVES
4.1. Derivation Of mKdV Equation
To study the solitary waves at the critical number density region p., we derive the modified kdV (mKdV)

equation, for small but finite amplitude DIA solitary waves. For this, we again use the reductive perturbation
method and introduce a modified stretching of independent variables as

E=ellpz+ 1y +1Lz—Upt), T=et (38)
For this approach, we use the following dependent variables in the power series of € as

n=1+en; + ng + nz + . ..
p=1+epi+€pr+eps+...
u=€2ul+€3’u,2+64U3+...
’U=€2U1+€3U2+€4U3+...
w:6w1+62w2+e3w3+...

¢ =ep1 +€hy + 3 +

(39)

Now, using (38) and (39) into the equations (6)-(9) and equating the coefficients of smallest order of € (i.e., €2

from (6)-(8) and € from (9)), we obtain the first order terms which are same as (21)-(22) given in Subsection[3.1].
For second order terms of €, we equate the coefficients of €3 from (6)-(8) and € from (9) and we obtain

fUpaa—?Hmaa—?Hy%? +1 85 +1.n 1885 +1. wlaazl =0 (40)
fUp%+l$%¢?+lmnl%¢?+ ol C{;p; Q(vg +nqv1) =0 (41)
,Up% zy%ﬂy 1%’2+01y%p;+9(w+n1u1):0 (42)
Upaa“; U,,nlaggﬂz 85 H%‘?HZ 16%1+ l%*o (43)
Up%l?+31x%?+3ly8£ +3L, aag +3L.p1 885 + L %]? =0 (44)
ny — aspy — a1y =0 (45)

Integrating (40),(43) and (44) by using the boundary conditions n; = ng =p; = ps = w1 = we = u; = vy =0
as |{] — oo and then using the first-order quantities from (21), we write the second-order quantities in terms
of ¢’s, we get

ng = as¢y + a143
Uyl 0 ! 9
2 = g (L 3oa) 5 = B { (L 30a) S + 3o(an + 202)0n (’?}
Uyl 9? Ly D2
vy = Szy (14 30ay) 8;;1 + = O {(1 + 30&1)8;2 + 30 (a1 + 2a2)¢1 3(;21 } (46)
L.
Wy = A {(1 + 30a1)ps + (% +30(az + al)) gb%}
p
p2 = 3na2 + 3n? = 3a1¢2 + 3(az + a?)¢?

Similarly, for third order terms of €, we equate the coefficients €* from (6) and (8) and €* from (9), we obtain

A(vy + nqvy) N lza(nlwz + nowy) L % _ 0 (47)

0¢ ¢ ¢

9, % L et muw)
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¢
T P + a1¢3 + 2020102 + az¢} — =0 (52)

Now, eliminating p3, ws and n3 from equations (47), (49)-(52) and substituting the values of first and second
order terms given in (21) and (46), and using the expression (22), we found a nonlinear equation of the form,

I ) 2001 , 0% ¢ ,0(¢192)
—+8B C =0 53
or TAGe TB G T o€ (53)
where the coefficient A’ is given by
A= — 1244 U2 —1312(a} + as) + 14a3U2 + 114( +2a,) 32 (& (54)
20,1Up 142 1 2 1 1U2 2 z ay

and the coefficients B’ and C’ are exactly same as that of B and A respectively given in (30) and (31) in the
Subsection-3.1. But at the critical regime, i.e., at = p. or ¢ = ¢., A = C’ = 0. Thus, if we consider B = B’,
and ¢ = 1, equation (53) becomes the standard mKdV equation as

3
gw+A’w a—wﬂsaw

5¢ T Bae =0 (55)

with the second order nonlinear coefficient A’ and the dispersion coefficient B. From the definition of the
expression (31), we have B > 0 for all plasma parametric values. Therefore, here we analyse the the parametric
dependence of the term A’ in our considered plasma system. For this, we showed the variation of A’ versus pu
for varying o at ¢ = g, and also versus ¢ for varying o at u = p. in the Figures[10a-10b], where we observed that
when ¢ = ¢, the second order nonlinearity increases for an increase of 1 and also an increase of o; moreover
when p = p., the second order nonlinearity increases for an increase of ¢ in between —1 and 1.7 and after ¢ =
1.7 it gets decreases. Thus, in both the cases the value of A’ is seen to be positive.

4.2. Solitary Wave Solution

To obtain the stationary wave solution of (55), we use the same transformation given in Subsection-3.2.
So, mKdV equation(55) is transformed into the reduced mKdV equation as

% +A’w2@ +Bd3—w 0 (56)
Yy dx?

and we obtain two stationary solitary wave solution as
W = = Py sech (%) (57)

where ¢, = \/6v/ A" and A = /B/v are respectively the amplitude and width of solitary waves represented
by the mKdV equation(55) and v is the travelling wave velocity in the linear y—space. And the positive and
negative indicators are respectively associated to the compressive and rarefactive DIA soliton.
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Figure 10. The variation of second order nonlinearity A’ (a) versus dust-to-ion number density u when ¢ =
g. and (b) versus nonextensive parameter ¢ when pu = p., with varying o and 6 = 15°.

Integrating equation(56) twice with the boundary conditions: 3 = %{b = 22715 =0 as |x|] — oo and

proceeding the same way as given in Subsection-3.2, we obtain the small amplitude potential energy equation
as

Po(¢) = {él/?} Pt — {%} P> (58)

This potential has also the same characteristics that of the potential P(y) given in (37), i.e., at ¥ = 0, both
its value and its first derivative vanish, while the second derivative is negative. This indicates that P,,(¢) has
a maximum value and a root at origin. Also, ¥ = 1, is the other root of the potential P,,(1), which is the
amplitude of the mKdV solitons. In the region of the vanishing first order nonlinear term A, two types of
solitons compressive and rarefactive appear to coexist in the expressions (57) and (58).

4.3. Numerical Discussions for Parametric effects

We have analysed the parametric effects (mainly the effects of obliqueness angle 6, the ion-to-electron
temperatures via o, the electron nonextensive parameter g, dust-to-ion number density via p and external
magnetic field strength By via €2, at when ¢, or u.) on the geometrical behaviour of DIA soliton represented
by the mKdV equation (55) in the considered magnetized plasma system by plotting both the modified solitary
wave profile ¥(x) given in equation (57) against the linear parameter y and the corresponding small amplitude
potential P, (1) given in equation (58) against the electrostatic potential 1.

In the Figure[11], we showed the variation of ¢(x) versus x and also P, (1) versus ¢ with varying ¢ and
1 in separate panels when ¢ = g.. And also we depicted the variation of 1(x) versus x and also P, () versus
¥ with varying o and ¢ separately in different panels in the Figure[12] when p = p.. Where we find that in
both the situations, the amplitude decreases while width increases of the pulse of compressive and rarefactive
(DIA) modified solitons (as shown in Figures [11a-11b] & [12a-12b]) for an increase in ion temperature. The
similar result is to visible with the variation of u (or ¢) at fixed ¢ = ¢q. (or p = p.), that is the amplitude
reduces whereas the width raises of both the pulse of compressive and rarefactive (DIA) modified solitons with
an increasing values of p (or ¢ < 1.7) as seen in Figures[11c-11d] (Figures[12c-12d]). However, in the case of
the variation of electron nonextensivity g at the critical scenario p., it is worth to noticed that the propagating
modified DIA solitons show opposite characteristics for ¢ > 1.7 in the considered plasma system, for which both
the amplitude and width of the pulse compressive and rarefactive DIA solitons are seen to enhanced in this
particular case (Figure is not included here). By this numerical examination, we can predict that the solitary
waves in the critical region ¢ = ¢, are to form more taller and wider than in the critical region u = p. for any
other plasma parametric values.

5. RESULTS & CONCLUSIONS

In this manuscript, we have theoretically investigated the existence and propagation characteristics of
DIA solitary waves in a magnetized plasma in presence of inertial ions, noninertial electrons which obey
g—nonextensive velocity distribution and negative dust grains. The ion pressure as a variable is taken into
consideration and the Possion’s equation is taken to making the plasma system self-consistent. The nonlinear
KdV and modified KdV equations are derives by adopting reductive perturbation method that describes the
existence of the small amplitude DIA waves in the considered system. The solution of these two equations
and the corresponding small amplitude Sagdeev type virtual potential is obtained to analyse the characteristics
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Figure 11. The variation of modified solitary wave profile ¥(x) versus x and small amplitude potential P, ()

versus ¢ (a)-(b) with varying o and 0 = 15°, = 0.2, Q = 0.3 and (c)-(d) with varying u and 6 = 15°, o

0.1, 2 =0.3. In all the panels, g = ¢, and v = 0.02.

of the DIA solitons in such a plasma system. The effects of different plasma parameters such as obliqueness
angle (), electron nonextensivity (g), dust-to-ion number density ratio (x), ion temperature (via ion-to-electron
temperature ratio o), external magnetic field (via ) etc. on the dynamical characteristics of propagating DIA
solitary waves are studied. The results that have been noticed in our theoretical investigation can be succinctly
summarized as follows.

1.

2.

The basic nature of the propagating DIA solitons that is amplitude, width and speed, are virtually affected
by the core plasma parameters viz 0, o, u, g and Q.

The phase velocity (Up) of the waves advances for the parallel propagating than for the obliquely propagating
along the magnetic field. While the phase velocity is lower in plasma having large low-speed electrons than
the superthermal electrons.

The phase velocity is faster in a dusty plasma owning hot ions than in a dusty plasma with cold ion. Besides,
the phase velocity achieves higher (lower) values in a plasma having more (less) number of negative dusts
then in a plasma having less (more) number of positive ions.

The dispersion coefficient B is a positive quantity, while the nonlinear coefficient A can be a positive and a
negative quantity, depending on the plasma parametric values. Therefore, in our considered plasma system
the existence of compressive and/or rarefactive DIA solitary structures possible.

The change in the soliton types from compressive to rarefactive or vice-versa is predicting mainly through the
deviation of electron nonextensivity by g and also the dust and ion number density by p. At an appropriate
value of nonextensive parameter ¢ (i.e., ¢.) with fixed other parameters or dust-to-ion number density ratio
w (i-e., pe) with fixed other parameters, the coefficient A = 0, consequently the amplitude of the pulse
of solitary structure become infinite. That is, it can be say that there does not exist any soliton for this
condition.

Both the width and amplitude of pulse of soliton is found to increase with the obliqueness propagation angle
6 < 55°, But the width decreases for § > 55° and the amplitude (width) of the DIA soliton is seen to be
infinity (zero) as § — 90°, which implying the possibility for the of DIA solitary waves propagation for
0 <6 < 55h°.

The increasing of ion temperature (by o) in the plasma, lead to increase the amplitude and decrease the
width of the pulses of the propagating DIA soliton.
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Figure 12. The variation of modified solitary wave profile ¥(x) versus x and small amplitude potential P, ()

versus ¢ (a)-(b) with varying o and 6 = 15°, ¢ = 1.2, Q = 0.3 and (e)-(f) with varying ¢ and § = 15°, o

0.1, £ = 0.3. In all the panels, 4 = pu. and v = 0.02.

10.

11.

The strength of external magnetic field has a significant impact on the width of the propagating DIA soliton
and width reduces with increasing the strength of the magnetic field, but it does not have any effect on the
amplitude of the soliton.

Both the amplitude and width of pulse of propagating compressive (rarefactive) soliton is found to decrease
(increase) with the increases of electron nonextensivity. Compressive soliton is obtained after the point
q. and rarefactive soliton is obtained before that point. However, the same but opposite characteristics is
found with increase (decrease) of the number density of dust (ion) in the plasma.

At the critical ¢, or ., a second order nonlinearity A’ which is a positive quantity, is obtained via mKdV
equation. And it is predicted that the coexistence of compressive and rarefactive solitons are feasible in the
considered plasma system.

The amplitude of both compressive and rarefactive modified soliton decreases, while width increases with
ion temperature and also with dust-to-ion number density, p (electron nonextensivity ¢) at fixed ¢ = q. (u =
). However, the amplitude is seen to higher in the region ¢. compared to the region ..

Finally, we draw the conclusion that our present theoretical findings should be useful for better understanding
the dynamical nature of small but finite amplitude DIA solitons in both astrophysical and space contexts as
well as in future laboratory investigations in which the considered plasma model are existed.
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In this work we studied the effects which occur during the incidence of p-polarized electromagnetic wave on the solid-state structure
“coating-uniaxial plasmonic metasurface-dielectric-metal”. The purpose of this work is researching how the coating influences the
effect of reflectionless incidence of the p-polarized electromagnetic waves on the solid-state structure “uniaxial plasmonic metasurface-
dielectric-metal”. Numerical modelling was used to find the conditions that lead to reflectionless incidence of the p-polarized
electromagnetic wave on the solid-state structure under consideration. Using this method we determined the parameters of the coating
which are required to observe incidence of p-polarized waves with no reflection. It was found that dielectric coating of the solid state
structure significantly changes the behavior of the effect. We showed that dielectric permittivity of the coating changes the frequencies
at which reflectionless p-polarized waves occur. The dependency was established between permittivity and thickness of the coating
which causes the effect of the reflectionless incidence of p-polarized waves. The conducted research has a great scientific and practical
interest. The solid-state structure that was studied can be applied for designing conceptually new types of nanoelectronic and optical
devices.

Keywords: Dielectric coating; p-polarized electromagnetic waves,; Uniaxial plasmonic metasurface; Reflectionless incidence
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1. INTRODUCTION

The presence of two-dimensional material (metasurface) at the boundary of the dielectric layer causes some interesting
and important effects to take place [1-6]. The articles [4-6] studied uniaxial plasmonic metasurfaces consisting
of a periodical array of conductive ellipsoids. Such plasmonic metasurfaces can be described using a two-dimensional non-
diagonal conductivity tensor, which depends on the frequency and the angle of electromagnetic wave propagation relative
to the principal axis of the ellipsoids. Of particular interests are the effects based on the p-polarized electromagnetic waves
that incident on the metasurface placed on top of the dielectric layer [4—6]. One of these effects is reflectionless propagation
of p-polarized electromagnetic waves through the metasurface. Such behavior can be observed in case the symmetry axis
of plasmonic metasurface is in fact the plane of incidence of the electromagnetic wave [4, 6]. Another interesting observation
is full transformation of the p-polarized electromagnetic wave into the s-polarized one [5, 6], which occurs when the plane
of incidence forms an acute angle with the great symmetry axis of the metasurface. It’s important to note that both
aforementioned effects take place in case coating of the dielectric layer is either metal or dielectric itself. In addition, in [4-6]
the conditions were established which lead to reflectionless incidence and full transformation and how they depend on the
frequency of p-polarized wave and the angle of incidence on the plasmonic metasurface.

In this paper, we are proceeding further with theoretical research of the described in [4, 6] effect of p-polarized
electromagnetic wave incidence through solid-state structure with no reflection [6] assuming, that plasmonic metasurface
has protective dielectric layer. Here, we studied how this new dielectric layer impacts the conditions of reflectionless
incidence.

2. PROBLEM STATEMENT
The geometry of the problem is shown in Figure 1. Let the area z <0 be a dielectric with permittivity &, . The first

layer (area 0 <z <d,) — dielectric layer with permittivity £, covers uniaxial plasmonic metasurface (z =d,), which is
located on top of the second dielectric layer (scope between d, <z <d,;+d, ) that has permittivity &, . Perfectly
conductive metal substrate occupies the area z >d, +d, . Uniaxial plasmonic metasurface was regarded as two-
dimensional (2D) array of conductive ellipsoids [4-6].

We assumed that an electric field of the p-polarized electromagnetic wave lies in a plane which makes an angle ¢
with the major symmetry axis of the plasmonic metasurface. Moreover, let electromagnetic wave with frequency @ fall
on the dielectric structure with angle 6.

As in [4-6] to describe electromagnetic properties of the plasmonic metasurface within the solid-state structure
under consideration, we incorporated two-dimensional effective conductivity tensor.
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Figure 1. Geometry of the problem

In the coordinate frame making an angle ¢ with the principle axis of the plasmonic metasurface (assuming that the

plane of incidence of the electromagnetic wave is identical to the XZ plane) effective conductivity tensor of the plasmonic
metasurface takes the following form [4-6]:

O xx O-xy
o, = , (1)
Oy Op
where
Oy =0 cos’ p+0, sin? o, 2)
o, =0 sin2¢7+0'L cos’ ¢, 3)
Oy =0, = (a L0 )sin(pcos¢>. 4)

In the formulas (2—4) diagonal components of the effective conductivity tensor describing uniaxial plasmonic

metasurface o)1 normalized by ¢/47x , can be expressed using (¢ is the speed of light):

oA . "
ht =0, +i0'”YL . %)

oy =0 +i
I+ = =L 2 2 .
" =Q) | +ioy,

The indices « || » and « L » here correspond respectively to the along and across directions of the plasmonic
metasurface principal symmetry axis, Q| and y| | are the resonant frequencies and half-widths of the lines, 4, , are

the oscillator forces magnitudes and o-li are the background conductivities. In addition, U‘L | and 0'|L | are the real and

imaginary parts of the conductivity tensor for the corresponding components. We assumed that aﬁﬂ =02i, 4, =02,
7,0 =002, Q =1.0,Q, =1.2 [4].

It should be noted that the presence of non-zero non-diagonal conductivity tensor components o, ,0,, in case
@ #0and @ # 90° cause reflective s-polarized electromagnetic waves to be created. As a result, when p-polarized wave

propagates through uniaxial plasmonic metasurface reflected waves will have all the electromagnetic field components
and will be elliptically polarized in the general case. In the chosen coordinate system, electromagnetic field of p-polarized

waves has the following components: E = {Ex ,0, EZ}, H = {0, H, ,0}. Similarly for the s-polarized electromagnetic
waves we have: ES = {O,Ey ,0}, ﬁs = {HX,O,HZ}.

The wave vectors for each layer have the following components l;j =(kx,0,kzj), j =123 . Moreover, the

[ 2
longitudinal wave number equals &k, = —,/&; sin@ . For the transverse wave number the formula is k= —5 & kf .
c c

Let’s write down non-zero tangential components of the electromagnetic field in each medium of the established
above solid-state structure. We will omit multiplier exp(ik,x—af) . In the equations below index «p» relates to the p-

polarized waves, and «s» — to s-polarized ones.
Medium 1 (layer z<0).

ik ik
H}f’l (z) =e"=* +r,,e Ha? | (6)



92

EEJP. 2 (2024) Mykola M. Biletskiy, et al.
zl ik, z —ik,z
e —r e R 7
El(z)= e, —( wp ) (7
E}\(2) = rpe 7, ®)
Hi(2) = Ck—zlrpse‘”‘zlz : ©)
10}

Medium 2 (layer 0 <z < d,).

HP)(2) = H},e"" + H pe " (10)
P CkZZ + ik.,z — ik ,z
El(z)= (H pe™?" —H e %), (11
W,
ESy(2) = ELe™ + Ee ™7 (12)
x2( ) 22 (E+ ik 222 E7 e—lkzzz) . (13)
0]
Medium 3 (layer d, <z <d,;+d,).
H?y(2) = H e + H e 7 (14)
P Ckz3 + ik.3z - —ik,3z
EL(2)= (H jze" " —H ;e 7)), (15)
WE3
Ej3(2) = EGe"" + Ege ™7, (16)
3( )_ 23 (E+ ik 3z E—eflk3z) (17)
10}
Here 7, and 7, are the amplitudes of p- and s-polarized waves, reflected from the uniaxial plasmonic metasurface.
The magnitudes H s E o and H 25 Es are the amplitudes of the forward and backward p- and s-polarized waves in a

medium with dielectric permittivity &, . Likewise, H ;23 and E;are the amplitudes of the forward, while H 3 and

E; —amplitudes of the backward p- and s-polarized waves within the layer characterized by permittivity & .
To get both 7, and r,; we incorporated boundary conditions nearthe z=0, z=d, and z=d, +d, .

For z =0 tangential components of the electric and magnetic fields in adjacent mediums are equal.
However, when z =d|, tangential components of the electric fields are continuous, unlike tangential components
of magnetic fields:

ElL(d)=E}(d,), (18)
E}(d))=E;(d,), (19)
Hp3(d ) H (d )_ (GXXEfZ(dl )+O-xyE;2(d1 ))a (20)
Hiy(d,)~Hy(d)) =2 T EL () 40, B (@) @1

On the metal boundary z = d| +d, tangential components of the electric fields equal to zero.
The reflection coefficient of the p-polarized electromagnetic wave from the plasmonic metasurface is a sum of

2 2,
|rpp\ and |rps| :

R 17 17 (22)

p T
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where
PS+0_
=it (23)
PS+0Q,
2
sin” (k;5,) 24)

V,g =40
PRS0,

P, = [2—3003(/‘352) —io,, sin(ks0, )J(cos(kﬁ‘l )Fi ];c sin(k, 0, )]
3

2™M

, (25)
s1n(k352{ s1n(k251) s1n(k251 )]
ky h
S = (k3 cos(k30,) —io,, sin(k36,) ) cos(k,0,) - iﬁsin(kzél) -
ky , (26)
—isin(k;0, )(kl cos(k,6,) — ik, sin(k,5,))
&k, ky
0, =0y, sin (k3§2 )(cos(k251 YFi—= k 2 sin(k, 0, )](cos(l@&l )—i— Z L sin(k,0, )] 27)
&2k 2

d,o

. ck;
Note that in equations above we used dimensionless quantities: k; = 7 j=123and 5, =
P .

3. THE AFFECT OF THE COATING COVERING THE UNIAXIAL PLASMONIC METASURFACE ON
THE REFLECTIONLESS INCIDENCE OF THE P-POLARIZED ELECTROMAGNETIC WAVE
We were trying to identify the conditions under which R, = 0 is the case. Let’s consider either ¢ =0° or ¢ =90°.
Then o,, =0,, =0 and r,; =0. It’s clear, that under such circumstances the reflected electromagnetic wave becomes
p-polarized and R, =|r, \ Seeing that O, =0, from the expression (23) we can conclude that 7, =0,when P.=0.

Since quantity P_ is a complex number, the equation r,, =0 satisfied in case the followmg conditions are met

simultaneously:
(icos(k352)+a'|; sin(k352)]cos(k2§1) ( _ak 8926 l)s1n(k251)sm(k352) 0, (28)
ks ky, &k
5 cos(kySy) + 0, sin(ksSy) R Gin(k,5)+ [ﬂ e J cos(kyd,)sin(k;8,) =0 (29)
sy &k, kl

From the equations (28), (29) we have:

& cos(k;0,) + 0"1L sin(k;9,)

(2 -2 6 l]sin(kﬁz)
ky &k
& ' .
(kl —oj. j sin(k35,)
tan(k,0;) = — ! X : @1
[%Cos(k352) v sin(kd, )j ek,
ks &

Comparing the right side of the equations (30) and (31) we obtain the following expression:
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53 " . 51 ' . k 5
3 ) . ! —=0 (32)
8% 5 lsinkySy) | 2 cos(ksdy) + oy sin(ksS,) |02
ky &k 7 ks ’ &k

With fixed values of &; and J, the equation (32) allows us to find the relation w(s,) , which causes the effect of

reflectionless incidence of the p-polarized electromagnetic wave through composed solid-state structure. The relevant
dependencies 6;(g,) can be simply established from one of the equations (30) or (31).

It should be mentioned that for the solid-state structure uniaxial plasmonic metasurface — dielectric layer — metal
(6, =0) [6] the effect of propagation of the p-polarized electromagnetic waves with no reflection with the fixed angle of

incidence @ can be observed at the two frequencies w; and @, , that are symmetrically located relative to Q, (for

@=0°)and Q, (9=90°). These frequencies correspond to the different values of dielectric layer thickness &, . The

reason is that for uniaxial plasmonic metasurface functions o, (w) are symmetric, and o, (w) are asymmetric relative

to the resonant frequencies Q, and Q.

We are interested in the situation when the angle of incidence of the p-polarized waves on the structure under
consideration equals € =45° and permittivity is &; = 2.0 . Assuming that there is no coating covering dielectric structure

(0,=0) and @=0° the effect of the incidence with no reflection of the p-polarized waves arise at the frequency
®, =0.976 and the thickness 0, =~ 0.377 as well as when @, =1.025 and 9, ~2.224 . In case ¢ =90° reflectionless
behavior can be observed for the following pairs of frequencies and thicknesses @, 1.176, 6, = 0.377 and w, =1.225,
0, =2.224.

Let’s now try to understand how the coating ( J, #0 ) affects the propagation behavior of the p-polarized
electromagnetic waves in particular case when there is no reflection. We considered the following parameters ¢ =0°,
0 =45° and &5 =2.0. The general idea was to find how frequencies o, , and thickness &; depend on the dielectric
layer permittivity &, .

Figure 2 shows relation @,(s,) (left-hand ordinate axis, solid line) and J;(s,) (right-hand ordinate axis, dashed
line) in case R,=0 and ¢=0°, 6=45°, &, =2.0, 5, =0.377. From the Figure 2 we can observe that the function
,(&,) is monotonically increasing unlike J,(s,) which decreases in the same way. Horizontal dotted line from the
Figure 2 corresponds to the quantity @, when there is no coating covering the uniaxial plasmonic metasurface.
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Figure 2. Dependencies w,(&,) (left-hand ordinate axis, solid line) and &, (&, ) (right-hand ordinate axis, dashed line)
corresponding to the situation R, =0 for §=0°, 6 =45°, £ =2.0, 5, ~0.377
Therefore, when 6, # 0 the frequency o, shifts closer to resonant frequency Q” . The quantity of displacement is

directly proportional to the permittivity value &, . We also can discover another dependency. The thickness value 6, that

is necessary to observe the effect of electromagnetic wave reflectionless incidence propagation when &, goes up.



95
Reflectionless Incidence of the p-Polarized Electromagnetic Wave Through Solid-State... EEJP. 2 (2024)

The way that coating affects the reflection coefficient R, of the p-polarized electromagnetic wave can be seen on
the Figure 3. In this graph the solid line correspond to the dependency Rp () for the situation when @ =0,8 = 45°,
&, =15, =20, =2329, 6, =0.377. The figure also contains a dashed line showing the same dependency

between the frequency and reflection coefficient for the solid-state structure with no coating (5, =0).

1.0

0.8 1

0.6 1

Rp

0.4

Figure 3. Dependency R, (w) for 9=0°, 0=45° ¢ =15, &5=2.0, 6, =0.377
and &) =2.329 (solid line), §; =0 (dashed line)

From the Figure 3 we can deduce that adding the coating (6; # 0) leads to the shifting of zero value of reflection

coefficient Rp (displacement of @, ) closer to the resonant frequency Q, =1.0.

It is known that in the regular situation with no coating, the effect of the reflectionless incidence of the p-polarized
electromagnetic waves takes place when the frequency value is either close to @, =0.976 or @, ~1.025 [6]. The

thickness value should be also shifted to 0, ~2.224.

Let us now consider what happens with @, after introducing the coating for the metasurface. The Figure 4 describes
the relation w,(¢,) (left-hand ordinate axis, solid lines) and 6,(¢,) (right-hand ordinate axis, dashed lines) that met
R, =0 condition for ¢=0°, =45, &5 =2.0, &, ~2.224 . It can be discovered from the graph that both w, (&,) and
0,(&,) are monotonically decreasing functions. Horizontal dashed line on the Figure 4 corresponds to the value o,

when no coating covering metasurface. Thus, by increasing &, the frequency value w, at which reflectionless

propagation of the p-polarized electromagnetic waves takes place is approaching to the resonant frequency Q, =10.
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Figure 4. Dependencies @, (&,) (left-hand ordinate axis solid lines) and &) (¢, ) (right-hand ordinate axis, dashed lines)
corresponding to RI7 =0 for ¢=0°, 0=45°, &, =2.0, 5, ~2.224
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Figure 5 using a solid line describes dependency R, (@) for the particular situation when ¢ =0,6 =45°, ¢, = 2.0,
£3=2.0, 6, #0.716, 5, ~2.224. Similarly to the figures above, the graph also shows same dependency R, (o) for the

case with no coating 0, =0.
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Figure 5. Dependency R, (@) for $=0°, 8=45° ¢, =2.0, & =2.0, 5, =2.224 for §; =0.716 (solid line) and &, =0
(dashed line)

By using the Figure 5 we can deduce that incorporating the coating causes shifting of zero value of R, closer to the

resonant frequency €3, . By increasing the dielectric permittivity of the &, effect of non-reflective incidence of the

p-polarized electromagnetic waves arise on the lower frequencies @, and higher thicknesses o, of the dielectric layer.

We also studied the changes introduced by adding coating for the case when the plane of incidence of the p-polarized
electromagnetic waves makes the right angle with the principal axis of plasmonic metasurface (@ =90°). Similarly to the

previous cases we considered the following: 6 =45°, ¢; =2.0.1If 8, = 0.377 and the coating is absent the effect of the
reflectionless propagation of p-polarized electromagnetic waves takes place at the frequency @, ~1.176 . Extending the
solid-state structure with the coating leads to the change of @, . Figure 6 shows dependencies o, (¢,) (left-hand ordinate
axis, solid line) and &;(&,) (right-hand ordinate axis, dashed line) for R, =0 when ¢=90°, 0=45°, &, =20,
0, =0.377 . It can be seen from the graph that the dependency @, (s,) is monotonically increasing function. However,

0,(&,) monotonically decreases. Horizontal dashed line on the Figure 6 corresponds to the @, =1.176 , when there is no

coating. It should be noted, that by increasing &, the value @, approached to the resonant frequency €, =1.2 , unlike
0, which is decreasing.
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Figure 6. Dependencies @ (&, ) (left-hand coordinate axis, solid lines) and &, (¢, ) (right-hand ordinate axis, dashed lines)
corresponding to R, =0 for ¢=90°, 0=45°, £3=2.0, 6, ~0.377
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Let’s set J, ~2.224 . Then for solid-state structure with no coating reflectionless incidence can be observed at the
frequency w, =~1.225. Figure 7. shows the dependencies @,(&,) (left-handed ordinate axis, solid line) and &,(s,)
(right-handed ordinate axis, dashed line). From the graph we can deduce that both dependencies w,(&,) and d,(¢,) are

monotonically decreasing functions. Also, it’s possible to see that by increasing ¢, the quantity of @, advances to the

resonant frequency Q| =1.2.
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Figure 7. Dependencies @, (&, ) (left-handed ordinate axis, solid line) and &, (&, ) (right-handed ordinate axis dashed lines)
corresponding to Rp =0 for $=90°, 6=45°, £3=2.0, &, ~2.224

4. CONCLUSIONS
It was shown that the dielectric coating of the solid-state structure uniaxial-plasmonic metasurface-dielectric-metal
significantly influence the effect of reflectionless incidence of the p-polarized electromagnetic waves. The conditions
were studied under which the effect of the non-reflective incidence of p-polarized wave can be observed depending on
the dielectric permittivity of the coating. We established that increasing coating permittivity causes the frequency at which

the effect arising to shift closer to the resonant frequency Q, (for ¢ =0°) or to the frequency Q, (for ¢ =90°).

In addition, the thicknesses of the coating J; were founded required for the reflectionless incidence of p-polarized
wave. We also analysed dependency between d; and dielectric permittivity of the coating &, . It was determined that by
increasing the permittivity of the coating &, , we end up with lower thickness &, , that is required to observe the effect of

non-reflective incidence. Moreover, we found that, this holds true not only for the case when the plane of incidence of
the electromagnetic wave is parallel to the principal symmetry axis of plasmonic metasurface (@ =0°), but also if the

plane of incidence is perpendicular to the principal symmetry axis (@ =90°).

Studied effects can be applied for designing conceptually new types of optical and nanoelectronic equipment with
unique practical characteristics.
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HAXIHHA BE3 BIIOBPAKEHHSI p-TIOJISPU3OBAHOI EJJEKTPOMATHITHOI XBHAJII HA TBEPAOTLIIBHY
CTPYKTYPY “IIOKPUTTS-OJHOBICHA-IIVTASMOHHA METATTIOBEPXHS-AIEJJEKTPUK METAJIL ”
Muxona M. Bineubkuii, Ian /1. IllonoBuy
Inemumym paodioghisuxu ma enexkmponiru im. O.A. YVcuxoea HAH Ykpainu, 12, eyn. Axao. Ilpockypu, Xapxis, 61085, Yrpaina
VY poboTi mocmimKeHi eeKTH, 0 BUHUKAIOTh IPH MaAiHHI P-NIOISIPH30BAHOI €ICKTPOMATHITHOI XBIJI HA TBEPIOTUIBHY CTPYKTYpY
“IHOKPUTTS-OJTHOBICHA IUIA3MOHHA METAllOBEpXHs-TieNeKTpik-Meran”. MeToo poOOTH € JOCHIKEHHS BIUIMBY IOKPUTTS
TBEpAOTLIFHOI CTPYKTYpH “‘ONHOBICHA IUIA3MOHHA METANOBEPXHS-MICNIEKTpIK-MeTan” Ha eQeKT MHagiHHS pP-TOJIIPU30BAHUX
CJICKTPOMATHITHUX XBHWJIb Oe3 BimoOpakeHHs. [l 3HaXOMKEHHS YMOB BHHUKHEHHS e(eKTy NamiHHA Oe3 BimoOpakeHHS p-
MOJIIPU30BaHO] EJICKTPOMArHITHOI XBWJII Ha CTPYKTYpY “TOKPHTTS-OJHOBICHA IUIa3MOHHA METANOBEpXHs-AieNeKTpik-meran” Oyio
BUKOPHCTAHO YHCEJIbHE MOJEIIOBAHHA. 32 JIOMOMOIOI0 LbOTO METOAy OyJ0 BH3HAYEHO NapaMeTPH MOKPUTTS, L0 JAI0Th 3MOTY
crioctepirat eekt nmagiHHsa 0e3 BimoOpakeHHs P-TOJISIPHU30BAHUX EIEKTPOMATHITHUX XBWIIb. Byno 3HaiiieHo, IO AieNeKTpUYHE
MOKPHUTTS TBEPAOTUIBHOT CTPYKTYPH, SKa PO3IIIsAaiacs, Mae iCTOTHUH BIUIMB Ha edekT 0e3Bin0iBHOTO MajiHHS P-NOIAPU30BAHUX
xBuIb. [IokazaHo, O AieNEeKTPUYIHA IPOHUKHICTH HOKPUTTS 3MIHIOE YaCTOTY CIIOCTEPEKEHHS IbOTo eeKTy. Bu3HaueHa 3aexHICTh
MDK IIPOHUKHICTIO Ta TOBIIMHOIO OKPUTTS, sIka HEoOXiJHA IS BUHUKHEHHS epexTy nmamiHHs 6e3 BioOpaskeHHs P-TIOISPU30BAHIX
€JIEKTPOMArHITHUX XBWIb. [IpoBesiene B poOOTI TOCIIIKEHHSI Ma€ BEJIMKUI HAYKOBHII Ta MpaKTHIHUM iHTepec. Jlocimikeni B poboTi

CTPYKTYPHU MOXHA BUKOPHUCTATH JUIsl CTBOPEHHS! IPUHIUIIOBO HOBUX IIPHCTPOIB ONTHKH Ta HAHOETIEKTPOHIKH.
KirouoBi ciioBa: dienexkmpuune nokpumms, p-noasipu3oeaHi eneKmpomasHimmui Xeuni; 00HO08ICHA NIA3MOHHA MeMAano8epxHs, NaoiHHA
6e3 gi0obpasicenns
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The paper describes a simple analytical model that allows the calculation of hydrogen surface coverage under the influence of several
processes that can co-occur during the ion-beam bombardment/sputter analysis of a sample surface, in particular during analysis by
secondary ion mass spectrometry (SIMS). The model considers processes of dissociative adsorption, desorption, absorption from the
surface into the sample volume, and removal by ion bombardment. After describing the model, we provide some examples of its
practical applications for interpretation of the experimental results obtained during in sifu SIMS studies of hydrogen interaction with
the hydrogen-storage alloys TiFe, Zr2Fe, and with nickel. In the examples, some quantitative characteristics of surface-related processes
involving hydrogen, such as hydrogen sputtering rate, activation energy of hydrogen desorption and absorption, have been successfully
determined using various model approaches.

Keywords: Secondary ion mass spectrometry, Hydrogen storage; Sputtering; Adsorption; Desorption; lon bombardment; Kinetics
PACS: 34.35.a, 68.43.-h, 68.49.Sf, 79.20.Rf

1. INTRODUCTION

Among rather few other surface analysis techniques, secondary ion mass spectrometry (SIMS) is capable of direct
detection and imaging of hydrogen isotopes with high sensitivity. Hydrogen analysis with SIMS can sometimes be
complicated by the occurrence of such processes as adsorption of hydrogen-containing molecules on the surface,
diffusion, segregation, and desorption of hydrogen directly during the analysis [1-9]. Although the ease of occurrence of
such processes constitutes an obstacle for hydrogen quantification and localization, it can be exploited to study those
processes themselves since they are of great importance in certain fields: hydrogen interaction with hydrogen-storage
materials [10] being one of such fields.

In our previous studies [11-15] of the interaction of hydrogen-storage alloys with hydrogen and oxygen using SIMS,
it was found that the emission intensity of hydrogen-containing secondary ions can be used to monitor the presence and
changes in concentration of hydrogen on the surface in a fairly wide range of experimental conditions. In earlier
studies [16—19], SIMS had been already utilized to determine the characteristics of hydrogen interaction with metals.
Papers [12,13,16-18,20] exemplify that the SIMS technique indeed provides good opportunities for in situ
characterization of hydrogen interaction processes with metals and alloys.

However, difficulties in the analysis of such experimental results arise when several processes affecting hydrogen
concentration on the surface occur simultaneously during the measurements. Therefore, to understand how hydrogen surface
concentration is affected by the action and characteristics of each such process, an analytical model was developed that
considers the influence of several processes that can occur within the range of experimental conditions of SIMS
studies [12,13]. The analysis with the developed model allows distinguishing and predicting (to a certain extent) the results
of action of each process, which, ultimately, provides grounds for appropriate interpretation of the experimental results.

The model considers processes of hydrogen dissociative adsorption, recombinative desorption,
dissolution/absorption from surface chemisorption sites into the bulk, and processes of ion beam removal/sputtering. One
quite commonly occurring process, that we omitted from consideration in the model, is hydrogen segregation on the
surface. To include the surface segregation, hydrogen in the bulk has to be considered and characterized, which is
generally a rather complex task when real samples (apart from near perfect single-crystals) are studied [2,4,5,21,22]. In
our studies, the samples are usually polycrystalline alloys, often with complex constitution and numerous uncharacterized
bulk defects/features what may influence hydrogen in the bulk. Other than our SIMS instrument we don’t have other
means to characterize bulk-hydrogen at small concentrations (as relevant for our experimental conditions), and without
having the details about bulk hydrogen we don’t attempt describing it. Therefore, the model considers only a comparably
small presence of bulk hydrogen and its appearance on the surface mainly as a result of the ion beam etching of the
sample. A very limited approach to segregation is described in Section 3.5.

Although the model was intended mainly to help with in situ SIMS studies of hydrogen interaction with a sample as
exemplified in Section 3, recent studies [23-25] reported that the use of H, flooding might be also beneficial in SIMS
multilayer depth profiling and elemental quantification. In such measurements the balance between hydrogen adsorption
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and beam-etching will be of main focus although other processes can co-occur as well, therefore the usage of such a
model can be fruitful in this application. Besides that, the model may also have some relevance for vacuum devices
operation where hydrogen adsorption and desorption from surfaces are important factors affecting vacuum conditions and
operation. In particular, accelerators and plasma devices have surfaces exposed to energetic irradiation by ions, electrons,
or photons. If in accelerators the ion-stimulated desorption is a known and actively studied issue [26], there are plasma
devices for which irradiation-stimulated hydrogen desorption is an essential part of their operation [27-29]. Recently, a
similar but much more sophisticated and material-specific model was developed for hydrogen interaction with tungsten
in relevance to magnetic confinement plasma fusion devices [30]. For such applications, the presented here model, one
way or another, has to be complemented by an appropriate consideration of hydrogen within the solid's bulk.

2. DESCRIPTION OF THE MODEL
2.1. Main Model Equation and Processes Representation
The basis of the model is an equation that establishes the relation of the hydrogen concentration changes on surface
over time under the influence of a number of possible processes. Each considered process has its representative term in
equation (1).

dae . . .
& = 2aF (1 - 0)? — 2682 — DO — 51j,0 — 25,j,0% + Soj,00. (1)

Here 6= cu/cumax is the relative coverage of the surface by chemisorbed hydrogen atoms, defined as a ratio of the
hydrogen concentration (cy) to a certain maximal value of the concertation (Crmax)-

The first term is responsible for the increase of coverage due to dissociative adsorption of hydrogen molecules. It
takes into account the decrease in the sticking coefficient with increasing coverage (1-6) [31], which arises from the
necessity for two unoccupied adsorption sites according to Langmuir’s model of dissociative adsorption of diatomic
molecules. a is the initial sticking probability, F is the flow of hydrogen molecules into the area of one adsorption site. F’
is calculated by:

1
F=—x—22___ @)
Nat  +/2Tmy2KkTH2

where pm is hydrogen partial pressure near the sample surface, ny is the density of hydrogen adsorption sites on the
surface. It is commonly assumed that n, is roughly equal (it may differ by 2-3 times) to the density of substrate surface
atoms. mi is the mass of a hydrogen molecule, T, is the hydrogen gas temperature, kg is Boltzmann constant. If the
presence of surface roughness is presumed, a coefficient-multiplier should be introduced for this term (and, perhaps, for
the other terms too).

The second term of equation (1) is responsible for removing hydrogen from the surface by thermally-stimulated
recombinative desorption. Hence, b is the rate coefficient of desorption, which in the simplest form can be described
similarly to the Polyani-Wigner equation, widely used in the temperature-programmed desorption (TPD) analysis. So b
can be expressed as:

b (Fa
b ="exp (-2}, 3)

where by/2 is the pre-exponential factor, E, is the activation energy of desorption, 7 is the sample temperature.

The next term (-D @) describes the dissolution/absorption of hydrogen from the surface into the bulk of the sample.
Accordingly, D is the frequency of hydrogen atoms absorption from the surface into the volume. In our experimental
SIMS practice, some diffusion of hydrogen atoms from the outmost surface layer inward of the sample occurred for
practically every studied intermetallic alloy: LaNis and its Al-, Mn-modified variants [32], TiFe [12], Zr-based non-
evaporable getter alloys [13]. The degree of such absorption below the surface was different based on alloy characteristics.
For three Zr-based alloys, the absorbed amount was roughly proportional to hydrogen exposure (p {H>} %), was seemingly
unlimited at studied hydrogen pressures (below 10* Torr, 1 Torr = 133.322Pa), and was regarded as true bulk-absorption.
For other studied alloys, only a limited amount of hydrogen migrated to subsurface. Estimated amount of such subsurface-
migrated hydrogen was comparable to or few times higher than the amount of surface-chemisorbed hydrogen, and it could
not be increased by increasing hydrogen exposure. Such limited absorption was characteristic to the alloys which had
relatively small enthalpies of their hydrides or hydrogen solid solution, which equilibrium pressure are of order of the
atmospheric pressure that is many orders of magnitude higher than the studied p{H,} range. Whereas, Zr-based getter
alloys which absorbed hydrogen in bulk are characterized by large-value negative enthalpies, resulting in the high stability
of hydrides/dissolved hydrogen at room temperature-UHV conditions. For most of the alloys dissolution/migration rate
increased with temperature indicating the presence of the activation barrier.

The following two terms (-s1j,6 and -2s,j,82) describe the removal of hydrogen from the surface as a result of ion
beam bombardment. Therefore, these terms are proportional to the ion beam current density (j,). The term -5/, @represents
all mechanisms of ion beam induced removal the rate of which is proportional to hydrogen coverage: collision cascade
sputtering would be one of such mechanisms. The term -2s,j,602 represents the removal by ion beam induced
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recombinative desorption (i.e. in the form of H, molecules), therefore it is proportional to hydrogen coverage squared:
such removal may occur at high hydrogen coverage since the energy needed to form and remove an H, molecule from
the surface is substantially smaller than the energy needed to remove an alone H atom. The coefficients s; and s, represent
the effectiveness of the corresponding removal rates.

Regarding the ion beam sputtering of hydrogen, the authors of paper [33] provided theoretical argumentation for
ineffectiveness of the collision cascade sputtering in the case of chemisorbed hydrogen atoms on the surface of metals.
According to the argumentation, the amount of kinetic energy transferred to a hydrogen atom in a collision with a metal
atom having typical values of the kinetic energy in the cascade is not enough to overcome the bonding of hydrogen atom
to the surface. The transferred energy is reduced due to the large mass difference between hydrogen and metal atoms.
However, the experimental findings about the ion beam removal rates of chemisorbed hydrogen at small surface coverages
indicate that the rate of hydrogen removal is instead 20-30% higher than the removal rate of chemisorbed oxygen? [12],
and these rates are practically of the same order as the sputtering rate of metal atoms. Such rather high effectiveness of
hydrogen removal may be a result of hydrogen sputtering in the form of molecules MeH formed with sputtered metal
atoms Me, as proposed for the case of sputtering of oxygen-metal systems [34]. In such a case, there is no need to transfer
the kinetic energy to hydrogen atoms to detach them from the surface, instead, hydrogen atoms only need to replace the
bond with the surface by a bond with a metal atom that leaves the surface during a sputtering event. Known data
indicate [35] that the binding energy values are comparable for the case of hydrogen atoms on metal surfaces and for the
case of hydrogen atoms within a molecule with a metal atom. The existence of such a mechanism is confirmed by the
presence of hydrogen molecules with metal and semiconductor atoms in the mass spectra of neutral sputtered particles
from surfaces with the hydrogen presence [36,37], and also confirmed by the presence of polyatomic hydrogen-containing
secondary ions in the mass spectra obtained in [11-14].

Regarding the removal of hydrogen by recombinative desorption of H, molecules induced by ion bombardment,
such a removal may occur within very short time after an ion impact on the surface as a result of electrons excitation
around the impact place. Such electronic excitations (if ~10 keV ions can induce them) are known [38,39] to desorb
hydrogen molecules from surfaces including surfaces that adsorb hydrogen dissociatively, although such desorption can
deviate from the second-order kinetics [38,39]. Another pathway of ion-induced H, desorption might be provided at the
‘late’ stages of collision cascades. At these stages, the energy of an impacting ion becomes distributed among many target
atoms in the vicinity of the impact, and although individual atoms no longer have enough energy for knock-off sputtering,
the activation energy of the order of 1 eV may still be supplied for associative desorption of H, molecules. Studies [40,41]
show that the ‘effective temperature’ of the near-surface region excited by an impact of ions with the energy of an order
of 10 keV can reach thousands of K, which can promote the thermal-like hydrogen desorption.

The last term s¢j, 6 introduces the hydrogen contained in the sample volume and its appearance on the surface as a
result of the sample material removal by ion beam sputtering, i.e. as a result of sample erosion/etching and gradual
‘shifting’ of the surface into the depth of the sample. Small amount of homogeneously distributed immobile hydrogen in
the sample bulk is assumed by this term. If s¢j, represents the frequency of ion beam removal of one monolayer of the
sample atoms then & represents the coverage-equivalent hydrogen content per one monolayer in the sample volume.

2.2. The Steady State Solution
Under conditions of dynamic equilibrium, i.e. when hydrogen concentration on the surface is constant, the sum of
all components in (1) is zero. Considering all process rate constants as independent of time and coverage, expression (1)
is a quadratic equation for @. Therefore, it is possible to obtain a solution (4) that expresses the coverage dependence on
all coefficients present in (1).

D+4aF+51jp—J(D+4aF+sljp)2+8(b—aF+ssz)(2aF+sojp90)
6 =

“

4(—b+aF-szjp)

If there is no absorption into the bulk (D = 0) and also there is no thermally-stimulated desorption ( 5= 0), expression
(4) can be rewritten as:

F F
4a5-+s; —\/Sa].—(sl +25,-5000)+52+85,500,
p p

g =

. (6))

F
4a——4s,
Jp

in which, the current density of the ion beam and hydrogen partial pressure are present only in a form of the ratio F/jp.
That is, if an x-fold change in the current density is accompanied by the same x-fold change in the hydrogen partial
pressure, then the coverage remains unchanged. Such a result was indeed obtained more than once for some of the studied
alloys [12,13] if not heated.

2 Note that the mass of oxygen atoms is only several times smaller than the mass of metal atoms, not dozen times smaller as in the case of hydrogen
atoms.
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2.3. Calculated Effects of Different Processes on Steady State Surface Coverage
Fig. 1 (a-d) shows the dependences of surface coverage on hydrogen pressure, as calculated using expression (4).
To illustrate the influence of various processes, calculations were done with a set of parameters values that characterize
the processes included in equation (4). Fig. 1a shows how the residual/bulk hydrogen concentration affects the coverage
dependence on hydrogen pressure.
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Figure 1. The dependences of surface coverage by adsorbed hydrogen atoms on the hydrogen gas pressure as calculated using
expression (4) for a set of values of the parameters that characterize the processes included in the model. a: influence of the residual
hydrogen presence, b: influence of the ion-induced recombinative desorption, ¢: influence of the absorption rate from the surface
into the bulk, d: influence of the rate of thermally-stimulated recombinative desorption.

Fig. 1b illustrates how the rate of hydrogen removal by ion-induced recombinative desorption influences the
coverage dependence on pressure. The influence of ion-induced desorption manifests as a decrease of the rate with which
the concentration increases: It slows down the asymptotic approaching to ‘the saturation’, but its influence diminishes at
low coverages due to the second order kinetics of the desorption.

The main effect of the presence of absorption from surface to bulk is the decrease in surface coverage at the same
hydrogen pressure (Fig. 1¢). As the rate of absorption increases, the dependence curves shift toward higher pressures,
since to achieve a certain concentration, the part of hydrogen which is removed from the surface due to absorption must
be compensated by an increase in the amount of adsorbed hydrogen, which is achieved when the pressure is increased.

The influence of the rate of thermally-stimulated desorption is illustrated in Fig. 1d. Relatively small values of the
desorption rate produce the effect which has been already described above in the explanation for Fig. 1b. However, the
values of the desorption rate at high temperatures can be very large compared to the ion sputtering rate (the curve for
b=1000 in Fig. 1d is an example). In such a case, the dependence of coverage on the pressure at middle-to-small coverages
becomes proportional to the square root of the pressure instead of the linear dependence on the pressure, which is in
accordance with Sievert's law. This change from the linear to the square root dependence can be used to identify the
recombinative desorption process when it dominates over other hydrogen removal processes.

3. PRACTICAL APPLICATIONS IN SIMS MEASUREMENTS
The main aim of the development of the model was its application for interpretation of experimental results of
hydrogen interaction with alloys or metals obtained during in situ SIMS measurements. Therefore, practical application
of the model for processes analysis as well as for obtaining quantitative estimates of the characteristics of hydrogen
interaction with few studied samples are described below.
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3.1. A Time-Dependent Solution Characterizing Ion Beam Sputtering
At low coverages, the rate coefficient of linear hydrogen removal by ion bombardment j,s; can be determined
experimentally. In the absence of desorption (b=0 ), the other terms in (1) proportional to 6> can be neglected at low
coverages. Besides that, if there is no absorption into the bulk (D=0 ), then equation (1) can be simplified to the form:
dao

e —9(4aF + sljp) + 2aF + s¢j, 0. 6)

If only 0 depends on time, then the solution of (6) is:

2aF+Sojp90

6 = Coexp {—(4aF + s1j,)t} + (7

4aF+sijp
At low adsorption rates (at low hydrogen pressures) compared to the sputtering rate, expression (7) can be
represented in the form:

0 = Coexp {—sijpt} + Cy, (®)

that is, in the form of an exponential decay function, where Cy+C is the initial value of the coverage at the beginning of
sputtering, while C| is the residual coverage after prolonged sputtering. Using this function for fitting the dependences of
H" emission intensity on time measured during the sputtering of the chemisorbed hydrogen that was beforehand adsorbed
at small exposures (<0.3 Langmuir), it is possible to determine the value of syj,, or the value of characteristic removal
time 7 = (s1,)"', as shown in Fig. 2.

It should be noted that it is potentially possible to experimentally characterize also the quadratic removal rate s/, in
similar experiments if the coverage (exposure) is not limited to low amounts but extended to the saturation. However, the
experiment results with the TiFe and few other alloys indicated that some amount of hydrogen can diffuse into subsurface
sites or into the bulk, and this diffusion is facilitated by sample temperature or by high surface coverage [13,14,32].
Therefore, in such cases, the assumption that hydrogen is adsorbed only within the topmost surface monolayer is not valid
anymore. Another possible complication is the nonlinearity of secondary ion yield relation to hydrogen coverage [12].
Due to these factors, the analysis of hydrogen removal was not attempted at high coverages.
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Figure 2. Points: dependences of the emission intensity of H™ secondary ions on sputtering time as measured after various small

exposures of the TiFe alloy surface in hydrogen atmosphere. Lines: curves of the exponential decay function (8) used to approximate
the measured dependences. The values of characteristic removal time 7 obtained from the approximations are also listed.

3.2. Applications for Adsorption, Sputtering, and Desorption Characterization

Fig. 3 shows examples of the approximations of experimental data using expressions (2-4) for the dependences of
hydrogen-containing secondary ions emission intensity on hydrogen pressure (Fig. 3a) and the sample temperature (Fig.
3b) which were measured with the TiFe alloy sample. Fig. 3a shows the measured points and the fitting curves for two
types of secondary ions: ®*TiH" and H-. The corresponding values of adsorption and sputtering parameters determined
from their approximations are also listed. To compare the emission intensities of the secondary ions with the amount of
hydrogen coverage, the correspondence of 6 = 1 to intensity values of ~7700 relative units was used for *TiH" and ~600
relative units for H. Such values were determined by measuring the intensities after high (>10* Langmuir) surface
exposures in hydrogen atmosphere without ion bombardment just after the beginning of bombardment. The ion
bombardment was initiated with substantially reduced beam current density to minimize hydrogen removal, thus
appropriate normalization of intensity values using the ratio between the nominal and the reduced beam current densities
was done.
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Figure 3. Approximations of the measured dependences for the TiFe alloy. a: secondary ion emission intensity dependences
I{*¥TiH"} and I{H'} on hydrogen pressure and their fits using formula (4), b: I/{H"} dependence on the sample temperature at
hydrogen pressure p {H2}=7.1x10 Torr and its fits using formulae (2-4), (assuming D=0).

Besides the intensity scale factors, other pre-set parameters in the approximations were the rate coefficient of
hydrogen removal: s, = 0.167 s! as determined from the results shown in Fig. 2, and the value ny = 1.8x10'> cm™ used
in expression (2) (it was calculated using the density of TiFe alloy 6.5 gxcm™[42]), assuming that it is equal to the density
of possible hydrogen atom chemisorption sites on the alloy surface. Other parameters values included in equation (4),
namely the sticking probability, the rate coefficient of ion-stimulated H, desorption, the contribution of hydrogen content
in the sample bulk to the surface coverage, were determined when approximating the measured dependences on hydrogen
pressure by formula (4), as shown in Fig. 3a, provided that absorption (D=0) and desorption (5=0) are effectively absent.

The parameters values determined by the approximation differ quite substantially when using I{**TiH"} or /{H"}
dependences. Nevertheless, both values of the sticking probability correspond to the range of typical values for many
transition metals [35,43]. The relatively large value of s2/s; determined from the approximation using /{**TiH*} may
indicate that, starting from the coverage 8 > 0.278, most of the hydrogen is removed from the surface by ion-stimulated
recombinative desorption.

The difference in the measured pressure dependences for TiH" and H- is because the yields of secondary ions either
TiH* or H™ (or both of them) nonlinearly depend on the hydrogen surface concentration when the concentration is high.
The possible reasons for the nonlinearity are discussed in [12]. Since the secondary ion emission intensity values
corresponding to the coverage saturation (7700 rel. units for TiH" and 600 rel. units for H") were determined at ‘maximal’
coverage, the nonlinearity is included in the dynamic range of the ion emission intensity and therefore affects the values
resulting from the fittings, including the residual hydrogen concentration (6y) and sticking probability (a), even that the
dependence lines for /{TiH"} and /{H"} in Fig. 3a are parallel (can match each other when shifted) at low concentrations.
Unfortunately, it is not possible to determine whether the yield dependences of these secondary ions on the concentration
are linear or not with the available experimental data. In order to obtain reliable parameters values by doing such
approximations as shown in Fig. 3, the knowledge of the exact relationship between the secondary ion emission intensities
and the hydrogen concentration is required. To obtain such knowledge, it is necessary either to know the value of the
sticking probability of hydrogen and its precise dependence on coverage or to use another quantitative method for in situ
calibration, such as temperature programmed desorption (TPD) or nuclear reaction analysis (NRA) [16,17,44-46].

Fig. 3b shows the measured points of the temperature dependence of secondary ion emission intensity and several
variants of their approximation using expressions (2-4) in the presence of thermally-stimulated hydrogen desorption from
the surface. The values of the desorption activation energy E, and the pre-exponential factor bg are also given for each
approximation variant. At coverages 6 < 0.2, the calculated dependences of the coverage on the temperature coincide
quite well with the measured points. However, at higher coverages, experimental results indicate that desorption begins
at significantly lower temperatures than predicted by the calculations. Most probably this is a result of a reduction of the
desorption activation energy at high coverages, which has not been accounted for in (3). This reduction may be related to
the desorption from less strongly bound states on the surface, or related to the existence of repulsive interaction between
the adsorbed hydrogen atoms [47—49]. Another problem concerning specifically the approximation in Fig. 3b is the
presence of a ‘compensation effect’ [47,50], which consists in that different combinations of the values of desorption
activation energy E, and of the pre-exponential factor by produce very similar calculated desorption rate dependences.
The accuracy of the experimental data, therefore, allows fitting the data by a certain range of different combinations of
E, and by, as illustrated by curves 1-3. In addition, possible non-linearity of the secondary ion yield relation to the coverage
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can also contribute to the mismatch of desorption rate at high coverages. Thus, unfortunately, in the absence of an
accurately calibrated relation between the ion yield and hydrogen coverage/concentration, the estimates of the parameters
obtained with the approximations in Fig.3 are not reliable.

3.3. Constant-Coverage Approach to Characterize Thermally-Activated Desorption Process

A possible approach that can bypass the mentioned earlier ‘compensation effect’ and determine the value of the
desorption activation energy separately is realized by setting up the desorption experiment in the constant coverage mode.
The calibration of secondary ion yield is also unnecessary unless the activation energy needs to be tied to a specific
coverage value. Although, one should make sure the relationship between the ion yield and hydrogen concentration on
the surface is not affected by the sample temperature.

When a dynamic equilibrium is established among the action of a number of processes, which results in a certain
surface coverage by chemisorbed hydrogen, and when only the desorption rate coefficient depends on temperature?, the
hydrogen pressure near the surface can be expressed using relations (1-3) as follows:

p = cyexp {22} +p,. ©)

where, F, is the desorption activation energy, 7 is the surface temperature, c1, po are constants that depend on the coverage
and the parameters values in (1-3). Formula (9) expresses the necessity to increase pressure exponentially with
temperature in order to compensate for the increasing desorption rate while maintaining the same coverage.

The experiments testing such approach were performed with a polycrystalline nickel sample under experimental
conditions similar to those described in [12]. During the experiments, hydrogen pressure was adjusted and measured
following each stepwise increase of the sample temperature, in order to maintain constant coverage. The 3¥Ni,H" emission
intensity was used as the main indicator of coverage. The examples of the measured dependences of hydrogen gas pressure
on the sample temperature are shown in Fig. 4a.
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Figure 4. a: Dependences of the hydrogen gas pressure needed to maintain the same surface coverage with chemisorbed hydrogen
on the reciprocal temperature of the nickel sample. Points denote experimental data, lines correspond to its fit with formula (9). b:
Dependence of the obtained hydrogen desorption activation energy Ea on the ratio of secondary ion emission intensity
T{3NiHY/I{*®Niz*}, serving as a relative measure of the surface coverage with hydrogen.

The plotted two sets of data were obtained at twofold-different values of ion beam current density but the same
coverage. The logarithmic scale plot of hydrogen pressure on the reciprocal sample temperature gives a straight line
indicating the existence of exponential dependence in the temperature range where the desorption rate dominates over the
ion-induced removal. Fitting the data (see the lines in Fig. 4a) with function (9) allows one to determine the desorption
activation energy E,. Such measurements and approximations were carried out at different hydrogen coverages, which
thereby provided information on how E, changes over about two orders of the coverage amount. Fig. 4b shows the
dependence of E, on the secondary ion emission intensity ratio /{>*NiH'} / I{>*Ni,"}, which serves as an instrument-
independent measure of the relative surface coverage by chemisorbed hydrogen [17,18]. The obtained values are close to
the known values of E, = 1 eV/H, for Ni(111), Ni(100) [43], whereas the increase of H, adsorption heat (which is related
to the measured here £,) from small to moderate coverages was also observed for Ni(110) [51].

3 if there is effectively no absorption, and neither the rate of ion-induced hydrogen removal nor the chemisorption sticking probability depend on the
sample temperature, which is valid for the TiFe alloy, at least in the range of 300-500 K [12]
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3.4. Characterizing Thermally-Activated Absorption/Dissolution Processes

The developed model was also applied to characterize hydrogen absorption/dissolution process, i.e. the transition of
hydrogen atoms from the surface chemisorbed sites into the volume of the Zr,Fe getter alloy sample [13]. In the studies
series with Zr,Fe, the dependences of emission intensities of several types of negative secondary ions on hydrogen
pressure were measured at three sample temperatures. The bombarding ion beam current density j, was reduced fivefold
from the nominal during those measurements. Such measured dependencies are shown in Fig. 5 for the secondary ions
H-, 3°FeH", and *°ZrH,". It was also found [13] that increasing the sample temperature above 300 K leads to a progressive
increase in the efficiency of hydrogen absorption into the bulk of the alloy.

Following the model predictions, a substantial increase in the rate of hydrogen absorption from the surface into the
depth of a sample causes a shift of the coverage dependence on the pressure towards higher pressures (Fig. 1¢). Similar
shift of the curves towards higher pressures is observed in the experimental results in Fig. 5 with increasing the sample
temperature. For comparative purposes, the dependences measured at 513 K are additionally plotted in Fig. 5 with their
hydrogen pressure values multiplied by 10 (hollow point symbols). These ‘shifted’ dependences approximately coincide
with the dependences measured at 627 K, thus the dependences measured at 513 and 627 K are approximately parallel
with ten times difference in the hydrogen pressure between them, which is similar to the parallel shifts predicted in Fig. 1c.
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Figure 5. Dependences of the secondary ion emission intensity of negative hydrogen-containing secondary ions on hydrogen
partial pressure measured at several temperatures of the Zr:Fe alloy sample. For these measurements, the current density of the
primary ion beam was fivefold-reduced (sijp~ 0.05 s™!) from its nominal value.

Considering that the absorption of hydrogen from the surface chemisorption states into the bulk of the alloy is a
thermally-activated process, it is possible to estimate the effective value of its activation energy from the available
experimental results. Besides the desorption, expression (9) can be used for the evaluation of the absorption activation
energy too. The values of ¢, po, and E, can be found after selecting three hydrogen pressure values at each sample
temperature that correspond to the same coverage. At 315 K, the hydrogen coverage is mostly limited by the ion beam
removal, and the rate of hydrogen outflow into the bulk is comparatively small [13], thus in expression (9), the
contribution from py is dominant. At 513 and 627 K, the rate of hydrogen removal from the surface by absorption already
exceeds several times the rate of its sputtering by ion beam, thus in expression (9), the contribution of ciexp{—E./(RT)}
is dominant, which allows determining ¢; and E,. The found value of the absorption activation energy is E£,=0.61 eV at
hydrogen coverage around the middle of the investigated range. Since based on only three available points of hydrogen
pressure it is impossible to confirm the presence of a straight-line segment on a logarithmic plot, similar to that in Fig.
4a, the found F, value can be considered only as an estimate.

3.5. Characterizing the Surface Stage of Desorption of Bulk Absorbed Hydrogen

In such process, hydrogen atoms migrate from the volume of a metal/alloy to its surface (let’s call it the bulk stage)
where they recombine into H, molecules and desorb (the surface stage). The bulk stage can consist of other sub-stages
such as H-detrapping, hydride phase decomposition, diffusion and we won’t consider the details of the bulk stage due to
its general complexity and our inability to control/study it with SIMS. The surface stage is assumed to be the same as for
the desorption of chemisorbed hydrogen, although the exceptions from this are possible. The hydrogen atoms migrating
from the bulk to the surface are ‘segregating’ on the surface before the desorption in the same states as chemisorbed
hydrogen. Therefore, in SIMS conditions, the processes included in equation (1) apply. Essentially, the surface receives
a flow of ‘segregating’ hydrogen atoms from the bulk. This flow, in one of most simple ways, can be modelled by a term
(10) equivalent to atomic (first order) adsorption and be added to the equation (1).



107
A Simplistic Analytical Model for Hydrogen Surface Coverage Under the Influence... EEJP. 2 (2024)

+ko(1—0). (10)

Here ks is the segregation frequency which depends on all of the bulk sub-stages, (1-6) is the surface site availability
factor. This process in isolation should produce increase of the coverage up to the saturation. In our SIMS experimental
practice, it was never observed in isolation, but only simultaneously with other processes which makes it difficult to study.
However, there had been experiments where it helped in studying the surface desorption stage.

Hydrogen absorbed in the bulk of the Zr,Fe alloy could be desorbed by high-temperature heating of the sample. The
desorption rate could be measured by gas mass spectrometer (TDS/TPD technique) and hydrogen coverage on the surface
could be simultaneously monitored with H-containing secondary ion signal. Such experiments were presented in [13],
although a round of similar experiments was conducted later with slightly modified technique. Briefly, in these
experiments the sample was exposed to various hydrogen pressures for 175 seconds, at T = 473 K. The Ar" beam
bombardment was started simultaneously with heating of the sample to generate secondary ions for monitoring of
hydrogen coverage changes on the surface. The intensity changes of ZrH* secondary ions and the hydrogen pressure in
the sample chamber, reflecting desorption of the absorbed hydrogen during the temperature ramp (1.45 K/s) after
exposures, are shown in Fig. 6.
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Figure 6. Dependences of emission intensity of *>ZrH* secondary ions on time (a) and dependences of hydrogen pressure in the
sample chamber on time (b) during the heating and desorption of hydrogen from the Zr.Fe alloy sample exposed to hydrogen
atmosphere (exposures: <5 to 3x10* Langmuir). The I{*>ZrH*} dependences are smoothed by a moving average filter with a window
size of 8 s for better visibility, and the background hydrogen pressure in the sample chamber is subtracted from the hydrogen
pressure dependences.

During the analysis of these results, we hypothesized that in these experiments surface hydrogen coverage might be
in an effective equilibrium between the segregation of hydrogen and hydrogen removal processes (its thermal desorption
and sputtering by ion beam) since the surface was not saturated with hydrogen when substantial desorption occurred. At
high temperatures, the rate of (thermal) recombinative desorption can be much higher than that of the beam sputtering.
Therefore, the main processes that determine the hydrogen surface coverage are its segregation on surface and
recombinative desorption, whereas impacts of other processes are comparably small. The segregation flow in such
conditions is approximately equal to the desorption flow (when neglecting all other processes and neglecting the change
of actual amount of hydrogen on the surface), hence the measured pressure rise due to the desorbing hydrogen
Ap {HZe°™} can be used as a measure of the segregation flow. In the dynamic equilibrium corresponding to such
conditions, from (1) we can find:

2607 ~ C,Ap{H{es™, (11)

where C; is an instrument-sample-characteristic constant. Relation (11) is similar to the main relation of conventional
TDS-analysis for second order desorption, but the crucial difference here is that in case of the desorption from bulk
Polyani-Wigner equation generally cannot be used to find the surface coverage. The relation (11) can also be expressed
as

Ap{ngsorb.}

: )~ b, (12)

where Cs is another instrument-sample-characteristic constant. From the experiments in Fig.6, we have both the desorbing
hydrogen pressure and ZrH' ion intensity which reflects the surface coverage. According to (12), the ratio
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Ap{HZe°™}/(1{ZrH"})* should be proportional to the desorption frequency constant, which (if not dependent on
coverage) should be a function of temperature only and, in these experiments, should be the same at the same sample
temperature. The ratio is plotted versus desorption time/sample temperature in Fig. 7a. Indeed, the ratio curves constructed
from different hydrogen absorption-desorption experiments coincide at higher temperatures, demonstrate seemingly
exponential growth when the sample temperature increases linearly, and demonstrate plateau when temperature is
stabilized at 1167K, which is the expected behavior for the desorption frequency constant. This validates the hypothesis
and the assumptions above. Plotting the ratio curves using a logarithmic scale versus inverse temperature Fig. 7b produces
a straight line in the region where the individual curves coincide, confirming the exponential dependence on temperature.
Fitting the line with exponential function similar to (3) allows extraction of the activation energy F,=1,85 eV of hydrogen
desorption from the surface of the studied Zr,Fe alloy sample.
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Figure 7. Dependences of the ratio of desorbing hydrogen pressure (from Fig.6b) to hydrogen-containing secondary ion emission
intensity 7{*?ZrH*} squared (from Fig.6a) on the sample heating/desorption time (a) and on the inverse sample temperature (b).
Note that some dependence curves are manually shifted on Y-scale for better visibility.

4. CONCLUSIONS

The developed model is a simple and useful tool for practical analysis and characterization of hydrogen interaction
processes with metal samples using the dynamic SIMS technique as demonstrated by the examples of extraction of the
quantitative process parameters of hydrogen sputtering, absorption, and desorption. At the same time, the simplified
reflection of the processes, characteristic parameters of which often depend on the amount of coverage, can limit the
model's applicability. Regardless of that, in the case of analysis of SIMS measurements, the major obstacle preventing
the full-potential realization of the model capabilities to quantitatively characterize the interaction processes occurring
during the experiments was the lack of experimental data on the exact correspondence of the yields of secondary ions to
the hydrogen concentration on the surface and the yields nonlinearities, which is a problem of the experimental technique
rather than of the model and should be addressed in future studies.
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MMPOCTA AHAJIITHYHA MOJEJIb TIOKPUTTA NIOBEPXHI BOAHEM IIIJI BINIMBOM PI3HUX ITPOLIECIB HA
MMOBEPXHI TA IOHHOI'O BOMBAPYBAHHS
IBan I. Okceniok, Biktop O. JlitBinos, /Imutpo 1. llleBuenko, Inna O. ApanacreBa, Banrentun B. bookoB
Xapriecokuii nayionanvruii ynieepcumem imeni B. H. Kapasina, matioan Ceoboou 4, 61022, Xapkis, Ykpaina

VY CTaTTi ONKCAaHO MPOCTY aHATITHYHY MOJIEIb, SIKa T03BOJISIE PO3paxXyBaTH MMOKPHUTTS MOBEPXHI BOIHEM I/ Ji€I0 JEKiJIbKOX MPOLECIB,
1110 MOXKYTh BiIOyBaTHCs OJHOYACHO I1iJ] 4ac OoMOapayBaHHS/PO3MUIICHHS HOBEPXHi 3pa3ka IOHHUM ITy4KOM, 30KpeMa ITij yac aHajizy
3a JIOMOMOTOI0 BTOPHHHOI 10HHOT Mac-crektpometpii (BIMC). Monens po3risgae mpouecu IUCOLMiaTHBHOI ancopOrii, necopOuii,
MOTJIMHAHHS 3 TIOBEPXHI B 00°€M 3pa3ka Ta BUAAICHHS BOIHIO iOHHUM OomOapmyBanHsAM. [licns ommcy Momneni HaBEeAEHO HU3KY
MIPUKJIAAIB 11 MPaKTUYHOTO 3aCTOCYBAHHS JUIS iHTepIpeTanii eKCIepUMEHTATBHIX Pe3ybTaTiB, OTPUMAHUX I 4ac in situ BIMC-
JIOCTIDKEHb B3a€EMOJIi BOAHIO 3 TigpuAOyTBOprorounMHu ciutaBamu, TiFe, ZroFe Ta 3 HikeneM. Y HaBeICHUX MpPHKIANaX, i3
3aCTOCYBaHHSIM Pi3HUX alpOKCUMaNii Mozeni Oyiio yCIilIHO BU3HAYEHO HU3KY KUIBKICHUX XapaKTePHCTHK TOBEPXHEBHX IPOLIECIB 3a
YYaCTIO BOJHIO, 30KpeMa MIBUKICTh PO3MMUIICHHS BOJHIO, BEJIMYMHHU CHEPTil akTHBAIT 1ecopOIlii Ta abcopOiii BOIHIO.

KurouoBi cioBa: emopunna ionna mac-cnekmpomempis, ionHe 60MOApOy8aHHs; PO3NUNEHHA; HAKONUYEHHA B0OHIO; A0COpOYis;
Odecopbyis; Kinemuka
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Scandium XIX ion is a member of the isoelectronic sequence of Li-like ions. Numerical coulomb approximation and quantum defect
theory have been used to calculate energies, quantum defects & transition probabilities, oscillator, and line strengths of Sc XIX ion for
the transitions ns — mp, np — ms, np — md, and nd — mp Rydberg series. The energies of Sc XIXX ions up to n =5 are given in the
NIST database and the literature. We used quantum defect theory and determined the energies and quantum defects up to n = 30. The
energies and quantum defects of 125 levels are reported for the first time. Sc XIX ion's transition probabilities, oscillator, and line
strengths were compared with the corresponding values in the NIST database of spectral lines. The NIST database contains data of
only seventy-six spectral lines. Only six spectra lines have percent uncertainties of more than 10%. The results of the remaining seventy
spectral lines agree well with the NIST values. Almost 1800 transition probabilities, oscillators, and line strengths are new.
Keywords: Scandium; Li-like; Rydberg Level; Quantum Defect theory; Transition Probability; Oscillator strength; Line Strength
PACS: 31.10, +z, 31.15.—p, 31.15.Ct, 31.90.+s, 32.30-r

INTRODUCTION

The knowledge of the composition of stars plays an important role in understanding the galaxies. Different stars
have different compositions of elements, giving different physical and chemical properties to the stars. Scandium,
Vanadium, and Yttrium are observed in galactical centers [1]. It is believed that atomic diffusion below the superficial
convection region is the cause of abundance anomalies in AmFm stars. Scandium is a key element to understanding this
cause of abundance, as it is one of the underabundant elements at the surface of AmFm stars [2]. The nucleosynthesis
theory and the chemical evolution of the Galaxy of long-lived F and G stars can be understood by scandium abundance [3].
The hyperfine structure studies data were used to determine the Scandium abundance in Sun and Arcturus [4].

The calculation of the ionization potential of Sc XIX to Zn XXVIII by the R-matrix method was compared with the
full core plus correlation method. The R-matrix method was also used to calculate the quantum defects of the series
1s2 nh [5]. An improved theoretical prediction of the g factor of Li-like ions was performed using QED corrections. The
calculations were compared with three different methods, including QED, and the results were consistent [6]. With the
help of full-core-plus-correlation, the energies of Li-like Sc XIX to Zn XXVIII ions were calculated for the series 1s2ng
(n =5 to 8). An effective nuclear charge formula was used to reduce the uncertainties, and first-order perturbation
calculations were done to assess the mass and relativistic polarization effects [7]. The energies and fine structure intervals
of 1s2121' for Li-like ions from Ar to U were calculated using the relativistic configuration interaction method. The
calculations include QED corrections, nuclear recoil effect, and Breit interaction [8]. The g factor of Li-like ions was
calculated, and the effect of nuclear recoil was evaluated for Z =3 -92; using Breit interaction, the recoil term for two
electrons is calculated for low and middle Z ions [9]. The energy, electron impact excitation, and transition rates were
calculated for an isoelectronic sequence of Li-like ions from 21 < Z < 28. The energy and transition probabilities were
calculated using the General-Purpose Relativistic Atomic Structure Package (GPRASP) for the lowest 24 levels.
The r-matrix method was used to calculate the excitation rates. The transition probabilities were used to calculate the
lifetimes of the levels [10]. The spectra of the isoelectronic sequence of lithium are determined using the QED
approach [11]. The full core plus correlation method is employed to determine the transition energies and the dipole
oscillator strengths 1s? 2s—1s% np (2< n< 9) and 1s? 2p—1s? and (3< n< 9) of lithium-like Sc 18+ ion. The expectation
values of spin-orbit and spin-other-orbit interaction operators were used to obtain the fine structure splittings of 1s 2np
and 1s2nd (n=9). The quantum defects of the above series, as a function of the principal quantum number n, are
determined. The agreement between the values obtained from three alternative formulae is excellent [12].

Compared with quantum defects for high-Z ions, the energy level data recommendation by the screening constant
is more effective and accurate. The quantum defect converges to a small value as Z increases, whereas the screening
constant decreases monotonically. The dependency of the screening constant on Z is approximately. Z3 for values of Z=10
to Z=40, and Z3® for values of Z= 40 to Z=70, and Z* for Z > 70. The dependence of the screening constant on Z3 could
be explained in terms of the spin-orbit interaction of the hydrogenic wavefunction in the Coulomb potential [13]. By
considering the differences between calculated ab initio values of the ionization potentials and the NIST-evaluated for Li
through the Ar isoelectronic series, new ionization potentials are extracted for several light ions for Z=3 to Z=50. The
relativistic multiconfiguration Dirac-Fock method has been applied to calculate the ionization energies' ab initio
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values [14]. Energies of lithium 1s 2s 2S and 1s2 2p2P isoelectronic sequence for values of Z up to Z=40 are calculated
using a variational method. The oscillator strengths, finite nuclear mass effects, and the associated lifetimes for the
transitions 1s2 2s2S—1s22p2P are determined for Z up to 20 [15]. The fine structure levels (n< 12,1 <5) for
Cal’*,Sc8%, Til%* V20% Cr21* and Mn?2* and the radiative transition probabilities between them are calculated in the
multiconfiguration Dirac-Fock scheme [16].

THEORY
For non-relativistic calculations of energy and wavefunctions of Li atom and Li-like ions the Schrédinger equation
in atomic unit in the following forms can be used.

H=30 (-3VE-2) + 28 M

The Li atom and Li-like ions, however, can be treated as hydrogen-like if the electrons other than the valence shell
electron, i.e., the electrons in 1s orbital together with the nucleus, are considered core, around which the valence electron
revolves. In such case, the radial part of the Schrodinger equation becomes;

L+3@+2(E+§—“(f—2+”)=o, @)

2
dr {

here I* =1 -4, ,n" =n —4§,, 6, is the quantum defect and is given as a function of n. The values of §,, can be found
using Quantum Defect Theory. The solution of equation (2) gives the radial wavefunction given by [17-18]

R () O o (22 (), )

*

The energy (E},), corresponds to the principal quantum number' n', is given by the effective principal quantum number' n

RZ?

En=1-t 55 (4)
The value of §,, is found by
_ ag az asz
On = o+ G5 T et T sore )

The coefficients a,, a,, a,, and a, are known as spectral coefficients; the values of these constants depend on the
nature of the orbital, i.e., penetrating and non-penetrating orbitals and their orbital angular momentum. The values can be
found with the help of Rydberg levels' first few known energies.

The transition probability (Af;) of a transition between fine levels is given by

Ag; = 2.0261x 1076 (Er=)’
Zl i+1

L s, 6

Ef and E; are the energies of upper and lower states; S is dipole line strength and is found by

Le S Joy (L L L z
= ; ) f IS i cl p(1)
Sis = U July L ({]i 1 Li}{ 1 L }Plilf) ' )
The terms in the bracket contain two 6J symbols and the matrix element. Pl(l ), which is given by [19-20].

PP =1 <ny,l [ring, 1 >=1, fooo 73Ry, Ry . (8)

Py sy

Numerical coulomb approximation is used to calculate the matrix element.

RESULTS AND DISCUSSION

This study was devoted to calculating energies, quantum defects, transition probabilities, oscillator, and line
strengths Sc XIX ion of isoelectronic sequence of Li-like ions. The energies and quantum defects of ns, np, and nd series
are given in tables 1-3. The energies are compared with the available data in NIST [21]and Aggarwal's work [10]. A good
match between calculated and available energies was found. Table 1 gives the energies of the 1s’ns (*S;5), and 1s’np
(?P1y) series, table 2 gives the energies of 1s’np (>S312) and 1s>nd (*Dsy) series, and table 3 gives the energies of 1s’nd
(®Ds) series. In each table, 1-3, the first, second, and third columns give the principal quantum number, quantum defects,
and energies determined in this work, the fourth column gives corresponding NIST values, and the last two columns show
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the energies from Aggarwal et al.'s work. Aggarwal et al. [10] calculations were based on the General-Purpose Relativistic
Atomic Structure Package (GPRASP).

Four different series in spectral transition up to n = 20 were considered for calculating TP, OS, and LS of Sc XIX.
This work presents eighteen hundred & sixty-two transitions in Rydberg ion Sc XIX, whose TP, OS, and LS are
determined using numerical coulomb approximation and quantum defect theory. The results were compared with the
NIST values for Sc XIX. Most of the results agree only six transitions differ significantly. Some of the results are shown
in Table 5. (The complete results are available as a supplementary file on the Journal site.) There are eighteen columns;
the first column gives the wavelength in Angstrom. Columns 2, 5, and 8 give the transition probabilities, oscillator, and
line strengths calculated in this work, and columns 3, 6, and 9 give the corresponding values in the NIST database of
spectral lines. Columns 4, 7, and 10 give the percent uncertainties between this work and NIST values. Columns 11 and
12 give the energies cm™ of lower and upper levels, respectively. Columns 13, 14, and 15 show the configuration of the
lower levels, term value, and angular momentum. The same for the upper level is given in columns 16-18. Most TP, OS,
and LS are new and not found in the NIST data.

Table 1. The quantum defects and energies of 1s?ns (2S1/2) and 1s?np (?P112) up to n = 3 compared with NIST [21] and Aggarwal [10]
results

Energy (Rydberg) Energy (Rydberg)
t @D This NIST | GRASPI | GRASP2 | " QD Th NIST | GRASP1 | GRASP2
work [21] [10] [10] is work [21] [10] [10]
2 | 0.149979 | 0.00000 | 0.00000 0 0| 2[0.122049 | 2.79489 | 2.79489 | 2.80532 | 2.80715
3 | 0.201701 | 53.28798 | 53.28798 | 53.28735 | 53.25951 | 3 | 0.175645 | 54.04790 | 54.04790 | 54.0638 | 54.03701
4 | 0253260 | 71.58441 | 71.58441 | 71.58356 | 71.54981 | 4 | 0.227392 | 71.89983 | 71.89983 | 71.90314 | 71.8698
5 | 0.304049 | 79.97183 | 79.97183 | 79.97088 | 79.93505 | 5 | 0.283215 | 80.10133 | 80.10133 | 80.1325 | 80.09689
6 | 0.338553 | 84.55576 6] 0321839 | 84.61518 | 84.49369
7 | 0.361442 | 87.31243 71 0.347657 | 87.34287 | 87.26398
8 | 0.377025 | 89.08862 8 | 0.365304 | 89.10572
9 | 0.387991 | 90.29572 9 | 0.377754 | 90.30608
10 | 0.395955 | 91.15158 10 | 0.386810 | 91.15826
11 | 0.401899 | 91.77961 11 | 0393577 | 91.78414
12 | 0.406444 | 92.25370 12 | 0.398756 | 92.25690
13 | 0.409993 | 92.62017 13 | 0.402802 | 92.62250
14 | 0.412813 | 92.90918 14 | 0.406019 | 92.91094
15 | 0.415090 | 93.14108 15 | 0.408617 | 93.14243
16 | 0.416953 | 93.32995 16 | 0.410745 | 93.33102
17 | 0.418498 | 93.48580 17 | 0.412508 | 93.48665
18 | 0.419791 | 93.61588 18 | 0.413985 | 93.61657
19 | 0.420885 | 93.72558 19 | 0415235 | 93.72615
20 | 0.421819 | 93.81893 20 | 0.416301 | 93.81940
21 | 0.422621 | 93.89902 21 | 0417218 | 93.89942
22 | 0.423316 | 93.96826 22 | 0.418012 | 93.96860
23 | 0.423922 | 94.02851 23 | 0.418705 | 94.02880
24 | 0.424453 | 94.08127 24 | 0419312 | 94.08152
25 | 0.424921 | 94.12772 25 | 0.419847 | 94.12794
26 | 0.425336 | 94.16884 26 | 0.420322 | 94.16903
27 | 0.425706 | 94.20540 27 | 0420744 | 94.20557
28 | 0.426036 | 94.23807 28 | 0421122 | 94.23822
29 | 0.426333 | 94.26736 29 | 0.421461 | 94.26750
30 | 0.426600 | 94.29374 30 | 0421766 | 94.29386
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Table 2. The quantum defects and energies of 1snp (°P32) and 1s’nd (*D322) up to n =3 compared with NIST [21] and Aggarwal [10] results

Energy (Rydberg) Energy (Rydberg)
n QD A n QD
This NIST GRASP1 | GRASP2 NIST GRASPI | GRASP2 NIST
work [21] [10] [10] [21] [10] [10] [21]
2 |1 0.117309 | 3.25691 | 3.25691 3.28673 | 3.26772 | 3 | 0.160635 | 54.47620 | 54.47620 | 54.50117 | 54.46362
3 1 .0.170880 | 54.18459 | 54.18459 54.206 54206 | 4 | 0.212962 | 72.07298 | 72.07298 | 72.0855 | 72.04777
4] 0.227118 | 71.90314 | 71.90314 | 71.96299 | 71.96299 | 5 | 0.268387 | 80.19246 | 80.19246 | 80.22533 | 80.1875
5 1.0.263005 | 80.22533 | 80.22533 | 80.16309 | 80.16309 | 6 | 0.327832 | 84.59393 | 84.59393
6 | 0.284901 | 84.74466 | 84.49369 7 1 0.374674 | 87.28304 | 87.28220
7 1 0.298813 | 87.44921 | 87.26398 8 | 0.409372 | 89.04100 | 88.97718
8 1 0.308083 | 89.18812 9 1 0.434988 | 90.24765
9 1.0.314530 | 90.36930 10 | 0.454152 | 91.10862
10 | 0.319178 | 91.20707 11 | 0.468743 | 91.74288
11 | 0.322632 | 91.82228 12 | 0.480053 | 92.22280
12 | 0.325265 | 92.28711 13 | 0.488970 | 92.59428
13 | 0327316 | 92.64675 14 | 0.496110 | 92.88747
14 | 0.328944 | 92.93065 15 | 0.501906 | 93.12279
15 | 0.330258 | 93.15865 16 | 0.506672 | 93.31446
16 | 0.331332 | 93.34450 17 | 0.510633 93.47259
17 | 0.332222 | 93.49797 18 | 0.513961 93.60456
18 | 0.332967 | 93.62616 19 | 0.516781 93.71581
19 | 0.333597 | 93.73433 20 | 0.519191 93.81046
20 | 0.334134 | 93.82645 21 | 0.521267 93.89163
21 | 0.334596 | 93.90553 22 | 0.523066 93.96178
22 | 0.334996 | 93.97392 23 | 0.524636 | 94.02280
23 | 0.335345 | 94.03347 24 | 0.526014 | 94.07621
24 | 0.335651 | 94.08563 25 | 0.527230 | 94.12322
25 ] 0.335921 | 94.13158 26 | 0.528308 | 94.16482
26 | 0.336160 | 94.17227 27 | 0.529268 | 94.20181
27 | 0.336373 | 94.20847 28 | 0.530127 | 94.23483
28 | 0.336563 | 94.24082 29 | 0.530898 | 94.26444
29 | 0.336734 | 94.26984 30 | 0.531593 | 94.29109
30 | 0.336887 | 94.29598

Table 3. The quantum defects and energies of 1s>nd (?Ds/2) up to n = 3 compared with NIST [21] and Aggarwal [10] results

Energy (Rydberg) Energy (Rydberg)

n QD Thiswork | NIST | GRASPI | GRAsP2 | " QD This | NIST | GRASPI | GRASP2
[21] [10] [10] work | [21] [10] [10]

3| 0.159346 | 54.51265 | 54.51265 | 54.54433 | 54.50651 | 17 | 0.50956 | 93.47275

4| 0212198 | 72.08200 | 72.08209 | 72.10374 | 72.06586 | 18 | 0.51286 | 93.60469

5| 0268387 | 80.19246 | 80.19246 | 80.23467 | 80.19676 | 19 | 0.51565 | 93.71593

6 | 0327832 | 84.59393 | 84.59393 20 | 0.51805 | 93.81056

7| 0374496 | 878343 | 87.28220 21 | 0.52010 | 93.89172

8 | 0409006 | 89.04154 | 88.97718 22 | 0.52189 | 93.96186

9 | 0434462 | 90.24819 23 | 0.52345 | 94.02287

10 | 0453495 | 91.10911 24 | 0.52481 | 94.07627

11| 0467982 | 91.74330 25 | 0.52602 | 94.12328

12 | 0479210 | 9222316 26 | 0.52709 | 94.16487

13 | 0.488060 | 92.59458 27 | 0.52804 | 94.20185

14 | 0495145 | 92.88772 28 | 0.52889 | 94.23487

15 | 0.500897 | 93.12300 29 | 0.52966 | 94.26448

16 | 0505625 | 93.31464 30 | 0.53035 | 9429113
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Lifetimes of Sc XIX Rydberg Levels
The lifetime of the ns, np, and nd & some f and g upper levels of the Rydberg series are also determined using the
transition probabilities. All possible transitions from the level are considered to calculate the lifetime of an upper level;

the lifetime is the reciprocal of the sum of all the transitions from the upper level, i.e.

One thousand eighteen hundred and sixty-two transition probabilities were used to calculate the lifetimes of ninety-
six levels belonging to ns, np, and nd series up to n = 20. The lifetimes were compared with the work of
Aggarwal et al. [10]. Out of twenty-one lifetimes, twenty lifetimes have percent uncertainties less than 0.1%. Only one

lifetime differs significantly.

Table 4. The lifetimes of the ns, np, nd, some f, and g Rydberg levels of Sc XIX ion

Lifetime (s) Lifetime (s) Lifetime (s)
Configuration Configuration Configuration
This work Agﬁaav al This work Ag[glaé'izv al This work Ag[glaé'izv al
15?35 (*Sip) 8.714E-13 8.86E-13 1s? 16p (*P12) 1.636E-10 1s? 11d (*D3p) 4.248E-12
1s? 4s (*Sip) 1.301E-12 1.31E-12 1s? 17p (*P1p) 1.860E-10 1s? 12d (*D3p) 5.185E-12
1s* 55 (*S1»2) 2.097E-12 2.07E-12 1s? 18p (*P12) 1.722E-10 1s? 13d (*D3p) 6.227E-12
1s? 6s (*Si12) 3.654E-12 1s? 19p (*P12) 1.443E-10 1s* 14 (*D3p) 7.391E-12
152 7s (*Si») 6.683E-12 1s? 20p (*P12) 1.190E-10 1s? 15d (*D3p) 8.695E-12
1s? 8s (*S1»2) 1.287E-11 15> 2p (*P3p) 4.459E-10 4.46E-10 1s? 16d (*D3p) 1.016E-11
152 9s (*S1»2) 2.665E-11 1s* 3p (*P3p) 3.454E-13 3.52E-13 1s? 17d (*D3p) 1.179E-11
152 10s (*S12) 6.079E-11 15 4p (*P3p) 5.771E-13 5.93E-13 1s? 18d (*D3p) 1.362E-11
152 11s (*S1p) 1.477E-10 15 5p (*P3») 1.021E-12 1.00E-12 152 19d (*D3p) 1.565E-11
12125 (*Sip) 2.667E-10 15 6p (*P3) 1.769E-12 152 20d (*D3p) 1.788E-11
12 13s (*S1p) 2.256E-10 152 7p (*P3») 2.993E-12 15> 3d (*Dsp) 1.135E-13 1.16E-13
1s? 14s (*S1p) 1.438E-10 1s% 8p (*P3») 4.995E-12 15 4d (*Dsp) 2.642E-13 2.70E-13
152 15s (*S1p) 9.876E-11 152 9p (*P3») 8.319E-12 15> 5d (*Dsp) 5.113E-13 5.19E-13
152 16s (*S1n) 7.566E-11 1s? 10p (*P3) 1.397E-11 15 6d (*Dsp) 8.823E-13
1s? 17s (*S1n) 6.331E-11 1s? 11p (*P3p) 2.381E-11 1s? 7d (*Dsp) 1.378E-12
1s? 18s (*S1p) 5.671E-11 1s? 12p (*P3p) 4.108E-11 1s? 8d (*Dsp) 1.976E-12
152 19s (*S1) 5.362E-11 1s? 13p (*P3p) 6.987E-11 152 9d (*Dsp) 2.660E-12
152 20s (*S12) 5.303E-11 1s? 14 (*P3p) 1.088E-10 1s? 10d (*Dsp2) 3.422E-12
152 2p (*P1p) 7.107E-10 7.10E-10 1s* 15p (*Psp) 1.389E-10 1s? 11d (*Dsp) 4.264E-12
1s? 3p (*P1p2) 3.401E-13 3.44E-13 1s? 16p (*P3») 1.397E-10 1s? 12d (*Dsp) 5.195E-12
1s?4p (*P1p) 5.768E-13 5.82E-13 1s? 17p (*P3p) 1.213E-10 1s? 13d (*Dsp) 6.228E-12
152 5p (*P12) 9.714E-13 9.87E-13 1s? 18p (*P3») 1.008E-10 1s? 14 (*Dsp) 7.381E-12
1s2 6p (*P12) 1.606E-12 1s? 19p (*P3») 8.479E-11 1s? 15d (*Dsp) 8.673E-12
12 7p (*P12) 2.590E-12 1s? 20p (*P3») 7.340E-11 1s? 16d (*Dsp) 1.012E-11
152 8p (*P12) 4.097E-12 1s? 3d (*D3p) 1.124E-13 1.16E-13 1s? 17d (*Dsp) 1.175E-11
12 9p (*P12) 6.429E-12 1s? 4d (*D3p) 2.613E-13 2.68E-13 1s? 18d (*Dsp) 1.358E-11
1s? 10p (*P12) 1.011E-11 1s* 5d (*D3p) 5.046E-13 5.14E-13 1s? 19d (*Dsp) 1.561E-11
1s? 11p (*P1p) 1.607E-11 1s? 6d (*D3p) 8.721E-13 1s? 20d (*Dsp) 1.786E-11
152 12p (*P1) 2.602E-11 1s* 7d (*D3p) 1.364E-12 1s? 4f (°Fsp) 5.486E-13 5.54E-13
152 13p (*P1p) 4.298E-11 15 8d (*D3p) 1.959E-12 1s? 5F (°Fsp) 1.057E-12 1.07E-12
1s* 14 (*P1) 7.162E-11 1s? 9d (*D3p) 2.641E-12 1s? 4f (°F3) 5.499E-13 5.55E-13
152 15p (*P1p) 1.153E-10 1s? 10d (*D3p) 3.403E-12 15 5g (*Gop) 4.854E-13 1.80E-12
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CONCLUSION
Li-like isoelectronic ion Sc¢ XIX has been studied for spectral line characteristics: energies, quantum defects,

transition probability, oscillator, and line strengths. The following are the main points as concluding remarks.

1. The energies and quantum defects up to n = 30 are determined, and the available list of energies and quantum
defects (up to n =5) is extended.

2. The energies and quantum defects of five series 1s?ns (3S12), 1s’np (?P112), 1s?np (*P312), 1s>nd (*Dsp2), and 1s>nd
(*Dsp2) have been determined,

3. A comparison of energies with the NIST and Aggarwal et al.'s work shows good agreement results.

4.  One thousand eighteen hundred and sixty-two spectral lines are investigated for calculating TP, OS, and LS of Sc
XIX ion.

5. Seventy-six spectral lines were found in NIST line data for comparing the results.

6. Only six out of seventy-six lines have a percent error of more than 10%. Most of the results agree with the NIST
values.

7. Almost eighteen hundred values of TP, OS, and LS are new.

8. Ninety-six Rydberg's level's lifetime was determined, and compared with the published work, only one value
differs significantly.

9.  The lifetimes of seventy-five levels are reported for the first time.
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IMOBIPHOCTI IIEPEXOY, OCHUJISTOP TA IHTEHCUBHICTb JITHIM ¥ Sc XIX
Myxamman Kaaim?, Ca6a Jxasaiin®, Pyxi 3adap®, 3axip Yurin®
“Qizuunuu paxynemem Yuisepcumemy Kapaui, Kapaui, ITakucman
bKagedpa pizuxu, Ynieepcumem inowcenepii ma mexnonoeii NED, Kapaui, Ilakucman

Ion ckangiro XIX € qieHOM 130€NeKTPOHHOI MOCTiZOBHOCTI Li-momiOHux ioHiB. UncensHe KyTOHIBChKE HAONMKEHHSA Ta KBAaHTOBHI
nedexr Teopis Oyila BUKOpUCTAHA [Tl pO3PAaXyHKY €Heprii, KBAaHTOBHX JIe(eKTiB 1 HMOBIpHOCTEH Iepexoy, OCILMIATOpa Ta CHIIH JIiHii
iona Sc XIX myst nepexoxu ns — mp, np — ms, np — md i nd — mp psn Pin6epra. Eneprii ioniB Sc XIXX o n =5 naBeneno B baza
nanux NIST i siteparypa. Mu BUKOpHCTaIH KBAaHTOBY TeOpito NedeKTiB i BU3HAYMIN eHepril Ta KBaHTOBI Aedektu 10 n = 30. eHepril
Ta KBaHTOBHX Ae(ekTiB 125 piBHIB moBimomisieThcs Brepiie. IMoBipHocTi mepexoxmy iona Sc XIX, ocruusrop i JiHis cwin
MOPIBHIOBAJIM 3 BiINOBIIHUMH 3HaueHHsIMHU B 0a3i manux crnekrpanbHux JdiHiii NIST. basza manux NIST mictuth maui mpo nuiine
CIMAECAT LIICTh CIIEKTPalbHUX JIiHIK. JIuiIe micTh CeKTpaibHUX JiHIH MaloTh BiZICOTKOBY HeBM3HA4eHICTh moHaa 10%. PesynbrariB
3aJUIIIIIOCA CIMACCAT CIEKTpalbHI JiHIi 100pe y3romkyrotecs 3i 3HadeHHsAMH NIST. Maibke 1800 iimMoBipHOCTEH mNepexomis,
OCIMJISITOPIB 1 IHTEHCHBHOCTI JIiHiH € HOBUMH.
Kurouosi ciioBa: ckanoiii; Li-nodibnuii; pisens Puobepea; keanmoea meopis 0eghekmis, imMoGipHicmb nepexooy, Cuid oCyuisimopa,
iHMeHCUsHICMb NiHIT
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Analytical expressions for the nonparaxial mode diffraction of a terahertz laser metal waveguide resonator are obtained. The study
assumes interaction between the modes and a spiral phase plate, considering different topological charges (n). Also, using numerical
modeling, the physical features of the emerging vortex beams as they propagate in free space are studied. The Rayleigh-Sommerfeld
vector theory is employed to investigate the propagation of vortex laser beams in the Fresnel zone, excited by the modes of a metal
waveguide quasi-optical resonator upon incidence on a spiral phase plate. In free space, the spiral phase plate for exciting TE11 mode
from the profile with the intensity maximum in the center (n = 0) forms an asymmetric ring one with two maxima (n = 1, 2). For the
exciting TEo1 mode, the initial ring (n = 0) structure of the field intensity is transformed into a structure with a maximum radiation
intensity in the center (n = 1), and later again into a ring (n = 2). The phase front of the beam for the £y, component of the linearly
polarized along the y axis TE11 mode changes from spherical to spiral with one on-axis singularity point. In the phase profile of the
transverse components of the azimuthally polarized TEo1 mode, a region with two and three off-axis phase singularity points appears.
Keywords: Terahertz laser; Metal waveguide resonator, Spiral phase plate; Vortex beams,; Polarization; Radiation propagation
PACS: 42.55.Lt; 42.60.Da; 42.25.Bs; 47.32.C—

INTRODUCTION

In the past decade, there has been a notable surge in interest regarding the formation of terahertz laser beams [1].
Vortex beams within these wave fields hold a prominent position in research. Their uniqueness stems from the distinct
spiral structure of the wavefront, ensuring the presence of an orbital wave momentum with a considerable number of
states and, consequently, additional degrees of freedom [2 — 4]. Vortex laser beams demonstrate significant potential for
applications in high-speed multiplex terahertz communication systems, tomography, the exploration of linear and
nonlinear material responses, the acceleration and manipulation of electron bunches, and the detection of astrophysical
sources [5 — 9].

The study of THz vortex beam generation primarily focuses on two principles: wavefront modulation through
specialized external devices and direct excitation of vortex beams at the output of the resonator. The extracavity
wavefront modulation principle employs various tools such as spiral phase plates, g-plates, achromatic polarization
elements, diffractive optical elements, metasurfaces, liquid crystal branched polarization gratings, computer holograms,
and spatial modulators [10 — 17]. Techniques like optical rectification, difference-frequency generation, and laser-
plasma methods have been proposed for forming vortex beams at the laser resonator output [18 — 20]. However, the
majority of these studies utilize broadband radiation from subpicosecond pulse generators based on femtosecond lasers,
leading to the complex manufacturing of laser systems and interactions with matter that significantly deviate from
continuous radiation.

Optically pumped molecular lasers stand out as the sole compact source of continuous terahertz radiation, offering
discrete tunability across the entire terahertz range and boasting a narrow spectral linewidth. The current surge in
interest for these generators is attributed to the potential use of continuously tunable mid-IR quantum cascade lasers as
pump sources [21]. The utilization of metal waveguide quasi-optical resonators is common in most optically pumped
lasers, enabling the achievement of relatively high powers (up to 1 W) in a continuous regime with relatively compact
cavity sizes [22]. Among the modes of such resonators, TE;; and TE¢ modes with linear and azimuthal polarization
exhibit the lowest losses [23].

One of the most renowned optical elements for generating vortex beams is the spiral phase plate with azimuthally
varying thickness [3, 24]. This element enables the direct application of a spiral phase shift to the incident laser beam,
converting almost 100 % of the incoming radiation energy into a vortex beam.

This study aims to derive analytical expressions that describe the nonparaxial diffraction of modes a metal
waveguide resonator of a terahertz laser when interacting with a spiral phase plate. Additionally, through numerical
simulations, the research investigates the physical characteristics of the resulting vortex beams during their propagation
in free space.
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THEORETICAL RELATIONSHIPS
The well-known vectorial Rayleigh-Sommerfeld integrals in the Cartesian coordinate system will be employed to
describe the propagation of laser radiation in free space along the 0z axis [25 — 27]:

I [E: {%}%dym
I £, {%}dxodma )
w):; ] J{E)?(a))j—x[@}w% 2 28 |,

where EX0 (7)) and E;) (7)) are the complex amplitudes of the x and y components of the input electric field, ¥, is the

area in which the input field is specified, k=27/A4 is the wave number, A is the wavelength,

Ty =X, Y€, . (xo’ )’0) are the Cartesian coordinates in the source plane, r=xé, +yé, +zé,, (x,y,z) are the

Cartesian coordinates in the observation plane, R = \/ (x—x, )2 +(y—»o )2 +z% . Using nonparaxial approximation (1),

let us expand R into a series, keeping its first and second terms in the form

xé + yé —2xxy =2y
2r ’

R=r+

@

where r=+/x* +)* +2% .

Substituting (2) into the integrand, which includes rapidly oscillating exponents (1), and at other positions R=r,
and then transitioning to cylindrical coordinates, yields expressions for the field components in different diffraction
Zones:

E.(p.B. z)——Texp(zkr)Tzf Eo(ro)exp[zk &0 ]exp[ kapodpod(p, 3.1)
) Py . PPocos(p =)
E,(p,B,2) ——Texp(zkr)j | E (ro)exp(zk ]exp(—zkf]podpod(o, (3.2)

. 2T
E.(p.B.2)=—sexpikn)] [ [ ELG)(peos B py cos)+ Ey (psin f=pysin) |
00

(3.3)
2 —

X eXP(ZkZ_OJ exp(_lkwj po dpo d¢).
r r

Here (p,f,z) are cylindrical coordinates in the observation plane and (p,,¢) are the polar coordinates in the area

where the input field is specified, r =4/ p2 +22 .

Investigated metal waveguide resonator modes coincide with the modes of a circular metal waveguide. Hence, in
the initial plane, we characterize radiation through linearly and azimuthally polarized waveguide TE; and TE(; modes.
The normalized Cartesian components of electromagnetic fields for these modes take the following form in the source
plane (z = 0) [28]:

EL (po.0) = 41, (1, &) sin(2¢),
TE; mode a 4

E;) (Po>p) = Ao (211 %)_Jz (i %)COS(Z(P)],

E)(c] (Po, @) =~401J, (o &) sin( @),
TEOl mode a (5)

E,(v) (P0,9) = 401, (X0 %) cos(9),
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X1

1
» Ay = —F——"—
(“J1 (2’11)\/2”(,1’121—1)) aNT Ty (201)

J ;is the Bessel function of the 1st kind of order j; %, is the n-th root of the equation J, (x) =0.

where a is the waveguide radius, 4, =

are the normalizing factors,

We will explore the interaction between these modes and a spiral phase plate (SPP) with arbitrary topological
charge (n) [29]. The SPP is positioned at the output of a waveguide with an aperture of the same diameter, as illustrated
in Figure 1. The complex transmission function of an SPP with a radius a is expressed in polar coordinates as
follows [3]:

Po

T,(py,9) = circ (7j exp (ing), (6)

where circ (-) is the circular function.

metal resonator

spiral phase

Figure 1. Topology of the model.

For simplifying calculations, integration over the angle ¢ in equation (3) can be carried out using the established
relations for the integer m > 0, as described in [26]:

27
j' cos(mp+ @, ) exp[—ixcos(p—0)d g = 2x(—i)" J,,(x) cos(mb + @),
0

2r
_[ sin(me+ @, ) exp[—ix cos(¢p— 8)d ¢ = 27 (—i)" J,, (x) sin(mb + ;).
0

Then from here we can obtain the following relation

[ e @Pein0qp =27 P (i)' J,(x) . (7
0

Using Euler’s formulas for the trigonometric functions and taking into account Eq. (7), we obtain the expressions
for the following integrals:

J e—zxcos((p—ﬁ)em¢ sin(m(p+(p0)d(p =E' {et[(n+m)[3+(p0](_i)n+m Jn+m (x)
0 l
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0 .

BRIy gL (]

Then, substituting into (3) the expression for the complex transmission function of the SPP (6) and using formulas
(7) and (8.1), we obtain expressions for the field components that describe the nonparaxial diffraction of the TE;; mode
by the SPP with topological charge # in free space:

Y'kz

E.(p. 8.2 = 5 explin+ ) Ay [ex02 D, (P2

—exp(=i2)H1,, ,(p.2)],

©.1)
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(_i)n+1 kZ )
Ey(pvﬂ’z) = —ZeXP[l(n,B+k7’)] All[Hlo,n(p’Z)
r 9.2)
1 . .
+E[6XP(12,B)H12,n+2 (p7 Z)+ exp(_lzﬂ)HIZ,n—Z (p’ Z)] 5
( )n+lk
E.(p.f.2) = expli(nf+ k) 4, [G)(p. 5.2)+ G2p. f.2) ©3)
r .
+2psin(B)H1,,(p,2)],
where the following notations are introduced
; k
Hl,,(p,2)= I Jy )mp—jexl{lk%jJ o jpodpo, (10.1)
P P
Hl, ,(p,z)= IJZ Y aojexp[ 2—3]] jpodpo, (10.2)
Gl(p,B,2)= Ijz Zn exp[ J
(10.3)
. . k
X{exl’(lﬂ)‘]nz [ﬂj —exp(=if) a2 ( 2o ﬂpodpo :
Po P 25
G2(p.B.2)= J.{Jo (le j+J2 (111 ﬂexp[ikz—(;]
(10.4)

x{exp(zﬂw,m ( 7 j xp(—iB), ["’f’ : ﬂpgdpo-

Also, using formulas (8.1) and (8.2), we obtain expressions for the field components that describe the nonparaxial
diffraction of the TE¢; mode on the SPP. They look as follows:

n+l

E.(p,B,z)= %exp [i(n B+ kr)] By, [exp(lﬂ) H2, . (p,2)+exp(=if) H2, , 1 (p,2)], (11.1)
_\n+2

E,(p.B.2) = explitn B+ 1)) By [exp i) H2, o (.2 =xp(i) 2y (02 (112)

Ez(p,ﬁ,z)=

3 n+1k
( z)z rz_/’ expli(n B+ k) By [H2, 0 (0,2)+ H2, (9, 2)], (11.3)

where the following notation is introduced

H2,,(p,z)= Ijl(){mlzlojeXP(ZkPOJ (ppojpodpo

NUMERICAL RESULTS AND DISCUSSIONS
Using the obtained expressions, calculations of the longitudinal and transverse distributions of the total field

. . . 2 2 . . . 2.
intensity were carried out. (/ =|E | +|Ey| +|EZ|2 ), as well as transverse intensity distributions (/ =|E | ,i=x,y) and

phases (¢ =arctg(Im(E;)/Re(E;))) fields for individual x, y components of laser radiation beams excited in the Fresnel

zone by an asymmetrical linearly polarized along the y axis TE;; mode and a symmetrical azimuthally polarized TEg;
mode of a metal waveguide resonator of a terahertz laser during their interaction with the SPP. The transverse
distributions of the field intensity and phase for the longitudinal component are not given due to its insignificant
influence on the total radiation intensity. The radiation wavelength was chosen in the middle part of the terahertz range
A=0.4326 mm (the lasing line of optically excited formic acid molecule HCOOH [30]). The waveguide diameter is
chosen to be 2a = 35 mm. The SPP with an aperture of the same diameter was placed at the output of the waveguide. In
this case, the topological charge n changed from zero to two.
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Figure 2. Calculated longitudinal (al—a3) and transverse (b1-b3) total field intensity distributions of the laser beams excited by the
TE11 mode in the Fresnel zone for different values of the topological charge. The first, second and third columns correspond to n =0,
n=1and n =2, respectively.

Figure 2 (al), 2(b1) show the results of numerical simulation for the longitudinal intensity field distribution in the
Fresnel zone (z = 100 — 1000 mm) and the transverse intensity field distribution excited by the TE;; mode for z = 708
mm (where the Fresnel number is 1). The results were obtained under the assumption that there is no SPP at the
waveguide output. One can observe from the figures that the maximum in the distribution of longitudinal intensity is
observed at z = 500 mm. Notice that the effective beam diameter at a distance of 708 mm for the TE;; mode is
calculated according to the formula [31]

277 o0

2[ [p*1(p.B.2) pdpdf
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and is equal to ds = 151.3 A The transverse field profile has a well-known Gaussian-like shape and a spherical phase
front. Installing a SPP at the output of a waveguide with a non-zero topological charge leads in the Fresnel zone to a
change in the beam intensity profile to an asymmetric annular one with two maxima (Figure 2 (a2, a3, b2, b3 )).
The beam diameter increases to do=164.6 Aatn=1and ds=192.0 Latn=2.
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Figure 3. Calculated field intensity distributions for Ey (al—a3) and E) (b1-b3) components of the laser beams excited by the TE1
mode in the Fresnel zone for different values of the topological charge. The first, second and third columns correspond
ton=0,n=1and n =2, respectively.

Figures 3—4 show the calculated distributions of field intensity and phase for individual transverse components
excited in the Fresnel zone by an asymmetric linearly polarized along the y axis TE;; mode of a metal waveguide
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resonator of a terahertz laser during its interaction with the SPP. These results clearly demonstrate the determining role
of the E, component of the laser beam in the formation of the total transverse intensity profile in Figure 2. Note the
observed focusing of the field intensity of the E\-component of the laser beam in the case of an increase in the value of
the topological charge.

As can be seen from Figure 4, the installation of the SPP at the output of the waveguide for the TE;; mode leads to
the transformation of the beam phase profile from spherical to vortex. In this case, with an increase in the value of the
topological charge, the formation of a pronounced helical structure of the wave front and a singularity point for the £,
component of the laser beam is observed.
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Figure 4. Calculated field phase distributions for Ex (al—a3) and E, (b1-b3) components of the laser beams excited by the TE11 mode
in the Fresnel zone for different values of the topological charge. The first, second and third columns correspond ton =0, n =1
and n = 2, respectively.

The installation of the SPP at the output of the waveguide for the TEy mode leads to the transformation of the
beam intensity profile from annular to Gaussian-like when the value of the topological charge changes from zero to one
(Figure 5). Further increase in the topological charge returns the beam profile to its original annular shape. Mention that
the beam diameter at a distance of 708 mm for the TE¢; mode increases from ds = 67.5 A at n = 0 (in the absence
of topological charge) to ds=89.1 Aatn=2.
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Figure 5. Calculated longitudinal (al—a3) and transverse (b1-b3) total field intensity distributions excited by the TEo1 mode in the
Fresnel zone for different values of the topological charge. The first, second and third columns correspond ton=0,n =1
and n = 2, respectively.

Figure 6 shows the calculated transverse field intensity distributions for individual transverse components of laser
radiation beams excited in the Fresnel zone by a symmetrical azimuthally polarized TE¢; mode of a metal waveguide
resonator of a terahertz laser during its interaction with the SPP. These results show the same contribution of the
transverse components of the laser beam to the formation of the total intensity profile in Figure 5. Possessing an initially
antisymmetric shape, these components, when added, form a symmetrical beam.
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Figure 6. Calculated field intensity distributions for Ex (al—a3) and E) (b1-b3) components of the laser beams excited by the TEo:
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and n = 2, respectively.

Figure 7 shows the phase distributions for the transverse components of the TEo; mode in the Fresnel zone when
the topological charge changes. Installing the SPP at the output of the waveguide, as for the TE;; mode, converts the
wavefront of laser beams from spherical to vortex. Note that for » = 1 the wavefront has two helical surfaces, and for
n =2 it has three.
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Figure 7. Calculated field phase distributions for Ex (al—a3) and E, (b1-b3) components of the laser beams excited by the TEo1 mode
in the Fresnel zone for different values of the topological charge. The first, second and third columns correspond
ton=0,n=1and n =2, respectively.

CONCLUSIONS

Analytical expressions have been obtained to describe the nonparaxial diffraction of modes of a metal waveguide
resonator of a terahertz laser during their interaction with a spiral phase plate with different topological charges (n). The
determining role of the E, component of the laser beam for the exciting linearly polarized along the y axis TE;; mode
and the equal contribution of the transverse components for the exciting azimuthally polarized TE¢; mode in the
formation of the total transverse field are shown.

In free space, the spiral phase plate for TE;; mode from the profile with the intensity maximum in the center
(n =0) forms an asymmetric ring one with two maxima (n = 1, 2). For the TEo; mode, the initial ring (n = 0) structure of
the field intensity is transformed into a structure with a maximum radiation intensity in the center (n = 1), and later
again into a ring (n = 2).

The phase front of the beam for the £, component of the TE;; mode changes from spherical to spiral with one on-
axis singularity point. Conversely, in the phase profile of the transverse components of the azimuthally polarized TEO1
mode, a region with two and three off-axis phase singularity points appears.
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EBOJIIONISI BEKTOPHUX BUXPOBUX ITPOMEHIB, COOPMOBAHUX TEPATEPIIOBUM JIABEPHUM
METAJIEBUM PE3OHATOPOM
Amnppiii B. lerrapbroB, Mukosaa M. [1y6inin, Bauecia O. MacyioB, Koctsautun I. Mynrtsin, Oser O. CBUCTYHOB
Xaprxiecokuil nayionanvruil yrieepcumem imeni B.H. Kapaszina, maiioan Ceoboou, 4, Xapkis, Ykpaina, 61022

OTpuMaHO aHANITHYHI BUpa3W ISl HemapakcianbHOI MOI0BOI AM(pakmii MeTaleBOr0 XBMIIEBIIHOTO PE30HATOpPA TEParepIoBOTO
nmazepa. JlocmimkeHHs mependadae B3a€MOJII0 MDK MOJAMH Ta CIIpaJibHOIO (Da30BOIO INUIACTHHOIO 3 YpaxyBaHHSIM pPi3HHX
TOIOJIOTIYHKX 3apsiB (7). Takoxk 3a TOMOMOIOI0 YHCENIFHOTO MOJCIIOBAHHS JOCTIIKEHO (i3HM4HI 0COONMBOCTI BUXPOBHUX IYYKiB,
110 BUHMKAIOTh, KOJIM BOHH HOIIUPIOIOTHCS Y BUIBHOMY HpocTopi. BekTopHa Teopis Pernes-3omMepdenbia BUKOPUCTOBY€ETHCS [UIS
JOCIIZKEHHS IOIIMPEHHS BUXPOBHX JIa3ePHMX INPOMEHIB y 30HI @DpeHens, 30yIKEHMX MOJAaMHM METAJIeBOIO XBHJIEBIJHOIO
KBa3iONTHYHOTO PE30HATOpa IpH MadiHHI Ha cripaibHy (a30By IUIACTUHY. Y BUIBHOMY MPOCTOPI CripanbHa (a3oBa MiacTUHA IS
30ymxytodoi moan TEi1 3 mpodimo 3 MakCHMyMOM iHTEHCHBHOCTI B meHTpi (n = () yTBOpIOE acHMETpHYHE KiJble 3 ABOMA
MakcumyMmamu (n = 1, 2). Jns 36ymxytodoi TEor Moam modaTkoBa mormepedHa Kimbnesa (n = 0) cTpyKTypa iHTEHCHBHOCTI ITOJIS
TpaHC(HOPMYETECS B CTPYKTYPY 3 MAKCHMAIILHOIO IHTEHCHBHICTIO BUIIPOMIHIOBAHHS B IEHTPi (7 = 1), a MOTIM 3HOBY B KUIBIIEBY (1 =
2). ®a3oBuii GppoHT IpoMeHIo s £y KOMITOHEHTH JIHIHHO HOJIIpU30BaHoi B310BX oci y Moau TE11 3MiHIOETCA 31 chepuuHOro Ha
CHipaJbHUH 3 OIHIEI0 OCEBOI0 TOYKOK CHHIYJISIPHOCTI, TOAI SK y (a3oBoMy Hpo¢ii MONEPeYHUX KOMIOHEHTIB a3UMyTalbHO
nossipuzoBanoi Moau TEo1 criocTepiraeTsest o6s1acTh 3 ABOMA Ta Ta TPhOMa I103a0CHOBUMHU TOYKAMH CHHTYJISIPHOCTI (hasu.
KuarouoBi ciioBa: mepacepyosuii nazep;, memanesuii XeuiegiOHull pe3oHamop, CRIpatbHa azoea nAACMuHAa; GUXPOGi NYUKU,
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This work is devoted to calculating the rate of radiation damage production in a uranium target irradiated with high-energy electrons
with an energy of 100 MeV. The Monte Carlo program MCNPX was used to perform a complete mathematical modeling of a
complex of processes occurring in a uranium target when irradiated with high-energy electrons: the development of an
electromagnetic shower, the production of photoneutrons, the transport of particles in the target and the creation of radiation damage
in it. The analysis showed that fragments of U-238 photo-fission give the main input into the rate of damage production in a uranium
target which reaches the value of 100 dpa/year. The expected service life of a uranium target under irradiation is 3 years of operation
at full accelerator power.

Keywords: Uranium; Electron; Subcritical assembly,; Radiation damage
PACS: 621.384.6

INTRODUCTION

The neutron source of the NSC KIPT with a power of 100 kW consists of a linear accelerator of electrons with
energy of 100 MeV, which irradiate a thick neutron-producing target; the photoneutrons generated in it enter the
subcritical assembly (SCA), where they are multiplied and the neutron flux is increased tens of times. The highest
neutron flux can be obtained using a uranium neutron-producing target. The service life of a uranium target under
irradiation is largely determined by the dose of radiation damage accumulated in it (in displacements per atom).

Previously, the authors have already estimated the radiation damage production in uranium target irradiated by
high-energy electrons with energy of 100 MeV [1]. In this work, a complete mathematical modeling of all nuclear-
physical processes in a uranium target was performed using the Monte Carlo program MCNPX. It has been shown that
the main contribution to the rate of damage formation in a uranium target when irradiated with electrons with an energy
of 100 MeV (1 mA) is made by photofission fragments of U-238, and the expected service life of a uranium target in
the subcritical assembly of a neutron source at NSC KIPT has been assessed.

URANIUM TARGET MODEL
The target consists of a set of uranium plates with sizes 66x66 mm and various thicknesses (see Table 1), coated
on the both sides with Al layers 0.7 mm thick. The 1.75 mm gap between the plates is filled with water. The target is
separated from the vacuum chamber of the electron accelerator by an input window made of aluminum 2 mm thick.
Behind the target is a chamber filled with helium (marked in yellow in Fig. 1).

Table 1. Plate thicknesses U (in cm), numbered in Fig. 1 from top to bottom:

Ne 1 2 3 4 5 6 7 8 9 10 11 12
Thickness 0.3 0.25 0.25 0.25 0.3 0.3 0.4 0.5 0.7 1 1.4 2.25

Figure 1. Uranium target of the neutron source NSC KIPT
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A plane-parallel beam of electrons with a square cross-section of 64x64 mm with energy of 100 MeV and a power
of 100 kW is incident on the target. An electromagnetic shower develops in the target, bremsstrahlung gamma quanta
react with atomic nuclei, and as a result of the (y, n) reaction, neutrons are produced, which enter the subcritical
assembly, where they multiply, and radiation damage is created in the target.

RESULTS OF MATHEMATICAL MODELING

The MCNPX program was used [2], which allows to perform the Monte Carlo modeling of all nuclear-physical
processes involving electrons, neutrons and gamma quanta, taking into account the specific geometry of the target.
Figure 2 shows the profile of the energy release in the target under flow of incident electrons ® = 1.7 1014 el/(cm? s).
Energy is mainly released in uranium, with only a small fraction of energy released in aluminum and water.

The distribution of the electron flux along the length of the target is shown in Fig. 3 (per one incident electron).
The development of an electromagnetic shower leads to a doubling of the electron flow, and then the electron beam is
decelerated due to the processes of ionization and emission of bremsstrahlung gamma quanta.
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Figure 2. Distribution of energy release in the target Figure 3. Electron flux distribution along the length of the target

Figure 4 shows the distribution of gamma ray flux density along the length of the target calculated by the MCNPX
program (per one incident electron). Such a profile is formed as a result of bremsstrahlung gamma quanta emission, as
well as the processes of positron annihilation with the emission of photons. The attenuation of the photon flux occurs
due to the creation of electron-positron pairs by photons near the nucleus, as well as the absorption of photons by nuclei
and atomic systems. The maximum of photon flux in the target occurs at a depth of 1.6 cm (the depth is measured from
the target entrance window).
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Figure 4. Distribution of the gamma ray flux along the length Figure 5. Dependence of the reaction cross section (y, n)
of the target on photon energy for U-238

Photo-neutrons are released from the nuclei under the gamma ray irradiation. The reaction cross section (y, n) on
the U-238 nucleus, taken from the nuclear database [3], is presented in Figure 5. The MCNPX program allows
determining the photo-neutron yield at various target depths. The distribution of the resulting photo-neutron flux along
the length of the target is shown in Figure 6 (per one incident electron).

The photo-fission reaction of U-238 nuclei can also occur under photon irradiation, the dependence of its cross
section on energy [3] is shown in Figure 7.
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Figure 6. Distribution of neutron flux along the length of the target Figure 7. Dependence of the photo-fission cross section for the
U-238 nucleus on photon energy
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Figure 8. Dependence of the fission probability for the U-238 nucleus on the depth along the length of the target

The MCNPX program allows to calculate the probability distribution of U-238 nuclei fission along the length of
the target (see Figure 8).

As one can see in Figure 8, the maximum probability of fission for U-238 is achieved at a depth of ~1.4cm, and
the maximum burnup rate of U-238 is 0.055% per year.

CALCULATION OF RADIATION DEFECTS FORMATION RATE IN THE URANIUM TARGET

The rate of radiation damage production in a uranium SCA target was estimated in [1], and it was found that the
photo-fission fragments give the main input into the rate of damage formation, and the contribution of all other
reactions is only a few percent. In this work, we calculated the damage to a uranium target by photofission fragments
using two methods: by calculating cascades of atomic collisions in uranium using the SRIM program [4] and by the
NRT standard method [5].

Figure 9 shows the scattering of uranium photo-fission fragments: La-139 with energy of 70 MeV and Mo-96 with
energy of 100 MeV, calculated using the SRIM program. Both fragments create cascades of atomic displacements in
uranium, in which 190 000 displaced atoms are formed per uranium fission.

Figure 9. Picture of the scattering of U-238 fission fragments: on the left - the trajectories of La-139, on the right - Mo-96

Figure 10 shows the distribution of radiation defects production rate by fission fragments along the uranium target,
calculated using the SRIM program. This rate is 103 dpa per year at the maximum of damage production.

Calculation according to the NRT standard gives 104 000 displaced U atoms per one photo-fission and,
accordingly, the value of 50 dpa/year for the maximum rate of damage production.
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Figure 10. Rate of radiation defects accumulation in U along the length of the target

CONCLUSIONS
The U-238 photo-fission fragments give the main input into the rate of damage formation in the uranium target
irradiated by electrons with energy of 100 MeV (1 mA). The contribution of other processes (electrons, photoneutrons,
target neutrons, neutrons from the PCS) is only a few percent. The contributions of various defect creation mechanisms
to the rate of damage dose accumulation in the uranium target are presented in Table 2.

Table 2. Contributions of radiation damage mechanisms to the rate of NRT dose accumulation

Electrons 100 MeV | Photoneutrons Photofission Target neutrons Assembly neutrons
Damage rate (dpa/year) 1 0.05 50 2 0.3

The maximum burn-up rate of U-238 is Ymax = 0.055% per year, and the maximum rate of accumulation of the
NRT dose of radiation damage in a uranium target is Dmax = 50 dpa/year and is achieved at a depth of ~ 1.4 cm.

An analysis of the dependence of radiation embrittlement on the burn-up of the target material carried out in [6]
showed that at burn-up values less than 0.2%, the target material still has a sufficient margin of plasticity. Therefore, the
expected service life of the uranium target is 3 years of operation at full accelerator power.
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MATEMATHYHE MOJIEJIOBAHHSI YPAHOBOI HEUTPOHO-YTBOPIOKOYOI MIIIIEHI
HIAKPUTUYHOI 3BIPKH HHI[ XD TI
B.B. I'ann, I'.B. I'ann, b.B. bopu, I.M. Kapunayxos, O.0. Ilapxomenko

HHI] “Xapriscokuil ¢pizuxo-mexuiunui incmumym’”’, Xapkis, Ykpaina
Il poboTa mpucBsYeHa pO3paxyHKy LIBHAKOCTI HaOOpy [O3U pajaiallifHUX YIIKOMXKEHb B YPAHOBOI MillleHi MPH ONPOMiHEHHI
BHCOKOCHEPreTHYHUMHU enekTpoHamu 3 eHeprieto 100 MeB. 3 Buxopucranusm mporpamu MCNPX wmeromom Mownre-Kapio
BHKOHAHO TIOBHE MaTeMaTHYHE MOJENIOBaHHS KOMIUIEKCY IPOILECiB, MIO BigOYBAarOTHCS B YPAaHOBIH MiIICHI NPH OMPOMiHEHHI
BHCOKOCHEPIeTUYHUMH EJICKTPOHAMH: PO3BHTOK €JIEKTPOMArHITHOI 3JIMBH, HApOJUKCHHS (OTOHEHTPOHIB, TPAHCIOPT YACTHHOK Y
MillleHi Ta CTBOPEHHs B Hill pamiallifHUX MOIIKO/DKEHb. AHAJi3 MOKa3aB, 10 HAHOLTBIIMK BHECOK Yy IIBUIKICTH YTBOPEHHS
MOIIKO/DKeHb B MillleHI BHOCSTH yiaMku Qotomnoainy U-238, a MakcuMalnbHa MIBUIKICTh CTBOPEeHHs nedekTiB gocsrae 100 3uHa/pik.
OuikyBaHH# pecypc poOOTH ypaHOBOI MillIeHi ITii ONPOMIHEHHSM CTaHOBHUTH 3 POKH Ha TIOBHIM MOTY)KHOCTI IIPUCKOPIOBaya.
KurouoBi cinoBa: ypaw; onpomintogants,; erekmponu, niOkpumuyna 30ipka, padiayitiii YuKoO#CeH s,
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The paper defines a class of Hamiltonian systems whose phase flows are exact solutions of the two-dimensional hy-
drodynamics of an incompressible fluid. The properties of this class are considered. An example of a Lagrangian
one-dimensional system is given, which after the transition to the Hamiltonian formalism leads to an unsteady flow, that
is, to an exact solution of two-dimensional hydrodynamics. The connection between these formalisms is discussed and
the Lagrangians that give rise to Lagrangian hydrodynamics are introduced. The obtained results make it possible to
obtain accurate solutions, such as phase flows of special Hamiltonian systems.

Keywords: Hamiltonian; Lagrangian; Fxact solutions; Two-dimensional hydrodynamics; Phase flow

PACS: 47.10.ab

1. INTRODUCTION

The interest in the formulation of hydrodynamic systems of equations in Hamiltonian form arose quite a
long time ago (see, for example, the review [1, 2]). Already G. Lamb has realized in his paper that the Klebsch
variables are canonically conjugate variables. This makes it possible to give incompressible fluid equations a
Hamiltonian form with a Hamiltonian, the role of which is played by the total kinetic energy of the incompressible
fluid. From a general point of view such a problem reduces to generalization of classical mechanics to field
systems with an infinite number of freedom degrees. Ome of the difficulties was the choice of canonically
conjugate variables, which did not always take a physically transparent content. Today this problem has been
overcome and has lost its relevance. The usefulness of the Hamiltonian approach is especially noticeable when
using the Hamiltonian formalism, for example, to develop a general theory of waves in nonlinear media. The
foundations of such an approach were laid in [3, 4].

After discovery of a method for nonlinear equations solution using the inverse scattering problem method,
it has been found that such equations, in a certain sense, are field analogues of the Hamiltonian equations of
classical mechanics [5]. This contributed to using Hamiltonian formalism in the direction of integrating nonlinear
equations. Also, the Hamiltonian approach turned out to be useful in searching for invariants of hydrodynamic
media [6] (see also [7]).

Infinite-dimensional groups of diffeomorphisms are closely related by hydrodynamic systems [8, 9]. In
fact, they are the configuration space for many hydrodynamic equations. Thus, groups of volume-preserving
diffeomorphisms are closely related to the Euler equations of incompressible fluid, compressible fluid and ideal
magnetohydrodynamics (see, for example, [10]). The approach using Poisson brackets to the description of
hydrodynamic systems has also been intensively developed. Mathematical achievements in the Hamiltonian
description of hydrodynamic systems can be found in [11, 14]. The development of the formalism of Poisson
brackets led to the classification of Poisson brackets of the hydrodynamic type within the framework of the
differential geometric approach [11, 12, 13, 14]. Another aproach arose earlier from the analogy of barotropic
flow of an ideal fluid in a potential force field with Hamiltonian systems [15]. In this paper [15] an attempt
was made to extend the analogy between hydrodynamics and Hamiltonian mechanics to the case of arbitrary
Hamiltonian systems.

In this paper the interest is rather opposite and is directed to identification of properties of finite-
dimensional Hamiltonian systems, which provide a connection with hydrodynamic systems. The reason is
that for an arbitrary Hamiltonian system the phase flows do not correspond to hydrodynamic flows. In other
words, we are interested in what class of Hamiltonian systems generates hydrodynamic flows. Such Hamiltonian
systems are finite-dimensional and in the case of two-dimensional ideal hydrodynamics the dimensionality of
the phase space is equal to 2. In this paper we consider two-dimensional hydrodynamics, which has an infinite
number of conservation laws [16]. The conditions under which the phase flow of a Hamiltonian system gener-
ates the velocity field of two-dimensional hydrodynamics of an incompressible fluid are obtained. An example
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of the corresponding flow is given. A special class of one-dimensional Hamiltonian systems associated with
hydrodynamic flows is identified.

2. LAGRANGIAN AND HAMILTONIAN FORMALISM
We will discuss the transition from the Lagrangian to the Hamiltonian formalism in two-dimensional
hydrodynamics. This transition has unusual features. The equations of motion of Lagrangian particles in
Lagrangian variables in two-dimensional hydrodynamics can be easily written as

. OP(z,y,t)
e ox
L _8P(x,y,t)

Here, for simplicity, we have chosen a density p = const, which simply renormalizes the pressure P(x,y,t). This
system of equations can be obtained from the Lagrange variational principle from the Lagrangian L = 2/2 +
9?/2— P(x,y,t). Pressure plays the role of potential energy. However, this system must be supplemented by the
incompressibility condition divV =0. In incompressible hydrodynamics, this condition additionally determines
the unknown pressure. The problem is an inadequate type of this condition for the Lagrangian formalism.
Availability of a velocity field determing trajectories of Lagrangian particles is an essential property. Enter & =
Vi(z,t), y=Va(x,y,t), then the incompressibility condition takes the form

0 0 _

Oz dy =0 (2)

Entering Lagrangian variables and a velocity field depending only on coordinates assumes consistency with both
the incompressibility condition (2) and the equations of motion (1). The incompressibility condition implies the
existence of a function such that

dy
. 0H(z,y,)

In other words, the incompressibility condition means the Hamiltonian description of Lagrangian particles.
However, the occurence of the Hamiltonian description is not connected with the Lejandre Lagrangian trans-
formation of two-dimensional hydrodynamics L = #?/2 + ¢%/2 — P(x,y,t). This feature of the appearance of
the Hamiltonian formalism in hydrodynamic systems has been observed many times. Thus, for example, the
Hamiltonian equations of motion of point vortices cannot be formulated in Lagrangian form. The principal
difference between the initial Hamiltonian formalism obtained by the Lejandre Lagrangian transformation and
the Hamiltonian formalism from the incompressibility condition lies in the difference in the dimensionality of
phase spaces. In the first it is 4-dimensional, in the second it is 2-dimensional phase space. It is clear that
the transition to lower dimensionality is associated with the conservation of volume dxdy. We will discuss this
reduction of the initial Hamiltonian formalism a little later.Thus, the main problem is to determine the type
of the Hamiltonian and the constraints on it following from the equations of motion (1). Let us proceed to the
analysis of these constraints. Differentiating (3) with respect to time, we express &, ¢ through ¢, & and H.

. O0°H .+82H,+62H
T ozayT T 82 Y T Byon

. 0’H . 0°H . 0°H
j=-—55%- y— (4)

ox ox Jy Ox Ot
Thus, the second derivatives are expressed through the first ones and the coordinates of the Lagrangian particle.
Taking into account this relation, let us write the equations of motion (1) in the form solved with respect to &

and g. This is easy to do by considering it as a system of linear algebraic equations relatively to derivatives of
coordinates with respect to time.

b Ay ) = D (OH 0PN O°H (0°H | 0P
x x,Y,l) = 8y2 Ox Ot Oy Ox Oy \ Oy ot Or
. O°H (9°H 0P\ 0*H (0*H 9P
y'A(Ivyat)**amz (8y8t+536> Oz Jy <6x6t8y) ®)
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Here the notation is introduced A(z,y,t) = %% - %2713%"‘7}21. The condition of matching with (3) restricts

the type of functions H and P. Substituting & and g through the derivatives of the Hamiltonian, we obtain

ajA( t)_82H82H_ 9°H 9°H 0Po*H 0P 9°H
ay Y Y T 502 9rot T dxdyoydt Oy dy® | Ox xdy
OH O2H 0°H 0°H 0°H 0P O*H 0P 9°H
A1) = T ©)
ox Oxdy dx0t  Ox? Jydt Oz Ox Oy 0x0y

Solving this system of algebraic linear equations with respect to g;gt and % after simple rearrangements,

transformations and cancellation A(z,y,t) # 0, we obtain a system of equations in the form

OH | OHOH O0H OH _ 0P
oxot  0x2 Oy  0Oxdy Ox Oy

0*’H n 0*H OH O0°HOH 0P )
oyot  0xzdy Oy oy2 9x Oz
In fact, this basic system of equations determines the unknown functions H and P. If these functions are known,
then the trajectory of the Lagrangian particle is found by integrating the Hamiltonian system of equations. In

other words, it reduces to a problem of classical mechanics. It is convenient to give this system a coordinate-free
form using Poisson brackets. Let us introduce the Poisson bracket in the usual way

0A0B 0A0OB
A,py =222 9298
{4, B} Ox Oy Oy Oz

Using this bracket let us write the system of equations (7) in more natural invariant form.

00H  [0H .| _0oP
ot Ox ox’ Oy

QoM foH L\ op «
ot oy oy’ - Oz
o 0 0H oOH
9t o {ax’H}{LP}O
0 0H OH
g (g, P) =
o {5} - Py =0 Q

Note, that neither the Hamiltonian nor its first derivatives are conserved with time. However, excluding the
pressure from this system it is easy to show that AH is conserved. Indeed, the equation for changing the

Laplacian H has the form

%AH +{H,AH} =0 (10)

In fact, it is the well-known equation for vorticity.

3. THE EXAMPLE OF FLOW OF 2-DIMENSIONAL HYDRODYNAMICS OF
INCOMPRESSIBLE FLUID

Let’s start with a simple example of a Hamiltonian system with a time-dependent Hamiltonian. This
Hamiltonian is a particular solution of equation (10) and has the form

H = p? sin?(wt) + 22 cos? (wt) (11)

It is easy to see that it has special properties. Its main property, which we will discuss below, is the following
AH = const (12)

where, A = 6’9—; + 8‘9—;2 is the Laplacian in a phase space. The equations of motion for this system have the form

dr OH .9
T 2psin®(wt)
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d oOH
ditj =y = —2x cos? (wt) (13)

Let us note that equation (10) is satisfied for the Hamiltonian (11) and, therefore, the velocity field (12) satisfies
the Euler equations and condition (2) provides an example of a spiral unsteady two-dimensional flow.
By excluding the variable p we obtain the equation for the variable = of the second order

@ . w cos(wt)
.2 -2z . 3
sin® (wt) sin®(wt)

= —4x cos*(wt) (14)

This equation corresponds to Newton’s equation and appears as the Lagrangian equation of motion of a one-
dimensional physical system. Let us now discuss the Lagrangian system, which is generated by the Hamiltonian
system (11). For this purpose we pass by means of the Lejandre transformation to the Lagrangian of the initial
system.
. OH
T=—

op
£=ap—H

For our particular case
i = 2psin®(wt)

and impulse is expressed through velocity according to

_ T
P osin? (wt)

Note, that the Legendre transformation coincides with one of the equations of motion. Moreover, this transfor-
mation is not well determined everywhere. There are specific peculiarities at wt = 7k, where k = £0,+1,+2,.. ..
We won’t pay attention to that for now. Then the Lagrangian type is determined as,

.9
T 2

& z
£f=—F— — 2wt) = [ ———— t —_— — t 1
4 sin®(wt) @ cos™(wi) <281n(wt) + @ cos(w )) <2$in(wt) z cos(w )) (15)
Lagrangian equations of motion have the form

dor_os
dt & = Ox

and in the case under consideration give the equation (14). Note that this equation describes the behavior of a
one-dimensional Lagrangian system of rather exotic physical content. First of all, the particle is in a potential
well with oscillating amplitude, which is affected by jjfriction;; changed periodically with time. Note that
two-dimensional flow of an incompressible fluid is associated with a special one-dimensional Lagrangian system.

Now let us differentiate the equations (13) with respect to time and proceed to a system of higher order
equations in time. After using the equations of motion (13) to eliminate the first derivatives in the right-hand
sides of the system, we obtain

d2

Wf = —4zsin’(wt) cos® (wt) + dwpsin(wt) cos(wt)

d*p -2 2 ;

i —4psin®(wt) cos®(wt) + 4wz sin(wt) cos(wt) (16)

It is clear that the solutions of the initial system (13) are also solutions of the obtained system of higher order
equations (16). The converse is not true, since new solutions can emerge due to differentiation.

The obtained system of equations (16) has a remarkable special property — it is a natural Lagrangian
system, which can be written in the form

d*z _ 9U(z,p,t)
dt? ox

d?p _ 9U(z,p,t)
dt? Op
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where the function U = U(z, p, t) has the meaning of a potential energy in two-dimensional configuration space
(z,p). For the example under consideration

U = 2(x? + p?) sin?(wt) cos? (wt) — dwpa sin(wt) cos(wt) (18)

Thus, differentiation of the Hamiltonian system (13) with respect to time transforms it into a Lagrangian system

with Lagrangian

Z.‘Z +p2
2

.,1'32 +p2

L =
2

— 2(2% + p?) sin?(wt) cos®(wt) + dwpz sin(wt) cos(wt) (19)

- U(.’E,p, t) =

The Lagrangian dynamics in this special case corresponds not only to the initial Langrangian L = @2 /2+9%/2—
P(z,y,t), but also to the condition of divergence-free velocity field. Obviously, this is due to specialization of
the potential energy. Further we will be interested in the general properties that provide this.

The system of equations (17) can be obtained as,

doL_oL

dt 0  Ox

d oL 0L

o o 20)

Just the property (17) distinguishes a special class of Hamiltonian systems. Next, we introduce such a class,
determining its characteristic property in the general case. Now it is important that this class of Hamiltonian
systems is not trivial, as the example (11) demonstrates.

4. CLASS OF HAMILTONIANS OF HYDRODYNAMIC SOLUTIONS

Let us now distinguish a class of Hamiltonian systems G with special properties.

Determination 1 We will consider the Hamiltonian as belonging to the class G, if the system of equations
obtained by time differentiation is a natural Lagrangian system.

It is clear that the class of such systems is not empty. An example of such a system was discussed earlier.
Let us consider what conditions the Hamiltonians belonging to the class G satisfy. To do this, consider an
arbitrary Hamiltonian system. Its equations of motion have the form

dx  0H(z,p,t)
at dp

dp  OH(z,p,t)
dt Ox
Let’s perform time differentiation

Az B 0*H(z,p,t) O0*H(w,p,t)dr O0*°H(x,p,t) dp

a2~ pot opdx  dt op?  dt

d?p _82H(a:,p, t) 3 0*H (z,p,t) do

a’p dr  9*H(x,p,t) dp
a2 Oxot Ox? dt Opdx  dt

We will use now the initial equations of motion and eliminate Z—It) and ‘fl—’t’ in this system of equations

¢z _ PH(w,p,t) 0°H(w,p,t) OH(z,p,t) 0*H(w,p,t) OH(z,p,t)

a2~ 9pot Opox Op Op? Oz
dp _ PH(z,pt) 0*H(x,p,t) 0H(z,p,t) . 0*H(x,p,t) 0H(z,p,t)
de2 Oxot Ox? Op Opdx Oz
It is convenient to write these equations using the Poisson bracket
0A0B 0AO0B
ABt=—— — ——
{4, B} Ox Op  Op Ox

Then the system of equations takes the form

d?x 0 OH(w,p,t)  [OH(x,p,1)
a2 ot Op Op

,H(z,p, t)} (21)
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*p 9 0H(x,p,t) [OH(z,p,t)
- o o - { o ,H(x,p,t)} (22)

In order that Hamiltonians to belong to the class G it is necessary and sufficient that the right parts of this
system have the form

0 0H(z,p,t)  [O0H(z,p,t) _ OU(z,p,t)
0 0H(z,p,t) [O0H(z,p,t) _ 9U(x,p, 1)
ot ox { gr o H@pl)p=—5

The consistency conditions of this system of equations determine the class of Hamiltonians G. Equating the
mixed derivatives of the right-hand sides we obtain the consistency condition,

OAH (z,p,t)
ot

which detemines the type of Hamiltonians belonging to class G. It follows that class G consists only of Hamil-
tonians that satisfy this equation and are significantly narrower than Hamiltonian systems. At a specified
H(z,p,t) the function U(z,p,t) satisfies the equation

OH(x,p,t) OH(z,p,t)
op Ox

+{AH(z,p,t), H(z,p,t)} =0 (23)

AU(z,p,t) = 2{

Theorem 2 The class of Hamiltonians determines the velocity field of two-dimensional flows of an incom-
pressible ideal fluid.

The proof is trivial, the condition (23) coincides with the equation for the stream function. This theorem
leads to justification of singling out this class and the necessity of its study because of its physical importance
for hydrodynamic problems.

The possibility of studying hydrodynamic flows exclusively as a special class of mechanical systems is an
important ideological change following from the theorem.

5. LAGRANGIAN HYDRODYNAMICS
Let’s start with some simple considerations that make sense in purely classical mechanics. Let us find an
analogue of differentiation of motion equations in terms of classical mechanics. To do this, consider the classical
system with the Lagrangian

L= 3= Ay 0+ 5 (- Blat)’ (24)

An obvious feature of this Lagrangian is the achievement of a bare minimum of action on the equations of
motion
&= A(z,y,t)

Y= B(x7y7t) (25)

For now, we will not take into account their Hamiltonian character in order to avoid cumbersome notation.
This will simplify writing of subsequent equations. These two functions determine both the potential energy
and other contributions linear in velocities. On the other hand, the motion equations for this Lagrangian have
the form

doL _or
dt &~ Ox
doL _ oL
dt 0y Oy

For the Lagrangian under consideration
¥=AA, + BB, +y(Ay, — B;) + A
j=AA,+ BB, — (A, — B;) + B, (26)

It is easy to see that in solutions (25) the equations coincide with the equations obtained by differentiation of
motion equations (25).

Theorem 3 If the Lagrangian of a mechanical system has a bare minimum, then the Lagrangian equations
of motion of such a system coincide with the equations obtained by time differentiation of bare minimum
coordinates.
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Then the condition that this system is a natural mechanical system can be formulated as

. oG
Y(Ay — By) + Ay = D
. oG

when considering the equations (25) they are reduced to a system of equations of the form

oG

oG
B, — A(A, — B,) = — 2
t (y I) 81/ (8)

It is easy to check that these equations coincide with the previously obtained (21), (22) constraints to the
Hamiltonian type (of course, when specializing to and ). In this way we can understand the procedure for
raising the order of the motion equations and the resulting constraints to the Lagrangian in terms of classical
mechanics only. In fact, we obtain the equivalent equations of two-dimensional hydrodynamics in such a way.
From a general point of view, these partial differential equations take place as matching conditions of some
ordinary differential equations.

Besides, it is easy to take into account the divergence-free velocity field in this formalism. When specializing
to stationary Hamiltonians
_OH(z,y)

dy

OH (z,y)
ox

T=A=

motion equations of the Lagrangian system have the form

. oP .
xf%fyAH

oP

where, P = % ((%—5)2 + (%)2). It’s easy to see that at AH = const the natural Lagrangian system is obtained

automatically. This clarifies the original example analyzed in Section 3. Of course, in the more general case, if
the condition AH = f(H) is met, these equations also coincide with the natural Lagrangian system.

6. CONCLUSIONS

In this paper a class of Hamiltonian systems G whose phase flows are exact solutions of two-dimensional
hydrodynamics of incompressible fluid is identified. An unusual example of a Lagrangian one-dimensional
system is given, which, upon transition to the Hamiltonian formalism, generates an unsteady two-dimensional
flow. Lagrangian hydrodynamics as a consequence of a special choice of the Lagrangian is introduced. The
obtained properties are useful in searching for exact solutions of two-dimensional hydrodynamics.
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The paper examines solution for a two-dimensional steady, viscous, heat dissipation, incompressible hydro-magnetic free convective
flow past a uniformly moving vertical porous plate immersed in a porous material in the presence of the Soret effect, Dofour effect and
Chemical reaction. A constant magnetic field is directed into the fluid area perpendicular to the plate. The MATLAB built-in bvp4c
solver approach is used to solve the governing non-dimensional equations. The discussion of the current issue focuses mostly on the
impacts of thermal diffusion, magnetic field, thermal radiation, Grashof number, Soret number, Dufour number, and chemical reaction.
It is observed that the Soret number improves fluid temperature. In addition, the fluid's temperature, concentration, and velocity all
drop as the magnetic field parameter rises. Although the heat dissipation caused by the medium's porosity is usually disregarded
in convective MHD flow simulations, it is considered in this work.

Keywords: MHD, Porous medium; Chemical reaction; Radiation; Heat dissipation; Soret effect and Dufour effect

PACS: 44.25+g; 44.05.+¢; 44.30.+v; 44.40.+a

INTRODUCTION

The combined effects of magnetic and temperature field on viscous flow are basically studied in a magneto-
hydrodynamics (MHD) flow. In addition to many other domains, Magnetohydrodynamic (MHD) flow finds practical
applications in diverse fields such as missile technology, plasma physics, geophysics, solar physics, astrophysics etc.
Consequently, numerous scientists and engineers are keenly interested in its applications. Khan ef al. [1] investigated the
magnetohydrodynamic free convection flow around an oscillating plate within a porous medium. Fetecau et al. [2]
explored the unsteady solution of magnetohydrodynamic natural convection flow incorporating radiative effects.
Meanwhile, Seth ef al. [3] delved into the radiative heat transfer in the context of MHD free convection flow past a plate
with ramped wall temperature. MHD free convective flow involving chemical reaction over an inclined magnetic field
was studied by Sheri et al. [4]. In an unstable MHD flow between two porous vertical plates, heat and mass transfer were
investigated by Raghunath et al. [5]. Zeeshan et al. [6] investigated the MHD flow of water/ethylene glycol based
nanofluids with natural convection through a porous medium. Their results were substantiated both mathematically and
graphically.

Free convection is a method of heat transmission in which buoyancy induced fluid motion is all that occurs. Due to
the significance of natural convections in both nature and engineering, several scholars have investigated these issues in
depth over the past 20 years. Among them are Ahmed et al. [7], Lawal et al. [8] and Sedki [9]. Ahmed ef al. [10] conducted
a study on the three-dimensional mixed convective mass transfer flow adjacent to a semi-infinite vertical plate in porous
medium. Rajput ez al. [11] investigated the effects of chemical reactions and radiation on magnetohydrodynamic flow via
a vertical plate with changing mass diffusion and temperature. Soret and Dufour effect on MHD micropolar fluid past
over a Riga plate was studied by Borah et al. [12]. Ahmed [13] examined the impact of Soret and radiation effects on
transient magnetohydrodynamic free convection from an impulsively started infinite vertical plate. Patel [14] investigated
the thermal radiation effects on magnetohydrodynamic (MHD) flow involving heat and mass transfer of a micropolar
fluid between two vertical walls. Reddy et al. [15] explored the influence of chemical reactions on magnetohydrodynamic
natural flow through a porous medium past an exponentially stretching sheet, considering the presence of heat source/sink
and viscous dissipation. Jha et al. [16] examined how a heat source or sink affected magnetohydrodynamic free convective
flow in a nanofluid-filled channel. The effect of viscous dissipation on magnetohydrodynamic free convection flow
around a semi-infinite moving vertical porous plate with chemical reaction and heat sink was investigated by
Matta et al. [17). Borah et al. [18] investigated the influence of Arrhenius activation energy in magnetohydrodynamic
micropolar nanofluid flow along a porous stretching sheet, considering viscous dissipation and heat source. In a recent
study, Akhtar et al. [19] explored the impacts of radiation and heat dissipation on magnetohydrodynamic convective flow
in the presence of a heat sink.

Chemical reactions have a significant impact on studies of thermal and solutal convection in the fields of science
and engineering technology. The existence of multi-component species in a system causes the chemical reaction.
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Senapati ef al. [20] conducted a study on the magnetic effects on mass and heat transfer in a hydromagnetic flow past
over a vertical oscillating plate in presence of a chemical reaction. Mondal ef al. [21] examined how radiation and
chemical reactions affect the free convection flow of magnetohydrodynamic via a vertical plate in a porous material.
Sinha [22] conducted a study on the unsteady MHD free convective flow, considering the effects of a chemical reaction
past a permeable plate under sloping temperature conditions. The results showed that the reaction rate increased as the
chemical reaction parameter increased. Suresh ef al. [23] investigated the influence of chemical reaction and radiation on
magnetohydrodynamic flow along a moving vertical porous plate with heat source and suction.

Bordoloi et al. [24] investigated the analytical solution for a steady, viscous, incompressible hydromagnetic free
convective flow in two dimensions that passes in front of a vertical porous plate that is uniformly moving and embedded
in a porous material. Their study included the consideration of the Soret effect and chemical reaction. The current research
extends this work by incorporating heat dissipation due to the porosity of the medium. Through the use of a vertical plate
that is always moving, always experiencing a heat flux, immersed in a porous media, and always under continual suction,
the study seeks to understand how chemical reactions and thermal radiation affect natural convective flow. These
combined effects, which are not typically examined simultaneously, have wide range of effects on engineering processes
such as paper production, plastic sheet extrusion, glass blowing, and more.

BASIC EQUATIONS
The following equations described the continuous convective flow across a porous medium of an electrically
conducting, viscous, incompressible fluid while being affected by a magnetic field:

V.g=0 (1)
V.B=0 )
J=0(E+q4xB) 3)
p(d.V)q = pg — Vp +] x B + uv?g — 12 (4)
pC,(G.V)T = kV2T+(p+]§+Q’(TDO -T) —qu—;—f,q—;z (5)
(4.V)C = D, V*C + D;’—:TVZT +K,(C, — €) ()
Po =p[1+B(T~T) +B(Co — O] )
Radiation heat flux as per Rosseland approximation,
@ =- 2T (®)

MATHEMATICAL FORMULATION
It is considered that a viscous, incompressible, radiating fluid that conducts
Uy U =0 electricity will pass through a vertical plate embedded in a porous medium with
uniform suction when a constant magnetic field is present and directed
perpendicularly to the flow. The investigation is guided by the following

presumptions:
L. With the exception of density in the term for the buoyant force, all
fluid parameters are constant.
II. There is very little induced magnetic field.
1. The plate has no electrical conductivity.
Iv. It receives no external electric field.

Let, B and q be the applied magnetic field and the flow velocity respectively
at the point (x', y', z").
Since | T — T, | is the very small, T4 can be expressed as:

T = (T + (T— Tu)}* =4T,3T-3 T, 9)

Therefore, equation (8) gives,

— 160" Too> =,
qr = — %VT (10)
Figure 1. Physical representation 3k

of the problem. Equation (10) gives,
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v = _ _ 166*T°°3 2
V.gi= - — = VT (11)
Equation (11) can be used to simplify the energy equation as follows:
2
pva’:—;,zka,Tz +u( )+aB 2yt 4+ 180 T(x;":fz QT —T) (12)

The equation of state (7) yields the following governing equations, which are standard boundary layer approximations.

'
a—y,—O, (13)
2.1 !
V5= gBT ~T) + gR(C — C) + 90 - Tt 20, (14)
;0T az_T a_u’ 2,2 160" 36_T_— _ _ B2 DyKt
pC,v ay,—kay,Z +u(ay,)+aB ut+--To e Q(T,—-T) auet CoCs (15)
, aC a%c DyKr 9°T T

The appropriate boundary conditions for the velocity, temperature and concentration are,

! ! aT *
Aty=0:u=U,a—y,=—q?, c=¢C, (17)
As y' > 00: u -0 T->T, C-Cy, (18)
The non-dimensional quantities are introduced as,
q'v
vy v T I e Ui
= v 1] u—U; - q*v ) (p_ CW—COO’ r Uvoz ) _CP(TW_TOO)’
kv,
_ uCp _ ked gﬁﬂ _ 9 _oB%;9 _  49] Qv _K'vy?
P = pal K. = Uoz,Gm (C Cs), S = P M= v, ,R = PCy7020" Q Pv02Cy 52
5 = DM"Tﬁ _ DMET(Cw=Ceo) _ ke
T 9T (Cw—Coo)’ Y CpCs(Tw—Teo) 46* Too®
Equation (13) gives,
v'=—-v,(v, > 0) (19)
The form of governing equations in dimensionless are as follows:
d?u | du 1
- (M+2)u==6,6-Gnop (20)
d 0 dZ
s 1d ®_Q.0= AE(—)Z—(M+—)A1Eu DuAld—y‘f (21)
dz dze
—"’+scdy Keg=—ScSq7 (22)
Where,
A=1 +3N X_Ql,anclA1
Corresponding boundary conditions (17)-(18) reduces to
Aty=0:u=1,%=—1,<p=1 (23)
Asy—>o©0:u—-0,6-0, ¢—0 24)
METHOD OF SOLUTION

The ordinary differential equations (20)-(22) with the boundary conditions (23) and (24) are solved by the use of
numerical method ‘MATLAB built-in bvp4c solver technique’. The boundary ordinary differential equations are
converted into the first order differential equations are as follows:

Let,

=y(1), u=y2), 6=y3), 0=y@, ¢=y05), ¢ =y6).

Now, we have the following set of first order differential equations:

Y@ = —y@) —(M+3) = Gy(3) = Gny(5) (25)
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, P P 1 P P ,
V) =y 4L () TS EY0) —(M +§j—r4Ey(1)y(l) ~Du < ¥(6)
- - - i & 26)
(1 + ) (1 + j (1 + j (1 + j [1 + ) (
3N 3N 3N 3N 3N
¥ (6) ==Sc y(6) + Kc y(5)— Sc Sr y'(4) 27

The boundary conditions of the resulting ordinary differential equations can be expressed as,

o) -1, y0(4)+1, y0(5)-1, y1(1)-0, »1(3)-0, y1(5)-0 (28)

RESULT AND DISCUSSION
In this study, the effects of various non-dimensional physical parameters such as magnetic parameter (M), radiation
parameter (N), thermal diffusion ratio (K;) , heat sink (Q), thermal Grashof number (G, ), solutal Grashof number
(Gm ), chemical reaction (K, ), Soret number (S; ), Schmidt Number (S. ), Prandlt number (7. ), Dufour number ( D)
and porosity parameter (K ) on velocity field (u) , temperature field (8) and concentration field ( ¢) of the flow system
have been studied and their variations with respect to the parameters are shown by graphs. The Variations of fluid velocity,
temperature and concentration field are shown in figures 2-20 graphically.

Velocity variation: The velocity profiles are shown in figures 2-9. Figure-2 represents that the fluid velocity u
decreases with the increasing values of magnetic parameter (M). This happens as a result of the fluid's velocity decreasing
due to the magnetic field's generation of an opposing Lorentz force. Therefore, the increasing value of magnetic field
results in the decrease of fluid velocity. Figure-3 shows the effect of the radiation parameter on the velocity profile. It is
evident that as the radiation parameter increases, the velocity of fluid particles increases.

Figure 2. Variation of the velocity with M Figure 3. Variation of the velocity with N

Figure-4 shows the impact of chemical reaction parameter K. on velocity profile. It is observed that fluid velocity
(u) decreases with the increase of chemical reaction parameter K, . Figure-5 shows how fluid velocity changes with
thermal Grashof number G, . It is noted that velocity increases along with the thermal Grashof number.

Kc=1,15255 4
W\
\ Gr=10, 16, 20, 24
i [
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Figure 4. Variation of the velocity with K, Figure S. Variation of the velocity with G,

This can be explained by the observation that temperature gradients rise in proportion to an increase in Grashof
number, which ultimately causes the velocity distribution inside the flow to increase. Figure-6 demonstrates how the
solutal Grashof number G,, affect the fluid velocity. It is noted that the fluid velocity increases with G, . The thermal and
solutal buoyancy forces cause a considerable rise in the velocity field. This results from the direct relationship between
buoyant force and Grashof numbers. Figure-7 depicts the effect of Soret number (S, ) on velocity. It is seen that the fluid
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velocity increases due to the increase of Soret number. In figure-8, it has been noted that when the porosity parameter (K)
grows, the fluid velocity increases. This happens because a fluid with a higher porosity value has more room to move.
Consequently, an increase in the fluid velocity occurs. Figure-9 shows the influence of Dufour number (D, ) on fluid
velocity. It is regarded that as Dufour number increases there is monotonic increase in the fluid velocity.

K=051,23
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Figure 8. Variation of the velocity with K Figure 9. Variation of the velocity with D,,

Temperature Variation: The temperature profiles are shown in figures 10-17. Figure-10 demonstrates
how temperature profile changes with heat sink (Q). It is noted that the fluid temperature decreases with the
increase of Q. Figure 11 indicates that the fluid temperature decreases as the chemical reaction parameter (K, )
increases. Figure -12 shows how the radiation parameter affects the temperature profile. The observed that the
fluid's temperature drops as the radiation parameter increases. Figure-13 illustrates how the fluid temperature
drops as the magnetic parameter increases. The increasing values of solutal Grashof number (G,, ) and thermal
Grashof number(G, ) increases the fluid temperature, as shown in figures 14 and 15. Figure-16 shows a clear
rise in the fluid temperature for increasing the Soret number(S, ). Figures-17 describes the effect of Dufour
number (D, ) on fluid temperature. The Dufour number signifies the contribution of the concentration
gradients to the thermal energy flux in the flow. It is seen that as Dufour number (D, ) increases there is
monotonic increase in temperature.

Kc=15,225,3
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Figure 10. Variation of the temperature with Q Figure 11. Variation of the temperature with K
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Figure 16. Variation of the temperature with S, Figure 17. Variation of the temperature with D,,

Concentration Variation: The concentration profiles for the parameters K., S, and D, are depicted in figures 18-20.
Figure-18 illustrates that fluid concentration decreases with increasing chemical reaction parameter(K, ). Figure-19 shows
a clear rise in the fluid concentration for increasing the Soret number ( S, ). Figure-20 describes the fluid concentration
increases due to the increasing value of Dufour number ( D,, ).
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Figure 18. Variation of the concentration with K
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Figure 19. Variation of the concentration with S, Figure 20. Variation of the concentration with D,,

CONCLUSION
In this inquiry, using the ‘MATLAB built-in bvp4c solver technique’, free convective MHD radioactive flow across

a porous vertical plate surrounded by a porous medium has been numerically simulated, accounting for viscous
dissipation, thermo-diffusion, and chemical reaction. The investigation's results are noteworthy when fluid temperature
rises for high radiation and high thermo-diffusion effects. The consumption of species and magnetic field characteristics
is still decreased. As the buoyant force grows, the upsurge concentration rises; nevertheless, as the magnetic parameters
grow, it declines. With a rise in magnetic field and intense radiation, the flow slows down. The impact of thermo-diffusion
causes the flow to speed up. The application of thermal radiation and magnetic field slows the drag force at the plate. The
rate of mass transfer is increased by increasing the thermo-diffusion effect.
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NOMENCLATURE
Fluid velocity vector U Free stream velocity
Thermal diffusion ratio q” Heat flux
Fluid density g Stefan-Boltzmann constant
Fluid temperature q- Flux of radiation heat
Species concentration in free stream K Thermal conductivity
. . 72
Magnetic flux density vector L Ohmic dissipation of energy per unit volume
Kinematic viscosity I . S .
. . [0} Viscous energy dissipation per unit volume
Molar species concentration . . .
C densi K, Chemical reaction coefficient
S urr;nt ensity Vegtor he ol c Conductivity of electricity
pecies C(.)ncentratlon at the p aj[e K Porosity parameter
Acceleration vector due to gravity K" Mean absorption coefficient
Mean fluid temperature Dy Mass diffusivity
Fluid pressure B Coefficient of thermal expression
Electrical field N Radiation absorption Coefficient
Specified heat at steady pressure
Coefficient of viscosity
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BLIBHUI KOHBEKTUBHUM PAJIOAKTUBHUY MT'J ITOTIK YEPE3 BEPTUKAJIbHY IIVIACTUHY B
MOPHUCTOMY CEPEJOBWIIII 3 YPAXYBAHHSIM B'SI3KOBOI TUCHUIIAILIIT, TEPMOJINU®Y3Ii
TA XIMIYHOI PEAKIIII
Canbma Axtap?, Kemad Bopax?, llIbsaimanrta Yakpagopru®
“@akynvmem mamemamuxu, Ynieepcumem I ayxami, I'yeaxami-781014, Accam, Inoia
YUGC-HRDC, VYuisepcumem I'ayxami, I'yeaxami-781014, Accam, Inois

VY crarTi po3mIsAaEThCs PINIEHHS IS JBOBUMIPHOTO IOCTIIfHOTO, B’SI3KOT0, PO3CIIOBAHHS TEIUIA, HECTUCIMBOTO TiIpPOMArHITHOIO
BIIBHOTO KOHBEKTHBHOT'O ITOTOKY IIOB3 PIBHOMIPHO PyXOMY BEpTHKAIBHY ITOPHUCTY IUIACTHHY, 3aHYpeHY B IOPUCTHH Marepiai, 3a
HasBHOCTI edpekty Cope, ebekty Jodypa Ta ximiunoi peakiiii. [loctifiHe MarHiTHe TMoJie CHOpsIMOBaHE B OOJIACTH PiIUHH
MePIEeHIMKYJIIPHO 10 uacTuHu. BOynoBanuit y MATLAB po3s’sizyBau bvp4c BHKOPHCTOBYETBHCS JUIsl PO3B’SI3yBaHHS KEepiBHUX
6e3BUMipHUX PiBHSIHb. OOrOBOPEHHSI IIOTOYHOTO MUTAHHS 30CEPEKEHO Ha BIUIMBI TEIUIOBOI AUQY3il, MarHITHOTO MOJIS, TEINIOBOTO
BUNpOMiHIOBaHHs, uucia ['pacroda, umcna Cope, uncna drodypa ta ximiunoi peaxuii. [TomideHo, mo uuciao Cope mokparrye
Temrepatypy pizuad. KpiM Toro, TemiepaTypa, KOHISHTpALis Ta IIBUIKICT PIAMHYI HaJar0Th 31 30UIbIICHHSAM IapaMeTpa MarHiTHOTO
1oy, X09a po3CifoBaHHS TETIa, BUKIMKAHE MOPUCTICTIO CePEeIOBHUINA, 3a3BUYail HE BPAXOBYETHCS IIPH MOJICITIOBAHHI KOHBEKTUBHOTO
MI'/I-toTOKY, BOHO PO3IIISAAETHCS B Wil poOOTI.

Kunrouosi cmoBa: MIJ]; nopucme cepedosuwe, Ximiuna peakyis; unpominiosants; poscitoeanus menia; epexm Cope i eghexm

Hodypa
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The combined effect of second sound and the viscoelasticity is examined using the classical stability analysis on the onset of rotating
porous medium ferroconvection. Local thermal equilibrium is assumed between the solid matrix and fluid. Present problem is examined
by an analytical approach by considering the pertinent boundary conditions. Normal mode analysis technique is utilized for obtaining
the critical values for both instabilities namely stationary and oscillatory. We noticed that the oscillatory mode of instability is favored
over the stationary mode of instability. We found that magnetic forces, second sound, nonlinearity in magnetization, Vadasz number,
stress relaxation due to viscoelasticity and Taylor-Darcy number are in favour of advancing oscillatory porous medium ferroconvection
whereas strain retardation postpone the outset of oscillatory porous medium ferroconvection. Convection cell size effects by different
parameters and the oscillation’s frequency are also noted. This problem shall have significant feasible technological applications
wherein viscoelastic magnetic fluids are involved.

Keywords: Convection; Rotation; Viscoelastic fluids; Maxwell equations; Porous media; Navier-Stokes equations for incompressible
viscous fluids

AMS Classification: 76E06, 35Q61, 76A10, 76505, 76D05.
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1. INTRODUCTION

The dynamics of ferrofluids can be controlled by an externally acting applied magnetic field (Shliomis [1]).
Rosensweig [2-4] was the first to synthesize ferrofluids. Considering both magnetic and buoyancy forces, a
comprehensive analysis of RBC in ferrofluids was reported by Finlayson [5]. The findings of Finlayson [5] were examined
both thereotically and experimentally by Schwab et al. [6] and Stiles and Kagan [7] respectively. Lalas and Carmi [8]
reported the unique results on ferroconvection with energy stability approach. The impact of internal heating on the energy
stability of magnetic fluids was documented by Mahajan and Sharma [9]. Nisha Mary and Maruthamanikandan [10]
investigated a time-dependent body force effect on magnetic fluid convection. Soya Mathew et al. [11] studied porous
medium ferroconvection with Maxwell-Cattaneo equation. Laroze and Pleiner [12] examined numerical and theoretical
impact on ferroconvection in a viscoelastic carrier liquid. Recently Balaji et al. [13] worked on magnetic field modulation
affected ferroconvection in a Brinkman porous medium. Vidyashree et al. [14] examined the combined effect of variable
gravity and MFD viscosity on porous medium ferroconvection. Naseer et al. [15] analyzed the dual nature of Prandtl
number in the presence and the absence of non-classical conduction.

When it comes to instabilities in viscoelstic fluids, Oldroyd model [16] gives the fundamental rheological equation
describing the properties of viscoelastic realistically. In comparison the relaxational time in normal liquids is very short
as that of viscoelastic liquids. Green [17] examined that for viscoelastic liquids the principle of exchange of stabilities is
invalid when the restoring force is large. Malashetty et al. [18] and Jianhong Kang ez al. [19] studied the rotating RBC in
viscoelastic fluids by means of both linear and weakly non-linear techniques. Laroze et al. [20] presented theoretical and
numerical results on ferroconvection in a viscoelastic carrier liquid. Several other researchers contributed to addressing
the problem of convective instability of viscoelastic fluids with a variety of constraints techniques (Bhadauria and
Kiran [21], Alves et al. [22], Sohail Nadeem et al. [23], Mahmud ef al. [24], Sharma and Mondal [25] and Kaiyao et al.
[26], Dhiman et al. [27]).

As for the convection due to porous medium, Saravanan and Sivakumar [28] made an investigation on the impact
of vibrations on RBC in porous media with arbitrary amplitude and frequency. Very recently, Rudresha ef al. [29] studied
the theoretical influence of time-periodic electric field on electroconvection of Brinkman type. Malashetty and
Mahantesh [30] investigated the linear stability of an Oldroyd type viscoelastic liquid filled horizontally asymmetric
porous material warmed beneath and chilled from above. More recently, Rudresha et al. [31] reported a theoretical
investigation of the combine effect of anisotropy and time-periodic electric field on Darcy-electroconvection. Lebon and
Cloot [32] studied the effects of Maxwell-Cattaneo model in RBC and Marangoni instability. Maruthamanikandan and
Smita [33] investigated Rayleigh-Benard instability taking into account second sound in a dielectric fluid. Soya and
Maruthamanikandan [34] examined the porous medium ferroconvective instability subjected to the heat flux model.
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© N. Ahmed, S. Maruthamanikandan, 2024; CC BY 4.0 license


https://doi.org/10.26565/2312-4334-2024-2-14
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0002-5327-9362
https://orcid.org/0000-0001-9811-0117

151

Oscillatory Maxwell-Cattaneo Ferroconvection in a Densely Packed Rotating Porous... EEJP. 2 (2024)

Recently, Naseer Ahmed and Maruthamanikandan [35] analyzed anisotropic porous medium under Brinkman Model on

viscoelastic ferroconvective instability due to Maxwell-Cattaneo.

External rotation in regards with thermal convection has gained a high interest both theoretically and
experimentally. Due to its general existence in oceanic flows and geophysical, it is crucial to realize how the Coriolis
force ambience the transport properties and structure of thermal convection. The investigation on thermal convection
stability in rotating porous media are done by many researchers. Friedrich [36] analyzed the porous layer stability with
rotation warmed from underneath considering linear and a nonlinear numerical analysis. This problem with the variable
viscosity impact has been addressed by Patil and Vaidyanathan [37]. A fascinating analogy have been well-established
by Palm and Tyvand [38] among an anisotropic porous layer and a rotating porous layer. Various researchers have
examined the rotation under different costraints as follows Jou and Liaw [39], Qin and Kaloni [40], Vadasz [41],
Straughan [42], Govender [43,44], Desaive et al. [45], Straughan [46], Malashetty and Swamy [47], Dhiman and

Sood [48] and Pulkit Kumar Nadian [49].

The present paper concentrates on examining the oscillatory convective instability of viscoelastic ferrofluid saturated
in a rotating porous medium using extended Darcy model with second sound as we cannot find any study related to this

from the literature review.
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Figure 1. Physical Configuration

2. MATHEMATICAL FORMULATION

Let us consider a Boussinesq viscoelastic ferromagnetic fluid saturated densely distributed porous layer rotating

with angular velocity ?2(0, 0,Q) restricted between two endless horizontal surfaces of height ‘d’. The viscoelastic

behaviour is characterized by Oldroyd’s model (non-Newtonian). The above and bottom surface is maintained at 7;, and

T, where T, > T, (see Fig. 1). Magnetic field Ijl0 acts parallel in the z-axis vertically and the force of gravity assisting

vertically descending. The governing equations aiding the Boussinesq approximation are recorded as follows.
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All the terms above are defined in Naseer ef al. [15].
Maxwell’s equations (Finlayson [5]).

@.1)

(2.2)

2.3)
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2.5)
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We notice that for 4,=0 the fluid scale down to Maxwell’s fluid and also if 4,=0 and 4,=0 then the fluid scale

down to Newtonian fluid.
The basic state equations are as follows

%:0’ 7b:(09090)’ T:Tb(z)’

p=p,(2), p=p,(2), H=H,(2), (2.8)

M=M,(z), B=B,(z), 0=0,(0,0,k,3)

where f=(T,-T,)/2

The basic state solution reads as follows

Py =p0[1+a,Bz] (2.9)

H, {HO —K—ﬂz} k (2.10)
I+y,

Azbz[M0+K'”ﬂz}E @2.11)
I+y,

B=yu, {1—7+M}E (2.12)

3. STABILITY ANALYSIS
Due to small perturbations, we obtain dimensionless equations for stability analysis embracing normal modes
(Finlayson [5]).
After an infinitesimally small perturbations the perturbed state equations are as follows

9=q,+q" . T=T, +T', p=p,+p’',
pP=p,+p, H=H, +I-7',]V7=]\fb +j\/7‘, 3.D
B=Bb+B" §=QI7+§” ¢=¢b+¢’

where the perturbed quantities are indicated br primes. Therefore, the linearized equations due to small perturbed
governing takes the form.
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[ Tath 2 | oz v : G-
¢’ M or'

( +Xm) azz +[ +H0j 1¢ m aZ ( )

Solving equations (3.4) and (3.5) to eliminate J'. The linearized perturbed equations reduce to the following.
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2 2 [}
(1+,1 aj{”o o (V2w')—angVfT'woKmﬁai(vf¢')—”°Kmﬁvl T 2P Q%}:(Hﬂ i){_i‘szw} 3.7)
zZ

"9t)| € ot 1+, e 0z * ot
(14,,1 EJ P09¢ 2p,Q dw'| (Hﬂzij K S (3.8)
'ot)| £ ot £ 0dz ot k
) or' 0 (0¢' U, TK. Tk, B
1+7— C) ——u, TK, —| = |-1(p, C), - 22=—=2 1 Bw' |= =k, V’T'——= V7' 3.9
[ TatJ’:(pO )1 at /'lO a™*m at[ az ) {(po )2 1+Zm ﬂW 1 2 w ( )
d°¢' M, T’
1 1+—2 |V2p'-K ——=0 3.10
e ) oo
where
5 82 82 ) R 82
(po C)lzgpocv,ﬁ+8ﬂ0HoKm+(1_8)(po C)S , (po C)2 =ep,Cy y+ et H K, 'V, =§+ay_w V=V, +a7 >
K, =_[88_A7{JH&TE s K = (g—]‘;l{ ) and { = %—;—% denotes the z-component of vorticity and ¢' being magnetic
potential.
Considering the normal mode as follows
w' W(z)
T' ;
|= @(Z) ez(lx+my)+m (311)
¢ D(z)
'l L4

along x and y directions wave numbers are | and m respectively and ¢ is the growth rate. Substitution of equation (3.11)
into (3.7) to (3.10) leads to

2 2
(l+)»10')|:&0'<D2—Khz)W+0(p0gK§@-luoKmﬁKfDq) | MK, PK; @+2pOQD§}
€ 1+, £
(3.12)
(1”10){&05——2%9 DW} =(1+/120){——L ;} (3.13)
£ £ k
T.K:
(1+w){(ﬂo€)lGG—ﬂOYLKmach— (poc)z——“l°+a m}ﬁw}
& (3.14)
= (D -KiJo- R (D ki)
(1+zm)D2‘D‘[H%]Kf‘D(z)—KmD@=o (3.15)
0

where D =d/dz and K, =[” +m’ is the overall horizontal wave number. Considering the following scaling to non-
dimensionalize the equations (3.12) to (3.15)

. wd . O . O

=" o= -2
K Bd K, pd’
1+, , (3.16)
— w2 =9 5
a=K,d, z k o P ¢ .
d* d*
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we get the following non dimensionless equations (for simplicity asterisks are neglected)

(1+F, o)[g(D2 ~a*)W+(1+M,)Ra*©-Na* DD +[Ta, D{} =-(1+F,0)[(D*=a*)W | 3.17)

Va
(1+Fl0')[%§— Ta, DW}z—(1+F20')§ (3.18)
2 2 2 2
M, —(1-M,)W ]| =(D*-a*)0-G(D*- :

(1+42G0)[A0©0-M,0DD—(1-M,)W | = (D’ -a*)©-G(D* -’ )W (3.19)

(D*-M,a’)®-DO =0 (3.20)

C 2
where /1=(p° )1,M2= # K, Ta and G=T—K2.
(p,€), (1+2,)(p,C), 2d

Eliminating ¢ by substituting ¢ from equation (3.18) in (3.17) and then equations (3.17) and (3.18) reduces to one
equation as mentioned in equation (3.21), also neglecting M, from Finlayson [5] and assuming A=1 we have the
following

[(1+F1 a)V£+(1+F2 a)}(mv1 a)[Vi(D2 ~a* )W +(1+M,)Ra* ©-R M, azDCI)}
a a

(3.21)
+(1+F,0) Ta, DW = —[(1+Fl O')V£+(1 +F, 0')}(1 +F, 0')[(D2 —az)WJ
a
(1+2Go) (0 ©-W)—(D* -a*)©+G(D* —a’ )W =0 (3.22)
(D*-M,a’)®-DO =0 (3.23)
where F,= ;212]( is the non-dimensional stress relaxation time, F, = ;ZK is the non-dimensional strain retardation time,
e, d’ agp,Bd’k K2
Va= Ay is the Vadasz number, R, :M is the Rayleigh-Darcy number, M, =M is the
Py Kk H K (1+Zm)agp0
20,02k ’ 1+%
Magnetic number, G = TdKZ is the Cattaneo number, Ta, = ( Po J is the Taylor-Darcy number and M, = . 2
U, € Xn

is the non-buoyancy-magnetization parameter. Appropriate boundary conditions are W =@ =D® =0 at z==%1/2.

3.1. Stationary Instability
For the stationary mode equations from (3.21) - (3.23) turn out to be the following

(1+M,)Ra* ©=RM,a*D® +Ta, DW +(D*~a*)W =0 (3.24)
[G(D*-a*)-1]w ~(D*-a’)0 =0 (3.25)
(D*-M,a’)®-DO =0 (3.26)

Equations (3.24) — (3.26) embracing an eigenvalue problem along with the boundary conditions with R being eigen value.
. . 4, .
The forthright solution W = 4, cos(7z), © = 4,cos(7rz), ®=—sin(7z), where 4, 4, and 4, are constants. On
V4
solving we obtain

. pl@M+7)(prrTa, )
P (1+Gp)[a* (14+M,) My + 7]

(3.27)
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On substitution G=0and M, =0 in equation (3.27) exactly coincides with Kang et al., [19] and Vadasz [41] and

which is mentioned in equation (3.28). It should be noted that equation (3.27) is stationary Rayleigh-Darcy number is
independent of viscoelastic parameters.

2 2
Ry = % (3.28)
a
where superscript ‘st’ represents stationary convection.
3.2. Oscillatory Instability
_ (o
(1+E0') {_ch (ﬂ-z +a2)—TaD ;;2}
+(1+Fla)(l+an)(—2—o_j(7r2 +a*) A +(1+F 0)(1+M,)Rd [(1+F1 o)L +(1+F, c;)}A2
Va Va
, (3.29)
~(1+F0) (7 +a*)
—(1+F,6)RM,d’ [(1+Fl O')V£+(1+FZ 0)}A3 =0
a
[142G0+G (2’ +a*) |4, - | (7" +a*)+(1+2G o )0 |4, = 0 (3.30)
A, —(r+M,a’ )4, =0 (3.31)

On applying the solvability condition, we obtain

°Ta, (Va)’ (1+ Fo)
(a’M,+7°)(p+0+2Go?) o (Va) (1+Fi0) ,
< +p(Va+o(1+F,Va+Fo)) 532)
- Va(1+F, o) '
2 [ (1+M )M, +7* [Va(1+F, & : 1+G(p+20
a [a ( )M, :| a(l+F, )|:+O'(1+FIO')}[ (p )]

where p =7’ +a’. Let 0 =i where o is frequency of oscillation and we retrieve R in the form R = R, + iR, , both
R, and R, are computed by MATHEMATICA SOFTWARE.

4. RESULTS AND DISCUSSION

The aim of the study is to uptight with rotating porous medium ferroconvection in a viscoelastic magnetic fluid with
second sound. Conditions for the pair of the stationary as well as oscillatory convection utilizing linear theory, has been
established by normal mode technique. Characterization of the system’s stability is taken into account by the thermal
Rayleigh number R, which is obtained as a function of the various parameters. By utilizing MATHEMATICA software,
Eigen value expression and the corresponding critical number are found. Newtonian behavior of viscoelastic fluid in
stationary convection can be noticed. In oscillatory mode Rayleigh-Darcy number is derived as a function of Vadasz
number, viscoelastic parameters namely strain retardation time and stress relaxation time, non-buoyancy magnetization
parameter, Cattaneo number, Taylor-Darcy number and magnetization parameter. The values of the various parameters
are fixed as follows F; =1.5,Va=2, F, =0.3, G=0.06, M,=2 and Ta,=0.4 and from the Figs. (2-8) ecritical

Rayleigh-Darcy number R} is expressed as a function of magnetic number M.
In Figure 2 as there is an increment in M|, R, decreases and destabilizes the system. We notice that the exchange
principle of instabilities is invalid as stationary convection is not preferred over oscillatory convection as R;, is higher than

the R;°. As the certain ranges of the governing parameters the fluid layer becomes overstable, i.e. the thermal instability

gives rise to an oscillatory convective motion. Overstability is possible in the presence of rotation or a magnetic field because
they lend an elastic-like behaviour to the fluid thereby enabling it to sustain appropriate modes of wave propagation. It is
therefore expected that a layer of viscoelastic fluid can become overstable due solely to heating from below.

In Figure 3 we see thatas and how £, and M, increases there is a decrement in R) which conveys that the system

destabilizes as oscillatory convection is hasten by the stress relaxation parameter F;. Itis due to the fact that the relaxation

time parameter accelerates the convection flow and weakens the viscoelastic fluid elasticity.
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In Figure 4 as the the values of F, and M| increases we note that there is an increment in R which reveals that the

retardation parameter £ halts the onset of oscillatory convection as it enhance the effect of elastic. Hence, the system stabilizes.

18 70 22

— —F,=01
6] — Stationary 60_\ 20 —F,=03
— Oscillatory 184 —F,=05
1 50+ | 164 :
" 40 —F; =1 14] I
121 1 —F; =15 Rase 12
0SC c
Ro. 10.\ De” 304 —F =2 v 10'\
20 81
84 6
 —— \
o] ! :
00 02 04 06 08 1.0 00 02 04 06 0.8 1.0 00 02 0.4 0.6 0.8 1.0
M1 M1 M1
Figure 2. Variation of R with M, for Figure 3. Variation of R with M, for  Figure 4. Variation of of R} with M,
F =15, Va=2, F,=03, G=0.06, F,=03,Va=2, G=0.06, M;=2 and for F, =1.5,Va=2, G=0.06, M, =2
M3=2 and TaD=0.4 TaD:0.4 and TaD =04

In Figure 5 as Va and M, increases there is a decrease in R} and hence system destabilizes. As Vadasz number is the

ratio of porosity, Prandtl number and Darcy number. In Figure 6 as there is an increment in G and M| we observe that there is

an decrement in R))“ due to the presence of dawn value of G and destabilizes the system. As parabolic equation is replaced by

the hyperbolic equation in equation of temperature which guarantees the finite transmit of heat signals instead of infinite.
In Figure 7 the magnetic equation linear departure is expressed by the parameter M, . We observe from figure 7, as there

is an increment in M, and M, then R* decreases monotonically which conveys that the magnetic equation of state grows

larger and larger to nonlinear owed to which ferroconvection is threshold in porous layer with second sound is hastened.

—Va=1 11 —M;=1
—Va=2 —M;=2
—Va=3 —M3=3

104
Rgic Rgse REe 84
84
74
64
64
4 T T y y T T T T T T
0.0 02 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
My M, M,

Figure 5. Variation of R)" with M, for ~ Figure 6. Variation of R} with M, Figure 7. Variation of R} with M, for
F, =1.5,G=0.06, F,=023, for F, =1.5, Va=2, F,=0.23, F, =1.5,Va=2, F,=03,
M,=2 and Ta,=0.4 M,=2 and Ta, =04 G=0.06 and Ta,=0.4

We notice from Figure 8,as M, and Ta,, increases the R,° monotonically decreases which implies that the system

destabilizes as observed in Pérez et el. [50]. From Figure 9 through 13 we can observe that all parameters increase @

also increases whereas noted from Fig. 14 as parameter increases @ decreases. Hence, we can conclude from

Figs. (9-14) that for all parameter @), is sensitive.
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Figure 8. Variation of R with M, for Figure 9. Variation of a)f with M, for Figure 10. Variation of &f with
F, =1.5,Va=2, F,=0.3,G=0.06 F,=03,Va=2, G=0.06, M, for F, =1.5, G=0.06, F, =0.3,
and M,=2 M,=2 and Ta, =0.4 M,=2 and Ta, =04
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Figure 11. Variation of @ with M, for
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Figure 12. Variation of a)f with M,

for F, =1.5,Va=2, F,
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Figure 13. Variation of a)f with M,
for F, =1.5,Va=2, F,=0.3,
G=0.06 and M,=2

Figure 14. Variation of @ with M, for
F, =1.5,Va=2, G=0.06, M,=2 and Ta,=0.4

From Table 1 through 10, we can analyze the effect of M,,F|,F,,Va,M;,G and Ta, on wave number which

represents the shape and size of the convection cell. If we observe closely ¢, increases with an increase in

F

., Va, and

Ta, which implies that the convection cell size is contracted and decrement of ¢, with an increment in F, and M,

which implies that the convection cell size is enlarge.

Table 1. Rayleigh-Darcy number and wavenumber critical values for M;=2, G = 0.06 and Ta, =0.4.

Stationary Oscillatory (F; =1.5, F, =0.3 and Va=2)
M,
Rg agt Rg&(,‘ a:SC
0 16.4701 10.37 10.6941 2.95604
0.2 13.7853 11.8764 9.33656 2.95659
0.4 11.8449 13.3015 8.30025 2.9467
0.6 10.3798 14.6747 7.48287 2.93229
0.8 9.23542 16.0167 6.82082 2.91624
1.0 8.31733 17.3428 6.27287 2.89995
Table 2. Rayleigh-Darcy number and wavenumber critical values with variation in F by fixing F,=03,Va=2,
G=0.06, M,=2 and Ta,=0.4
F=1 F =15 F =2
Ml
Ry a, Ry a, Ry a,
0 66.0416 1.0 10.6941 2.95604 7.02019 4.08829
0.2 63.0998 1.0 9.33656 2.95659 6.01014 4.23206
0.4 60.4089 1.0 8.30025 2.9467 5.24903 4.33444
0.6 57.9381 1.0 7.48287 2.93229 4.65661 4.41049
0.8 55.6615 1.0 6.82082 2.91624 4.18356 441592
1.0 53.557 1.0 6.27287 2.89995 3.79694 4.44985
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Table 3. Rayleigh-Darcy number and wavenumber critical values with variation in F, by fixing F, =1.5, Va=2,

G=0.06, M,=2 and Ta,=0.4

F,=0.1 F,=03 F,=0.5
Ml osc osc osc
Ry a, Ry a, Re a,
0 5.28459 3.73769 10.6941 2.95604 21.7013 2.10033
0.2 4.54376 3.88231 9.33656 2.95659 19.5045 2.09634
0.4 3.98017 3.98809 8.30025 2.9467 17.7445 2.08973
0.6 3.5386 4.06835 7.48287 2.93229 16.2999 2.08205
0.8 3.18399 4.13112 6.82082 2.91624 15.0903 2.07412
1.0 2.89327 4.18153 6.27287 2.89995 14.0605 2.06634
Table 4. Rayleigh-Darcy number and wavenumber critical values with variation in Va by fixing F =1.5, F,=0.3, G=0.06,
M, =2 and Ta,=0.4
M, Va=1 Va=2 Va=3
Ry a R’ a R a
0 14.6089 2.86345 10.6941 2.95604 8.85992 3.42225
0.2 12.7803 2.88742 9.33656 2.95659 7.6532 3.43747
0.4 11.3542 2.90293 8.30025 2.9467 6.74327 3.43444
0.6 10.2125 2.91381 7.48287 2.93229 5.83093 3.86296
0.8 9.27831 292172 6.82082 2.91624 5.4638 3.40712
1.0 8.50012 2.92776 6.27287 2.89995 4.99651 3.38998

Table 5. Rayleigh-Darcy number and wavenumber critical values with variation in G by fixing F, =1.5, F,=0.3, Va=2,

M, =2 and Ta,=0.4

G=0.05 G=0.06 G=0.07
M »
! Ry . Ry a, Ry a,

0 11.9367 2.93641 10.6352 2.51388 10.6941 2.95604
0.2 10.4218 2.93976 9.42077 2.5064 9.33656 2.95659
0.4 9.26372 2.93204 8.47648 2.49413 8.30025 2.9467
0.6 8.3496 2.91933 7.71939 2.48015 7.48287 2.93229
0.8 7.60895 2.90462 7.09719 2.46593 6.82082 2.91624
1.0 6.99591 2.8894 6.57551 2.45216 6.27287 2.89995

Table 6.

G=0.06 and Ta,=0.4

Rayleigh-Darcy number and wavenumber critical values with variation in M, by fixing F, =1.5, F,=0.3, Va=2,

M, =1 M,=2 M,=3
Ml s¢ s¢ ¢
Ry" a, Ry o, Ry a,

0 10.6941 2.95604 10.6941 2.95604 10.6941 2.95604
0.2 9.45654 2.97246 9.33656 2.95659 9.26594 2.94614
0.4 8.48826 2.97412 8.30025 2.9467 8.18962 2.92977
0.6 7.71149 2.96775 7.48287 2.93229 7.34809 291153
0.8 7.07459 2.95709 6.82082 2.91624 6.6709 2.89336
1.0 6.54253 2.94429 6.27287 2.89995 6.11327 2.87608

Table 7.

Va=2, G=0.06 and M,=2

Rayleigh-Darcy number and wavenumber

critical values with variation in 7q, by fixing F, =1.5, F,=0.3,

Ta,=0.3 Ta,=04 Ta,=0.5
M
‘ Ry o, Ry @, Ry a,

0 12.7272 2.4949 10.6941 2.95604 9.69108 3.39212
0.2 11.2701 2.49011 9.33656 2.95659 8.37313 341198
0.4 10.1351 2.47993 8.30025 2.9467 7.37744 3.4126
0.6 9.22452 2.46759 7.48287 2.93229 6.59972 3.40376
0.8 8.47612 2.45467 6.82082 2.91624 5.9755 3.3904
1.0 7.84879 2.44195 6.27287 2.89995 5.46319 3.37507
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CONCLUSIONS
The onset of thermal ferro-convection in a viscoelastic fluid saturated rotating porous layer with second sound is
examined analytically using linear stability analysis. The linear theory provides the onset criteria for both stationary and
oscillatory convection. The following conclusions are drawn:

e  The most favorable mode of thermal instability is the oscillatory mode.

e  Ferro-convective viscoelastic fluid coincides with the ferro-convective Newtonian fluid saturated rotating porous
layer with second sound in stationary case. It is due to the fact that the base state has no flow and any viscoelastic
fluid of simple fluid type becomes Newtonian when the flow is steady and weak.

e  Magnetic parameters M, and M, viscoelastic stress relaxation parameter F,, Vadasz number Va and Cattaneo

number G strengthens the destabilizing effect of Taylor-Darcy number 74, in the oscillatory mode.
e  Viscoelastic strain retardation parameter F, , advances the oscillatory mode.

e  Critical frequency and wavenumber of oscillatory motions are determined as functions of all the parameters of the
problem. For all the parameters they are sensitive.
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OCLHUJIALIIMHA ®EPOKOHBEKIISI MAKCBEJLJIA-KATTAHEO B IILIbBHOYIAKOBAHOMY OBEPTOBOMY
MOPUCTOMY CEPEJOBHUIII, HACUYEHOMY B’SA3KOIIPYKHOIO MATHITHOIO PIITMHOIO
Hacip Axmen?, C. Mapyramanikangan®
“Department of Mathematics, Presidency College, Kempapura, Hebbal, Bangalore 560024, India

b lenapmamenm mamemamuru, Inocenepna wixona, Ilpesudenmeviuil ynicepcumem, benzanyp, 560064, Inoia
3a J0MOMOror KJIaCHYHOrO aHallidy CTaOLIbHOCTI Ha Mo4yatky ()epOKOHBEKLii 0OEPTOBOrO MOPHUCTOTO CEPEIOBHUINA TOCIIIKEHO
KOMOiHOBaHHMH eeKT APyroro 3ByKy Ta B’si3konpykHocTi. [lepenbadaeThbes 0OKalIbHA TEIUIOBA PIBHOBAra Mi>k TBEpIOI0 MaTPULICIO Ta
pinunoro. [ToTouna mpoGieMa po3IIISIAETHCS 3a JOMOMOIOI0 aHAIITHYHOIO MiAX0AY 3 YpaXyBaHHSIM BiAMOBIJHUX IPAHUYHHUX YMOB.
TexHika aHaTi3y HOPMAJILHOTO PEXHUMY BUKOPUCTOBYETHCS JJI1 OTPUMAHHS KPUTHYHUX 3HAUCHb IS 000X BUJIIB HECTAOLIBHOCTEIH, a
caMme CTauioHapHOI Ta KOJHMBAJIBHOI. MU MOMITHIH, 110 KOJMBAJIBHUI PEeXUM HecTabiTbHOCTI Mae mepeBary Haj CTalliOHAPHUM
pexuMoM HecTabiIbHOCTI. M BUSBIIIH, 1[0 MATHITHI CHITH, APYTUil 3BYK, HEJIIHIHHICTh HAMArHi4eHoCTi, yncio Banaia, penakcartis
HalpyTH Yepe3 B’I3KONpPYXHIcTh 1 uncio Teittopa-/lapci cnpysiioTh pO3BUTKY OCIIMIIIOIYO] ITOPHCTOT (PepOKOHBEKIIT CepeIOBHIIA,
TOJI sIK 3aTpHMKa JedopMallii BigkiIagae Mo4aTok KOJIUBAIBHOI NOPHCTOI (hepoKoHBeKLil cepenoBuina. Takox BiJ3HAYCHO BILIUB
PO3MIpy KOHBEKIIHHOT KOMIPKM 3a PI3HUMH MapaMeTpaMyd Ta YacTOTOK KoyiuBaHb. Il mpobiema MaThMe 3HAYHI MOMKJIMBI
TEXHOJIOT14YHI 3aCTOCYBaHHS, Y SKUX 3aJisIHI B’I3KOINPYKHI MarHiTHI piiuHU.
KurwouoBi cioBa: xousexyis, obepmanns, 6's3xonpyoicui piounu; pienanus Makceenna; nopucmi cepedosuwya; pienanns Hag'e-
Cmokca 015 HeCMUCAUBUX 'S13KUX PIOUH
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