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This research paper investigates the thermal stratification and chemical reaction effects on MHD Flow through oscillatory
vertical plate in a porous medium with temperature variation and exponential mass diffusion. Through the application
of the Laplace transform method, the paper derives analytical solutions that precisely depict the physical dynamics
of the flow. The investigation utilizes sophisticated mathematical models to scrutinize the complex dynamics between
Magnetohydrodynamics (MHD) and convective movements, considering a range of conditions involving temperature
fluctuations and exponential rates of mass diffusion. A pivotal finding from this research is the detailed comparison
between the outcomes of thermal stratification and those observed in environments lacking such stratification. It is
observed that the implementation of stratification within the flow leads to a more rapid achievement of equilibrium or
steady-state conditions.
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1. INTRODUCTION

The ubiquitous phenomena of thermal stratification in fluid systems result from fluids innate propensity to
arrange themselves into discrete temperature strata according to their thermal characteristics. The temperature
distribution that is stratified within a fluid medium is a key factor in determining the thermal properties of
different natural and artificial settings. Thermal stratification has a significant impact on heat transport, energy
efficiency, and environmental dynamics. It is especially common in water bodies, atmospheric conditions, and
industrial operations.

This research represents the first of its kind to examine the combined effects of thermal stratification
and chemical reaction on the flow around an oscillating vertical plate, building on a foundation established by
previous studies in related areas. Initial efforts by [1] and [2] were crucial in developing an understanding of
transient free convection flows along vertical flat plates, which was further expanded upon by [3] who looked
into unsteady natural convection adjacent to infinitely long vertical plates. Subsequent research broadened the
scope of investigation into various facets of this phenomenon. Investigations into transient buoyant flows within
stratified fluids were conducted by [4] and [5, 6], while [7] focused on flow dynamics driven by convection in fluids
that were stably stratified. The domain of porous media received significant attention as well, with [8] studying
unsteady free convection in a porous medium saturated with fluid, and [9] delving into the dynamics of heat
and mass transfer through natural convection in such mediums. The role of radiation and magnetic fields in
these processes was not overlooked; [10] assessed MHD boundary layer flow over vertical plates with a gradient
in temperature, and [11] evaluated MHD free convective mass transfer effects alongside variable suction and the
Soret effect. The interaction between chemical reaction and thermal radiation received particular focus in the
works of [12] and [13], who explored the influence of chemical reaction on vertical plates subjected to radiation
and thermal stratification. The dynamics of chemically reactive flows were extensively explored by [14], [15],
and [16], who concentrated on the consequences of chemical reactions on fluid movement near oscillating plates
and stretching surfaces across various scenarios, including heat and mass transfer, and the presence of magnetic
fields. This paved the way for more nuanced studies, such as those by [17] and [18, 19], which investigated
the unsteady flow near vertical plates with chemical reactions under thermal stratification. [20] extended these
observations to porous media with a focus on mass diffusion, and [21] further broadened the scope by examining
non-Newtonian fluids in porous media affected by chemical reaction and thermal stratification, highlighting the
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Figure 1. Physical Model and coordinate system

comprehensive exploration of these complex interactions in fluid dynamics.

This research, offering profound implications for industries like chemical manufacturing, polymer produc-
tion, and crystal separation, encompasses a wide array of studies on MHD unsteady and transient heat transfer
in vertical plates. These studies, covering stratification, chemical reaction, magnetic field, porous medium, and
radiation, collectively deepen our understanding of natural convection under diverse fluid and environmental
conditions.

2. MATHEMATICAL ANALYSIS

Consider the problem of an unsteady Magnetohydrodynamic (MHD) flow of a viscous, incompressible,
and stratified fluid over a vertically oscillating plate embedded in a porous medium. This setup is described
using a rectangular Cartesian coordinate system (z’,y’,t’), where the y’ axis is perpendicular to the plate and
the o’ axis is aligned vertically along the plate. The fluid velocity at any point (2/,y’,t') is denoted by ¢ =
(u/,0). Initially, at ¢ = 0, both the temperature and concentration of the fluid at the plate are 7. and C/_,
respectively. For times t’ > 0, the plate starts oscillating in its own plane with a velocity of Ug cosw't’ relative
to the gravitational field. Concurrently, at ¢ > 0, the temperature at the plate rises to T2 + (T, — T2, )At’,
and the concentration increases to C’ + (C’, — C’_)e®". These dynamics are analyzed under the assumption
of the standard Boussinesq approximation, leading to the formulation of equations for motion, energy, and
concentration, alongside the defined boundary conditions.

ou' y / . , 0?v  oBX v,

v = 9T —T) + B (O O) hvg g = — =~ qu (1)
or kT, )
o pC, Oy? (2)
80’ 820/

o ~ Dy K (3)

with the following initial and boundary Conditions:

W' =0 T =T/, =, vyt <0
v = Ugpcosw't' T =T, + (T, —T.)At C'=C 4+ (C, —C)er aty' =0,t' >0
u =0 T — T, C'— CL, as y — oo,t’ >0

where a’, 1, v, D, and Da are respectively constant, similarity parameter, kinematic viscosity, mass
. . . . . . aT’,
diffusion coefficient, darcy number. The ”thermal stratification parameter” is termed as v = 5= 4+ &. The
P

term ”thermal stratification” refers to the combination of vertical temperature advection (d;;%"), where the

temperature of the surrounding fluid is height-dependent, and work of compression (%), the rate at which
p

particles in a fluid do reversible work due to compression.
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and we provide non-dimensional quantities in the following;:

—

/ tl / TI_T/ C/_c/ B2
U=y t=—, y=-—, w=ulty, O=_—2 C=——"2 M=220" A=
UR tR LR Tw - Too O’w - Coo ,OUR tR

vgB(T, —T) vgB*(C), — CL) e, v
GT:U—}B%’ GC: U—IS%7 PTZTP’ SC: 57 a:altR, AT:T’L/U_TC/)O7
U2k T, K/LZ B AT —-1/3
Da=—%=, 7= WA;, K.==L Up=wgBAT)'/3, tgp=(gBAT) */ V'3 Lp= (gﬁﬂ )

Where Pr is Prandtl number, Gr is thermal Grashof number, G¢ is mass Grashof number, M is Magnetic
parameter, Sc is Schmidt number, ¢ is time in dimensionless coordinate, L is reference length, ¢ty is reference
time, U is dimensionless velocity, Ug is reference velocity, u is viscosity of fluid, 6 is the dimensionless tem-
perature, C' is dimensionless concentration, w is frequency of oscillation. Then non-dimensional forms of the
equations (1)-(3) are given by

ou 0*U 1

00 1 9%

o ﬁ@iyz - (5)
oC 1 0°C

T Scop e (6)

Non-dimensional forms of initial and boundary Conditions are:

U=0 0=0 C=0 Vy,t <0
U = coswt 0=t C=e at y=0,t>0
U—0 6—0 C—0 asy — 0o,t >0 (7

3. METHOD OF SOLUTION

We discovered that the Laplace transform method produces an equation of non-tractable form for any arbi-
trary Prandtl or Schmidt number. The non-dimensional governing equations (4)-(6) with boundary conditions
(7), are solved for the tractable situation of Pr = 1, Sc = 1. Hence, the expressions for velocity, temperature,
and concentration profiles can be determined with the help of [22] and [23] are as follows

U - DQ#{EHF + Dy fi(B, —a) — ﬁ 1B, iw) + f(E, —iw)] + Pci’" —f2(E) + (D1 — D)
e s A(Pi) + fi(Po=i)] + (aDy + Dy, = Do) (P=a) = 5 a(P)
Di(a+ K.) f1(K., —a)
) Di—Dy D . (Ds aDy+DiK.—D
0 = D4t{(1 +20°)er fe(n) — %6_’7 } - KDQ + % - Ki) %6_’7 + {ES s ;) &
S ) + g (i) + (B =) = 5o (A(Pi) + fi(P=i)
aDy + D;)KC — D3 f1(P,—a) + %JZKC)JH(KC’ —a) + P(PGiE)fQ(p)]
Cc = % [672’7\/ (atKe)t op fe (77 -/ (a+ Kc)t> + 2V (@FE)t o pe (17 ++/(a+ Kc)t)] (10)
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Where,
_ Y ppenGr, BeP-M+~, mopo(Msl) —ma
n= 2 =6, = Da’ = Da v Gr
Gc 4aDy — D1 K.+ D, P
Dl = 1 ) D2 =
Ke (K. —M — 57) +1Gr P-E

o a2D1 + aDch + CLD1P + DchP + 3a2D1 - 2aD1KC - D1K02 + Ge

Dy = vGr YGr

Dy=1 -
P—FE » D= e ) EP—B)

Also, f;’s are inverse Laplace’s transforms given by

—yV/s+p —yVs+p —yV's
fl(qu)ZL_l{e}y fz(p)ZL_l{e;} fg(Q)ZL‘l{e }

s+q S s+q

We separate the complex arguments of the error function contained in the previous expressions into real
and imaginary parts using the formulas provided by [22].

4. CLASSICAL CASE (v = 0)

We derived solutions for the classical case of no thermal stratification (y = 0). We want to compare the
results of the fluid with thermal stratification to the case with no stratification. Hence, the solutions for the
classical case with boundary conditions (7) by using the Laplace transformation are as follows:

0 = (14 2pP)erfeln) = ke (1)
1 . . Gr Ge
U. = §[f1((E+P),zw)+f1((E+P)7—zw)]— E+Pf2(E+P)+m
tGr 9 2n 2 Ge _
AE+P) =)+ s { (U 2 enfeln) = ZLe} - oo (o) (12

4.1. Skin-Friction
The non-dimensional Skin-Friction, which is determined as shear stress on the surface, is obtained by

_av
dy

y=0

The solution for the Skin-Friction is calculated from the solution of Velocity profile U, represented by (8), as
follows:

D2€_Et (Dl —Dg)e_Pt |: e~ Bt E
T = + + Ds [e*Va+ FE er a+ E)t)+ —
e W 3 FR/( )t) =| " 2B

[ei“t\/m erf(v/(E+iw)t) + e “'NE —iw erf(\/(E —iw)t) + 25/_;:} + PCiTE

tVE erf(VEt) — tVP erf(VPt) + \/Z(eEt —e P4 6TJ;(\>/»§) - eerE/\é?)

—Pt

@Dy + Du, = Do) [Vad P ers (T i)+ = | + 5 s

[eiwt\/m erf(\/m) + e /P —iw erf(\/(P —iw)t) + 23—7?1;1

—K.t K.t
-DK, {e‘”\/a + K.erf(y/(a+ K. )t) + € ] — (D1 + aDy) :
vt 2V t3

The solution for the Skin-Friction for the classical case is given from the expression (12), which is represented
by
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*

T = {em\/merf( (E+P)t+iwt)+efi“’t (EJrP)fiwerf( (EJrP)t—iwt)

2e~ (E+P) Gr t _mipy  erf(V(E+P)Y)
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4.2. Nusselt Number

The non-dimensional Nusselt number, which is determined as the rate of heat transfer, is obtained by

The solution for the Nusselt number is calculated from the solution of Temperature profile 6, represented by
(9), as follows:

[t Dy D3 aDy —D1K.— D3 Di(a+ K.) . 1
Nu = 2D/ — —~|—2— = — a Vat) + —
¢ Va7 LE\/th) +{ E " P K. eVaerf(Vat) + Vit

Dy — Do D DQSiEt D3 { " e Bt } Gr
— — — —qe"Va+ Eer a+ Et) + —
2PVt 2K w3 2wt E / ( ( ) ) vat ) E(P-E)

t erf(VEt) (D1 — Dg)e~T* 1
WE erf (VB 4L eor 4 IO }_ e

— +

- —iwt . . 2€7Et 1
{ '"WE +iw erf(y/(E +iw)t) + e “'VE —iw erf(\/(E —iw)t) + it }_Q(P—E)
[t P erf (PR + VP eng (Pt + 2 | D= Dule = s
at e Pt Die %t Di(a+K.) [ 4
{ Va+Perf(\/(a+ P)t) + \/E}Jr QI;CMJF ! e {e Va+ K, erf(\/(a+ Ko)t)
+
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The solution for the Nusselt number for the classical case is given from the expression (11), which is

represented by
t
Nu* =2 \/>
7r

4.3. Sherwood Number

The non-dimensional Sherwood number, which is determined as the rate of mass transfer, is obtained by

ac

Sh=——
dy y=0

The solution for the Sherwood number is calculated from the solution of Concentration profile C', represented
by (10), as follows:

Sh = Vat K, erf(/at Kb + % o (@t Kt

Tt
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5. RESULT AND DISCUSSIONS
We calculated the numerical values for velocity, temperature, concentration, skin friction, Nusselt number,
and Sherwood number by utilizing the solutions obtained in previous sections, for different values of the physical
parameters v, Gr, Ge, M, Da, K.,w, and t. This process enhanced our comprehension of the problem’s physical
importance. Additionally, by employing MATLAB, we visually represented these calculations in Figures 2
through 17.

Gr=5,Ge=5
Gr=10,Gc=5 | 4
Gr=5,Gc=10

Velocity
Velocity
o
(=]

L L L "
0 0.5 1 15 2 25

Figure 2. Effects of v on Velocity Profile for ¢t = Figure 3. Effects of v on Velocity Profile for ¢ =
1.5,a = 02,w = 7/4,Gr = 5,Ge = 5,M = 2,Da = 1.5,a=02,w=7/4,y=05,M =2,Da=0.5K. =
0.5, K. = 0.2 0.2
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Figure 4. Effects of M on Velocity Profile for t = Figure 5. FEffects of Da on Velocity Profile for ¢ =
1.5,a = 0.2,w = w/4,Gr = 5,Gc = 5,7y = 0.5,Da = 1.5,a = 0.2,w = 7/4,Gr = 5,Gec = 5,7 = 0.5, M =
0.5,K.=0.2 2,K.=0.2
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Figure 6. Effects of K. on Velocity Profile for t = Figure 7. Effects of v on Velocity Profile against time
1.5,a = 0.2,w = 7/4,Gr = 5,Gc = 5,7 = 0.5,M = fory = 1.2,a = 0.2,w = 7/4,Gr = 5,Gc = 5,y =
2,Da=0.5 0.5,M =2,Da=0.5

The presented Figures 2 through 7 illustrate the influence of various physical parameters on velocity profiles.
In Figure 2, as the parameter v increases, there’s a marked reduction in peak velocity, suggesting a damping



Thermal Stratification and Chemical Reaction Effects on MHD Flow Through Oscillatory...

215
EEJP.2(2024)

effect. In the 3 and 4 Figures, it is evident that increases in Grashof number Gr for thermal buoyancy and
magnetic parameter M cause velocity profiles to peak at lower values and shift to the left. Figure 5 indicates that
with increasing Darcy number Da, peak velocities increase, suggesting less resistance to flow through porous
media. Figure 6 highlights the influence of the chemical reaction parameter K., with higher values leading
to lower velocities, indicative of the retarding influence of the chemical reaction on the flow. Lastly, Figure 7
shows that as the thermal stratification parameter () increases, the fluid’s velocity initially decreases and then
stabilizes over time, with (v = 0) exhibiting the highest velocity.

Temperature

Figure 8. Effects of v on Temperature Profile for ¢
1.5,a = 0.2,w = 7/4,Gr = 5,Ge = 5,M = 2,Da
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Figures 8 through 13 depicts the temperature profiles for various physical parameters. In figure 8 shows that
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as the parameter v increases, the temperature decreases across the profile, with the steepest gradient near v = 0.
Figure 9 indicates that higher Grashof numbers for thermal buoyancy lead to lower temperatures, particularly
noticeable for Gr = 10, Ge¢ = 5. Figure 10 suggests that an increase in the magnetic parameter M results in
a more uniform temperature distribution, highlighting magnetic damping of thermal fluctuations. In Fig 11,
higher Darcy numbers result in lower temperatures, indicating reduced resistance to thermal conduction in
porous media. Figure 12 shows that reduced chemical reaction parameters K, correspond to lower temperatures.
Finally, fig 13 demonstrates the time evolution of the temperature profile, with higher ~ values leading to a
slower increase in temperature over time, likely due to thermal diffusion or delayed thermal response in the
system.

T
- .K=02 0™,
5
R K=05| |
5
e K =1
3
K.=2 2F
5 ]

——

3
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o
™
Skin friction
S

o
o
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Figure 15. Effects of v on Skin friction for a =
02,w=mn/4,Gr =5,Gc =5 M =2,Da =05,K, =
0.2

Figure 14. Effects of K. on Concentration Profile for
t=1.6,a=0.2

[ K =0.2
5 ]

N K =05
S

4.5

35

Nusselt Number

Sherwood number
N
N (<

Figure 16. Effects of v on Nusselt Number for a =
02,w=mn/4,Gr =5,Ge=5M =2,Da =05K,. =
0.2

Figure 17. Effects of K, on Sherwood Number for
t=1.6,a=0.2

Figure 14 displays concentration profiles for different values of the chemical reaction parameter K.. As K,
increases, concentration within the boundary layer decreases, indicating a stronger chemical reaction diminishes
species concentration.

Figure 15 presents skin friction decreasing linearly over time for different values of ~, with the rate of
decrease being similar across the values. Nusselt number increases linearly over time for different values of
v, with higher v, having a steeper slope as shown in figure 16. Figure 17 illustrates the Sherwood number
decreasing with time and approaching a constant value for various K., with higher K. resulting in a lower
asymptote.

6. CONCLUSION

Building on the insights garnered from the discussion earlier in this paper, the subsequent sections outline
the key conclusions drawn from this research.

e As 7 increases, both velocity and temperature decrease due to the stabilizing influence of thermal strat-
ification, leading the fluid towards a steady state. Conversely, in the classical scenario without thermal
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stratification, the velocity and temperature remain higher compared to those in the thermally stratified
fluid.

As Gr and Ge rise, velocity increases, yet temperature falls with the increase of Gr and Ge. Conversely,
an increase in M leads to a decrease in velocity while causing an increase in temperature.

As the Darcy number Da increases, there is an increase in velocity, whereas the temperature decreases
with the rise of Da.

With an increase in the chemical reaction parameter K., both velocity and concentration decrease, while
the temperature increases as K, rises.

In the isothermal scenario, there is a reduction in both Skin friction and Nusselt numbers when compared
to the stratification scenario.
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The present study aims to perform a comparative analysis of the plane Couette flow of a couple stress fluid under
the influence of magnetohydrodynamics (MHD) using two different methods: the Optimal Auxiliary Function Method
(OAFM) and the Homotopy Perturbation Method (HPM). The couple stress fluid is known for its non-Newtonian
behavior, where the fluid’s response to shear is influenced by the presence of internal microstructure.The OAFM and
HPM are utlized to solve the governing equations of the couple stress fluid flow under MHD. The OAFM is a numerical
technique that involves introducing an auxiliary function to simplify the equations, leading to an easier solution procedure.
On the other hand, HPM is an analytical method that employs a series solution .The comparative analysis focuses on
examining the accuracy, efficiency, and convergence behavior of the two methods. Various flow parameters such as the
couple stress parameter, the magnetic parameter, and the velocity ratio are considered to investigate their influence on
the flow behavior. Furthermore the HPM solution was compared with the OAFM solution using different graphs and
tables.It reveals that the solution obtained by HPM is batter than OAFM solution.

Keywords: Couple stress fluid; Optimal Auziliary Function Method (OAFM); Homotopy Perturbation Method (HPM);
magnetohydrodynamics (MHD)

PACS: specify the PACS code(s) here

1. INTRODUCTION

In recent years, the magnetohydrodynamic (MHD) flow and heat transfer have obtained a wide concern,
because of its various applications, such as nuclear reactor, physics, ocean dynamics, the generation of MHD
energy [1, 2], chemical manufacturing, and the synthesis of magnetic liquids [3, 4, 7, 7, 8,9, 10, 11]. Ahmed et al.
[12] conducted a theoretical study of an electrically conducting couple stress fluid (CSF) in an oscillatory viscous
flow with heat transfer influenced by convection and MHD, which has important applications in the production
of electro-conductive polymers and liquids. Ajaz [13] investigated the influence of an applied inclined magnetic
field on the peristaltic flow that occurs during heat and mass transfer in a CSF. Pei-Ying and colleagues [14]
evaluated the velocity and temperature distributions of hafnium nanoparticles subjected to a thermal radiation
effect and a magnetic field. They do this by compiling the findings of varying thermal conductivity and viscosity
in the hafnium nanoparticles’ appearance. Ajala et al. [15] studied how the existence of a variable viscosity
and thermal radiation affects the flow of a two-dimensional boundary layer. Falade et al. [16] investigated the
minimization of the entropy generation rate as a result of temperature-dependent viscosity and couple stress
fluid caused by the heated channel. This is done to lower the entropy production rate to its lowest attainable
value. Swarnalathamma et al. [17] and Ramesh [18] studied the influence of heat transfer on the peristaltic
flow of a couple stress fluid with MHD and a porous media. They looked at how the new factors affected the
peristaltic pumping rate, frictional forces, velocity, temperature, pressure gradient, and concentration fields.
Divya et al. [19] reported and analysed the combined impact of temperature-dependent viscosity and thermal
conductivity on the MHD peristaltic flow of the Bingham fluid in a porous medium with heat transfer. This is
done in order to better understand how these factors affect the flow of the Bingham fluid. The authors analysed
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the effects of these variables on temperature as well as pumping rate and heat transfer coefficient. In their study
of an unsteady three-dimensional flow over a stretched surface accompanied by a chemical reaction, Hayat et al.
[20] came to the conclusion that both the velocity field and the associated boundary layer thickness decreased
as a function of the couple stress parameter. This is one of the findings of their study.

In this paper, the couette flow of couple stress fluids between two parallel plates under the influence of MHD
has been explored utilising the two well known approaches the Homotopy Perturbation Method (HPM)[21],[22]
and the Optimal Auxiliary Function Method (OAFM)[23],[24]. Results obtained by the proposed approaches
are compared with each other using various graphs and tables. The residual error obtained using the proposed
methods reveals the HPM solution is better than the OAFM solution. Graphs have been utilised to demonstrate
how the non-dimensional parameters affect the flow pattern.

The rest of the paper is organized as: Section (2) provides general methodology of the HPM and OAFM.
Section (3) contains basic equation of couple stress fluid and problem formulation. Solution of the problem is
provided in section (4). Section (5) discusses the numerical results and discussion. Section (6) provides final
conclusion.

2. GENERAL METHODOLOGY OF THE PROPOSED METHODS
2.1. Homotopy Perturbation Method

To explain the general idea of the homotopy perturbation method, we consider the nonlinear differential
equation illustrated below.

N(u(y)) =n(r) =0, reQ, (1)
B(u, =), r €, (2)

where N is the combination of the linear v (u) and nonlinear N(u), differential operators and B represents
boundary conditions, n(r) is the known analytical function. Therefore Eq.(1) can be written as:

P(u) +R(u) =n(r) = 0. (3)
We construct mapping for homotopy:
H(u,p) : Q2 x[0,1] = R, (4)
H(u, p) = (1= p)[th(u) = P(uo)] + plv(w) +R(u) —n(r)] =0, ()
u(y,p) : 2 x[0,1] = R, (6)

where p is the homotopy parameter and when p = 0, then ug is the initial approximation that satisfies boundary
conditions. When p = 1, the solution can be written in the form

= ug + puy + p*us + pdus + ... (7

Homotopy perturbation method is the combine process of homotopy and perturbation.

2.2. Analysis of Optimal Axillary Functions Method

To explore the general procedure of the optimal axillary functions method, we consider the nonlinear
differential equation illustrated below.

L(u) 4+ N(u) + h(y) = 0. (8)
the associated boundary condition are:
du(y)
B =0.
(u). T2 =0 ©)

In Eq.(8) L is linear , N denotes the non-linear differential operator and h(y) is the known function. The
approximate solution of Eq.(8) can be written as

u (y,Cy) = up(y) +ui(y,Cr), n=1,2,34..s. (10)

where C,, are the auxiliary constant. To fined the initial and first approximate solution of Eq.(8) we use Eq.(10)
in Eq.(8), which reveals

Luo(y) + y1(y,Cn)) + N(uo(y) + u1(y, Cn)) + h(y) = 0. (11)
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For obtaining the initial approximation wug(y), we use the following linear equation.

dUQ

L(uo(y)) + h(y) = 0, B(uo, — ) ) =0. (12)

The first-order approximation us(y) can be found from the following equation:
Lux(y, Cn)) + N(uo(y) + u1(y, Cn)) = 0, (13)
with associated boundary condition:

8ul (ya Cn)
dy

The non-linear tern from equation (13) can be expanded in the form

B(ul(yacn)7 ) =0. (14)

N (uo(y) +ur(y, Cn)) = +Z“1 U: Cn) N (ug(y)). (15)

Equation (15) can be stated in the algorithmic sequence to achieve the limit solution. To control all the
challenges that are occur while solving the non-linear differential of Eq.(11) and to accelerate the convergence
of the first approximation u;(y, Cy,). We use an alternate expression which represent the Eq.(13)

B (9, Cu) + A (ao(9), Co) NCuo ) + Ax(ao(4), Co) =0, (16)
Blus (3. C,), “18C0)) g, (17)

Remark 1. A; and A, are assumed to be two axillary functions which depend on the ug(y) and unknown
C,, and C,, parameters where n =1,2,3,...sand m=s+1,s+ 2,5+ 3..q.

Remark 2.

A; and As are not fixed. It may be up(y) or N(ug(y)) and can be the combination of both wug(y) and
N(uo(y))-

Remark 3. The auxiliary constants C,, and C,, can be determined using different methods either by
Collocation method, Least square method or Galerkin’s method.

3. BASIC EQUATIONS AND PROBLEM FORMULATION
The basic equations for an incompressible couple stress fluid are as follows [25],[26]:

V.V=0 (18)
(66t+VV)V VS —nViV+pf+I xB (19)
pC’p(g +V.V)O = kV?O + tr(S.L) (20)

ot
Where the velocity vector is symbolized by V, the body force per unit mass is f, the constant density is denoted
as p, S is the Cauchy stress tensor, © is the temperature, x is the thermal conductivity,J represents current
density, B represents magnetic induction ,C}, symbolizes the specific heat, also the gradient of V is denoted by
L, and 7 is used for couple stress parameter. The material derivative is indicated by % and is defined by the
following;:

D(x) 0]
21
B = (5 t V-V (21)
The Cauchy stress tensor is represented and defined as
S=-—pl+p4 (22)

Where I represent the unit tensor, p indicates the dynamic pressure and p is the viscosity constant. The first
Rivilin-Ericksen tensor is defined and represented as

A =L+ L (23)

where Lt is the transpose of L.
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3.1. Problem Formulation

Consider the Couette flow of a couple stress fluid under the influence of MHD between two infinite parallel
plates separated by 2d, where the upper plate moves with constant velocity U and the lower plate remains
stationary (Figure 1). 1. The temperature of the lower upper and plates are ©y and ©; respectively. Both
plates are situated in the plane at y = —d and y = d in an orthogonal coordinate system (z,y), where the fluid
is moving in the x-axis direction and the y-axis is perpendicular to the plates.Here, the viscosity is assumed to
be a function of temperature O(y), the pressure gradient is set to zero, and the velocity and temperature fields
are chosen as follows:

V = [u(y),0,0], ©=06(y) (24)

Moving plate

Fixed plafe

Figure 1. Geometry of the problem

These assumptions lead us to the conclusion that the continuity Eq.(18) is identically satisfied and the
momentum Eq.(19) simplifies to

Op  BSus 08y 0S..  d'u

= —n—— —oB? 25
0 Ox Ox Oy 0z nd4y 7Bt (25)
op  0S,. 0S,, 0S,.
__op 2
0 Oy + oz + Oy + 0z’ (26)
0 0S.. O0S. 0S..
0=_L4 + =2 4+ (27)

8z Oz Oy 0z

Where By represents the applied magnetic field and ¢ denotes electric conductivity of the fluid.
We have

d
Sxa: = Syy = Szz = syz = Szy = Sacz = Szac = 07 Sxy = Syac = ﬂi- (28)

Obtaining the velocity profile using equation Eq.(25). This equation may also be stated as

d*u d*u di,u du

- - 2 4+ oBXu=0. 29
Uity dydy+0 ou (29)

After all assumptions are applied, the energy equation (20) simplifies to Eq. (30).

e pu

70 pdu
dy? &

w,d*u
dy)2 + E(diy?)Q =0. (30)

(

The associated boundary condition are
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u'(=d) =0, u'(=d) =0, (32)
O(—d) =0y, O(d) =0,. (33)

According to Eq. (32), the couple stresses at the plates are zero. We utilize the non-dimensional parameters
mentioned below:

y_Ev u_ﬁv N_%a 6_60—91’
52 _ d2,u0 R— O’d4Bg \ = /L()U2
n no K(0g — 1)

Where A is the Brinkman number, p is the reference viscosity, and U is the reference velocity. Using these
dimensionless parameters, Eqs.(29) and (30) along with the boundary conditions becomes.
d*u

d4u _ d/.l/ du 7 ”

ot ﬁ%d—yQ - 52d—yd—y +Ru=0,u(-1)=0, u(l)=1, u (-1)=0, u (=1)=0. (34)
d’e du A d*u
i + AM(@)Q + @(diyg)Q =0, ©(-1)=0, 6(1) =1 (35)

The dimensionless form of the Reynolds viscosity is expressed as follows [27, 28, 29.
p=e MO (36)

Using Taylor series expansion to Eq. (36) we get

p=1-M6, di 49

- M (37)

The coupled system illustrated below is created by replacing Eq. (37) in the governing Egs. (34) and (35),
respectively:

s
dyt

du dO du
— %1 - MO)— + M —— = 38
B7( @)dy2 +p dy dy + Ru =0, (38)

"

w(-1) =0, u(l)=1, u (-1)=0, u (~1)=0,
d?0 du A d%u

— A1 -MO)(=— )+ 5 (=5)* =0, ©(-1)=0, ©(1) =1.
4. SOLUTION OF THE PROBLEM
4.1. HPM Solution
Zeroth order problem.
d*u
dyt
uw(-1)=0, u(l)=1, u'(-1)=0, (1) =0,
d’*e
Pl =0, (41)
O(-1)=0, 6(1)=1
Solution of zeroth order problem
1+
uo(y) =~ (42)
1+y
Oo(y) = —— (43)
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First order problem

d4u1 d2’LL0 d@o duo

MO, — 52 M——= = 44
gyt T (BT MO0 — %)+ Mg R+ Ruo = 0 (44)
ur(=1) =0, u1(1)=0, w"(-1)=0, u"(1)=
d2 1 )\ 2ug dug \ 2
— (A=MX = 45
B ( d 90)( dy ) Oa ( )
0:(—1) =0, Op(1)=0.
Solution of the first order problem.
1
i (y) =—— ( — T582M + 9082 My? — 1582 My* — 150R — 14yR + 180y> R+
1440 (46)
204° R — 30y R — 6°R),
1
O1(y) = 5(6A — 3M\ — My — 62\ + 3My* X + My> ). (47)
First order HPM solution for velocity profile and temperature distribution are
u(y) = uo(y) + ur(y) (48)
O(y) = Oo(y) + O1(y) (49)
1 1
u(y) = Lty L ( — 7582 M 4 9082 My? — 1538° My* — 150y — 14y R + 180y° R+
2 1440 (50)
20y* R — 30y R — 64°R),
o) = I+y 1. B a2 2 3 51
y)—i2 +2(6)\ 3MMN — MyX — 6y° A+ 3My“ X + My° ). (51)
4.2, OAFM Solution
Zeroth component for velocity and temperature distribution.
d4u0
— = 52
=0, (52
UQ(— ) = 0 uo(l) 1, ’LLOH(—l) = 0, uo"(l) =
2
T, (53)
Y
Oo(—1)=0, ©1(1)=0
Their solution are
14
uoly) = —. (54)
14
Ouly) =~ (55)
consider non Linear term from Eq. (38) and (39)
N(u) = —52(1—M@) +62Md—u@+R (56)
dy dy
N(©) = A1 - MO + (S5 67)
p* dy?
Replace u by ug and © by ©g
&2u
Nuo) = ~(1— My T 4 g2y 20 80y gy, (59)

dy dy
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d’LLO 2 A d2u0 2
N(6g) = A1 — MOy)(—)? 4+ = (—=2)2% 59
(©0) = A( O)(dy)+ﬁ2(dy2) (59)
We are free to choose auxiliary function.
1 1
A= el (Y2 4, = (2 Y)3,
14 14 (60)
Ay =3(—2yP, Ay = ea(—2Y)T,
2 2
Now using Eq.(54), Eq.(55) and Eq.(60) into Eq.(58) and Eq.(59), the nonlinear terms becomes
M1
Nuw) = T4 RGy 4 ), (61)
1 1
N(Qg) = ZA(1 — oMy + 1)). (62)
First order approximation can be obtained by
d*u
41 + AlN[U(]} + A2 = 0, (63)
dy
d?e,
2 + A3N[@0] + Ay =0. (64)
dy
After applying inverse operator on Eq.(63) and Eq.(64), we get the first order approximation.
1
u1(y) :m( —21B82%¢; My® — 105B%c; My* + 70B?ci My® + 630B% ¢y My>
—49B8%¢; My — 5258%¢i M — 1246¢1 R — 3coy” — 14¢1 Ry® — 21¢9y° (65)
— 84¢1 Ry® — 63cay® — 2101 Ry* — 105¢2y* + 280¢1 Ry® + 231¢0°
+ 1470c1 Ry? + 945¢2y° — 196¢1 Ry — 165coy — 819¢2),
01(y) = 139094 (903My8)\ + 72cs My" X + 252¢3 My®\ + 504c, My® X + 630cs My* A
+ 5045 MyP X\ + 2525 My? X — 1080cs MyA — 1143c5 M\ — 24c5y" A\—
168¢5y5\ — 504csy” A — 840c5y A — 840¢55° A — 504csy® A + 13685y A+ (66)
1512¢3\ — 1deqy® — 126¢4y® — 504c¢4y” — 1176¢4y° — 1764c4y°—
1764cqy” — 1176¢4y” — 504c4y® + 3458c4y + 3570c4).
According to OAFM Procedure.
u(y) = uo(y) +ui(y) (67)
O(y) = Oo(y) + O1(y) (68)
1 1
u(y) :% + m( — 215%¢; My® — 10582 ¢y My* + 7T0B?c; My® + 6308 ¢, My?
— 4982, My — 52582, M — 1246¢1 R — 3cay” — 14c1 Ry® — 21¢9y° — 84¢1 Ry® (69)
— 63coy® — 210¢1 Ry* — 105¢2y* + 280¢1 Ry® + 231coy® + 1470¢1 Ry? + 945¢21>
—196¢1 Ry — 165¢2y — 819¢3),
1+y 1 8 7 6 5
630cs My* X\ + 504cs My> X + 252¢5 My? X — 1080cs My — 1143¢3 M — 24csy” A
— 168355\ — B04cy® A — 840c5y A — 840¢5y° A — 504csy A + 1368csyA+ (70)

1512¢3\ — 14eqy® — 126¢4y® — 504c4y” — 1176415 — 1764c4y° —
1764cay* — 1176¢4y> — 504c4y” + 3458cay + 3570c4).
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(a) Velocity profile against parameter (b) Velocity profile against parameter
R using HPM solution. R using OAFM solution.

Figure 2. Comparison of HPM and OAFM solutions for velocity profile against parameter R when A =4, § =1 and
M = 2.

(a) Velocity profile against parameter 8 (b) Velocity profile against parameter
using HPM solution. B using OAFM solution.

Figure 3. Comparison of HPM and OAFM solutions for velocity profile against parameter 8 when A =4, R =7 and
M = —5.

~10 05 0.0 05 10 -1.0 -05 0.0 05 1.0
y y

(a) Temperature profile against param-  (b) Temperature profile against param-
eter A\ using HPM solution. eter A using OAFM solution.

Figure 6. Comparison of HPM and OAFM solutions for Temperature profile against parameter A when R=2, M = —4
and 8 =04.

u

(a) Shear stress against parameter 8 (b) Shear stress against parameter (3
using HPM solution. using OAFM solution.

Figure 7. Shear stress on upper plate against parameter A when R = 0.3 and M = 3.
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(a) Velocity profile against parameter (b) Velocity profile against parameter
M using HPM solution. M using OAFM solution.

Figure 4. Comparison of HPM and OAFM solutiouns for velocity profile against parameter M when A =4, R = 8 and
B =6.

(a) Temperature profile against param- (b) Temperature profile against param-
eter M using HPM solution. eter M using OAFM solution.

Figure 5. Comparison of HPM and OAFM solutions for temperature distribution against parameter M when R=2,
A=0.6 and = 0.4.

(p)

(a) Shear stress against parameter R (b) Shear stress against parameter R
using HPM solution. using OAFM solution.

Figure 8. Shear stress on upper plate against parameter R when f =2 and M = 3.

0.2 04 0.6 08 1.0
v

0.0 0.2 04 0.6 08 1.0 0.0

(a) Shear stress against parameter 8 (b) Shear stress against parameter (3
using HPM solution. using OAFM solution.

Figure 9. Shear stress on lower plate against parameter A when f = 2 and R = 0.3.
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0.0 0.2 04 0.6 08 1.0
u u

(a) Shear stress against parameter R (b) Shear stress against parameter R
using HPM solution. using OAFM solution.

Figure 10. Shear stress on lower plate against parameter R when 8 =2 and M = 3.
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(a) Flow rate against parameter R us- (b) Flow rate against parameter R us-
ing HPM solution. ing OAFM solution.

Figure 11. Flow rate against parameter R at § =2 and M = 3.
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(a) Flow rate against parameter M us- (b) Flow rate against parameter M us-
ing HPM solution. ing OAFM solution.

Figure 12. Flow rate against parameter M at 8 =2 and M = 3.

NUMERICAL RESULTS AND DISCUSSION

In this paper, we utilized the homotopy perturbation method (HPM) and optimal auxiliary function method
(OAFM) to investigate the couette flow of couple stress fluid under the influence of MHD. Different graphs are
plotted to see the effect of various parameters on the velocity and temperature distribution. The efficiency of
the proposed approaches are analyzed using different tables having the comparison of residual error obtained by
OAFM and HPM. In Figure (2),the velocity profile of the fluid is plotted using both approaches and found the
MHD parameter R has inverse relation with the velocity profle. Figure (3) show the comparison of HPM and
OAFM for the velocity u(y) against parameter 3. It reveals that 8 has directly relation with the velocity of fluid.
Figure (4) show the inverse relation between parameter M and velocity of the fluid u(y). Figure (5) show the
impact of parameter M on the temperature distributions. Figure (6) are plotted to see the effect of parameter A
on temperature distribution O(y) using OAFM and HPM solutions. The non-dimensional parameter A denotes
Brinkman number, which shows direct relation with the temperature distribution. Figure (7), (8) show the
behaviour of shear stress S on the upper plate against different parameters by using HPM and OAFM solutions.
Figure (9), (10) show the behaviour of shear stress S on the lower plate against different parameters by using
HPM and OAFM solutions. Figure (11), (12) demonstrates the effect of Parameters R and M on the flow rate
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using HPM and OAFM solutions. Table (1) and (2) represent the comparison of OAFM and HPM solutions
and their residual error for the Velocity profile and temperature distribution. These tables compare the results
obtained by both approaches for the different values of the independent variable y and parameters R, 3, M,
and A. Table (3)-(6) provides skin friction for different parameter using OAFM and HPM solutions and their
absolute differences. The range of residual error obtained by OAFM is -4 to -8 while the range of residual error
obtained by HPM is -8 to -16. It is observed that the HPM solution is batter than OAFM solution.

Table 1. Comparison of OAFM and HPM solutions for the velocity profile keeping M=0.00015,
A =0.0001 and R = 0.00002

y UOAFM UHPM Residual UOAFM Residual UHPM
-1.0 -2.5%x10~22 0 -1.6968x 106 1.47742x10716
-0.8 0.099999 0.099999 -1.3819x10~7 -1.2385x 10~ 11
-0.6 0.199999 0.199999 6.2748x10°7 -2.3714x 1011
-0.4 0.299998 0.299998 7.4888x10~7 -3.2990x 10~ 1
-0.2 0.399998 0.399998 4.1781x10°7 -3.9349%x 1011
0.0 0.499998 0.499998 -1.0522x10~7 -4.2116x 1011
0.2 0.599998 0.599998 -4.9810%x10~" -4.0874x10~11
0.4 0.699998 0.699998 -4.5993x10~7 -3.5525x 1011
0.6 0.799999 0.799999 7.50698x 108 -2.6355x 1011
0.8 0.899999 0.899999 5.25136x10~"7 -1.4098x 1011
1.0 1.0000 1.0000 -1.0300x 1076 -1.44731x 10716

Table 2. Comparison of OAFM and HPM solutions for temperature distribution keeping

R=0.00002, M=0.00015, 3 = 0.0003 and A = 0.0001

y Ooarm Oupm Residual Oparns Residual Oy pys
-1.0 -1.7x10~20 0.0000 2.5%x107° -3.1111x10~10
-0.8 0.100011 0.100004 2.51x107° 1.6381x10~?
-0.6 0.200023 0.200008 2.47%x107° 7.0229% 10~
-0.4 0.300034 0.30001 2.16x10° 1.4525%x10~8
-0.2 0.400045 0.400012 1.36x107° 2.2185x108
0.0 0.500054 0.500012 3.37x10~6 2.7758x108
0.2 0.600061 0.600012 -1x10-6 2.9209%x 1078
0.4 0.700061 0.70001 1.351x10~6 2.5357x1078
0.6 0.800051 0.800008 -6.2x107° 1.6653x10~8
0.8 0.900029 0.900004 6.4x107° 6.1074x107?
1.0 1.0000 1.0000 3.8x107% 3.5550x1010

Table 3. Comparison of Oparp (1) and Oppps(1) and their absolute difference keeping
£ = 0.00003, M = 0.000015 and R = 0.000002.

A @OAFM(l) ®HPM(1) Abs.difference

0 0.500825 0.5 8.25x1074
0.000015 0.500681 0.499996 6.8x107%
0.00003 0.500537 0.499993 5.45%x1074
0.000045 0.500394 0.499989 4.05x1074
0.00006 0.50025 0.499985 2.65x1074
0.000075 0.500106 0.499981 1.25x1074
0.00009 0.499962 0.499978 1.51x104
0.000105 0.499819 0.499974 1.55x10~*
0.00012 0.499675 0.49997 2.95x1074
0.000135 0.499531 0.499966 4.35x1074
0.00015 0.499387 0.499963 5.75x 1074
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Table 4. Comparison of ©Opaprp(—1) and Oy py(—1) and their absolute difference keeping
B =0.00003, M = 0.000015 and R = 0.000002.

A G)OAF]\/I(_l) @HP]\/I(_l) Abs.difference

0.000 0.499897 0.5000 1.03x104
0.000015 0.499921 0.500004 8.29x1075
0.00003 0.499945 0.500007 6.27x1075
0.000045 0.499969 0.500011 4.25x1075
0.00006 0.499993 0.500015 2.23x1075
0.000075 0.500017 0.500019 2.07x107°
0.00009 0.500041 0.500022 1.81x107°
0.000105 0.500065 0.500026 3.83x1075
0.00012 0.500089 0.50003 5.85x1075
0.000135 0.500112 0.500034 7.87x107°
0.00015 0.500136 0.500037 9.90x1075

Table 5. Comparison of Oparp (1) and Oy pp (1) and their absolute difference keeping
£ =0.00003, A = 0.000015 and R = 0.000002.

M @OAF]W(l) ®HPM(1) Abs.difference
0 0.500681 0.499996 6.85x1074
0.000025 0.500681 0.499996 6.85x10~*
0.00005 0.500681 0.499996 6.85x10~*
0.000075 0.500681 0.499996 6.85x10~%
0.0001 0.500681 0.499996 6.85x10~4
0.000125 0.500681 0.499996 6.85x1074
0.00015 0.500681 0.499996 6.85x10~*
0.000175 0.500681 0.499996 6.85x10~*
0.0002 0.500681 0.499996 6.85x10~%
0.000225 0.500681 0.499996 6.85x10~4
0.00025 0.500681 0.499996 6.85x1074

Table 6. Comparison of Opsry(—1) and Oxpy(—1) and their absolute difference keeping
£ =0.00003, A = 0.000015 and R = 0.000002.

M GOAFM(_l) @HPM(—l) Abs.difference

0 0.499921 0.500004 8.29x1075
0.000015 0.499921 0.500004 8.29x107°
0.00003 0.499921 0.500004 8.29x1075
0.000045 0.499921 0.500004 8.29x1075
0.00006 0.499921 0.500004 8.29x1075
0.000075 0.499921 0.500004 8.29x1075
0.00009 0.499921 0.500004 8.29x1075
0.000105 0.499921 0.500004 8.29x107°
0.00012 0.499921 0.500004 8.29x1075
0.000135 0.499921 0.500004 8.29x1075
0.00015 0.499921 0.500004 8.29x1075

CONCLUSIONS

In this paper, plane couette flow of a couple stress fluid under the influence of magnetohydrodynamics
(MHD) using Reynolds model of viscosity has been explored by employing two reliable techniques. The governing
equation of the couple stress fluid under the influence of MHD are solved using Homotpoy Perturbation method
(HPM) and Optimal Auxiliary Function Method (OAFM). The HPM is an analytical method that employs a
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series solution with a parameter to approximate the solution of the problem. On the other hand, the OAFM
is a numerical technique that involves introducing an auxiliary function to simplify the equations, leading to
an easier solution procedure and gives an efficient solution after two steps. Furthermore the effect of non-
dimensional parameters on velocity profile, temperature distribution, shear stresses and flow rate are analysed.
The HPM solution and OAFM solution are compared to each other using different graphs and tables involving
residual error. It reveals that the HPM solution is more efficient and accurate than OAFM solution. Finally we
conclude that both approaches have the capability to solve highly non linear differential equations and physical
models.
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Ile mocnimkenns Mae Ha MeTiI BUKOHATH IIOPIBHSA/IBHAN aHAI3 IIOCKOro moToKy Kyerra mapHol Hanpy keHol piauHm misg
BIIMBOM MaraiTorinpoamaamikm (MI'/]) 3a m0MOMOTO0 ABOX PI3HUX METOMIB: METOMY ONTHUMAJBHOI JOMOMIKHOI (yH-
kuii (OAFM) i meromy romoroniunux 36ypens (HPM). Pinuna napHux HanpyskKeHb BigoMa CBOEIO HEHBIOTOHIBCHKOIO
[OBEJIHKOIO, /i€ PeakKlis PIIMHU Ha 3CYB 3aJI€KUThb Bij HagBHOCTI BHYTpimHboi Mikpocrpykrypu. OAFM i HPM Bu-
KOPHUCTOBYIOTHCS JIJIsi PO3B'si3aHHs KePiBHUX DIBHAHB Teuil pizamum mapHux Hanpyr mig MTI. OAFM — ne uncesnbHwmit
MeTO/I, KW TIepeadadae BBeAeHHs JOMOMIXKHOI (DYHKITIT /TSt CIIPOIIEHHS PiBHSAHB, MO CIIPOIILYE MPOIEIy Py PO3B’ A3aHHS.
3 inmoro 6oky, HPM — ne anasiituanuil Meroj, skuil BAKOPUCTOBYE 1OCJ110BHe pimienus. [lopiBHsibHUI aHai3 30ce-
PEIKYETHCST HA, BUBYEHHI TOYHOCTI, €(peKTUBHOCTI Ta TOBEIIHKN 301:KHOCTI ABOX METOMIB. [l MOC/IIZKEHHS X BILTUBY
Ha TOBEIHKY MOTOKY PO3IISA0OTHCS Pi3HI MapaMeTpH MOTOKY, TaKi SK MapaMeTp HAIPYTH [Taph, MATHITHUN mTapaMeTp
i cuiBBignomenns msuikocreil. Kpim roro, pimenns HPM nopisuoBamu 3 pimennsm OAFM 3a gonomoroo piznux
rpadikis i Tabsmip. e BusgBwmIo, mo pimenns, orpumane HPM, € kpamum, ik pimenns OAFM.

Kuro4oBi cioBa: napho nanpyoicena piouna; memod onmumasvroi donomiotcrnoi gynwuii (OAFM); memod 2omomoni-
wnux 36ypensy (HPM); maznimoziopodunamixa (MHD)
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This study examines the heat and mass transfer aspects of the natural convective flow of a nanofluid along a vertical flat surface,
incorporating electrified nanoparticles and electric Reynolds number. While conventional nanofluid models like Buongiorno’s model
overlook the nanoparticle electrification and electric Reynolds number mechanisms, this study addresses the nanoparticle electrification
and electric Reynolds number mechanisms by justifying its relevance, particularly when tribo-electrification results from Brownian
motion. This incorporation of the electric Reynold number and nanoparticle electrification mechanism is a unique aspect of this
investigation. Using the similarity method and nondimensionalization, the governing partial differential equations of the flow are
transformed into a set of locally similar equations. MATLAB's bvp4c solver is employed to solve this set of equations, along with the
boundary conditions. The obtained results are validated by comparison with those from previously published works. Graphical
representations are provided for the numerical outcomes of non-dimensional velocity, concentration and temperature concerning the
nanoparticle electrification parameter and electric Reynolds number. The combined effects of the nanoparticle electrification parameter
and the electric Reynolds number on non-dimensional heat and mass transfer coefficients are examined in tabular form. Furthermore,
the impact of the nanoparticle electrification parameter on both heat and mass transfer for varying values of the Brownian motion
parameter is explored graphically. The primary finding of this investigation indicates that the electrification mechanism of nanoparticles
quickens the transfer of heat and mass from a flat surface to nanofluid, suggesting promising prospects for utilization in cooling systems
and biomedical applications.

Keywords: Electrified Nanoparticles, Nanofluid; Buongiorno’s model,; Electric Reynolds number,; Natural convection

PACS: 44.20.+b, 44.25.+f, 47.10.ad, 47.55.pb, 47.15.Cb

1. INTRODUCTION

The incorporation of heat and mass transfer in the natural convective boundary layer flow around a vertical flat
surface has garnered significant interest due to its myriad practical implications. These include applications in
industries such as crude oil extraction, nuclear waste storage, packed bed reactors, aviation insulation, heat exchangers,
geothermal ventures, and the cooling of electronic equipment. These examples underscore the utilization of the earth's
natural heat across various technological domains. Recent technological advancements in the manipulation of standard
fluids now involve the integration of nanometer-sized particle fibers into primary fluids, leading to the creation of
nanofluids. These nanofluids are primarily utilized to augment the heat transfer capabilities of the base fluid. Over
time, the progression and refinement of technology, particularly in the realm of nanotechnology, are expected to
significantly impact future markets. Nanotechnology, which involves the study and application of structures at the
nanoscale level, has facilitated the development of various effective products. Its applications span across multiple
domains, including medicine, therapy, diagnostics, sequencing, electronics, and material manufacturing. Choi et al. [1]
illustrated that adding nanoparticles to a base fluid can significantly enhance thermal conductivity, effectively
doubling it.

Several researchers have proposed numerous physical factors that enhance heat transmission in nanofluid flow.
Buongiorno [2] emphasized that thermophoresis and Brownian motion are pivotal slip mechanisms for modelling
nanofluid flow. However, the impact of nanoparticle electrification and electric Reynolds number mechanisms has been
overlooked in this context. Several studies (Kuznetsov and Nield [3], Khan and Aziz [4], Aziz and Khan [5], Das and
Jana [6], Goyal and Bhargabha [7], Jeevandhar et al. [8], Reddy and Goud [9], Dey et al. [10]) have explored the
simulation of free convective nanofluid flow along a vertical flat plate using Buongiorno’s model [2]. Notably, the
mechanism of nanoparticle electrification remains unaddressed in all these studies ([2] to [10]). Nonetheless, due to
Brownian motion leading to nanoparticle collisions, the significance of the electrification mechanism is justified
(Soo [11]; Kang and Wang [12]).

This study delves into the combined effects of electric Reynolds number and electrified nanoparticles on the flow
of nanofluid near a vertical flat surface. Integrating the electric Reynolds number and electrified nanoparticles into
Buongiorno's model allows for an exploration of the heat and mass transport dynamics of the nanofluid, which is a
uniqueness of the current work not considered in earlier literature on nanofluid flow past a vertical flat surface.
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2. MATHEMATICAL FORMULATION
A Cu -water steady laminar nanofluid flow with electrified nanoparticles is examined. The vertical flat surface is
chosen along the x axis. The wall surface maintains constant values for concentration (C,,) and temperature (7;,). The
values for temperature and concentration outside the boundary layer are taken as T,, and C,, respectively. The schematic
view is displayed in Fig 1.
Boundary Layer Edge

g n/
/ =Ty

1
I
1
I
1 C_’Cao
: u=0
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I
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I

Y

Figure 1. Coordinate system and schematic view

The governing equations with electrified nanoparticles (Pati et al. [13]) and using the Oberbeck-Boussinesq
approach can be formulated as follows:

ou  dv
a-l—a =0, (1)
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and the boundary conditions:

y=0,v=0,u=0,C=Cw,T=TW} 6
y—=20,v=0u=0,C-C,T->T,) (©)

where C and T signify the local concentration and local temperature, respectively. The velocity and electric intensity
components in the (x, y) direction is represented by (u, v) and (Ey, E, ), respectively. The subscripts f, s and nf represent
the base fluid, nanoparticle, and nanofluid thermophysical properties, respectively. The symbols (pc), k, 1, and p signify
heat capacity, thermal conductivity, viscosity, and density, respectively. F represents the momentum transfer time
constant between the fluid and the nanoparticles. g denotes the gravitational acceleration. Dr, By and Dg stands the
thermophoretic diffusion coefficient, volumetric thermal expansion coefficient and Brownian diffusion coefficient,
respectively. m and g denotes the mass and charge of the nanoparticles, respectively. £, denotes the permittivity. The free
stream values are represented by the subscript .

By considering the stream function 1 with % = —v and % = u, equation (1) is clearly satisfied. The variables

mentioned below are employed in transforming equations (2), (3), and (4) into equations (8), (9), and (10) and the
equations (1) and (5) are identically satisfied.

1 =L Rah = 4 RaiF (), s(n) = £, o) = 22 ”

x (Tw Too)ﬁfg(l Coo)
arvye

, is the local Rayleigh number.

where 1 denotes similarity variable and Ra, =

The non-dimensional equations are as follows:
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where prime (') indicates derivative with respect to 7.
The equations (6) are simplified to

n=0,£(0) = £'(0) = 0,5(0) = 6(0) = 1}_ (1)

n = o0, f(0) = 0,5(0) > 0,6(0) > 0

The nondimensional parameters are represented as
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Here Nr, Nt, Pr, Nc, Nb, Sc, Ng,, Np, and M denote the buoyancy ratio, thermophoresis parameter, Prandtl number,
concentration ratio, Brownian motion parameter, Schmidt number, electric Reynolds number, momentum transfer
number, and electrification parameter, respectively.

The thermophysical constants (Maharukh et al., [14]) are represented as

#r= L= ca 2+ (- )| (- ),

¢, = °f 1 — (pO)s
2 [&cm+(1—cw)] ’ (po)y”
Pf
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The investigation utilizes a nanofluid with a 1% concentration of copper nanoparticles. The thermophysical
characteristics of both pure water and the nanoparticles are evaluated based on the criteria established by Oztop and Abu-
Nada [15].

The local Nusselt number Nu, and Sherwood number Sh, are provided for applications involving heat and mass
transfer as

_ Xqw — _
Nu, = —kf(Tw_Too) , where q,, kf (6y)

— _ Xdm = _
Sh, = oGyt where q,, = —Dp (ay)

The reduced Nusselt number (—9’(0)) and the reduced Sherwood number (—s'(O)) can be expressed in dimensionless

form as
Nu,/(Ra,)'/* = —6'(0),

Shy/(Ra)* = —s'(0).
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3. METHOD OF SOLUTION
The MATLAB bvp4c solver is employed for solving equations (8) to (10) along with the equation (11) and it is
noted that these equations are specifically local similarity equations, as the parameters M, N and Ng, continue to rely
on x. Numerical results are deemed appropriate, as long as they yield a locally similarity solution, as emphasized by
Habibi and Jahangiri [16]. Additionally,M, N and N, treated as constants in this context following [16].

4. RESULTS AND DISCUSSION
The computed numerical values of —8'(0) in the standard fluid scenario are cross-referenced with Kuznetsov and
Nield's findings [3] to validate the accuracy of the calculations. Table 1 illustrates a significant alignment between the
two sets of data.

Table 1. Comparison of —8'(0)

Pr 1.0 10.0 100.0 1000.0
—6'(0) (Kuznetsov and Nield [3]) 0.401 | 0.463 0.481 0.484
—6'(0) (present results) 0.401 0.463 0.480 0.482
Fig. 2 illustrates the distributions of dimensionless longitudinal velocity %5;7), concentration s(n) and temperature 6(n)
of the flow.
1,2
f'(n)
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Figure 2. Plots of%&lm,e(n) and s(n) for the case Pr = 6.2, Ng, = Sc = 2.0,Nc = Np = M = Nr = Nb = Nt = 0.1.

4.1. Impact of Electrification Parameter on Velocity, Temperature and Concentration Profiles
Numerical analysis is conducted to investigate the impact of M on f'(n), 6(n), and s(n) distributions with respect
to 1, represented graphically. Figure 3 illustrates the effect of M on f'(n), revealing an enhancement in f'(n) with
increasing M.

Figure 3. Effects of M on velocity profiles

This phenomenon occurs due to the escalation of the electrification parameter, which subsequently augments the
drag force on ions, inducing an opposite and equal reaction force on neutral fluid molecules within the boundary layer,
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thereby causing an increase in f'(n). By increasing M, 8(n) decrease, as shown in Fig. 4. The rise in M leads to an
increase in fluid velocity, causing the hotter fluid particles to move away. Consequently, the fluid cools, resulting in a
decrease in 8(7). Fig. 5 shows that s() reduces with increasing M. This occurs due to a rise in M, causing nanoparticles
to move from the fluid region towards the flat surface, resulting in a decrease in s(7). The values Pr = 6.2, Nc = Np =
Nr = Nb = Nt = 0.1 and Ng, = Sc = 2.0 remain constant across all the findings depicted in figures 3 to 5.

Figure 4. Effects of M on temperature profiles.

Figure S. Effects of M on concentration profiles

4.2. Impact of Electric Reynolds Number on Velocity, Temperature and Concentration Profiles
Numerical investigation is conducted to examine the impact of N, on f'(n), 6(n), and s(n) distributions with
respect to 1, represented graphically. Figure 6 and 7 shows the effect of Ng, on f'(n) and 8(n) respectively, revealing
an improvement in f'(n) and 6(n) as Ng, increases. Fig. 8 indicates that s(n) reduces near the flat surface while the
opposite trend is noticed far away from the flat surface with increasing Npg,. The values Pr = 6.2, Nc = M = N = Nr =
Nb = Nt = 0.1 and Sc = 2.0 remain constant across all the findings depicted in figures 6 to 8.

Figure 6. Effects of Ny, on velocity profiles.
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Figure 7. Effects of Ng, on temperature profiles.

NRe=0.5 ——NRe=1.0 —— NRe=2.0

Figure 8. Effects of Nk, on concentration profiles.

4.3. Combined effects of Electric Reynolds Number and Electrification parameter on Non-dimensional Heat
and Mass Transfer Coefficients

The combined effects of Ng, and M on —6'(0) and —s'(0) is depicted in Table 2. It is observed that for various
values of the electric Reynolds number, both —6'(0) and —s’(0) enhances as M increases. It has been noted that as the
electric Reynolds number (Ng,) increases, —8'(0) reduces whereas —s’(0) improves across different values of
electrification parameter.

Furthermore, the effect of M on —8'(0) and —s'(0) for varied values of Nb is depicted in Figs. 9 and 10,
respectively. It is found that for various values of the Brownian motion parameter, both —8’(0) and —s’(0) improve as
M grows. This is because as M grows, the values of 8(n) and s(n) near the flat surface both drops.

Table 2. Combined effects of Nz, and M on —8'(0) and —s’(0) when Sc = 2.0, Pr = 6.2, Nr = Nc = Nb = Nt = N = 0.1.

M Nro —0'(0) —s'(0)
0.5 037543 0.07865
1.0 0.36667 0.11995
0.1 1.5 036378 0.13370
2.0 0.36235 0.14057
2.5 0.36148 0.14469
0.5 0.41083 0.10685
1.0 0.40229 0.14506
02 1.5 0.39948 0.15774
2.0 0.39808 0.16407
2.5 039725 0.16786
0.5 0.43878 0.12520
1.0 0.43040 0.16132
03 1.5 0.42764 0.17330
2.0 0.42627 0.17926
2.5 0.42545 0.18284
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Figure 9. Effects of M on —0'(0) for varied values of Nb.
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Figure 10. Effects of M on —s'(0) for varied values of Nb.

5. CONCLUSIONS
The heat and mass transfer aspects of natural convective nanofluid flow involves examining the impact of M and
Nge on f'(n), 6(n), s(n), —60'(0) and —s’(0). The numerical investigation focuses on studying the variations of —6'(0)
and —s'(0) concerning the values of M and Np,, with the results presented in graphical and tabular forms. The analysis
of these findings yields the following conclusions:
e As the electrification parameter M increases, there is an increase in the non-dimensional velocity, accompanied by
a reduction in the dimensionless concentration and temperature within the boundary layer region.
e As the electric Reynolds number Np, rises, the non-dimensional velocity and temperature experiences a growth,
while the dimensionless concentration experiences dual nature within the boundary layer region.
e  As the dimensionless heat transfer rate rises from a flat wall to a nanofluid, there's a consequent increase in M,
prompting heat conduction into the cooler fluid and subsequently cooling the flat surface.
e  An increase in the values of M results in a boost in the dimensionless mass transfer rate from a flat surface to a
nanofluid, consequently bolstering drug delivery efficacy in biomedical uses.
The dimensionless heat transfer coefficient decreases as the electric Reynolds number increases.
The dimensionless mass transfer coefficient enhances as the values of Ng, increase.
Furthermore, alongside thermophoresis and Brownian motion, as proposed by Buongiorno, the inclusion of
electrified nanoparticles emerges as a pivotal element in the modelling of nanofluid flow. This aspect notably enhances
both heat and mass transfer mechanisms.
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ACHEKTH NEPEHECEHHSI TEILIA TA MACH TIOTOKOM HAHO®IIOIIIB 1O BEPTUKAJILHOI IIJIOCKOI
MOBEPXHI IIJ{ BIJINBOM EJIEKTPU®IKOBAHUX HAHOYACTHHOK
TA EJIEKTPUYHOI'O YACJA PEMHOJIBICA
Anita Kymap Ilati, Cyxxkut Mimpa, Aok Micpa, Capox:xk Kymap Mimpa
Yuisepcumem mexnonozii ma menedxrcmenmy Llenmypion, Iapanaxemynoi, Odiwa, Inoisa

Y mpoMy IOCTIDKEHH] PO3TIIAAAIOTHCS aClEeKTH TEIUIO- Ta MAaCOOOMiHY MPHUPOAHOTO KOHBEKTUBHOTO MOTOKY HaHO(MIIOIMY B3IOBK
BEPTHKAIBHOI INIOCKOI MOBEPXHi, 10 BKIIOYAE eNeKTPH(IKOBaHI HAHOYACTHHKH Ta €JICKTpHUHE 4yucio PeifHonpaca. YV Toit gac sk
3BHYaifHI MoJelti HaHOMIIIOIIB, Taki K MozeNb ByoHPKOpHO, HE TOMIYAIOTh MEXaHI3MH eJIEKTPHU3allil HAHOYACTHHOK 1 SNIEKTPUIHIX
yucen PeliHombaca, 1€ MOCTIDKCHHS PO3IIISJae MEXaHi3MH elICKTpHU3allii HAHOYACTHHOK 1 CJICKTPHYHHMX dYucell PeiiHonbica,
OOIPYHTOBYIOUM X aKTYyaJIbHICTh, OCOOJMBO KOJH TPUOOEGNEKTPH3ALlisl € pe3yJbTaToOM OpOYHIBCBKOTO pyxXy. Take BKIIIOUCHHS
CNIEKTPUYHOrO 4Yncia PeliHompica Ta MexaHi3My eNeKTpHu3alii HAHOYACTHHOK € YHIKaJbHHM AacCIeKTOM IbOTO JOCII/KEHHSI.
BukopucroByroun MeTon MOAIOHOCTI Ta 0e3po3MipHICTh, KepiBHI AuepeHiianbHi PIBHSIHHS B YaCTHHHHX IOXiTHHX IOTOKY
MIEPETBOPIOIOTHCS HA HaOip JOKanbHO MOAiOHNX piBHAHB. Po3B’s3yBau bvpdc MATLAB BUKOPHCTOBYETHCS Uil BUPIMICHHS IIHOTO
HaOopy PIBHAHB pa3oM i3 TpaHUYHUME yMoBamMH. OTpuMaHi pe3yibTaTH MiATBEPIKYIOTHCS TMOPIBHAHHAM 3 pe3ylbTaTaMU paHile
omyOikoBaHux po06iT. HaBemeHo rpadiuHi IpencTaBiIeHHs YHCIOBHX pPe3yJbTaTiB Oe3BHMIPHOI IIBHIKOCTI, KOHIEHTparii Ta
TeMIIepaTypH MIOJO0 MTapaMeTpa elNeKTPH3allil HAHOYACTHHOK Ta eINEeKTPHYHOro 4yncia PelfHonbaca. ¥V TabmuuHii GpopMmi po3IITHYTO
CYKYIHHH BIUIMB IapaMeTpa eleKTpH3allil HAaHOYAaCTHHOK Ta eJIEKTPUYHOro uucia PeifHonbaca Ha 6e3po3MipHi KoedillieHTH Teruio-
Ta MacoBiggaui. Kpim Toro, rpadiuyHo J0CTiXKEHO BIUIMB MapaMeTpa eICKTpU3allil HAHOYACTHHOK SIK Ha TEIUIO-, TaK 1 Ha MacOOOMIH
JUIsL Pi3HUX 3HAuYeHb mapameTpa OpoyHiBChbKOro pyxy. OCHOBHHII BUCHOBOK IIbOTO JOCIHI/DKEHHS BKa3ye Ha Te, LI0 MEXaHi3M
eJIeKTpH3allii HAHOYACTMHOK HPHMCKOPIOE Mepeiady Telula Ta MacH BiJl IUIOCKOI MOBEpXHI J0 HAHOPIAMHHM, IO Hependauyae
0aratoo0iL0Yi NePCIIEKTUBH BUKOPUCTAHHS B CHCTEMAaX OXOJO/KCHHS Ta O10MEANYHUX TOAATKAX.

Kuro4oBi ciioBa: naenrexmpuzoani HaHowacmuHKu,; HaHopaoio;, modenv Byonoacopro, erekmpuune yucio Petinonvoca; npupoona
KOHGeKYis
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The paper investigates two-dimensional, steady, nonlinear laminar boundary layer heat and mass transfer MHD flow past a stretching
porous surface embedded in a porous medium under the action of internal heat generation with the consideration of viscous and joules
heat dissipation in the presence of a transverse magnetic field. The two-dimensional governing equations are solved by using MATLAB
built in bvp4c solver technique for different values of physical parameters. The numerical values of various flow parameters such as
velocity, temperature, concentration are calculated numerically and analysed graphically for various values of the non-dimensional
physical parameters of the problem followed by conclusions. The study concludes opposite behaviour of transverse and longitudinal
velocity under the action of suction velocity in addition to the effects of heat source on fluid velocities, temperature and concentration.
Keywords: MHD-flow; Porous-surface, Internal heat-source; Mass-transfer; Viscous and Joules Dissipation

PACS: 47.85. -g, 47.56. +r

INTRODUCTION

Since last few years the two-dimensional boundary layer flow, heat and mass transfer over a porous stretching
surface under various geometrical situations with heat generation has been a great attention because of its practical
applications in the fields of science-technology and industry; for instance, in petroleum industry, polymer technology,
power generation, crude oil processing, aerodynamic heating and many others. In the field of nuclear technology MHD
convection flow is employed to study the magnetic behaviour of plasmas in fusion reactors, liquid metal cooling of nuclear
reactors, electro-magnetic casting etc. It may be pointed out that many metallurgical processes involve the colling of
continuous strips by drawing them through a quiescent fluid where in the process of drawing these strips are many times
strips are stretched. On the other hand, by playing a role like an energy source the viscous dissipation changes the
temperature distributions that in turn lead to affect heat transfer rates as well. The merit of the effect of viscous dissipation
depends on whether the plate is being cooled or heated. Moreover, in MHD flows, the joules dissipation acts as a
volumetric heat source. Due to abundant applications the heat transfer over a porous surface is a much practical interest
of research today. The heat generated from the combustion process is used to convert fluid into high-pressure steam that
can drive turbines connected to a generator converting thermal energy into electrical energy. To be more specific instances,
heat treated materials travelling between a feed roll and wind-up roll or materials manufactured by extrusion, glass-fiber
and paper production, colling of metallic sheets or electronic chips, crystal growing are few to be added. In these cases,
the final product of desired characteristics depends on the rate of colling in the process of stretching. MHD flow of
variable physical parameters has been investigated to a large extent by many researchers because of its numerous
applications in the field of science, technology, industry, in case of extraction of geo-thermal energy, and in many such
situations.

In 1977, T.C. Chaim [1] have discussed about magnetohydrodynamic heat transfer over a non-isothermal stretching
sheet. In 1979, A. Chakrabarti et al. [2] studied about the hydromagnetic flow and heat transfer over a stretching sheet.
About heat transfer in a viscous fluid over a stretching sheet with viscous dissipation and internal heat generation is
discussed by K. Vajravelu et al. [3]. The problem of viscous dissipation, joule heating and heat source/sink on non-Darcy
MHD natural convection flow over an isoflux permeable sphere in a porous medium is numerically analyzed by K.A. Yih
[4]. B. Ganga et al. [5] investigated about the non-linear hydrodynamic flow and heat transfer due to a stretching porous
surface with prescribed heat flux and viscous dissipation effects. Viscous dissipation effects on MHD natural convection
flow over a sphere in the presence of heat generation are discussed by Md. M. Alam et al. [6]. Saxena and Dubey [7]
studied about unsteady MHD heat and mass transfer free convection flow of polar fluids past a vertical moving porous
plate in a porous medium with heat generation and thermal diffusion. Chen [8] discussed about Combined heat and mass
transfer in MHD free convection from a vertical surface with ohmic heating and viscous dissipation. Effects of viscous
and joules dissipation on MHD flow, heat and mass transfer past a stretching porous surface embedded in a porous medium
is analyzed by Devi et al. [9]. Abel et al. [10] discussed about viscoelastic MHD flow and heat transfer over a stretching
sheet with viscous and ohmic dissipations. Sajid et al. [11] studied about non-similar analytic solution for MHD flow and
heat transfer in a third-order fluid over a stretching sheet. Study of MHD boundary layer flow over a heated stretching
sheet with variable viscosity: a numerical reinvestigation was investigated by Pantokratoras [12]. Sonth et al. [13]
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discussed about heat and mass transfer in a visco-elastic fluid over an accelerating surface with heat source/sink and
viscous dissipation. Eldahab et al. [14] discussed about viscous dissipation and joule heating effects on MHD free
convection from a vertical plate with power-law variation in surface temperature in the presence of Hall and ios-slips
currents. Flow and heat transfer due to a stretching porous surface in presence of transverse magnetic field was discussed
by Tak et al. [15].

In recent times, Goswami et al. [16] discussed about the Unsteady MHD free convection flow between two heated
vertical parallel plates in the presence of a uniform magnetic field. Khan et al. [17] studied on magnetohydrodynamics
Prandtl fluid flow in the presence of stratification and heat generation. Induced magnetic field effect on MHD free
convection flow in nonconducting and conducting vertical microchannel was discussed by Goud et al. [18]. Wagqas et al.
[19] studied about thermo-solutal robin conditions significance in thermally radiative nanofluid under stratification and
magneto hydrodynamics. Effect of chemical reaction and joule heating on MHD generalized Couette flow between two
parallel vertical porous plates with induced magnetic field and Newtonian heating/cooling was discussed by J. Ming’ ang’
a [20]. Influence of MHD mixed convection flow for Maxwell nanofluid through a vertical cone with porous material in
the existence of variable heat conductivity and diffusion was studied by Kodi et al. [21]. Kodi et al. [22] studied about
radiation absorption on MHD free conduction flow through porous medium over an unbounded vertical plate with heat
source.

Motivating with the above works, we have tried to investigate the effect of viscous and joules dissipation on a fully
developed MHD flow where heat and mass transfer past a stretching porous surface embedded in a porous medium under
the influence of heat generation due to an internal heat source in presence of transverse magnetic field. The two-
dimensional governing equations are solved by using MATLAB built in bvp4c solver technique for different values of
physical quantities influencing the physics. The numerical values of various flow parameters such as velocity,
temperature, concentration are calculated numerically and analysed graphically for various values of the non-dimensional
physical parameters of the problem. The study concludes opposite behaviour of transverse and longitudinal velocity under
the action of suction velocity in addition to the effects of heat source on fluid velocities, temperature and concentration.

MATHEMATICAL ANALYSIS

We have considered two-dimensional, steady, nonlinear MHD laminar boundary layer flow with heat and mass
transfer of a incompressible, viscous and electrically conducting fluid over a porous surface embedded in a porous
medium under the action of internal heat source in the presence of a transverse magnetic field applied parallel to y-axis
of strength B, . The situation is similar to the case of a polymer sheet emerging out of a slit and subsequently being
stretched at x = 0, y = 0 that often happens in the process of extrusion of polymer, rayon etc. The speed of the flow at a
point on the sheet is assumed to be proportional to some positive power of its distance (x) from the slit while the boundary
layer approximations are applicable. It is considered that the flow has viscous and Joule heat dissipation whereas the
induced magnetic field, the electrical field due to polarization of charges and the external electrical field are negligible.
Considering these conditions, the governing boundary layer equations of equation of continuity, momentum, energy,
diffusion with viscous and joules dissipation are

ou ov
ox Toy =0 (1)
ua—u+va—u—v62—u—wgu—iu 2)
ox ay dy?2 p Kp
aT T K 02T v du oBZ S*(T-T.
U—+v—= __2+_(_)2+( 0)u2+ (T-Too) 3)
dx ay pCp 0y p 0y pCp pCp
ac ac a%c
0x+v0y_Day2 4)

The boundary conditions are

=ax™, v=1,(x), T=T,(x) =Ty + Tyx"
=Cp+ Cyx™ aty =0 &)
=0, T=Ty,, C=Cys at y —» o

Here, u and v are the velocity components along x and y respectively. K, is the permeability of the medium,  is the
electrical conductivity of the fluid, p is the density of the fluid, B, is the applied magnetic field, T is the temperature of
the fluid, S* is the coefficient of heat source, K is thermal conductivity, T, is wall temperature, T, is the temperature far
away from the surface, C, is specific heat at constant pressure, C is the species concentration of the fluid, C,, is species
concentration of the fluid near the wall, C,, is species concentration of the fluid away from the wall, D is the diffusivity
coefficient; a, Ty, €, are dimensional constants, m is index of power-law velocity and n is index of power-law variation
of wall temperature which is constant.
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Following [15], we introduce the stream function

2uxU (%)X
w(xy) = P F),
_ (1+m)U(x),
where, 7 = [——= ]2()’_,1) ©6)
v, (x) =-2 [@ x~ 2 , whereA > 0 for suction at the stretching plate.
n=2m, )

the velocity components are

oY o
u—a, U——E. (7)

The equation of continuity is satisfied by the above conditions and introduce the non-dimensional form of temperature
and the concentration is given bellow as
T-Tw ; _ C—Coo

0= Tw-Teo"  Cw—Coo ®)

For the feasibility of the analytic solutions of the problem, we take the value § = 1, i.e. m=1 that makes velocity of
the stretching plate as ax, a being a positive constant; this means the plate stretches with a velocity varying linearly with
distance. Using equations 6,7 & 8, equations 2, 3 & 4 are reducing to a nonlinear system of equations given as

F" +FF" —F?— (M2 +R{)F' =0 ©)
0" + PrFO’ — 2PrF'0 = —EcPr[F"2 + M2F"?] + SPrReB (10)
R + ScFh' — 2SchF' = 0 (11)

The corresponding Boundary conditions are now

F(0)=4, F'(0) =1, F'(x) =0,
8(0) =1, 8(0) =0, (12)
h(0) =1, h(0) =0 .

where, V,, is a scale of suction velocity, B is a dimensionless velocity ratio.

METHOD OF SOLUTION
The couple of non-linear differential equations (9), (10) & (11) with respect to the boundary conditions (12) are
solved by using MATLAB inbuilt function ‘bvp4c’ for different values of physical parameters. In this method we convert
the non-linear differential equations into a set of first order differential equations for which we have considered the
followings.

F=yD),F =y1) =y@),F"=y2) =y(3),
6 =y#),6" =y(5),
h=y(6),h" = y(7).
The transformed first order differential equations are
y(3) =Y xy@3) + ¥(2) * y(2) + (M* + R{") *¥(2)

y(5) = —Prxy(1) *y(5) * +2 * Pr + y(2) x y(4) — Ec * Pr = [y(3)? + M? = (y(2))?] + S+ Pr x Re = B,

y(7) = =Sc*xy(1) *y(7) + 2+ Sc xy(6) xy(2) ,

The boundary conditions are reduced to

y0(1) — 4;y0(2) — 1;y0(4) — 1;y0(6) — 1;y1(2) — 0; y1(4) — 0; y1(6) — 0.

RESULTS AND DISCUSSIONS
The numerical calculations have been carried out for different values of heat source parameter (S), magnetic
parameter (M?), suction velocity parameter (1), Eckert number (Ec), Prandtl number (Pr) and Schmidth number (Sc). We
assume B = 1; so that the problem has a physical point of view.
In Fig. 1&2, the dimensionless transverse and longitudinal velocity profiles for different values of magnetic parameter
with constant values of heat source parameter, suction parameter, Eckert number, Prandtl number, Schmidth number and
permeability parameter are shown. It is clear from Fig.1 that the transverse velocity rises sharply near the plate for a smaller



245
MHD Flow Past a Stretching Porous Surface under the Action of Internal Heat Source... EEJP. 2 (2024)

distance from the plate (1 = 1.5) thereafter, becomes uniform away from the plate for all values of magnetic field. The trend
is quite opposite in case of longitudinal velocity Fig.2 where it decreases sharply initially then becomes almost uniform or
unchanged away from the plate. However, both transverse and longitudinal velocity decreases for increases of magnetic field
parameter M2, this is because of the fact that the magnetic field exerts a restraining force on the fluid flow.

b 974 T T T T 1

16 q
1.5 1

f'(n)

0 1 2 3 4 5 4 5

Figure 1. Non-dimensional transverse velocity Profiles for ~ Figure 2. Non-dimensional longitudinal velocity Profiles for
different values of M?, at different values of M2, at
A=2,R; =100,Pr =0.71,Ec =0.2,S=2.0 A=2,R; =100,Pr =0.71,Ec=0.2,S=2.0

The effect of suction parameter over the non-dimensional transverse and longitudinal velocity profiles are shown in
the Figs. 3&4 for different values of suction velocity parameter (A). It is seen that near the plate (n = 0.0 to 1.0) the
transverse velocity rises sharply, thereafter, almost uniform away from the plate (n = 1.0). Longitudinal velocity has
exponential decrease near the plate (n = 0.0 to 2.0) and thereafter gradually becomes ineffective. These nature of variation
of both transverse and longitudinal velocity are same for all the values of suction velocity parameter (A). For higher value
of A. Magnitude of transverse velocity is higher while opposite for longitudinal velocity.
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Figure 3. Non-dimensional transverse velocity profile for Figure 4. Non-dimensional longitudinal velocity profile for
different values of A, at different values of A, for
M? =3,R; =100,Pr =0.71,Ec =0.2,S=2. M? =3.0,R, = 100,Pr = 0.71,Ec = 0.2,5S = 2.0
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Figure 5. Non-dimensional transverse velocity profile for different values of S, for
M? =3,R, = 100,Pr = 0.71,Ec = 0.2,A = 1,Re = 4.
In Fig.5, transverse velocity profile is shown for various values of heat source parameter S = 0.5 to 2.0. Transverse
velocity increases sharply within the range (n = 0.0 to 2.0), thereafter, decreases gradually for n > 2.3. The magnitude of
transverse velocity is higher for higher values of heat source parameter (S).
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Figure 6, Temperature profile for different values of M2, at A = Figure 7, Temperature profile for different A, for
1,R, = 100,Pr = 0.71,Ec = 0.2,S = 2,Re=4.0 M? =2,R; =100,Ec = 0.2, =1,Re = 4.0

The effects of magnetic field parameter and suction velocity parameter over the temperature are shown in the Fig. 6
&7 respectively. In fig.6, temperature sharply to a certain point ( 1 = 1.5), thereafter, decreases gradually away from the
plate. This nature of variation is same for all the values of magnetic field parameter M. temperature has the peak value at
(m = 1.5). In fig.7, the rise of suction velocity (A) has very less impact on temperature near the plate (n = 1.0) within
which it increases sharply, thereafter, deceases gradually away from the plate n > 1.0. An increase in suction velocity
parameter A causes decrease in temperature distribution.

In Fig. 8, the effect of Pr on temperature profile is shown; temperature experienced some increases subject to rise of
Pr. An increase in Ec small enhancement in the profile of temperature as observed in Fig. 9, this may be due to the
frictional heating the heat energy is stored in the liquid. The effect of Ec is distinct near the plate n < 2.0.
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Figure 8, Temperature profile for different values of Pr, at Figure 9, Temperature profile for different Ec, at
M? =2,R, =100,Ec =02,A=1,Re = 4.0 M2 =2, Ry =100,A=1,Re = 4,Pr = 0.71.
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Figure 10. Temperature profile for different values of S, for
M? =2,R; = 100,Pr = 0.71,Ec = 0.2,1 = 1,Re = 4.
In Fig. 10, The temperature profile is shown for various values of heat source parameter S, it is seen that the
temperature has clear increase as heat source parameter enhances. In Fig. 11-14, Fluid concentration h (1) is shown for
values of physical parameters M, A Sc & S. Fluid concentration h (1) decreases exponentially from the plate away from
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it. Higher the magnetic field, h (n) is higher. This is in contrary to the variation of h (1) with suction velocity A. Fluid
concentration decreases with the increases of A, Fig. 12. When the Schmidt number Sc is increased, h (1) decreases, Fig.
13. Distribution of fluid concentration for different values of heat source parameter S is shown in fig.14; although in the
plot h (1) is seen to be unchanged with the variation of S, but when we observe their numerical values, then it may be
concluded the h (m) is higher for higher values of S, e.g. at n=4; for S=1.0 , h (n=4) = 0.91693 while at S=2, h (n=4) =
0.91776; thus fluid concentration increases with the rise of heat source parameter.
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0.6 mMZ=a| - 0.6
= M2=6 =
= <=
0.4 0.4
02t 1 0.2+
0 0
0 1 2 3 4 5 0 1 2 3 4 5
n n
Figure 11, Dimensionless concentration distribution Figure 12, Dimensionless concentration distribution
for different M? at R; =100,Sc = 0.62,A = 1. for different A at for M? = 2,R; =100,5c = 0.62
1g " T T T 1.2
\ Sc=0.22 1
Sc=0.
on [\ \ eam) |
— Sc=1.3
" === 0.8
061 |\ S o
—~ \ [
= \ = U8 —5=05 ——5=1
o4r : ! S=1.5 S=2
- 0.4
AN T
0.2 _ 1 0.2
) , % e 0
0 1 2 3 4 5 0 5 10 15
n n
Figure 13, Dimensionless concentration distribution for Figure 14, Dimensionless concentration distribution for
different values of Sc, at M2 = 2,R; = 100,41 = 1.0 different values of Sc, at M?> = 2,R; = 100,A = 1,5c = 0.62.
CONCLUSIONS

From the above results and discussions following conclusions can be made in brief.

e  With the rise of suction velocity, transverse velocity increases whereas longitudinal velocity, temperature and
concentration decreases.

e With the rise of magnetic field both transverse and longitudinal velocity decreases, whereas fluid temperature and
fluid concentration decreases.

e The effect of heat source is that it increases that the fluid velocity transverse and longitudinal, temperature and
concentration.
Temperature distribution has increase with the rise of Prandtl number and also Eckert number
Rise of Schmidth number reduces the fluid concentration

Appendices
uc, . v . .
Pr = Tp is Prandtl number Sc = 518 Schmidt number
Kpa . - _a* .
Ry = - is permeability parameter E. = oo is Eckert number
plo
2 20B¢ . . —Eiki L .
M*=v 1S magnetic parameter U = —1s kinematic viscosity
pa(1+m) P
2m . . Sv .
B = ——, is stretching parameter S = ——, is the heat source parameter
m+1 PCyV5

Re = %, is Reynold number
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TEILIA, MACOIIEPEHOCY, B'SI3KOi TA JIZKOYJIEBOI TACHUITAILIIT
Cypas JIxxiori Bopoopax?, IlIbsimanta Yakpadopri®
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VY cTarti JOCHiZKEHO IBOBMMIDHMH, CTaliOHapHMH, HeniHiHHMH namiHapHuid MIJ[-TenaooOMiH NPHKOPAOHHOTO IIapy, IOB3
PO3TATHYTY MOPUCTY IOBEPXHIO, BOYIOBaHY B IOPHCTE CEPEIOBHILIE, i/l [i€F0 BHYTPILIHBOTO TEIJIOYTBOPEHHS 3 YPaXyBaHHAM B’ SI3KOT
Ta JHKOYJIEBOI TETIOBU/ITICHHS 32 HASIBHOCTI ITOTIEPEYHE MArHiTHE 1moJie. J|BOBUMipHi KepiBHI PiBHAHHS PO3B’SI3YIOTHCS 32 JOIIOMOTOIO
MATLAB, BOynoBaHoro B po3B’sizyBad bvp4c, Ul pi3HHX 3HaUeHb (I3MYHUX IMapameTpiB. UMCIIOBI 3Ha4YeHHS PI3HHUX IapaMeTpiB
MIOTOKY, TaKHX SIK HIBUJIKICTh, TEMIIEPATypa, KOHIIEHTPAILLisl, 00UHCIIOIOTHCS YHCEIIBHO Ta aHAI3YIOTECS ITpadiuHO ISl Pi3HUX 3HAYEHb
0e3po3MipHuX (Bi3UIHUX HapaMeTpiB 3afadi 3 MOAANBIINMH BHCHOBKaMH. JlOCHi/UKEHHS POOHMTH BHCHOBOK MPO MPOTHJIICKHY
MOBEAIHKY MOIEPEYHOT Ta MO3JOBKHBOI IIBUAKOCTI i Mi€I0 MIBUJIKOCTI BCMOKTYBaHHS Ha JIOJATOK JI0 BIUIMBY JDKEpena Teruia Ha
MIBUIKICTH PiIUHHU, TEMIIEPATYPy Ta KOHIEHTPALIIO.
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Heat transfer innovation is essential in modern society because thermal management systems need effective heating and cooling
processes. It is also an essential component in the vehicle industry and other types of transportation, in addition to automobile
industry, aviation technology, the computer industry, and the manufacturing industry. By the inspiration of importance of
magnetohydrodynamic hybrid nanofluid over a stretching cylinder with the influence of Williamson fluid and porous medium is
examined in this current study. To convert the PDEs into ODEs, suitable self-similarity transformation is used. After applying
transformations, for graphical purpose we have used the bvpSc technique. The impact of active parameters affecting the fluid’s
capacity to transfer significance is demonstrated in graphs and tables. In the result section we noticed on the velocity outlines
decreased for increasing M parameter. The Cf and Nu increased for larger values of the M and curvature parameters. Additional
properties of M and Rd parameter inputs result in improved temperature profiles.

Keywords: Williamson fluid; MHD, Porous medium, Heat source; Hybrid nanofluids

PACS: 44.05.+¢, 44.30.+v, 44.40.+a, 47.10.ad.

1. INTRODUCTION

Researchers have shown a great deal of interest in tiny fluids due to the fact that they are able to generate a
significant amount of heat in a variety of contemporary and industrial applications. Water, gasoline, and automotive oils
are examples of basic functioning liquids that have limited warm displays, which limit their employment in innovative
chilling appeals. Other examples include heating oil and motor oil. As a case study, tiny fluids are composed of tiny
particles such as aluminium oxide, the metal copper, iron oxides, nanotubes made of carbon carbides, and nitric oxide
These small particles enhance the thermal resistance of base fluids. Such tiny fluids possess a wide range of applications
in modern systems, including, but not limited to, heating and cooling, hybrid-powered motors, sunlight-based tissues,
chemotherapy for cancer, and the development of novel fuels, delivery of medications, and drugs. Choi [1] was the one
who made the most significant contribution to the field of nanofluid design, which resulted in changed behaviours.
Many studies into the development of tiny fluids have been carried out as a result of the various applications made
of nanofluids. Researchers in the fields of applied mathematics and engineering have recently shown a large amount
of interest in non-Newtonian fluid mechanics as a result of contemporary advances in technology [2][3][4]. A number
of disciplines, including biological sciences, drugs, and chemistry, place a significant amount of significance on the
motion and heat transfer characteristics associated with these fluids. Standard approaches cannot correctly explain
non-Newtonian liquids' shearing dimension, typical stress variation, and viscoelastic properties due to underlying
nonlinear stress-strain rate connections. The complicated dynamics of fluids that are not Newtonian, which includes
elastomeric fluids, necessitates the development of accurate forecasting frameworks. These kinds of fluids play an
important role in a wide variety of settings [5][6][7].

A mixed nanofluid is an improved version of regular tiny fluids that has enhanced heat transfer, thermophysical
properties, and elasticity. In order to achieve the production of a mixed nanofluid, several tiny particles are combined with
a base fluid in order to achieve a beneficial interaction that results in increased thermal characteristics. In order to ensure
that the heat exchanger's heating and cooling operation was carried out effectively, the performance of a nanofluid hybrid
was used. In addition, the application of nanofluid mixtures may be associated with the production of thermal conversion,
cooling, technological coolants, and cars. When compared to other nanofluids, hybrid nanofluids are often more difficult to
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generate and required for more sophisticated character development procedures in order to comprehend the characteristics
of the various nanoparticles as well as how they communicate with one another [8][9][10][11].

Magnetohydrodynamics, often known as MHD, is a branch of study that examines the interaction among magnetic
fields and speed forces in liquids that conduct electricity, such as plasma-based solutions, minerals, and metals that are
liquid. Hartmann [12] was the first person to suggest the idea of producing regular magnetic forces inside a fluid with
electrolytes, which is considered to be the foundation for magnetically induced dissipation (MHD) investigation. In its
most basic form, MHD is used to examine the behavior of substances that conduct electricity. For technical and
medicinal purposes, MHD liquids have a wide range of uses. MHD barrier layer fluctuations exert a pulling force on
liquids that transmit electricity thanks to their magnetic properties. The enforced MHD results in the generation of a
drag force, which is known as the Lorentz force, which acts towards the perimeter of the motion. A wide variety of fluid
circulation simulations have been seen to include MHD, which has uses in pharmaceutical manufacturing, producing
electricity, and other areas. Radiation has a considerable influence on thermal boundaries, particularly in highly heated
processes that are used in engineering fields. Because the result is dependent on the pace of the cooling process, the
function that heat conduction plays in achieving the intended output is important [13][14].

According to the current literature, the simultaneous effects of MHD, porous medium, Williamson hybrid
nanofluid flow over a stretching cylinder has been illustrated and which all are taken into the model, as per the author
knowledge this kind of model have not been examined before. Equations in the form of PDEs are generated as a result
of this process. In order to change PDEs into ODEs, the appropriate self-similarity conversion must be performed. After
applying transformations, for graphical purpose we have used the numerical method that is bvpSc scheme. In the results
and discussion section, graphs for different physical significance are given. Hybrid nanofluid with Ag-Go and kerosine
oil enhances solar thermal efficiency. Applications include concentrated automobile, thermal collectors, and lubrication
in solar tracking. Therefore, the use of a combination of tiny fluids as traditional cooling agents may serve to enhance
the entire heat transfer performance of an automotive system.

2. MATHEMATICAL MODELING

e A steady, incompressible hybrid nanofluid with the presence of magnetic field along a permeable stretched cylinder
of radius « is scrutinized.

e The hybrid nanofluid is assumed to flow in the axial x-direction while normal to x is the r-coordinate as illustrated in
Fig. 1.

¢ The deformable (stretching or shrinking) cylinder has a linear velocity U, (x) with constant characteristic velocity
u, such that U, (x)=u,x/L .

e v, (r) is the constant mass flux velocity where v, (r) >0 represents injection or fluid removal and v, (r) <0 stands

for suction.

| Thermal Boundary Layer l

oV \ | Momentum Boundary Layer

Figure 1. Flow justification of the model.

The mathematical flow equations are constructed as [15][16][17][18].
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Along with the boundary conditions are [15]
V:Vw(r), u:ww(x)’ T:]:u(x)’ at r=a (4)

u—>0, T->T,, as r— oo

where the velocities along x and » - axes are denoted by u and v, accordingly and 7 is the Hnf temperature. The

2
ambient temperature 7. is constant and the variable wall temperature is considered as 7, =T_ +1T (%) , where Tjis

the characteristic temperature. A means the constant parameter of shrinking (A <0)or stretching (4>0) parameters

while (4=0) symbolizes the static cylinder.

The following suitable self-similarity transformations are defined as:

Uy X ., a (U0, T-T, u, r-a
:—F , = —— —F ’9 :—’ = —92 , 5
u==F'(n), v=——y|=F (1), 0(n)=— U ©)

r
I iy
v, (r) -2 uo—/S. (6)
r L

The following is a list of the thermophysical characteristics of Hnf:

So that

Iuhnf .0, = Pinf .0, = (pc )hn/ .0 :kh_nf 0 :ﬂ
2 3 4 s 225

0= .
My Py (pe,); ky O

In order to create the following dimensionless ODEs, Egs. (2) to (4) are transformed using the ideal technique
indicated in Egs. (5 and 6).
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The boundaries of the change are described as:

£(0)=5. /(0)=4 6(0)=1 o
f(=)=0, @(=)=0.
o,B’L , # (e, )f v,L .
Note that M = Magnetic field parameter, Pr=——>— Prandtl number, y= — is the Curvature
Py k ; u,a
uz. . U/L . : Qr)L
parameter, Ec=———*——is the Eckert number, K =—— 1is the porosity parameter, and Q=—F"——
¢, (T,-T.) aK’ v, (pC,),

dimensional heat generation/absorption, We = / —F is Weissenberg number.

The dimensional form of Crand Nu, are given by

c, =t (a_“j N = (_B_Tj (10)
f ’Of w ai" ’ kf (Tw -T. ) ai" r=a '

oo

The non-dimensional form of Eq. (11) converted is
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Re,%cf =Cf = Qlf”(0)> Re;%N”x =Nu= —Q49,(0). (1

Where Re, is the local Reynolds number.

3. SOLUTION METHODOLOGY
The nature of the ODE system (7-8) with BCs (9) is extremely nonlinear in its characteristics. For the purpose of
dealing with these equations, we adopt a computational approach known as the bvp5c method. Using MATLAB solver,
we are able to solve the control problem. The midway method's standard operating procedure is laid out in detail below

(Fig. 2).
Williamson hybrid nanofluid fluid flow over a Stretching cylinder with the
presence of porous medium and MHD

A literature reviews
Heat transfer and MHD using Williamson hybrid nanoflvid

Mathematical Model
Derive the boundary layer flow equations (in terms of PDEs) by using basic
conservation laws and deliberation

Figure 2. Flow chart of the present investigation problem.

4. RESULTS AND DISCUSSION
In order to describe the behavior of the Williamson hybrid nanofluid flow over a Stretching Cylinder, along with
the bvp5Sc process in MATLAB solver were used in this investigation phase. The properties of hybrid nanofluid are
presented in Table 1, as well as validation of comparison results are demonstrated in Table 2.

Table 1. Thermophysical properties of base fluid and hybrid nanofluids[19].

Property Kerosene Oil Ag Go
Density p (kgm™) 783 10,500 1800
Specific heat C, (Jkg™'K™") 2090 235 717
Heat conductivity k, (Wm'K™) 0.145 429 5000
Electrical conductivity o (Qm)™ 21x10°° 63x107° 6.30x10’

Table 2. The quantitative results of the skin friction coefficient of different of values for @, by fixing parameter values
S=y =M=Ec=0, and Pr =21, ¢, =0.01, A =1.

o Najiyah et al. [15] Present results
0.005 -1.327098 -1.3270827
0.02 -1.409490 -1.4094721
0.04 -1.520721 -1.5207003
0.06 -1.634119 -1.6341005

Velocity and temperature profiles shows several flow properties, including the Magnetic field (M), Weissenberg
number (We), Porous medium (K), and Q. The velocity profile decreases with increasing M Parameter, as seen in Fig. 3.
Magnetic field lead to more confined Lorentz power, which in turn leads to a reduced velocity profile, which is a
practical consequence. Understanding that the nanofluid’s movement decreases as a consequence of the fact that the
fluid’s movement in the material is inversely related to viscosity. While the opposite nature we noticed on energy profile
which is presented in Fig. 6. The effect of the Weissenberg number We on the velocity profile f'(77) it is shown in
Fig. 4. The force boundary layer of the Williamson nanofluid shrinks for higher values of the We . From a physical
standpoint, we are aware that We represents the proportion of time spent relaxing to time spent calculating. A decrease
in velocity is the result of a longer processing period, which is caused by an increase in the number of We. While the
reverse trend we observed on energy profile, which is demonstrated in Fig. 7. The effect of the K on the f'(77) is

apparent in Fig. 5. It is shown that the velocity outline declines with increasing K parameter, which is in tune with
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reality. Furthermore, when we the trip away from the border, as far the liquid movement is concerned, the porous nature
of the border is insignificant. Fig. 8 represents the impact of O on energy outline. For the larger values of the Q in
energy profile increased. Physically, when heat generation rises, so does the inherent energy of liquid particles, resulting

in a rise in the temperature outline.
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The effect of M and K on Cf outline is demonstrated in Fig. 9. For the higher values of the M on the Cf profile
decreased, due to the physical phenomenon of lot of Lorentz force is applied on the fluid movement so that’s why the
profile decreased. The impact of M and Rd parameters on Nu outline is presented in Fig. 10. For the larger values of the
magnetic field the Nu profile increased. From a physical point of view, here the Lorentz force is act as an electric nature
and this force is mixed with the fluid movement so that’s why the profile enhanced.
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0

Figure 9. Impact of M and K on Cf Figure 10. Impact of M and Rd on Nu

Streamlines profiles
Streamlines, the investigation of fluid behavior and the portrayal of flow, in particular, provide a range of qualities
that, when taken into account together, allow them to be excellent tools for analyzing and conducting research on the
movements of fluids. This is particularly true when used to the investigation of fluid movement. Figs. 11 and 12 exhibit
magnetic parameter for various values of M= 0.3, 0.5 influences on streamlines plots. Magnetic parameter strength
draws electrical conductivity molecules more towards to the main stream.

Stream line for M=0.3 Stream lines for M = 0.5
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Figure 11. Stream lines for M=0.3 Figure 12. Stream lines for AM=0.5

5. CONCLUSIONS

The current examination work explored the numerical solution for MHD of 4g-Go hybrid nanofluid over a
Stretching Cylinder. The bvp5c technique was used to solve the issue of velocity, temperature and the outcome was
truly the solution to the problem. And also, in order to demonstrate the impact of important parameters graphs are
generated. The results are presented in a variety of graphical formats, including a 2D plots, 3D plots, and streamlines.
The following list includes the study’s noteworthy results:
e Velocity profile declines for the higher values of the M parameter on the other hand we noticed the opposite
tendency in energy profile.
Velocity outline decreased for the larger values of the We parameter.
Increasing the radiation parameter enhanced the temperature profile.
The skin friction factor decreases for the higher values of the porous and magnetic parameter.
The Nusselt number profile enhanced, for the higher values of the M and Rd.
Streamlines have an oscillating character, which is necessary for magnifying the various values of nanoparticles
volume fractions.
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The adsorption of the Ceo fullerene molecule has been studied in various configurations on a reconstructed Si(100) silicon surface.
Among fullerenes, fullerene Ceo is of particular importance, since it has the most stable form and consists of 60 carbon atoms.
Monocrystalline silicon has the diamond structure, the size of its crystal lattice is 5.43 A. The MD-simulation calculations have been
performed using the open source LAMMPS MD-simulator software package and the Nanotube Modeler computer program. The
Tersoff interatomic potential has been used to determine the interactions between the Si-Si, C-C and Si-C atoms. The adsorption energy
of the Ceo molecule on the reconstructed Si(100) surface, the bond lengths and the number of bonds formed depend on the adsorption
geometry, i.e. at what point on the substrate the molecule is adsorbed and in what configuration.

Key words: Surface; Fullerene molecule; Adsorption, Silicon; Simulation; Brenner potential; Bond length; Atom; potential energy;
Interaction

PACS: 61.48.-c, 02.70.Ns

INTRODUCTION

Fullerenes are of growing interest following the discovery of Cep by Kroto H. W. et al. [1] and the success of
Kratschmer W. et al. in obtaining pure Cg and other members of the fullerene family [2]. Fullerenes are a promising
material for creating electro-active elements in solar cells and active layers in thin-film organic transistors [3]. One of the
current topics related to fullerenes is their adsorption on various substrates. Fullerenes adsorbed on substrates have great
potential for practical application and the studies of fullerene and its compounds is of great fundamental importance [4,5].
The molecule adsorption of a number of substances, such as water, ammonia, ethylene and vinyl bromide, on the Si(100)
surface has been studied experimentally [6-8]. The high density of  electrons of the Csp molecules gives them the energy
potential of a small organic molecule. The Cg nanofullerene molecule is expected to provide high-performance
electronics and optical functions, as well as exhibit interesting fabrication, high spherical symmetry, and ease
of connectivity. Obviously, the use of Csy adsorbed on an ideal Si(100) surface is very topical and actual in modern
semiconductor technology [9, 10]. One of these promising applications is the use of endohedrally embedded fullerenes in
quantum computers, for which the fullerene molecules are to be adsorbed on the surface silicon [11-13]. The appearance
of superconducting properties in some alkali metals when they are coated with Cg and Cyo fullerenes [14] and the
treatment of the silicon surface with ions has intensified research in the field of HTSC materials science [15].

A number of theoretical and experimental studies of the interaction of Ce and other representatives of the fullerene
family with the Si(111) surface have been carried out. When designing and developing devices based on fullerenes in
molecular electronics, information technology, and biomedical developments [16-18], Cs0/Si(100) is of great importance
[19-22]. In recent years, the adsorption of Cg molecules on the Si(111) surface has been studied by density functional
theory (DFT) [17,23,24]. The interaction between Cg and the Si(111) surface was experimentally studied by scanning
tunneling microscopy and spectroscopy (STM/STS) [22-26], as well as by other methods [18,27]. The experimental
results on the temperature dependence of the adsorption of Cep molecules on the Si(111) surface were published in [28].

To clarify the nature of the adsorption of C¢ molecules on the Si(100) surface, a great number of contradictory
studies have been carried out. In some of these works, the researchers showed that the adsorption of Ce is physisorption
[29-31], while in some other studies this was denied and it was stated that the adsorption is chemisorption in its nature
[32-37]. Among the theoretical calculations performed in this direction, ab initio theoretical calculations stand out [38-40],
but the studies in this direction was carried out by predicting the structures formed when fullerene molecules are placed
on the substrate surface, without taking into account any structural changes caused by the bonds between atoms on the
silicon surface and Cgo atoms [21]. In the works of C. Hobbs et al. [41,42], the average Si-C bond length and adsorption
energy for the adsorption of the Cq molecule on the Si(100) surface were determined by ab initio DFT using Spanish
Initiative for Electronic Simulations with Thousands of Atoms codes (SESTA). From the results of these works it is clear
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that the bond length and the adsorption energy depend on configuration and number of bonds of the Cg molecules
adsorbed on the base surface. The work of K. Beardmore et al., using classical many-body potentials of the Brenner/Tersof
form [44-46], suggests that the bonds between the fullerene and the silicon surface are closer to Van der Waals bonds
than to covalent ones. In this formalism, the silicon-carbon interactions are adapted to SiC bulk structures and Ceo
molecules can be transferred incorrectly to the silicon surface.

The aim of this work is to determine adsorption energies and bond lengths for various adsorption configurations
of Ceo fullerene molecules on the reconstructed Si(100) silicon surface, as well as to determine the dependence of these
parameters on all possible adsorption configurations that can be realized on the Si(100) surface.

In connection with the above, in this work, the results of studying the interaction of the Csp molecule with the
reconstructed Si(100) surface have been highlighted, and the interaction process has been considered by molecular
dynamics (MD) simulation.

DESCRIPTION OF THE OBJECT AND RESEARCH METHODS

Fullerenes are large carbon-framework molecules that are considered to be three-dimensional analogues of benzene.
Among fullerenes, Bookminister fullerene (Ceo) is of particular importance, since it has the most stable form and consists
of 60 carbon atoms. The molecule shape resembles a truncated icosahedron, that is, a soccer ball consisting
of 12 pentagons and 20 hexagons [2]. One of the important properties of Cg is its high symmetry having 120 symmetry
operations in which the molecule can return to itself, like rotation around an axis and reflection in a plane. This makes
Ceo the most symmetrical molecule [47]. Ceo has two types of bonds: a Cs-Cs single bond in a pentagon (the bond length
1.45+0.015 A) and a Cs-C double bond in a hexagon (the bond length 1.40+0.015 A). Each carbon atom in the molecule
forms a bond with three side atoms through sp>-hybridization [48,49]. The diameter of the Cso molecule is about 7 A.
Chemically, the fullerene molecule is quite stable; it decomposes at a temperature of 1000°C, and when heated to a
temperature of 1500°C in the absence of air, it takes the form of graphite [50].

Silicon is a chemical element with atomic number 14, chemical symbol Si, and atomic weight 28.085.
Monocrystalline silicon has the structure of diamond, the size of its crystal lattice is 5.43 A. The closest distance between
atoms in the lattice is 2.35 A [51].

Figure 1. Geometric structures of fullerene Coo (a) and silicon (b) used in this work

All MD-simulation calculations in our work were performed using the open source LAMMPS MD-simulator
software package [52] and the Nanotube Modeler computer program [53]. The Tersoff interatomic potential was used to
determine the interactions between Si-Si, C-C and Si-C atoms. In all cases, a reconstructed silicon single crystal measuring
34 x 34 x 15.2 A with 1083 atoms (Fig. 1b) and a fullerene molecule with 60 atoms (Fig. 1a) with periodic boundary
conditions were used. The generated Cg) molecule, the reconstructed silicon single crystal and the interaction processes
between them were visualized in the JMOL computer program [54]. When comparing the results obtained for
reconstructed single crystals with the number of atoms 1963 and 17670, no size effects were found. To maintain a constant
selected temperature of the NVT ensemble, a Nose-Hoover thermostat was used [55]. The Wehrl speed synchronization
circuit was integrated with a time step of 1.0 fs. The system's center of mass was fixed to avoid any forward motion during
the simulation. Each simulation lasted from 10 to 40 ns until equilibrium was reached.

CALCULATION OF ADSORPTION ENERGY

The adsorption energy E, 45 for a molecule or atom adsorbed on the substrate surface is the total potential energy of

the substrate and the adsorbed molecule E;%/,p, the potential energy of the substrate in the state when they do not

interact Egyp, or and the potential energy of the adsorbed molecule E 45 /10 is equal to the subtraction of the sum [56,57]:
Eqas = Eécoits/sub - (EstgltJ + Eg;ig . 1

Initially, the potential energy Egyp/¢0¢ Of interaction of the atoms composing a silicon single crystal at a temperature
of 0 K was determined, and in the same test the potential energy Eg,; /1o Of interaction of the Ceo molecule atoms was
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obtained. At the next stage, the potential energy of the entire system EgJ5 s, Was determined for the case when a Ceo
molecule is adsorbed on a silicon substrate. All the calculations were performed in the LAMMPS package program.
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Fig. 2. Bonds of the Ce0 molecule in a dimer series with one dimer
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Fig. 4. Bonds of the C¢0 molecule on a trench with two dimers
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Fig. 5. Bonds of the Cs0 molecule on the trench with four dimers

DESCRIPTION AND ANALYSIS OF RESULTS

The results obtained are very convenient to analyze, classifying them into different configurations. A similar
classification was made in [21,41-43]. A recent work by C. Hobbs et al. [42] studied the adsorption of Ce in 26 different
configurations on a Si(100) surface; in this work, most of the above configurations and two new adsorption configuration
states were classified as follows: trench is the space between two rows of dimers; adsorption on trench between four
dimers (t4); adsorption on trench between two dimers (t2); adsorption with two dimers in a series of dimers (r2);
adsorption with one dimer in a series of dimers (r1).

The adsorption of fullerenes on all the configuration classifications is schematically presented in Figures 2-5. New
configurations are marked with an asterisk (*). In the Figures, the rows of dimers are shown in golden color, and individual
dimers are shown in dark golden color. The colorless space between the dimers represents trenches; the carbon atoms that
formed the Si-C bond upon adsorption are shown as black circles, and those that did not participate in the bond are shown
as white circles. These atoms belong to hexagons and pentagons that participate in adsorption.
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The adsorption energy values calculated in this work are given in Table. 1 in comparison with the results obtained
in GGA (generalized gradient approximation) and LDA (local-density approximation) [41,42] and [21]. All the energy
values are in eV. The Si-C bond lengths are calculated for all configurations in Table 2 and given in A, as compared to
adsorption energies.

Table 1. Adsorption energies calculated in the LAMMPS program, as compared to the GGA, LDA methods and values calculated in [21].

Ne Configuration LAMMPS GGA (SIESTA) LDA (SIESTA) [21]

1 rla -1.984 -1.72 2.72 -3.53
2 rlb -1.434 -1.50 253 -3.28
3 rlc -2.061 -0.93 -1.87 -2.90
4 2a -3.538 2.58 -3.93 -4.83
5 2b -3.860 -2.49 -3.74 -4.33
6 r2c -3.594 -2.00 327 -4.15
7 r2d 2.602 -0.87 -2.08 2.69
8 2¢ 2493 -1.69 -3.01 -3.94
9 2f -2.990 2.19 -3.40 -4.10
10 2g -1.988 -1.1 -2.38 -3.13
11 2a - - - -4.78
12 t2b -4.744 - - -4.40
13 2b* -4.953 - - -
14 t2¢ - 0.07 -1.56 -3.08
15 t2d - -1.61 2.83 -
16 t2d* -5.752 - - -
17 t2e -3.168 -1.57 2272 -
18 t4a -3.438 2.16 -3.94 -5.71
19 t4b -4.743 2.53 -4.00 -5.31
20 t4c -5.755 2.63 -4.1 -4.96
21 t4d -5.167 -1.96 -3.42 -4.85
22 tde -5.433 -1.90 -3.38 -
23 t4f -4.799 2.17 -3.59 -
24 tdg -5.058 2.53 -4.02 -
25 t4h -4.882 -1.94 -3.59 -
26 t4i -4.571 -1.83 -3.41 -
27 t4] - -1.98 -3.55 -

Table 2. Si—C bond lengths (in A) for all configurations

Ne Configuration LAMMPS GGA (SIESTA) LDA (SIESTA) [21]

1 rla 1.99-2.00 2.02-2.03 1.98-1.99 1.99-1.99
2 rlb 2.02-2.02 2.01-2.02 1.97-1.97 1.98-1.98
3 rlc 1.99-2.02 2.02-2.03 1.97-2.01 1.99-2.00
4 r2a 1.99-2.00 1.98-1.99 1.94-1.97 1.96-1.98
5 r2b 1.96-1.98 1.99-2.07 1.93-2.05 1.97-2.02
6 r2c 1.99-2.00 2.05-2.09 2.02-2.05 2.01-2.07
7 r2d 2.00-2.06 2.03-2.06 2.00-2.02 2.00-2.02
8 r2e 2.02-2.02 2.01-2.05 1.98-2.01 1.99-1.99
9 r2f 1.99-2.01 2.01-2.07 1.96-2.04 1.97-2.04
10 r2g 2.02-2.07 2.05-2.10 2.02-2.05 2.03-2.07
11 t2a - - - 2.02-2.11
12 t2b 1.95-1.99 - - 1.92-2.47
13 t2b* 1.93-2.00 - - -

14 t2¢ - 2.08-2.10 2.04-2.06 2.03-2.03
15 t2d - 1.99-2.03 1.95-1.99 -

16 t2d* 1.96-1.97 - - -

17 t2e 1.93-1.94 2.00-2.04 1.95-1.99 -

18 t4a 1.96-2.01 2.00-2.03 1.96-1.98 1.93-1.98
19 t4b 1.95-1.99 1.97-2.03 1.95-2.01 1.95-1.98
20 tdc 1.97-1.97 2.02-2.20 1.98-1.99 1.96-1.98
21 t4d 1.98-1.99 2.02-2.19 1.98-2.12 1.97-2.19
22 t4e 1.96-1.99 2.03-2.09 1.98-2.06 -

23 t4f 1.98 2.01-2.03 1.97-1.98 -

24 tdg 1.93-1.99 2.00-2.04 1.97-1.99 -

25 t4h 1.93-1.99 2.02-2.06 1.98-2.03 -

26 t4i 1.95-2.01 2.04-2.10 2.00-2.05 -

27 t4 - 1.95-2.07 1.93-2.02 -
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Table 1 shows that by comparing the adsorption energies of the Cq molecule obtained in LAMMPS calculations,
one can see that the bond energies of the t4 type have significantly higher values than the bond energies of other types
(12 or t2). The bond lengths shown in Table. 2 have slightly larger values in the bond configurations r1 and r2 than in the
bond configurations t2 and t4. It can be seen that the adsorption energies of the Csp molecule are closer to the results given
in [21], and the obtained bond lengths do not differ sharply from the results of GGA, LDA and [21] given in Table 2.

CONCLUSION
As a result of the study, the following conclusions can be made: a) the adsorption energies of the Csp molecule on
the reconstructed Si(100) surface, the bond lengths and the number of formed bonds depend on adsorption geometry,
i.e. at what point on the substrate the molecule is adsorbed and in what configuration; b) comparison of the obtained
adsorption energies shows that the adsorption states on the rows of dimers (on the trench) become stable; c) adsorption
energy depends on the number of bonds, and an increase in the number of bonds leads to an increase in adsorption energy;
d) bonds with high adsorption energy have a shorter length.
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KOMIT'FOTEPHE MOJEJIOBAHHSI AJICOPBIII MOJEKYJIA ®YJEPEHY C60
HA PEKOHCTPYKIIAHINA OBEPXHI Si(100).
Ikpom 3. Ypousios®*, ®apin ®. Ymapos®, Immymin 1. Siarapos?, Fauni6oii T. Paxmanos®, Xaiitmypon 1. I:xa660pos?
“Incmumym iOHHO-NIA3ZMOBUX I 1a3epHux mexnonozii imeni Y.A. Apighos, Akademis nayk Ysbexucmany,
Tawkenm, 100125 V36exucman
I’Kas’axcwco—EpumaHCbkuﬁ mexuiynuil ynigepcumem, Anmamu, 050000, Kazaxcman
“Hayionanvuuil ynieepcumem Y36exucmany imeni Mipso Ynyebexa, Tawxenm, 100174, Y30exucman
Tawxenmcoxuii ynisepcumem ingpopmayiiinux mexnonoziii imeni Myxammeoa ano-Xopesmi, Tawxenm, 100084 Vzbexucman

Hocmnipkeno ancop6buito Monekyin ¢ynepeny C60 y pisHEX KOHOIryparisx Ha pekoHcTpyioBaniit moBepxHi Si(100) kpemniro. Cepen
(bynepeniB ocobiuBe 3HaueHHs Mae Qynepen C60, skuil Mae HaiOinbIl cTabiTbHY (opMy 1 CKiIanaeTbes 3 60 aTOMIB BYIJICIIIO.
MoOHOKpHCTATIYHHI KPEMHiil Mae CTPYKTypy aaMasy, po3Mip ioro kpuctamiunoi pemitku 5,43 A. Pospaxynku MD-cumysisii 6ynu
BUKOHAHI 3 BUKOPHCTaHHSM IakeTa mporpaMHoro 3abesnedenHs: LAMMPS MD-simulator 3 BigKpUTHM KOZOM Ta KOMIT IOTEPHOT
nporpamu Nanotube Modeler. Mixxaromuuii noteHuian Tepcodda BHKOpUCTOBYBABCS /U1l BU3HAYCHHS B3aeMO/IiT Mixk aromamu Si-Si,
C-C 1 Si-C. Eneprisa aacop6uii monexynn C60 Ha pekoHcTpyiioBaniii moBepxHi Si(100), TOBKUHHU 3B’SI3KiB 1 KUTBKICTh YTBOPEHHUX
3B’S3KIB 3aJIeKaTh BiJ reoMeTpii ancopOiii, TOOTOo B sKiil TOUI Ha MiAKIAALI MOJIEKyJa aacopOyeThCs Ta B AKil KOHQITypaii.
KonrouoBi cioBa: nosepxmua; monexyna gynepeny, aocopbyis, kpemuiil;, modemosanns; nomenyian Bpeunepa; ooeoicuna 383Ky,
amom; NOMeHYIHA eHepeis, 63aeM00is
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To improve erosion resistance, strength, and other protective properties, a comprehensive modification of the surface layers of
25CrMoV steel, which is widely used in turbine construction, was performed. For comparative studies, modifications with different
interlayer materials (Mo and Ti) and modifications without interlayer were used. The Mo and Ti layers were deposited on a nitrided
ion plasma surface. The outer protective layer for all modifications was unchanged and consisted of a Mo2N coating. To determine the
role of the deposition of interlayer metal coatings on the strength properties of the complex modified coatings, the distributions of
hardness (H, GPa), Young's modulus (E, GPa), and other strength parameters (H/E and H3/E2) measured by cross sections (h, pm)
were investigated. The hardness of the Mo2N coating was ~30 GPa, and the hardness of the nitrided layer was ~12 GPa. The modulus
of elasticity for the Mo2N coating was ~415 GPa, and for the nitrided steel - ~270 GPa. It was found that the main factor influencing
the strength properties of a multilayer structure is related to the different materials of the metal layers. For the Mo and Ti layers, the
values of E differ significantly (~ 340 GPa and ~ 180 GPa, respectively), with almost identical values of H (~ 6.5 GPa). The distributions
of elastic modulus E = f(h) measured in the modified layers correlate well with the distributions of nitrogen concentration Cn = f(h).
The distributions of H/E = f(h) and H¥/E? = f(h) for the modifications with Mo and Ti layers show a decrease in mechanical properties
in the areas of the intermediate layers (Mo and Ti). For the modification without interlayer, the distributions of these indicators do not
show such a drawback. The cavitation resistance of the comprehensively modified 25CrMoV steel is up to 2 times higher than that of
the steel in the original condition. NSC KIPT performed extensive ion plasma modification on a pilot batch of turbine parts. These
products, which are part of the steam distribution mechanisms, were manufactured by Ukrainian Power Machines JSC (Kharkiv) for
the thermal power industry.

Keywords: Complex surface modification; Steel; lon-plasma nitriding; Vacuum-arc coatings, Hardness, Elastic modulus; Wear
resistance; Strength

PACS: 52.77.Dq, 66.30.-h

INTRODUCTION

An effective way to protect against various types of erosive wear is ion-plasma modification of the surface of
structural materials, which can be realized both by ion-plasma nitriding [1, 2] and by deposition of vacuum-arc PVD
coatings [3]. One of the disadvantages of nitriding, which limits the prospects of its application, is considered to be
the low hardness of the nitrided surface compared to nitride coatings, which causes its increased erosive wear. Methods
of ion-plasma treatment of working surfaces, including the combined effect associated with nitriding and deposition
of hardening coatings, provide protection against a complex of various destructive factors [4, 5]. Thus, in order to
increase the service life of parts of power engineering, where it is necessary to ensure both the strength of working
surfaces against the effects of high mechanical loads and their various anti-erosion resistance, a complex ion-plasma
modification of 25CrMoV steel was used [6, 7]. It consisted of surface hardening by ion nitriding followed by
deposition of protective anti-erosion coatings. The advantages of such a complex treatment are the creation of a strong
structure of modified surface layers with high interlayer adhesion properties. The structure of this layered structure
with a hardness gradient in depth from the surface can be represented by modified layers: nitride coating with high
hardness H > 25 GPa and nitrided steel H > 8 GPa. The initial value of hardness of the non-nitrided surface of
25CrMoV steel is ~ 4 GPa.

At the same time, metal layers are used to improve the adhesion of nitride layers to various substrate materials during
vacuum arc deposition. Such layers are usually conveniently deposited from the same cathode material as the nitride
layers. When metal films are used in a multilayer structure, the strength and performance of the structure may depend on
the material and its mechanical properties.

The distributions of hardness (H, GPa), elastic modulus (E, GPa), and other strength indices (H/E and H3/E?)
measured from cross-slits have been investigated to determine the role of interlayer metal coating deposition on the
strength characteristics of complex-modified layers. The dependence of the distributions of these mechanical properties
and nitrogen distributions on the distance across the interlayer boundaries (h, pm) was considered. For comparative
studies intermediate layers of Mo and Ti metals were used. The metal layers were deposited on the surface of 25CrMoV
steel nitrided by ion-plasma method. The outer protective layer for all variants of modifications was unchanged and
consisted of Mo,N coating. The erosion resistance of complexly modified steel samples with different composition of
intermediate layers was investigated during cavitation tests.
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EXPERIMENTAL DETAILS
The ion-plasma treatment of samples and working surfaces of parts was carried out on the "Bulat" equipment,
specially modernized for complex modification (Fig. 1).
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Figure 1. Scheme of the experiment: 1 - pyrometer, 2 - shield, 3 - plasma source of the first stage of two-stage discharge, 4 - plasma
sources with Mo or Ti cathodes, 5 - rotation device, 6 - model of the part, 7 - electrode of the second stage of discharge

The dimensions of the vacuum chamber (600 mm % 650 mm % 850 mm) and the equipment of the unit (Fig. 1) allow
both small and large parts weighing up to 15 kg to be subjected to complex processing. A detailed scheme of the
experiment with placement of the part model and research samples inside the vacuum chamber is presented in [8].
25CrMoV steel was subjected to surface modification. At the initial stage of the complex modification in the working
chamber of the equipment ion nitriding of products in a two-stage vacuum arc discharge took place [9]. In this case, the
pressure of the working gas, nitrogen, automatically supplied to the vacuum chamber was 2.7x107! Pa. The current density
of gas ions accelerated by the potential - 500 V applied to the substrate was ~ 10 mA/cm?. The temperature of the substrate
was kept between 550 °C and 600 °C and monitored by a pyrometer. The nitriding time was 40 minutes. The next step in
the complex process was the vacuum arc deposition of an interlayer coating of Mo or Ti metals. The deposition of this
layer was performed under high vacuum conditions ~ 2.7 x 10 -3 Pa. The thicknesses of the layers were 3 pm and 6 um.
Part of the experiments was carried out without deposition of the intermediate layer. In the final stage of the complex
modification, a Mo2N protective coating with a thickness of ~ 10 um was deposited at a nitrogen pressure of 3 x10 ! Pa.

The following mechanical properties were used to study the strength properties of the modified layers:

H - hardness, GPa; E - Young's modulus, GPa;

H/E - coefficient characterizing the resistance of the material to mechanical action (elastic fracture deformation) [10]
or its resistance to wear;

H*\E? - coefficient characterizing the material's resistance to plastic deformation [11] (it is used to assess the strength
of coatings).

The study was conducted using the Nanoindenter G200 with a Berkovich diamond indenter. The G200 instrument
meets the requirements of the international standard ISO 14577 [12]. Hardness and Young's modulus measurements of
the modified coatings were performed on cross sections of the samples with the indenter passes at an acute angle (~ 10°)
to the interlayer boundaries. A step-by-step indentation mode with 2 pm spacing and 200 nm nanoindenter penetration
depth was used.

The distributions of nitrogen concentrations along the cross sections of the modified layers were studied using a
scanning electron microscope (SEM) JSM 700-1F (Jeol, Japan) equipped with an X-ray energy dispersive microanalysis
system.

Cavitation tests of samples with complex modified surface were performed on the apparatus [13]. The setup was an
ultrasonic generator providing oscillations of the emitter at a frequency of 20 kHz. Erosion of the surface of the modified
sample occurs when the device is operated in water, where a cavitation region is created under the end of the emitter. The
total time of cavitation action on each sample was 6 hours. The degree of coating destruction was determined by weight
loss (A p, mg) as a function of cavitation exposure time (t, hours).
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RESULTS AND DISCUSSION
Fig. 2 shows hardness distributions (H, GPa) obtained by indenting the surface of cross sections of complexly
modified 25CrMoV steel specimens with different thicknesses of Mo and Ti interlayer coatings. The vertical lines in the
figure indicate the boundaries between the modified layers.
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Figure 2. Hardness distributions along cross sections of modified coatings with Mo (1, 3), Ti (2) interlayers and no metal layer
(4). The layer thicknesses are: 3 um (2, 3) and 6 pm (1).

Figure 2. illustrates that all hardness distributions (1, 2, 3, and 4) exhibit similar characteristics. Curve 4, which
represents the distribution for the sample without a metal layer, shows a sharp transition from the hardness values of the
Mo2N coating (approximately 30 GPa) to the hardness of nitrided steel (approximately 12 GPa). Curves 2 and 3, which
represent modifications with metal layers of the same thickness (3 pm) but different materials (Ti and Mo), are nearly
identical. During these curves, we observe the same transition in Mo,N hardness values. However, the transition occurs
up to approximately 6.5 GPa in the metal layers section. To the right of the coating-nitrided steel interface, there is a
further increase in hardness to the level of nitrided steel, which is approximately 12 GPa. The distributions for the same
layer material (Mo) but with different thicknesses (3 pm or 6 pm) differ in the width of the section with a hardness of
6.5 GPa by a factor of almost 2. The differences in the distributions are due to the difference in the thicknesses of the
metal layers.

Figure 3 displays the distributions of Young's modulus (E, GPa) in the modified layers and nitrogen concentrations
(Cx, at. %) for steel specimens with different coatings as a function of distance h across the specimen slit.
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Figure 3. Distributions of Young's modulus (1, 2, 3) and nitrogen concentrations (4, 5, 6) along the cross sections of modified layers
with Ti (1, 4), Mo (2, 5) and without metal layer (3, 6) coatings. The thicknesses of the layers (1, 2, 4 and 5) are 3 pm.

Fig. 3 shows that the Young's modulus distributions (1, 2, and 3) are nearly identical for both the Mo2N coating
(approximately 415 GPa) and nitrided steel (approximately 270 GPa). The difference in the curves is due to the
intermediate layer materials. Specifically, the E values for the Mo and Ti layers are significantly different, at
approximately 340 GPa and 180 GPa, respectively. It can be observed from Figure 2 that the hardness of these layer
materials is practically the same. Additionally, Figure 3 shows a strong correlation between the distributions of elastic
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modulus E = f (h) and nitrogen concentration Cx = f (h), indicating a direct relationship between the elasticity
characteristics of the modified layers and their nitrogen content.

The nitrogen content in the Ti layer is low, at approximately 2 at.%. In contrast, the Mo layer has a significantly
higher nitrogen content, at approximately 30 at.%. This difference can be attributed to the formation of TiN compounds
at the boundaries of the Ti layer, which reduces the mobility of N, and prevents its penetration into the layer. The Mo
layer has a lower affinity for nitrogen than titanium. As a result, the hardness values of the Mo layer (Fig. 2 (3)) are lower
compared to the high values typically found in molybdenum nitride compounds.

Figure 4 displays the distribution curves of wear resistance H/E and strength H3/E? at the boundaries of the modified
layers for steel specimens with various interlayer coatings.
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Figure 4. Distributions of H/E and H?/E? ratios across the interlayer boundaries of modified layers using Mo (1, 4) and Ti (2, 5)
coatings as well as without metal layer (3, 6). The thicknesses of the layers are: 3 pm.

Figure 4 shows the correlation between the wear resistance characteristics H/E = f(h) (1, 2, 3) and strength
characteristics H*/E? = f(h) (4, 5, 6) for the modified specimens with the same intermediate layers. The curves behave
differently for the Mo, Ti, or no layer. For instance, the H/E ratio average for Mo layer material (1) is approximately 0.02,
while for Ti layer (2) it is higher at around 0.035. The figure shows that the H/E values of the surface layer of nitrided
steel for samples with Mo layer and without an intermediate layer (1, 3) are about 0.04, whereas for samples with
Ti layer (2) it is significantly higher at around 0.05. The wear resistance characteristics of Mo,N coating are high, with
an index value of approximately 0.072 for all modifications (1, 2, 3). Curves 2 and 3 show maxima in the transition to
MonxN sites, unlike curve 1. These maxima can be attributed to the formation of structural zones during the formation of
transition layers. The thickness of these zones, as shown in the figure, is approximately 2 pm or more.

i The wear resistance and strength of the modified steel
%i : layers depend on the material of the deposited metal layer.

I The analysis shows that modifications with Mo and Ti

6 h layers exhibit a decrease in mechanical properties in the

areas of metal layers (Mo and Ti), which can affect the

4] strength properties of the entire multilayer structure. It is

important to note that H/E = f (h) and H%E? = f (h)
distributions are also affected. Modifications without an
intermediate layer at the transition section of the nitrided
2 steel coating do not exhibit a decrease in characteristics.

The results indicate that when using a metal layer
material in a multilayer structure, reducing the thickness of
interlayer coatings by at least half can prevent a decrease
’7 in mechanical properties.

A p, mg

0 Figure 5 displays the weight loss diagram (Ap = f(t))
modmec\siee\ we © prm) Mo ® o) £ @ for the complex modified samples resulting from
i cavitation tests. Tests were conducted on modified samples

Figure 5. Weight loss during cavitation tests of unmodified  of25CrMoV steel with different coating materials (Mo, Ti
steel samples and complex-modified samples with interlayers of or no coating) for 6 hours (t, hours). The Mo and Ti layers
different compositions . ’ ’
had a thickness of 3 pm.
As can be seen from Figure 5, the lowest wear up to the cavitation impact at each time stage of the test is characterized
by the specimen that has undergone complex treatment without the deposition of a metal layer. Furthermore, the wear
increases almost linearly from the sample with Mo layer to the sample with Ti layer. Therefore, the cavitation wear of the
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Mo:N layer for the complex modification with Ti interlayer is higher than that for the modification with Mo layer. The
maximum wear is that of the untreated steel sample. As can be seen from the diagram, complex modification improves
the surface resistance of 25CrMoV steel to cavitation-erosion wear up to 2 times. The highest erosion resistance is shown
by the modification without interlayer coating.

Figure 6 shows images of the surface microstructure of the original steel and modified samples after 6 hours of
cavitation testing.
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Figure 6. Surface microstructure of specimens after 6 h of cavitation tests:
untreated steel (a), Mo2N coating without interlayer (b), Mo2N with 3 pm Mo layer (c) and Mo2N with 3 pm Ti layer (d).

Figure 6 illustrates that the wear characteristics of the surfaces differ qualitatively. The untreated steel surface (a)
exhibits uniform erosive wear across the area, while the Mo, N coating surface deposited without an interlayer (b) and with
a Mo layer (c) is characterized by pitting wear, which occurs in the places where macroparticles of the cathode material are
deposited [15]. The figure shows that the number of pitting failures is higher for the sample with Mo interlayer. The defects
on the surface of the Mo, N coating with Ti layer (d) after cavitation impact are different from those on the samples with Mo
layer. In this modification, larger defects in the form of 'crack stars' are observed on the surface of Mo,N.

Fractures are caused by the microshock action of cavitation bubbles, which apply pressure on the surface areas of the
specimen, leading to their vibration and deformation [16, 17]. It is important to note that in multilayer structures, there is
a softer metal layer beneath the hard coating of molybdenum nitride. As a result, the outer Mo,N layer of such specimens’
experiences more intense vibration and deformation. Furthermore, molybdenum nitride is known for its increased internal
stress, which makes it quite brittle [7, 18]. These factors contribute to the formation of microcracks, which can lead to
increased erosion into the material over time. Samples that are strengthened in a complex manner without metal coating
do not have a soft layer and the process of microcrack formation is slower.

The nature of Mo,N coating surface failures varies depending on the material of the intermediate layers (Mo or Ti).
This can be attributed to the different physical and mechanical properties generated during the deposition process. The
dependencies presented in Fig. 3 show that the intermediate layers have different values of Young's modulus: for Mo ~ 340
GPa and for Ti ~ 180 GPa. When the multilayer structure contains a more ductile titanium coating, the surface Mo,N layer
experiences greater deformations in the vibrating areas, resulting in larger-scale failures in the form of 'star-cracks' in the
pitting areas.

The NSC KIPT utilized the complex ion-plasma modification method to strengthen a research batch of turbine parts.
JSC Ukrainian Energy Machines, Kharkiv, manufactures these products for nuclear and thermal power engineering. The
hardened parts are utilized in hinge joints and other friction pairs of steam distribution mechanisms.

Figure 7 displays images of steel parts that have been modified with Mo, N coating deposition on the nitrided surface.
The 'Pull rod' part (a) was hardened with Mo layer deposition, while the 'Axis' parts (b) were hardened with both
modifications: with and without layer deposition.

a : b

Figure 7. Image of parts "Pull rod" (a) and "Axle" (c), strengthened by complex method with Mo2N deposition and different
thicknesses of interlayer coatings.

Figure 8 displays the friction pair used in the steam distribution mechanisms of the K-325 turbine, consisting of the
'Axle’ (located in the center) and the 'Insert' parts. The 'Axle' part is coated with Mo, N, with an intermediate layer of Mo
(0.7 um) after ion nitriding. The 'Insert' part is coated with titanium nitride TiN, without an intermediate layer.
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Figure 8. Images of parts ("Axis" - in the center and "Insert" - on the edges) of the friction pair included in the steam distribution
unit of the K-325 turbine.

Table 1 shows the dimensional characteristics and types of protective coatings of parts strengthened by complex
ion-plasma treatment.

Table 1. Specifications of parts strengthened by complex ion-plasma treatment.

Name of the parts Overall dimensions (mm) | Material of parts | Weight (kg) Protective coating
Pull rod D 60x285 35CrMo 2.8 Mo2N
Axle & 40x150 25CrMoV 1.5 Mo2N
Axle D 35x98 25CrMoV 0.7 MoxN
Insert D 35x25 25CrMoV 0.2 TiN

The strengthened parts were handed over to the manufacturer for installation in mechanisms working in operational
conditions of steam turbines.

CONCLUSIONS

1. To enhance the protective characteristics of 25CrMoV steel, a complex ion-plasma modification was performed.
This involved depositing external Mo,N and interlayer coatings of either Mo or Ti on the surface.

2. The Mo;N coating in the multilayer structure has a hardness of approximately 30 GPa, while the nitrided steel
layer has a hardness of approximately 12 GPa. The Young's modulus E of these coatings is ~ 415 GPa and ~ 270
GPa, respectively.

3. The elastic properties of the interlayer coatings are the main factor influencing the wear resistance and strength
properties of the modified layers. For Mo and Ti layers, the average E values are significantly different (around
340 GPa and 180 GPa, respectively), while the H values are practically the same (around 6.5 GPa).

4. The resistance of 25CrMoV steel surface to cavitation-erosion wear can be improved up to two times by making
complex modifications. The modification without an interlayer has the highest resistance. The inclusion of a
more ductile Ti layer in the multilayer structure leads to large-scale surface failures.

5. NSC KIPT performed ion-plasma strengthening of a research batch of parts for steam distribution mechanisms
of turbines produced by JSC "Ukrainian Energy Machines". The strengthened parts will be installed in the
mechanisms working under the operating conditions of steam turbines.
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XAPAKTEPUCTHKH MIITHOCTI MOAU®IKOBAHOT KOMILIEKCHOIO IOHHO-IIJTA3MOBOIO OBPOEKOIO
CTAJII 25XM1® 3 OCAIKEHHSIM MI’)KINAPOBUX METAJIEBUX IIOKPUTTIB
KOpiii O. 3aauninpoBcbkuii, Bitadiii A. Bisnoyc, ¥Ouis A. beceaina, 'anuna M. ToamavoBa
Hayionanvruii nayxosutl yenmp «Xapkiscokuil ¢isuxo-mexniunutl incmumymy, Xapxie, Ykpaina

3 METOIO0 MiJBHIIEHHS €pO3iifHOCTIHKOCTI, MIIHOCTI Ta IHIIUX 3aXMCHHUX XapaKTEPHCTHK MPOBEACHO KOMIUIEKCHE MOAM(IKYBaHHS
noBepxHeBux mmapis crani 25CrMoV, sika IMUPOKO 3aCTOCOBYEThCsI B TypO0OyayBaHHi. [{isi mpoBeIeHHs MOPIBHSUIBHUX JOCIIKEHb
BUKOpUCTaHO Moaudikaii 3 pisHnMu MaTtepianamu npomixkaux mapiB (Mo i Ti) i Moaudikanii 6e3 npomikxoro mapy. [lapu 3 Mo i
Ti ocamKyBanu Ha a30TOBaHY 10HHO-IUIA3MOBHM CIIOCOOOM IOBEPXHIO. 30BHILIHIA 3aXMCHUHA Imap Uil Bcix Moamdikamiii Oys
HE3MIHHHM 1 CKiIafaBcs 3 HOKpUTTst Mo2N. [l BU3HAUeHHS poili 0CaKEHHS MIKIIAPOBUX METAJICBUX IIOKPUTTIB HAa XapaKTEPHCTHKU
MIITHOCTI MOIU(]IKOBAHIX KOMIUIEKCHO IIapiB qociiukeHo posmoxniumu tBepaocti (H, GPa), Moxyns npysxuocri (E, GPa) Ta inmux
nokasuukis minuocti (H/E ta H3/E?), Bumipsini 3a nonepeunumu uutidamu (h, pm). Teepaicts nokpurts Mo2N cknana ~ 30 GPa, a
TBEpAiCTh a30ToBaHOro mapy ~ 12 GPa. Moxyns npyxHaocTi uist nokputtst Mo2N ckiaB ~ 415 GPa, s azorosanoi craii - ~ 270 GPa.
BcranosneHo, 10 ocHOBHHMI (haKkTop, SIKMI BIUTMBAE HAa XapaKTEPUCTHKU MIIHOCTI OaraTomapoBoi KOHCTPYKIiT, OB'I3aHUH 13 pi3HUM
Mmarepiagom meraneBux mapis. s Mo i Ti mapy 3nauenns E icrotno Bigpisustotscst (~ 340 GPa i ~ 180 GPa, BiamnoBiaHo), npu
NpPaKTUYHO oiHaKoBHX 3HaueHHsX H (~ 6,5 GPa). Posnoxinu moxyns npyxuocti E = f(h), Bumipsiai B MoandikoBanux mapax, 1oope
KOPEJIOIOTH 13 po3noinamu konuentpauii azoty Cn = f(h). Posnoxinun H/E = £ (h) i H¥/E? = f (h) mia momudikawiii 3 Mo i Ti wapamu
JEMOHCTPYIOTH 3HIDKCHHS MEXaHIYHUX XapaKTePHCTHK Ha AUTMHKAX npoMikHEX mapiB (Mo i Ti). nsa moaudikarii 6e3 mpoMi>kHOTO
mIapy po3MOIiUIN IUX MOKAa3HUKIB TAKOTO HEAOJIKY He MaioTh. KapitariifHa CTIHKiCTh KOMIUIEKCHO MoaudikoBaHoi ctani 25CrMoV
10 2 pasiB BHIIA, HiX ctaii y BuxinHomy crani. B HHL XD TI 6yio npoBejeHO KOMIUIEKCHY i10HHO-TIIa3MOBY MOAU(IKAIIFO TOCIiTHOT
naptii getaneit Typ6in. Lli BupoOu, mo BXOAATh 10 MeXaHi3MiB napopo3mnoiny, BurorosieHi AT "YkpaiHcbki eHepreTnyHi MamuHu"
(M. XapkiB) 115l TEIUIOBOI €HEPreTHKY.

KuarouoBi cioBa: xomnaexcna moougikayis nosepxui; cmanb;, IOHHO-NIA3MOSE A30MYBAHHA, BAKYYMHO-0Y208i NOKpUMMSL,
meepoicms,; MOOYIb NPYHCHOCI; 3HOCOCMIUKICMb, MIYHICMb
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This study investigates the kinetic properties of both symmetrical and asymmetrical multilayer and nano-sized semiconductor
structures. We develop a theoretical framework using various models and mathematical methods to solve the Schrédinger matrix
equation for a system of electrons, taking into account the Bastard condition, which considers the difference in the effective masses of
current carriers in adjacent layers. We analyze tunnel-coupled electronic states in quantum wells separated by a narrow tunnel-
transparent potential barrier. Our findings provide insights into the electronic properties of semiconductor structures, which are crucial
for applications in micro- or nanoelectronics and other areas of solid-state physics.

Keywords: Multilayer and nano-sized semiconductor structures; Schrodinger matrix equation;, Hamiltonian; Electrons; Quantum
wells; Effective mass; Tunneling effect,; Electronic transport; Bastard condition
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INTRODUCTION

The exploration of electronic properties in semiconductor structures, whether symmetrical or asymmetrical, holds
significant relevance for their application in micro- and nanoelectronics, as well as broader fields of solid-state physics.
While prior research has delved into the kinetic properties of these multilayer and nanoscale structures, employing a
variety of models and mathematical methodologies to tackle the full Schrodinger equation for electron systems, a gap
remains. Notably, these investigations have overlooked the Bastard condition, which accounts for the variance in effective
masses of charge carriers across adjacent layers. Furthermore, there has been a lack of focus on the study of tunnel-
coupled electronic states within quantum wells, especially those delineated by narrow, tunnel-permeable potential
barriers. Our research is designed to bridge these gaps, offering new insights into the physics of semiconductor structures
by incorporating these critical factors.

METHODS

In structures featuring two or more closely spaced potential wells, the wave functions from adjacent wells
significantly overlap within the barrier region. This overlap leads to a substantial probability of detecting an electron
within this barrier region, thereby enabling charge carriers to transition from one well to another, even without their
energies surpassing the barrier height. This quantum mechanical phenomenon, known as the tunneling effect [9-10], is
particularly notable in quantum wells where the tunneling probability is considerable, rendering these wells tunnel-
coupled.

The phenomenon of tunnel coupling, which becomes more pronounced as the wells draw nearer to each other,
significantly affects both the positioning of energy levels and the characteristics of the wave functions within the wells.
To accurately determine the levels of size quantization and their corresponding wave functions, it's essential to solve the
Schrodinger equation under a specific potential while adhering to Bastard boundary conditions. These conditions

. L . . L . d .
necessitate the continuity of the wave function () and its derivative with respect to mass %% at the interface between
the potential well (denoted as Layer A) and the barrier (Layer B). In mathematical terms, this continuity is expressed as:

_1dy®

_ g Lave
ltblA_lplBa A m  dx

m dx

(M

B

Following the establishment of the Bastard boundary conditions, as denoted by equation (1), it's imperative to
incorporate these conditions into our calculations at each interface between different materials within the nanostructure.
This approach is critical for accurately modeling the behavior of charge carriers, especially when considering the real
wave vector scenarios that result in the wave functions decaying to zero at the limits of x — Foo. Given a nanostructure
composed of two quantum wells, we encounter two distinct interfaces that necessitate the resolution of a system
comprising equations for eight variables, reflecting the complexity of electron behavior in these confined spaces.
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To facilitate our analysis, we define U, (x) and U,(x) as the potentials for the left and right wells, respectively.
These are treated as independent entities within their own spatial domains. For simplicity, and without loss of generality,
we position our energy reference at the barrier level, allowing us to consider U, (x) and U, (x) as being effective only
within their respective wells. Consequently, the potential (U(z)) describing the dual-well structure emerges as the
summation of U; (x) and U, (x).

HY = E1), 2

where H = H, + H, + U; + U,, with H,(U;) and H,(U,) being the Hamiltonian (potential) operators for the left and
right potential wells, respectively. Thus, the general Schrédinger equation takes the form:

h? h?
T2 ——V24 U, 4+ U, |¢p = EY
2my 2m, ! 2

Transitioning to a one-dimensional analysis simplifies our approach to:

(— s o+ Us + U) ) = (B - 2 ) 3

2[412 922

Here, uf, represents the effective mass term, accounting for the combined mass effects from both wells, and k% = k2 +
k3 reflects the transverse component of the wave vector. This nuanced formulation provides a direct pathway to solving
the individual Schrodinger equations for each well:

(_%622 Ul)”bl ( 2m1)¢1’ (%azz Uz)‘Pz ( —’;anf)l/)z “)

Leveraging the principle of superposition, we express the system's wave function as a linear combination of the well-
specific wave functions:

Y(x) = Cp1(x) + G, (x) )

Substituting equation (5) into equation (3) and reconciling this with equation (4), we arrive at a composite equation
that encapsulates the interaction between the two wells through the coefficients C; and C,, manifesting in:
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To delve deeper into the system's quantum mechanics, we apply integration by multiplying equation (6) from the
left with Y3 (x), and similarly with 17 (x), to integrate over the spatial domain. This operation is crucial for isolating the
coefficients C; and C,, facilitating the extraction of meaningful physical parameters:

f Y5 (x) [Equation (6)]dx and similarly for 5 (x)]

Through this process, we obtain a system of homogeneous equations that encapsulate the interaction dynamics
between the quantum wells, structured as follows:

Cy[Fro +(1- ulz) UV +UPY - Eo|+ G [By + UPP + (1 - Z2)uP - B =0,

l‘12
C, By + (1 @

ZLV UM +Ug — E| + G, [Bpo + Ul + (1 - 22 ufP — Eo| = 0.
1z [T

The overlaps Ul(ij ) and Uz(ij ) are integrals representing the interaction terms between the wells, and o symbolizes
the overlap integral between ¥} and ;. This configuration allows us to calculate the adjusted energies E; and E,
reflecting the modified energy levels due to the coupling between the wells.
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UPY = [ 30U, (x) - dx, USSP = [3(0)Uphy(x) - dx, UL = [3() Uy, (x) - dx,
UL = [ 300U, (x) - dx, UMD = [ ;U (x)dx, US™ = [5G0 Uphy (x) dx,
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For a non-trivial solution of equation (7), the determinant of the system must be set to zero, leading us to:
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From this, we derive a second-degree algebraic equation for the variable E, which can be represented in the general
form:

—b-E+c=0, )

which has two roots, E, representing the sought-after energy levels of the electron in the double-well potential U (x)
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By substituting these roots, £, and E_, back into equation (7) in turn, one can find two solutions of the system,

(%) for E, and another (%) for E_, which according to equation (7) determine the wave functions ¥, (), 1, (2),
27 4 2/ —
corresponding to the energy levels E, and E_, respectively.

CONCLUSIONS
Thus, in tunnel-coupled wells, the energy levels are shifted relative to the levels of isolated wells, and the wave

functions emerge from the wave functions of isolated wells as a result of their interaction. The system of equations (7)

can be simplified, preserving the main features of its solutions, if we neglect the contributions with terms Ul( Zn), where

n = 1,2 exceeds the considered range. Consequently, equation (7) takes the form:

{mlc; +C(E,—E) =0, an

Cl(El - E,) + ER2C2 = 0,
where R, = (1 - —) U(Zl) + U(Zl) R, = U(lz) + (1 - ;n—f) U2(12). Then, by setting the determinant of the system of
12
equations (11) to zero, we obtain a less cumbersome equation instead of (8):

—(Ey + E))E'+ E\E, + Ry R, = 0, (12)

whose roots are equal

Ei |:E1 + EZ \/(El - Ez)z + 4‘%19’{2 . (13)
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Analyzing the expression for the energy level gap AE = |Eir - EL| from equation (13), the quantity AE sy, =
|E'1 -E 2| serves as a measure of the asymmetry between the two quantum wells and equals zero for symmetric wells. If
its square dominates under the square root in equation (4), then AE ~ AEsyp,. In this scenario, the solutions of the system

(11) correspond to wave functions 1), (z), ), (z) that are close to the original functions 1;,1,, indicating that mixing of
the wave functions is almost nonexistent. Conversely, when the asymmetry of the wells is negligibly small, the gap
between levels (13) in tunnel-coupled wells is given by AE = \/4R,R,, where this quantity characterizes the tunnel

splitting of energy levels. In this case, the solutions of the system (11) correspond to a strong mixing of the original wave
functions, where the coefficients C;and C, are comparable in magnitude.
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AHAJII3 KIHETUYHUX BJIACTUBOCTEM TA TYHEJBHO-3B’SI3AHAX CTAHIB B ACUMETPUYHUX
BATATOIIAPOBUX HAINIBITPOBIJIHUKOBUX CTPYKTYPAX
Pycram S1. Pacyaos?, Bokxo6 P. Pacyaos?, Kamonaxon K. Ypinosa®, Icnamoex A. Myminos?, Baxonip B. Axmenos?
@ @epeancoruil depoicagnuil ynisepcumem, Pepeana, Ysbexucman
b Koxanocvxuil OdeporcasHuil nedazoeiunuil incmumym, Koxano, Yz6exucman

Ile nmocimipKeHHsT AOCHIDKYE KIHETHYHI BJIACTMBOCTI SIK CHMETPHUYHMX, TaK 1 aCHMETPUYHMX OaraTromlapoBHX 1 HAHOPO3MIPHUX
HAITBIIPOBITHUKOBHX CTPYKTYp. Mu po3pobiasieMo TeopeTHuHy 06a3y 3 BUKOPUCTAHHSAM PI3HUX MOJeNel i MaTeMaTHIHUX METOJIB Ui
BUpinieHHs1 piBHsHHs Marpuui Illpeainrepa st CHCTEMH eNICKTPOHIB, BpaxoByKOuM yMmMoBYy bacrapna, ska BpaxoBye DI3HHIIO B
e(eKTUBHIX Macax HOCIIB CTpyMy B CyMDKHHX IIapaXx. Mu aHai3yeMO TyHEJbHO-3B’s13aHI €NEKTPOHHI CTAHM B KBAaHTOBUX SIMaX,
PO3IITICHUX BY3bKAM TYHEIBHO-TIPO30PUM HOTEHUIHHAM Oap’epom. Harri BUCHOBKH MarOTh 3MOTY 3pO3YMITH €JIEKTPOHHI BIACTHBOCTI
HaITiBIIPOBITHUKOBHX CTPYKTYP, SKi MAIOTh BUpIMIANbHE 3HAUCHHS U 3aCTOCYBAHHS B MIKPO- UM HAaHOEJICKTPOHII Ta iHIMX 001acTsIX
(bi3MKH TBEpOTO TiNA.

KiawuoBi caoBa: 6Oacamowaposi ma HAHOPO3MIDHI  HANIGNPOGIOHUKOSL CcmpyKmypu, mampuune pisHusnus Illpedineepa;
Taminemonian; enexmponu, ymosa Bacmapoa
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Each crystal structure has its own phonon modes, which appear in the Raman spectrum of Raman scattering. In the case of silicon,
phonon modes associated with the diamond structure of silicon can be detected. In a Raman spectrum, the position of the lines, their
intensity, and the width of the lines are usually measured. Raman spectroscopy is a powerful tool for studying crystalline materials at
the molecular level, and its application in the study of semiconductors and nanomaterials provides important information about their
structure and properties. In this study, the spectra of two types of silicon were analyzed: n-Si and p-Si, as well as their doped analogues
n-Si<Ho> and p-Si<Ho>. The obtained Raman imaging results demonstrated spatially varying nanocrystallinity and microcrystallinity
of the samples. The n-Si<Ho> and p-Si<Ho> spectra indicate the appearance of a Raman band at 525 cm! with a shift of -5 cm™! and
+5 cm’!, respectively, relative to the position of the silicon substrate peak, indicating the presence of tensile strain in the materials. The
absence of other impurity peaks indicates the high purity of the n-Si<Ho> and p-Si<Ho> samples. The holmium doped Si material
exhibits additional peaks in the Raman spectra, which is attributed to the presence of vacancies and defects in the newly formed Si-Ho
compositions. The results of the analysis of the spectra indicate the influence of doping silicon with holmium on its structure and
properties, forming new bonds and defects.

Key words: Silicon; Holmium; Rare Earth Elements; Raman Spectra; Diffusion,; Heat Treatment; Defects

PACS: 33.20.Ea, 33.20.Fb

INTRODUCTION

When characterizing crystalline silicon, which is widely used in the production of semiconductor electronic devices,
Raman spectroscopy methods are actively used [1-6]. Raman spectroscopy measures the change in frequency of light
scattered by the molecules of a sample. These frequency changes are associated with molecular vibrations and can provide
information about the chemical composition, structure and physical properties of the materials being studied. Raman
spectroscopy technique is used in various fields such as chemistry, biology, physics, materials science and surface science
[14]. Widely used for the analysis of chemical compounds, biological research, as well as quality control and materials
research. To study the composition and structure of nanocrystalline silicon, a combination of transmission electron
microscopy, Raman spectroscopy, and the effect of extremely small silicon grain sizes is used [7-10]. It is critical to
recognize the consequences of nanocrystallinity in the Raman spectrum to avoid erroneously attributing spectral features
of nanocrystals to deformation of microcrystalline or larger grains [15-17].

MATERIALS AND METHODS

n-Si and p-Si samples with an initial resistivity from 0.3 to 40 Qxcm were selected for the study. Before alloying,
the samples were subjected to thorough acid-peroxide washing, and the oxide layers were removed from the surface of
the samples using a HF solution. After thoroughly cleaning the surface of the samples, films of holmium impurities of
special purity (99.999%) were deposited onto the clean Si surfaces using vacuum deposition. Vacuum conditions in the
volume of the working chamber of the order of 107-10"® torr were provided by an oil-free vacuum pumping system.

Before diffusion annealing, the samples were placed in evacuated quartz ampoules. Doping of samples with Ho
impurities was carried out by the diffusion method at a temperature of 1200 °C for 5 hours, followed by rapid cooling.

Raman spectra were studied using a SENTERRA II Bruker Raman spectrometer. This fully automated instrument
combines excellent sensitivity and high resolution of 4.0 cm!. Senterra calibration was automatic and referenced to
NIST acetaminophen and silica standards, resulting in wavelength accuracy of 0.2 cm’!. The experiments were carried
out using a laser with a wavelength =532 nm, maximum power Pna=25 mW, acquisition time 100 s and addition of
two spectra. This device allows you to obtain spectra in the range from 50 to 4265 cm’!. The Raman spectra were
specially processed to be able to compare intensity ratios between samples. Before normalizing the spectra to the peak
at 510 cm’!, which corresponded to the most intense peak in the spectral region 4265-50 cm’!, we subtracted the
baseline for each spectrum.
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RESULTS AND DISCUSSION

Heterostructures (Ho-Si) and solid solutions (n-Si<Ho>) crystal lattice constants of Ho and Si materials are always
different, therefore, if another (Ho) is grown on top of a substrate of one material (Si), built-in elastic stresses appear in
the Ho layers, Si, Ho-Si multilayer structures. In this case, elastic stresses turn out to be so significant that they
significantly affect the band structure of charge carriers and phonon spectra. The magnitude of the mismatch of crystal
lattices largely determines the quality of structures, since stresses give rise to the formation of structural defects and in
some cases greatly limit the possibility of creating perfect heterocompositions. Changes in composition and deformation
of the material change the crystal structure, and thereby manifest themselves in changes in vibrational and phonon spectra.
One of the methods of structural analysis that allows one to study phonon spectra and their changes is Raman
spectroscopy. In this work, the Raman spectrum of an n-Si<Ho> sample (x = 0.25) grown on a Si substrate with (100)
orientation was studied. The thickness of the solid solution layer is 5 microns. The solid solution contains Si-Si, Ho-Ho
and Ho-Si bonds. Therefore, light scattering involving these vibrational modes should be expected.

Below are the Raman spectra of both the initial n-Si silicon material (Fig. 1.) and the resulting n-Si<Ho> sample
(Fig. 2.). In this case, the Raman image was visualized using color coding.
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Figure 1. Raman spectrum n-Siinitial

As can be seen from the data in Figure 1, when studying the n-Siinisa, @ strong signal appears in the region of
522 ecm’!, resulting from a first-order optical phonon in the Brillouin center region. An increase in band width indicates
that there is a distribution of strains and the band shift is not the result of a single uniaxial stress. The shoulder at 522 ¢cm™!
can be attributed to crystalline silicon.

When studying the Raman spectra of the resulting material, it was revealed that the studied material consists of a
silicon substrate (or grown single-crystalline silicon) with different oxide thicknesses. The spatial variation of the
material’s Raman signal power closely matches the physical optical effect of the oxide thickness, and even small
impurities or defects are visible in the reflected light image (Figures 1b and 2b). Moreover, due to the thinness of the
silicon structure (Fig. 1a and 2a), it is possible to see through the picture the components of the resulting material. Note
that the bright green dots in the Raman image correspond precisely to the black specks in the reflection of the light image.
A careful examination of the central strip reveals the same speckles in the silicon deposited on top of it.
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Figure 2. Raman spectra of n-Si<Ho>

As can be seen from the given spectrum (Fig. 3.) silicon consists of Raman scattering of light at 525 cm™ for n-Si and 530 ¢cm’!
for p-Si, respectively, resulting from the first order of optical phonon in the Brillouin center region, Raman the band in the spectra of
the resulting n-Si<Ho> appears at 525 cm™! (shift -5 cm™), and in the case of p-Si<Ho> appears at 525 cm™! (shift +5 cm™) relative to
the position peak of the silicon substrate, thereby indicating the presence of tensile strain. The absence of other impurity peaks of the
samples indicates a higher purity of the samples. Both types of Si and Si<Ho> samples obtained on their basis have a strong, broad
absorption at ~960 c¢cm’', which corresponds to the Si-O-Si stretching vibration. Apparently, the above results demonstrate the
successful production of the Si<Ho> composite on the surface of the material. When studying Raman spectroscopy of materials, two
Si peaks located at ~522 and ~950 cm™! correspond well to the Si peak symbol, which can also be observed in the resulting Si<Ho>
materials. The increased Raman bandwidth of silicon indicates that there is a distribution of strains and the band shift is not the result
of a single uniaxial stress. The shoulder at~522 cm! can be attributed to crystalline silicon.

Ho-doped Si material also has additional peaks in its Raman spectra, which is expected due to the presence of vacancies, defects
in the newly formed Si<Ho> compositions. Ho-doped silicon surfaces exhibit higher absorption rates after grinding to 50 um. An
additional peak at 805 cm™ is assigned to the hydrogen wagging mode. The frequency range (2000-2150 cm™) is deconvoluted to study
possible local vibrational modes arising from defects and new bonds formed in which Ho is involved. Peaks between 2021 cm™! and
2150 cm! usually result from Ho-Ho stretches. The peak at 2060 cm™ is due to adsorbed hydrogen at defect sites. The peaks at
2058 cm™! and 2098 cm! are attributed to Ho-Si and Si-Hoz, respectively. The peak at 2074 cm™! corresponds to db-Si-Si-H, where db
means dangling bond. The small peak at 2190 cm™' may be due to Ho-induced microcrystallites.

Raman spectra of two types of silicon n-Si and p-Si, and n-Si<Ho> and p-Si<Ho> obtained on their basis, deposited on crystalline
Si substrates and annealed at 1373 K for 5 hours, are presented in Fig. 1-3. a tail that does not develop into a clearly visible peak in any
sample. We hypothesize that the tail is primarily scattering from annealed-grown silicon nanocrystals, and this is supported by a similar
low-energy tail observed in other Raman scattering studies of silicon nanocrystals [11-13,19]. In these studies, the peak of the Raman
band is slightly shifted relative to the Si single crystal band, but its low-energy tail is highly asymmetric and extends to 480 cm™',
similar to the tail of our Raman spectra. However, some small portion of the scattering in the low-frequency tail of our spectra may be
due to n-Si, whose Raman peak [12,13,18] at 480 cm! extends asymmetrically to 242-341 ¢cm™'. We do not observe any scattering
below 400 cm’!, which means that most of the scattering in the low-energy tail of our spectra is due to Si nanocrystals.
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Figure-3. Comparative analysis of Raman spectra

CONCLUSION

The spectra of two types of silicon, n-Si and p-Si, and samples obtained on their basis, n-Si<Ho> and p-Si<Ho>, were studied.
Raman imaging studies revealed spatially varying nanocrystallinity and microcrystallinity of the resulting samples.

To summarize, the intensity variations of monocrystalline silicon correspond to the physical optical effects of varying oxide film
thicknesses and surface contaminants. In addition, Raman imaging shows the spatial variation of nanocrystallinity and
microcrystallinity in silicon. From the studies conducted, we can conclude that these structural differences arise either as a result of
processing conditions, or from interaction with neighboring or host materials in which silicon is in contact with other components.

Spectral analysis of silicon shows characteristic Raman peaks at 520 cm™! for n-Si and 530 cm™! for p-Si, caused by the first order
of the optical phonon in the Brillouin center region. The n-Si<Ho> and p-Si<Ho> spectra show the appearance of a Raman band at
525 cm™ with a shift of -5 cm™! and +5 cm’!, respectively, relative to the position of the silicon substrate peak. This indicates the
presence of tensile strain in the materials. The absence of other impurity peaks indicates the high purity of the n-Si<Ho> and p-Si<Ho>
samples. Both types of Si and Si<Ho> samples have a strong broad absorption at ~960 cm!, which corresponds to the Si-O-Si
stretching vibration. An increase in the Raman bandwidth of silicon indicates the distribution of strains and the absence of uniaxial
stress. The Si material doped with Ho exhibits additional peaks in the Raman spectra, which is explained by the presence of vacancies
and defects in the newly formed Si-Ho compositions. Peaks at 805 cm’! and in the frequency range 2000-2150 cm™! indicate hydrogen
vibrations arising from defects and the formation of new bonds in which Ho is involved. Peaks between 2021 cm™ and 2150 cm™!,
including peaks at 2058 cm™! and 2098 cm™!, indicate the interaction of Ho with Si and the formation of Ho-Si and Si-Ho: type bonds.
The peak at 2190 cm™' may be due to Ho-induced microcrystallites.

In general, the results of the analysis of the spectra indicate that doping silicon with holmium affects its structure and properties,
forming new bonds and defects.
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JOCJIIIXEHHSA BILIMBY JIETYBAHHSI KPEMHIIO T'OJIBMIEM HA OO CTPYKTYPY TA BJIACTUBOCTI
METOIAMM CITEKTPOCKOIIIT KPEMHIIO
Ilapida b. Yramypagosa?, lllaxpyx X. Janies?, Animep X. Xautréaes?® , Ixxonioex JIx. Xamaamos?,
Xycuignin Iz, Matgonos?, Xycniga M. YTemyparopa®
“Iuemumym hizuxu HanienposiOHuKis i mikpoenexkmponiku Hayionanvrozo ynisepcumenty Yzb6exucmany,
eyn. Aneu Anmazapa, 20, Tawkenm, Y36exucman
bKapaxannaxcokuii deporcasnuii ynicepcumem, Hyxyc, Kapaxamnaxcman

KoxHa KpuCTanidHa CTPYKTypa Mae BiacHi (pOHOHHI MOJH, sIKi 3’SBISIOTHCS B CIEKTPI KOMOIHALIHOTO po3ciroBaHHs. Y BHIAIKY
KPEMHII0O MOKHAa BUSBUTUH (POHOHHI MOIH, NOB'S3aHI 3 aJMa3HOI0 CTPYKTypOIO KpeMHi0. Y paMaHIBCBKOMY CHEKTpi 3a3BHYait
BHMIPIOIOTh TIOJIOKEHHS JTiHIH, 1X IHTCHCHUBHICTH 1 IIMpHUHY JiHIH. PamaHIBChKa CHEKTPOCKOMIS € MOTY)KHHM iHCTPYMEHTOM IS
BHBUCHHS KPUCTAIIYHUX MaTepialliB Ha MOJICKY/SIPHOMY PiBHI, 1 ii 3acTOCYBaHHS y BUBUCHHI HaIliBIPOBIAHUKIB | HAHOMATepialiB Jae
Ba)KJINBY iH(QOPMAIIIIO TIPO X CTPYKTYpy Ta BIACTUBOCTI. Y MaHiil poOOTi poaHalli3oBaHO CIIEKTPH JIBOX THUIIIB KpeMHiro: n-Si Ta p-Si,
a Takox 1Xx JieroBaHux aHajoriB n-Si<Ho> ta p—Si<Ho>. Orpumani pe3ynsrarn KOMOIHALIIfHOTO 300pakeHHs IIPOAEMOHCTPYBAIIN
IIPOCTOPOBO 3MiHHY HAHOKPUCTATIYHICTh 1 MIKpOKpHCcTaliuHicTh 3paskiB. Crexrpu n-Si<Ho> Ta p-Si<Ho> Bka3yioTh Ha IOsBY
paMaHiBcekoi cMyru Tpu 525 cm™! 31 3cyBoM Ha -5 cm’! Ta +5 cM™! BiANIOBIAHO BiHOCHO MOJIOXEHHS IiK KPEMHICBOT ITiIK/IAIKH, 110
BKa3ye Ha HasIBHICTb JedopMaltii po3Tsiry B Marepianax. BiicyTHICTh IHIIMX JOMIIIKOBHX ITiKiB CBITYUTH PO BUCOKY YHCTOTY 3pa3KiB
n-Si<Ho> ta p-Si<Ho>. Si-marepian, neroBaHuii ToIbMieM, IEMOHCTPYE AONATKOBI MIKK B CIIEKTpaX KOMOIHAIIITHOTO PO3CiOBaHHS,
10 TIOSICHIOETHCS HAABHICTIO BaKaHCIH 1 1e()eKTiB y HOBOYTBOpEHHUX Kommo3uuisx Si-Ho. Pe3ynbrarti aHamizy crieKTpiB CBiT9aTh Mpo
BIUTHB JIETyBaHHS KPEMHIIO TOJIbMIEM HA HOTO CTPYKTYpy Ta BIIACTUBOCTI, yTBOPEHHS HOBHX 3B'SI3KIB 1 1e()eKTiB.
KunrouoBi ciioBa: kpemniil; convmiil; piokosemensi enemenmu; Pamaniecvki cnekmpu, ougysia; mennouocii, oegexmu
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The paper reports the results of study of composition, emission, and optical properties of polycrystalline W and Mo samples implanted
with Ba" ions and coated with submonolayer Ba atoms by applying Auger electron spectroscopy, secondary electron emission
coefficient ¢ technique, as well as the photoelectron quantum yield Y. The experimental part was carried out by using the
instrumentation and under vacuum P = 10 Pa. It is shown that during the implantation of Ba ions in the surface layers of refractory
metals, a mechanical mixture of the W + Ba and Mo-Ba types is formed. It has been established that the values of the coefficient
of secondary electron emission ¢ and the quantum yield of photoelectrons Y at the same value of the work function eg in the case
of implantation of Ba* ions are much larger than in the case of deposition of atoms. The obtained experimental results are substantiated
by theoretical calculations.

Keywords: Mechanical bonds; lon implantation; Emission efficiency, Auger spectrum; Quantum yield; Plasma oscillations; Fermi
level

PACS: 61.72.uj, 68.55.Ln

INTRODUCTION

Over recently, refractory metals, in particular Mo, W and their alloys, have been widely used and could also be used
in the aviation and rocket building industries, i.e., in the development of new generation high-performance gas-tube
engines [1-4], thus improving the resistance to plasma beams of the first wall of thermonuclear reactors [5-6], as well as
in vacuum technologies and microwave devices [7,8].

Under the influence of ions and plasma on the material, the material is sputtered and evaporated, the structure and
phase state change, new chemical compounds are formed on the surface, etc. [9]. At the same time, it is very important
to minimize the erosion of materials both during normal functioning and transient events alike, as well as the appropriate
choice of these materials is essential [10]. On this purposes, W and Mo can be used, which are characterized by a set of
unique physical properties: low physical sputtering ratio, high melting point, high thermal conductivity, low accumulation
of tritium. After exposure to plasma irradiation, the creation of an etching relief on the surfaces of metals and alloys is
determined by tracing ionic component. Also, the nature of erosion of materials significantly depends on the operating
temperature range. The results of [ 1] show that when tungsten and molybdenum are irradiated with hydrogen plasma, the
main relief-forming mechanism happens to be surface sputtering, which is characterized by thermal etching of the surface.
In this case, the development of the relief on the tungsten surface due to different erosion rates of adjacent areas during
plasma irradiation is due to the fact that differently oriented surface crystals are characterized by different sputtering
coefficients [11]. It was found that after irradiation, a fragmented substructure is observed in the surface layer of
molybdenum.

At present, the physical and chemical properties of such structures obtained by sputtering, thermal diffusion, and
mixing of fine particles with subsequent pressing are well studied. One of the promising methods for engineering a
nanofilm structure in the surface layer of materials of various nature is the method of low-energy ion implantation in
combination with annealing [12—14]. The use of materials with surface nanosized structures in a particular area of
electronic technology is mainly determined by the composition and structure of the surface [15-18].

The present research is devoted to studying the effect of ion implantation on the composition, emission, and optical
properties of polycrystalline samples of W and Mo.

EXPERIMENTAL TECHNIQUE
Mo(111) and W(111) single-crystal wafers with a diameter of 8§ — 10 mm and a thickness of 0.8 mm were used for
experiments. lon implantation, annealing and all studies using Auger electron spectroscopy (AES), measurements of the
total secondary electron emission (SEE) coefficient ¢ and photoelectron quantum yield Y were carried out by using the
same experimental instrumentation under ultrahigh vacuum conditions (P = 10-° Pa). Ba" ions were obtained by surface
ionization of Ba atoms. The diameter of the ion beam on the sample surface was ~ 1.5...2 mm. Implantation with Ba*
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ions was carried out mainly with energy Eo = 1 keV and dose D = 6:10'® cm™ (saturation dose). The current of Ba* ions
could be increased up to ~0.3 pA. The experimental technique is described in more detail in [18].

EXPERIMENTAL RESULTS AND DISCUSSION
On Fig. 1 shows the dependences G(E,) for pure W and W implanted with Ba* ions with energy E¢=0.5 keV at a
dose of D = 6-10'® cm™ and coated with Ba atoms ~ 1 monolayer thick. On Fig. 2 for the same samples shows the
dependences of the photoelectron quantum yield Y on the photon energy in the range hv =2 — 6 eV.

o,
Yx10°
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1 /—\ 2
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Figure 1. Dependences om(Ep) for: 1 — W(111), 2 — W(111) Figure 2. Dependences of Y'2 on hv for: 1 — pure W(111),

with surface film Ba with © = 1 monolayer, 3 — W implanted 2 - W(111) with a Ba film with a thickness of 1 monolayer,

with Ba* ions with E=0.5keV at D = 6:10!® cm™ 3-W(l11) implanted with Ba' ions with E=0.5 keV at
D =6-10' cm™

To determine the concentration and mobility of charge carriers at the base region of the structure, the authors have
applied the Hall factor technique at various temperatures. Also the authors have studied the photovolt-ampere
characteristic at various values of monochromatic illumination at (hv = E).

It can be seen from these figures that the increase in ¢ and Y of tungsten in the case of implantation of Ba* ions is
significantly greater than in the case of deposition of Ba with a thickness of 6 = 1 monolayer.

It is known that the increase in the SEE coefficient ¢ and the quantum yield of photoelectrons in the case of
deposition (at © = 1) is mainly determined by a decrease in the work function, and in the case of ion doping, both by a
decrease in e and by a change in the bulk physical properties of the emitting layer [19, 20].

The true secondary electrons (TSE) coefficient 6 can be determined by the following formula:

8= [, n(Ep,x)-f(x) - dx, M

where n(Ep, x) is the density of internal secondary electrons formed primary electrons with energy Ep at depth x;
J(x) — probabilities exit of secondary electrons from this depth x. f(x) is defined as

fG) = ¥(x) - plew), )

where y(x) is the probability that electrons from depth x will approach the surface, and p(eq) is the probability of exit of
secondary electrons approaching the metal-vacuum boundary. Thus, & depends both on the work function and on the
density of internal secondary electrons n(E,, x) formed by primary electrons in the IVE exit zone — A.

In order to evaluate the role of the surface and volume in increasing the coefficients 6, and Y of ion-doped samples,
we compared the results of measurements of Y and 6y, for W coated with a barium layer of different thicknesses and
doped with Ba" ions with different energies at D=Dy,=6-10'® cm? (Dsy, - saturation dose). For comparison, such values of
the ion energy E, and layer thickness 0 were chosen at which the work function for both samples was approximately the
same (Table 1).

Table 1. Values of om, ¥ and ep for W(111) implanted with barium ions with different energies and coated with a barium layer of
different thicknesses

Ba" — W, D =610 cm? Ba/W
Eo, keV om  |Y-10° eQ 0 Om Y- 10° eQ 004 YiYa
0.5 34 56 2.3 0.7 2.0 30 2.35 1.7 1.8
3.0 2.6 30 3.2 0.4 1.75 19 3.15 1.45 1.6
5.0 2.1 11 3.9 0.2 1.55 9 3.85 1.3 1.2

The values 0 = om corresponded to the energy Epm = 450 — 500 eV.
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It can be seen from the table that, with the same changes in e@, the values om of om and Y for doped samples are
greater than for deposited ones. A significant difference in 6 and Y between implanted and deposited samples is observed
at Eo = 1 keV, and in this case g; /a4 and Yi/Yq are ~ 1.7. The calculated value of the depth of the EVE and photoelectron
exit zone for pure W was 20 — 25 A.

In this case, the main part of the intercalated atoms is located at a depth of 0 — 20 A, which is close to the ISE exit
zone. This, as well as a strong decrease in e, explains the largest increase in 6 and Y at Eg = 0.5 — 1 keV. As the ion
energy increases, the concentration of interstitial atoms in the emitting layer decreases, which leads to a decrease in the
ratio o1/o, and Y/Y .

According to formula (1), the growth of 6 and Y in the case of doping is associated with an increase in the density
of internal secondary electrons n(Ep, x), which is proportional to the energy loss per unit path of the primary or
inelastically reflected electron:

dE/dx = n, [ &-dS(E,e). 3)

Here (E, ¢) is the differential scattering cross section with energy loss €. The value of ne increases significantly with
increasing impurity concentration in the emitting layer.

At low energies of primary electrons, a certain contribution to the number of TSEs and photoelectrons comes from
those electrons of the introduced impurity that are located at the upper energy levels. Table 2 lists the energies of the
levels of Mo, W, and Ba atoms.

Table 2. Energy levels of Mo, W, and Ba atoms

Mo Nas No3 Ni Ms My M3 M
2 35 62 227 230 392 410
Py Ny N Ns Ns N3 N2

W 4 34 37 46 259 426 492

Ba \% O3 O2 ()] Ns N4 N3
3 15 17 39 90 92 180

It can be seen that many of the barium levels are located in the band gap region of Mo, W. For example, the Ba
levels with energies of 3, 15, 17 ¢V are located between the conduction band and the first filled Mo band. The probabilities
of excitation of electrons from these levels Ba are greater than the probabilities of excitation of electrons from the filled
Mo band (in addition, the ionization of O3 and O, levels can lead to the appearance of the O,VV and O3VV Auger process).
Therefore, in the region of small E, at high impurity concentrations, these levels will make a significant contribution to
the number of TSEs, the presence of such levels also increases the inelastic reflected electrons (IRE) efficiency.

In the case of metals W and Mo, the formula [21] can also be used for calculation

§= Sfo‘”F(x)e‘% dx. “

Here F(x) is the energy loss distribution function of absorbed and inelastically reflected electrons. B is the probability
of exit of SEs approaching the surface, and € is the average energy required for the formation of one secondary or
photoelectrons, 2 is the depth of exit of the EVE. The values of A range from 10 to 30 A for most metals, and the value EE,

according to Dekker, does not depend on the energy of primary electrons and has a value of ~ 100 +~ 200. We performed
calculations for =10, 15, 20 and 30 A. The best agreement with experiment is obtained in the case of 1 =10 A: &/B = 140
for Mo and 170 for W.

Table 3 shows the calculated §¢ and experimental &g values of the TSE coefficients for Mo and W. It can be seen
from the table that agreement with experiment is good for E, > 800 eV, and for lower E,, the calculated values turn out
to be lower than the experimental ones.

The reason is that at such energies the parameter £/B begins to depend on the energy of the primary electron.

Table 3. Calculated and experimental values of true-secondary electron coefficient dm

Eo, 5B | 600 800 1000 3000 4000
éc 0.87 | 0.95 0.94 0.54 0.45
() 098 | 0.95 0.92 0.55 0.46
dc 0.7 0.78 0.84 0.56 0.46
() 091 | 0.88 0.81 0.6 0.48

Mo

\

Indeed, at low energies, the role of excitation and decay of plasmons in the formation of SE increases and the
mechanism of excitation of electrons from deep levels is "switched off", which should lead to a decrease in & - the average
energy spent on the formation of one SE. At the same time, the conditions for the release of secondary electrons also
change. The results obtained are consistent with the conclusions that, at large Eo, the SEE coefficients are determined
mainly by the energy losses of primary electrons, but not by the secondary electron release mechanism.
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CONCLUSIONS

It is shown that the increase in the coefficient of secondary electron emission and the quantum yield of W and Mo
photoelectrons after implantation of Ba" ions is mainly due to a decrease in the work function of the surface and an
increase in energy losses for the absorption of electrons in the ion-implanted layer.

It has been found that at low electron energies (E < 0.8 keV), the calculated values of the TSE coefficient are
significantly lower than the experimental ones. For Eg > 1 keV, they are in good agreement with each other.

The results obtained are employed in various branches of electronic and chemical industry, in particular, production
of pure Mo and its alloys and catalysts for processing of oil and oil products and are promising in the development of
OLED displays, optical resonators and filters, sensors, and solar cells.
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MEXAHI3M 3MIHHM EMICIi TA ONTUYHUAX BJACTUBOCTEMA W TA Mo IICJIs1 BOMBAPJTYBAHHS
HU3bKOEHEPTTHHUMHA IOHAMUA
JI.A. Tammyxamenosa?, B.E. Ymipsaxos?, FO.C. Epramos®, ®.1. Xynaiikynos®, X.€. Aoaien?

“Tawxenmcokuti Oeparcasnuti mexniunuil ynisepcumem imeni Icnama Kapimosa, Tawxenm, 100095 Pecnybnixa Y30exucman
bHayionanonuii ynisepcumem Ysbexucmany imeni Mipso-Ynyzbexa, Tawkenm, 100173 Pecny6rixa Y36exucman
Binopycvro-Y36eyvkuil midiceany3eguil iLcmumym npukiaonoi mexuiunoi keanigixayii, Tawxenm, 100071 Pecnybnixa Y36exucman
VY crarTi HaBeIeHO Pe3yNbTaTH IOCTIHKEHHS CKJIAAYy, eMIiCIHHHX 1 ONTHYHUX BIACTUBOCTEW MONIKpHUCTANIiuHUX 3pa3kiB W i Mo,
iMIUTaHTOBaHKX ioHamMu Ba™ i mokpuTHx cyOMOHOLIapOBHME aToMamMu Ba, 3a nonomororw Osxe-eJIeKTPOHHOT CIIEKTPOCKOITIT, METOLY
BTOPUHHOI eMicii G, a TakoX (hOTOETIEKTPOHHOTO KBaHTOBOTO Buxoy Y. ExcriepuMenTanbpHa YacTHHA BUKOHYBAJIACS arlapaTypHO Mif
BakyymoM P = 10 Ila. ITokazaHo, mo mij yac iMmianTauii ioHiB Ba y moBepXHEBHX INapax TYroIUIaBKUX MeTaliB (GopMyeTbes
MexaHiuHa cymimr W + Ba Ta Mo-Ba tuny. BeranosneHo, o 3HaueHHsI koedilieHTa BTOPHHHOT €IeKTPOHHOT eMiCil G Ta KBAHTOBOT'O
BHXOJY (DOTOENEKTPOHIB Y MPH OJJHAKOBOMY 3HAYCHHI pOOOTH BHXO/Iy €( Y pa3i iMmuianTaiii ionis Ba™ 3HauHO Oinblii, HiX y BUaaKy

oca/pkeHHs aroMiB. OTpUMaHi eKCIepUMEHTANIbHI Pe3yJIbTaTH 00IPYHTOBaHI TEOPETUUHUMH PO3PaXyHKaMH.
KurouoBi cnoBa: mexauiuni 368'a3ku; iowna imnaanmayis; egexmugnicmes euxudis, Odce-cnexmp, K6aHmMouil uxio, Nniasmosi
KONUBAHHs,; pieerb Pepmi
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In this work, the structural and optical characteristics of silicon (n-Si) samples and its compositions with dysprosium (n-Si-Dy) were
analyzed using Fourier transform infrared spectroscopy (FTIR) and Raman spectroscopy methods. Characteristic peaks in the FTIR
spectra such as 640 cm™ (Si-H mode) and 1615 cm! (perpendicular stretching mode) were identified, indicating the structural features
of the material. The appearance of additional peaks in the n-Si-Dy spectra at 516.71 cm™! and 805 ¢cm! indicates the influence of
dysprosium on the structure and defectiveness of the material. Examination of the frequency range (1950-2250 cm™") further confirms
local vibration modes associated with defects and interactions with dysprosium. Peaks associated with Dy-Dy stretching, as well as
interaction with silicon, were found at 2110 ¢cm™' and 2124 c¢cm™'. Analysis of Raman spectra indicates the formation of silicon
nanocrystals during annealing, which is confirmed by XRD results. The results obtained provide important insight into the effect of
dysprosium on the structure and properties of silicon materials, which could potentially find application in optoelectronics and materials
science.

Key words: Silicon, Dysprosium, Rare earth elements, Raman scattering, Diffusion, Heat treatment, Temperature

PACS: 33.20.Ea, 33.20.Fb

INTRODUCTION

Although crystalline silicon plays a critical role in the microelectronics industry, its use in optoelectronics faces
limitations due to its indirect bandgap semiconductor properties, which reduces the efficiency of emitting light in the
visible spectrum. The discovery of strong visible photoluminescence in porous silicon at room temperature [1] has
stimulated active research into the development of structures, including silicon nanowires and nanoparticles, as well as
the study of their structural and optoelectronic characteristics.

Further studies showed pronounced visible light emission from nanocrystalline silicon films [2] and thin SiO; films
containing both crystalline [4] and amorphous [5] silicon nanoparticles. This luminescence is often attributed to the
radiative recombination of charge carriers within Si nanoparticles, and its color can be controlled by varying the size of
the nanoparticles [21]. Later, intense visible photoluminescence was observed in films of nanocrystalline silicon [3], as
well as in thin films of SiO, containing both crystalline [4,7,8,22] and amorphous [6] silicon nanoparticles.

Instrumental testing methods such as infrared spectroscopy and Raman scattering provide a rapid and non-
destructive way to determine whether silicon particles are amorphous or crystalline [16,23]. In addition, information about
the size of nanocrystallites can be obtained from the shape and position of the maximum of the first-order Raman
scattering band [9,17]. In crystalline materials, this band usually takes the form of a Lorentzian line with an intrinsic
linewidth of about 3 cm™! at room temperature. “Finite size effects” that break the overall translational symmetry of the
material can lead to low-frequency asymmetric broadening and redshift of the Raman band. Thus, the size of nanoparticles
can be determined from the details of the Raman line shape [9,11,18-20].

However, when using this approach, it is important to keep in mind that other factors such as structural damage,
alloying, etc. can also cause similar changes [12,15]. In addition, the Raman line can be affected by tensile and
compressive stresses, causing red and blue shifts, respectively.

MATERIALS AND METHODS

In this study, n-Si-Dy composite was synthesized by thermal firing at 1373 K. Infrared spectra and Raman studies
were carried out on four samples, including n-Si and n-Si-Dy composites, which further confirmed the presence of both
amorphous and nanocrystalline structures in films annealed at 1373 K. Photoluminescence in the visible and near-infrared
regions was observed in films containing both amorphous and crystalline particles.

To conduct the study, n-Si silicon samples with an initial resistance ranging from 0.3 to 100 Qxcm were selected.
The process of doping with dysprosium (Dy) impurities was carried out sequentially using the thermal diffusion method.
The samples were chemically cleaned and etched with an HF solution to remove oxide layers from the surface.
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Subsequently, films of high-purity Dy impurity (purity 99.999%) were deposited onto a clean silicon surface by vacuum
deposition in evacuated quartz ampoules at a vacuum level of 10 to 10 Torr using an oil-free vacuum pumping system.

Diffusion annealing of the samples was performed at a temperature of 1373 K for 40 hours, followed by fast and
slow cooling to uniformly dope the material and maximize the impurity concentration in silicon. Infrared (IR) spectra
were obtained using a Bruker Invenio-X system in the wavenumber range from 400 to 4000 cm™' employing the attenuated
total reflectance (ATR) method. Raman spectroscopy was conducted on a Bruker Senterra II Raman microscope using a
532 nm laser in the wavenumber range from 50 to 4265 cm™' at room temperature.

RESULTS AND DISCUSSION

Thin films of dysprosium with high silicon content were successfully prepared by thermal calcination, and an n-Si-
Dy composite was created by thermal baking at 1373 K. Raman measurements confirmed the formation of both
amorphous and nanocrystalline structures in films annealed at 1373 K. Photoluminescence was observed and interpreted
as interband recombination in nanoparticles larger than 2.5 nm, as well as carrier recombination through defect states in
smaller nanoparticles.

FTIR spectra were carefully studied to identify structural changes in n-Si and the resulting n-Si-Dy compositions.
The FTIR spectra of both the original n-Si and the resulting n-Si-Dy composite are presented in Figure 1.
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Figure 1. FTIR spectra of n-Si and the resulting n-Si<Dy>:
1. n-Si control: thermal firing at 1373 K for 40 hours, subsequent rapid cooling, without polishing; 2. n-Si<Dy> (fast cooling);
3. N-Si (starting material); 4. n-Si-Dy: thermal firing at 1373 K for 40 hours, followed by rapid cooling, with polishing

When analyzing n-Si itself, as well as n-Si-Dy composites obtained on its basis using FTIR spectrometry, in addition
to the absorption of light on vibrations of regular atoms of the crystal lattice, in the solid there was also a process of
absorption at local x fluctuations associated with defects and impurities. Thus, when analyzing the obtained FTIR spectra,
the following patterns were revealed: absorption bands at 1106 and 515 cm™ of crystalline silicon are associated with the
oxygen present in silicon (one must take into account the fact that oxygen in crystalline silicon is lies in the interstices
and is an electrically neutral impurity insertion), carbon in crystalline silicon exhibits one antisymmetric stretching (Vas)
vibration, the frequency of which is 605 cm!, peaks at 640 cm™ correspond to Si-H stretching, and peaks at
1615 cm™ - mode of perpendicular stretching. Dy-doped Si material exhibits additional peaks in its FTIR spectra due to
the presence of vacancies and defects in n-Si<Dy> compositions. The peaks at 516.71 cm™ are due to the Si-Si stretching
mode, while the peaks at 805 cm™ are due to the wagging mode of hydrogen. The frequency range (1950-2250 cm™') was
deconvoluted to investigate potential local vibrational modes arising from defects and the formation of new bonds
involving Dy.

Peaks located between 2210 cm™ and 2350 cm! are typically attributed to Dy-Dy stretches. The peak at 2070 cm™!
arises from adsorbed hydrogen at defective sites. Peaks at 2110 cm™ and 2124 ¢cm™! correspond to Dy-Si and Si-Dys,
respectively [10]. Additionally, the peak at 2074 cm™ corresponds to db-Si-Si-H, where 'db' denotes dangling bonds. The
small peak at 2211 cm™! may be attributed to Dy-induced microcrystallites.

To investigate changes in the FTIR spectra between the original n-Si and the resulting n-Si<Dy> compositions, we
conducted a detailed study of the regions from 400 to 800 cm™ (refer to Figure 2). The resulting spectra clearly
demonstrate all the changes occurring during the transition from n-Si to the resulting n-Si<Dy> compositions.

To further investigate the changes during the production of n-Si<Dy> compositions from the original n-Si, Raman
spectroscopy was utilized. Raman spectra for four samples, including both n-Si and n-Si-Dy composites, obtained under
different conditions and deposited on crystalline Si substrates annealed at 1373 K for 40 hours, are presented in Figure 3.
A tail is observed, which does not develop into a distinct peak in any pattern. We assume that this tail is mainly due to
scattering from silicon nanocrystals formed during annealing. This is confirmed by a similar low-energy tail observed in
other Raman studies of silicon nanocrystals [12]. In these studies, the peak of the Raman band is slightly shifted relative
to the Si single crystal band, but its low-energy tail is highly asymmetric and extends out to 450 cm™!, which is similar to
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the tail of our Raman spectra (Figure 3). However, a small part of the scattering in the low-frequency tail of our spectra
can be associated with n-Si, for which the Raman peak [10] at 480 cm™' asymmetrically extends to 250 — 310 cm™'. We
do not observe any scattering below 400 cm™!, which means that most of the scattering in the low-energy tail of our spectra
is due to Sinanocrystals. This conclusion is also confirmed by the results of X-ray diffraction (XRD), which show a fairly
high density of Si nanocrystals in films annealed at 1373 K.
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Figure 2. FTIR spectra of Si (spectrum region 400-800 cm™'):
1. n-Si control: thermal firing at 1373 K for 40 hours, subsequent rapid cooling, without polishing; 2. n-Si<Dy> (fast cooling);
3. N-Si (starting material); 4. n-Si-Dy: thermal firing at 1373 K for 40 hours, followed by rapid cooling, with polishing
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Figure 3. Raman spectra for four n-Si and n-Si<Dy> composite samples (range from 50 to 4265 cm™):
1. n-Si control: thermal firing at 1373 K for 40 hours, subsequent rapid cooling, without polishing; 2. n-Si<Dy> (fast cooling);
3. N-Si (starting material); 4. n-Si-Dy: thermal firing at 1373 K for 40 hours, followed by rapid cooling, with polishing

To analyze changes in the Raman spectrum between the original n-Si and the resulting n-Si<Dy> compositions, we
conducted a detailed study of the regions from 50 to 1400 ¢cm™' (refer to Figure 4). The resulting spectra clearly
demonstrate all the changes occurring during the transition from n-Si to the resulting n-Si<Dy> compositions.

Based on the data presented in Figure 4, it is evident that the transition from the original n-Si to the resulting
composites under different n-Si<Dy> conditions leads to changes in signals around 307 cm™ and 960 cm™'. These changes
include increased intensity and mixing relative to the signals of the original n-Si. Additionally, the prominent signal in
the region around 522 ¢cm! during this transition noticeably broadens, indicating a decrease in the crystallinity of the
original n-Si.

Previous studies [14] have utilized Raman spectra to estimate the average size of Si and Dy nanocrystals. This can
be achieved either by fitting the experimental curve with an expression accounting for finite size effects [14], or by using
theoretically predicted dependencies [13] of band position and asymmetry on crystallite size.
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Figure 4. Raman spectra for four n-Si and n-Si<Dy> composite samples (range from 50 to 1400 cm™'):
1. n-Si control: thermal firing at 1373 K for 40 hours, subsequent rapid cooling, without polishing; 2. n-Si<Dy> (fast cooling);
3. N-Si (starting material); 4. n-Si-Dy: thermal firing at 1373 K for 40 hours, followed by rapid cooling, with polishing

In both approaches, precise determination of the nanocrystal band is crucial, particularly for films grown on n-Si substrates
where the 522 cm™ band is also present in the Raman spectra. In nanocrystalline silicon films, the intensity of scattered light
from the film is relatively high, while scattering from the substrate is significantly reduced due to absorption in the film. This
ensures that the shape and position of the band originating from nanocrystals [10] are not distorted when scattered on the
substrate. However, in Si-Dy films, the fill factor is relatively small, approximately 10% [7]. The intensity of scattered light
from Si nanocrystals is low, whereas the Raman line due to the n-Si substrate remains strong. Figure 3 and 4 illustrate that a
distinct band in all spectra peaks at 522 cm! with a width at half maximum of 4.5 cm™’. It is evident that scattering from Si
nanocrystals is weak and does not significantly impact the shape and position of the substrate signal. In an attempt to isolate the
nanocrystal band, we subtracted the baseline, including background luminescence, noise, and the Lorentzian band with the
aforementioned peak position and width at half maximum, from the measured spectrum of each film (Figure 3). Initially, the
Lorentzian amplitude was set equal to the amplitude of the 522 cm™! band in the measured spectra. However, due to the
uncertainty in determining the exact intensity level of scattered light from the n-Si substrate, it is challenging to accurately
determine the size of Si nanocrystals from the Raman spectra of Si-Dy thin films with a low fill factor.

CONCLUSIONS

Characteristic peaks were identified in the FTIR spectra, such as the peak at 640 cm™ associated with the Si-H mode
and the peak at 1615 cm™! associated with the perpendicular stretching mode, indicating specific structural features of the
material. Additional peaks appeared in the FTIR spectra of n-Si-Dy samples, particularly at 516.71 cm™ (Si-Si stretching
mode) and 805 cm™! (hydrogen wagging mode), suggesting the influence of dysprosium on the structure and properties
of the material. These additional peaks indicate potential defects and vacancies in the new Si-Dy compositions, which are
crucial for understanding changes in material structure.

Further analysis of the frequency ranges from 1950 to 2250 cm™ confirmed the presence of local vibration modes
associated with defects and the formation of new bonds involving dysprosium. Peaks related to Dy-Dy stretching were detected
between 2210 cm™ and 2350 cm’!, indicating dysprosium interactions in the samples. The peak at 2070 cm! is attributed to
adsorbed hydrogen at defect sites, which can influence material properties. Peaks at 2110 cm! (Dy-Si) and 2124 cm™! (Si-Dy»)
suggest the interaction of dysprosium with silicon in the samples. The peak at 2074 cm™ corresponds to db-Si-Si-H, where db
represents the dangling bond. Additionally, a peak at 2211 cm™ may be attributed to dysprosium-induced microcrystals.

Regarding the Raman spectra, a “tail” is observed, which arises from scattering on silicon nanocrystals formed
during annealing. This observation is consistent with the low-energy tail observed in other Raman studies of silicon
nanocrystals. X-ray diffraction results confirm the high density of Si nanocrystals in films annealed at 1373 K. It's
important to note that the observed scattering in the low-energy tail primarily originates from Si nanocrystals and not n-Si.
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JE®EKTHA CTPYKTYPA KPEMHIIO, IJETOBAHOT'O JUCITPO3IEM
Xomxaxoap C. laxies?, lllapipa b. Yramypanosa®, Animep Xaiit6aes®, xxonidex Tx. Xamaamos®,
Iaxpiiiop B. Hopkymos®, Maucyp B. Bekmyparos®
“1Qinis PedepanbHo2o 0epAHcasH020 OI0NCEMHO20 HAGHAILHO20 3aK1ady suwoi oceimu « Hayionanenuil docnionuybkuil
ynieepcumem MIIELy, gyn. ﬁozdy, 1, m. Tawxenm, Y36exucman
bluemumym ¢hisuxu nanienposionuxie ma mixpoenexmpounixu Hayionarvnozo ynisepcumenmy Yzbexucmarny,
100057, Tawxenm, Y36exucman, eyn. Aneu Anmasap, 20
cHyxycokuil deparcasHuti neoazo2iynuil incmumym imeni Aoxcuniaza, Hykyc, Y3oexucman

V 1iii po6oTi Oys10 IpoaHatiz0BaHO CTPYKTYPHI Ta ONTHYHI XapaKTePUCTUKY 3pa3KiB KpeMHio (n-Si) Ta HOro KOMITO3HIIT 3 AUCTIPO3ieEM
(n-Si-Dy) 3a gonomororo mMetoniB iH(ppauepBoHOi criekTpockomii 3 meperBopeHusM Oyp’e (FTIR) Ta criekTpockomii paMaHiBCHKOTO
posciroanns. Bynu imentudixoBani xapakrepni miku B cmektpax FTIR, Taki sk 640 cm' (pexum Si-H) i 1615 cm™! (pexum
TIePIIEHIUKY/IIPHOTO PO3TATYBAHH:), III0 BKa3ye Ha CTPYKTYPHI 0coOIMBOCTI Marepiairy. [TosiBa 1omaTkoBuX MiKiB y criekTpax n-Si-Dy
npu 516,71 cm! Ta 805 cM! cBiguMTE MPO BIUIMB AMCHIPO3il0 HA CTPYKTYPY Ta nedekTHiCTh Marepiaiy. JJOCIiHKEHHS YacTOTHOTO
nianaszony (1950-2250 cm-1) gogaTkoBo HiATBEPAXKYE JIOKAIBHI MOIH BiOpallii, moB’si3aHi 3 AeeKTaMu Ta B3aEMOII€I0 3 AUCIIPO3ieM.
ITixu, noB's3aHi 3 po3tarysanusaM Dy-Dy, a Takox B3aeMOJI€I0 3 KpeMHieM, Oyiu 3Haiiaeni mpu 2110 cm™' 12124 em''. Ananis cexrpis
KOMOIHAIIITHOTO PO3CiIOBaHHS CBITYHTH PO YTBOPEHHS HAHOKPHCTANIB KPEMHIIO Mifl Yac BiAmaly, OI0 MiATBEPAKECHO pe3ylbTaTaMu
XRD. OtpumMaHni pe3ysIsTaTé JaloTh BaXIIMBE YSBICHHS IIPO BILUIMB ANUCIIPO3il0 HA CTPYKTYPY Ta BIACTUBOCTI KPEMHIEBHX MaTepialis,
SIKi TIOTEHLIHO MOXXYTh 3HAWTH 3aCTOCYBaHHS B ONTOENEKTPOHIL] Ta MaTepialo3HaBCTBI.

KorouoBi cioBa: kpewmniti; Oucnposiii; piokozemensvHi enemenmu; KoMOIHayitine po3cilosants; Ougysis;, mepmoo6podKa;
memnepamypa
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The study of thin-film nanocomposites, including crystalline and amorphous silicon nanoparticles embedded in silicon oxide layers, is
a key direction in the field of materials for optoelectronics. This study explored the interest in such composites, including erbium
silicide (ErSi2x), in the context of their applications in non-volatile memory and photovoltaic devices. Particular attention was paid to
the structure and properties of such materials, including the analysis of defects in erbium-doped silicon. The results of the study, based
on Raman spectroscopy and X-ray phase analysis, made it possible to identify the characteristics of the composition and structure of
the studied samples. The identified data confirmed the presence of crystalline phases of Si and Er in the p-Si-Er composite, and also
showed the substitution of Er in the p-Si/SiOz structure. Additionally, X-ray microanalysis data confirmed the presence of Si, O and
Er in the expected concentrations in the composite film. Further research showed that the introduction of erbium atoms onto the silicon
surface leads to minor changes in some signals and the appearance of new vibrations in the Raman spectra of the samples. The decrease
in the intensity of the peaks belonging to silicon is associated with the weakening and breaking of some bonds in the structure of the
silicon crystal lattice and due to the formation of new bonds in which erbium atoms participate. Thus, the results of this study represent
a significant contribution to the understanding of the properties and potential of thin film nanocomposites for applications in
optoelectronics, and also enrich our knowledge of the effect of doping on the structure and properties of silicon materials.

Keywords: Silicon; Erbium; Rare Earth Element; Raman Spectroscopy; Diffusion; Heat Treatment; Temperature, Structure; X-Ray
Phase Analysis; Film

PACS: 71.20.-b, 71.28. +d

INTRODUCTION

Thin-film nanocomposites, consisting of crystalline and amorphous Si nanoparticles embedded in silicon oxide
layers, have been extensively studied over the past two decades as suitable materials for nonvolatile memory devices,
third-generation photovoltaic devices, and other applications. Continued interest in such composites (including Er-doped
ones) remains due to the possibility of manufacturing Si-based light sources for optoelectronic devices [1, 2].

Interest in erbium silicide (ErSi,«) has been growing in recent years, since ErSi,« exhibits a very low Schottky
barrier height on n-type silicon (0.3-0.4 eV) [1, 2]. This unique property leads to promising applications, such as the
utilization of ErSi,.« as source and drain contacts in future ultra-scale complementary metal-oxide semiconductor devices,
as it can significantly reduce both contact resistance and total series resistance due to its low Schottky contact barrier.
Additionally, ErSi» finds applications in novel source/drain field-effect transistors featuring a Schottky barrier [3,4].

Despite the low resistivity of ErSi», erbium itself can oxidize very quickly due to its high reactivity with oxygen
[5]. In many studies on Er silicides reported in the literature, ErSis.« thin films were typically formed by evaporating
erbium onto silicon substrates under ultra-high vacuum conditions, followed by annealing to mitigate oxidation issues.

Silicon doped with rare earth elements has attracted the attention of researchers due to potential issues such as
inhomogeneities in impurity distribution, complex diffusion processes, and alterations in its properties resulting from the
introduction of rare earth elements into the silicon structure.

This paper examines the issue of the defect structure of silicon doped with erbium. Pristine p-Si, erbium-doped
silicon p-Si<Er>, and p-Si-Er composites were studied using Raman spectroscopy and X-ray diffraction.

EXPERIMENTAL PART

For the study, p-Si samples with an initial resistivity of 2.5 Ohm-cm were selected. Prior to alloying, the samples
underwent thorough acid-peroxide washing, followed by the removal of oxide layers from their surfaces using an HF
solution. After the surfaces of the samples were thoroughly cleaned, films of erbium impurities with special purity
(99.999%) were deposited onto the clean Si surfaces using vacuum deposition. Vacuum conditions in the working
chamber, with a pressure of approximately 10710 torr, were maintained by an oil-free vacuum pumping system.

Before diffusion annealing, the samples were placed in evacuated quartz ampoules. Doping of the samples with
Er impurities was conducted using the diffusion method at a temperature of 1200°C for 25 hours, followed by rapid and
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slow cooling. To investigate the interaction of impurity atoms in silicon, achieving not only uniform doping of the material
but also maximum concentration is crucial. Therefore, we considered the optimal conditions for doping silicon with these
impurity atoms.

Raman spectra were acquired using a SENTERRA II Raman spectrometer (Bruker, Germany). This fully
automated instrument offers excellent sensitivity and a high resolution of 4.0 cm™!. Senterra calibration was performed
automatically and referenced to NIST acetaminophen and silica standards, ensuring a wavelength accuracy of 0.2 cm'.

The experiments were conducted using a laser with a wavelength of Ay = 532 nm, a maximum power of
Pmax = 25 mW, and an acquisition time of 100 s, with the addition of two spectra. This device allows for spectra acquisition
in the range from 50 to 4265 cm™,

The Raman spectra were processed to facilitate comparison of intensity ratios between samples. Prior to
normalizing the spectra to the peak at 521 cm™!, corresponding to the most intense peak in the spectral region from 4265
to 50 cm™!, a baseline subtraction was performed for each spectrum.

Raman spectra of samples (4 in total) were obtained at room temperature. The acquisition time for the Raman

spectrum was about 120 s. The same laser beam that was used to measure Raman scattering was used to study structural
changes. Measurements with increasing laser power density were carried out in order to determine the threshold above
which irreversible changes occur. The sample temperature was increased by 20°C under the influence of a laser beam.
This temperature increase was estimated using the Stokes/anti-Stokes intensity coefficient formula.
X-ray phase analysis was conducted using a MiniFlex II diffractometer (Rigaku, Japan) equipped with CuKa radiation.
Diffraction patterns of the compounds were captured in the angle range of 26 = 3-60°. The resulting diffraction pattern
was analyzed to identify characteristic signals for the resulting p-Si-Er composites, and the presence of elements was
determined based on literature data on the phases and the ICDD card database for known compounds. The obtained results
enabled us to draw conclusions about the qualitative composition of the samples. X-ray diffraction spectra were recorded
at intervals of 0.02° in two-theta, with an exposure time of 2 s at each point.

RESULTS AND DISCUSSION

Figure 1 shows the Raman spectra of both the p-Si type silicon itself and the resulting p-Si-Er composites. The
Raman spectrum of the initial sample exhibits peaks at 304 and 521 cm™', characteristic of cubic silicon, along with a
broad peak in the range of 920-1005 cm™! [8-12].

The cubic structure of silicon allows the presence of one first-order Raman-active phonon corresponding to a wave
number of 520 + 1 cm™!, as well as additional peaks with lower intensity [6-11]. According to [13, 14], the vibration at
304 cm ! detected in the Raman spectra of silicon is attributed to the longitudinal acoustic mode. The broad peak in the
range of 900-1100 cm™! arises from the scattering of several transverse optical phonons and their overtone state [8,9,10].
Upon studying the broad peak in the range of 9201005 cm ! as presented in Fig. 1, three vibrations were detected at 944,
948, and 976 cm™!, consistent with theoretical calculations [10].
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Figure 1. Raman spectra of the obtained composites: silicon (p-Si) with erbium (Er)
Sample 1 represents the original p-Si; Sample 2 denotes doped p-Si<Er> (slow cooling); Sample 3 corresponds to doped p-Si<Er,
Cr> (fast cooling); Sample 4 represents the resulting composite p-Si-Er-Cr (slow cooling); Samples 5 and 6 denote p-Si-Er (slow
cooling) and p-Si-Er (fast cooling) respectively

Further doping of p-Si silicon wafers with erbium results in minor changes and the emergence of new vibrations in
the Raman spectra. The intensity of the main silicon peak at 521 cm™! decreases by a factor of 1.5, while its width at half
maximum remains virtually unchanged at approximately 4.0 cm™!. This decrease in peak intensity is likely attributed to
the weakening and breaking of bonds in the silicon crystal lattice due to the introduction of erbium atoms.
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The vibration intensity at a frequency of 304 cm™ generally increases, and its width at half maximum decreases
from 8.2 to 6.1 cm™. As a result of studying the broad peak appearing in the region of 900-1100 cm™!, three vibrations
were also recorded at 946, 952 and 979 cm™' (Fig. 1). The shift of these vibrations towards the lowest wave numbers
compared to the original silicon reaches 4 cm™!, with the largest shift observed at 948 cm™!. Also, other signals appear in
the Raman spectra of the obtained composites. For example, the wavenumber of 478 cm’ indicates out-of-plane
deformation of Si-O, and the peak of 842 cm™! indicates Si-O bending. The wavenumber of 1053 cm™ indicates Si-O-Si
stretching. The wavenumber of 614 cm™ indicates Si-Si bonds [19-21]. In Figure 1, four peaks can also be identified at
422 cm, 491 cm’!, 875 ecm! and 1046 cm™'. The peak with a wavenumber of 422 cm’!' corresponds to the impurity
vibrational Er-O bond, the signals for the Si-O bond are at 491 cm!. The wavenumber at 1046 cm™! indicates asymmetric
stretching of Si-O-Si [19-21]. It is assumed that the two signals corresponding to silicon cannot be detected using the
Raman spectrum due to the largest Er weight, since it is completely covered by new Er signals.

The change in the Raman spectrum of p-Si-Er in the range of 60-280 cm™ (Fig. 1) is due to the presence of elemental
Er and the formation of new bonds between Er-Si [15-17, 22]. In [15], multichannel Raman spectroscopy was used to
quantitatively characterize the formation of Pt-Si at the Pt-Si (100) interface, where spectra were obtained from Pt-Si
layers up to 10 A thick and from <40 A Pt-Si at 140 A. According to this work, characteristic vibrations for Pt-Si appear
at 82-85 and 140 cm™'. These works also report Raman modes near 90 and 140 cm™' from Pt-Si, the latter mode being
due to the formation of a disordered mixed phase of Pt and Si.

X-ray phase analysis

X-ray diffraction patterns of erbium films deposited under various conditions are presented in Fig. 2. The lattice
constants calculated from the X-ray diffraction patterns of p-Si-Er are Si = 0.5426 nm, Er = 0.3572 and Er = 0.5626 nm,
respectively. The arrangement of Si and Er atoms along crystalline orientations is triangular. The side lengths of the
triangles are 0.3841 nm for p-Si and 0.3568 nm for Er, so there is a lattice mismatch [25]. It can be assumed that a certain
proportion of defects and deformations will be formed during initial deposition due to lattice mismatch.

The obtained X-ray phase analysis data, presented in Figure 2, indicate the presence of both Si and Er in the
composition of the studied samples.
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Figure 2. X-ray microanalysis of the resulting p-Si-Er composite

As can be seen from the given X-ray phase analysis data (Fig. 2) of the resulting p-Si-Er composite, the elements
Si, O and Er are present in the film in the expected concentrations. This result confirms the substitution of Er in the
p-Si/SiO; structure. The peak at 28.40 corresponds to Si originating from the glass substrate [23,24]. The present peak at
94.80 is attributed to Er.

Lau et al. [26] studied the effect of the oxide layer impregnated between the metal layer and the Si substrate on the
surface morphology of the composite, it is obvious that interfacial contamination is the cause of the formation of surface
pores in the silicide layer. These works provide data that the pores consist of ErSisy, therefore the non-planar nature of
the ErSi»/Si(111) interfaces in the region of pinholes additionally leads to the formation of polycrystalline ErSi»« on the
Si surface [26,27]. Consequently, a large number of Si atoms from the substrate diffuse through the depressions, which
contain much faster atomic diffusion paths. Lau et al. [26] and Shen et al. [27] found that the shape of the surface holes
is rectangular for Er on Si and triangular for Dy on Si.
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CONCLUSIONS
Analysis of the results obtained using Raman spectroscopy shows that the introduction of Er atoms onto the p-Si
surface leads to both minor changes in some signals and the appearance of new vibrations in the Raman spectra of the
samples. The decrease in the intensity of the peaks belonging to silicon is probably associated with the weakening and
breaking of bonds in the structure of the silicon crystal lattice due to Er atoms. The appearance of new vibrations in the
range of 60-280 cm™ in the p-Si-Er spectra is associated with the presence of elemental Er and the formation of new
Er-Si bonds. The presence of erbium on the p-Si surface is confirmed by X-ray microanalysis data.

ORCID
Khodjakbar S. Daliev, https://orcid.org/0000-0002-2164-6797
Sharifa B. Utamuradova, https://orcid.org/0000-0002-1718-1122
Alisher Khaitbaev, https://orcid.org/0000-0001-9892-8189
Jonibek J. Khamdamov, https://orcid.org/0000-0003-2728-3832
Jasur Sh. Zarifbayev, https://orcid.org/0009-0002-4097-4996

REFERENCES

[1] LP. Lisovskyi, A.V. Sarikov, and M.I. Sypko, Thin film structures with silicon nanoinclusions, (Knigi-XXI, Kyiv-Chernivci,
2014). (in Ukrainian)

[2] M. Sopinskyy, and V. Khomchenko, “Electroluminescence in SiOx films and SiOx-film-based systems,” Current opinion in solid
state & materials science, 7(2), 97-109 (2003). https://doi.org/10.1016/S1359-0286(03)00048-2

[3] J. Kedzierski, P. Xuan, E. Anderson, J. Boker, T. King, and C. Hu, “Complementary silicide source/drain thin-body MOSFETs
for the 20-nm gate-length regime,” in: International Electron Devices Meeting 2000. Technical Digest. IEDM, (2000), pp. 57-60.
https://doi.org/10.1109/IEDM.2000.904258

[4] M. Jang, J. Oh, S. Maeng, W. Cho, S. Lee, K. Kang, and K. Park, “Characteristics of erbium-silicided n-type Schottky barrier
tunnel transistors,” Appl. Phys. Lett. 83, 2611 (2003). https://doi.org/10.1063/1.1614441

[51 S.Kennou, S. Ladas, M.G. Gimaldi, T.A.N. Tan, and J.Y. Veuillen, “Oxidation of thin erbium and erbium silicide overlayers in
contact with silicon oxide films thermally grown on silicon,” Appl. Surf. Sci. 102, 142-146 (1996). https://doi.org/10.1016/0169-
4332(96)00034-7

[6] Kh.S. Daliev, Sh.B. Utamuradova, J.J. Khamdamov, and Z.E. Bahronkulov, “Electrophysical properties of silicon doped with
lutetium,” Advanced Physical Research, 6(1), 42-49 (2024). https://doi.org/10.62476/apr61.49

[7] K.S. Daliev, S.B. Utamuradova, J.J. Khamdamov, and M. B. Bekmuratov, “Structural Properties of Silicon Doped Rare Earth
Elements Ytterbium,” East European Journal of Physics, (1), 375-379 (2024). https://doi.org/10.26565/2312-4334-2024-1-37

[8] P.A. Temple, and C.E. Hathaway, “Multiphonon Raman Spectrum of Silicon,” Physical Review B, 7(8), 3685 (1973).
https://doi.org/10.1103/physrevb.7.3685

[91 K. Uchinokura, T. Sekine, and E. Matsuura, “Critical-point analysis of the two-phonon Raman spectrum of silicon,” Journal of
Physics and Chemistry of Solids, 35(2), 171-180 (1974). https://doi.org/10.1016/0022-3697(74)90031-6

[10] I Iatsunskyi, G. Nowaczyk, S. Jurga, V. Fedorenko, M. Pavlenko, and V. Smyntyna, “Optik- International Journal for Light and
Electron Optics,” 126(18), 1650-1655 (2015). https://doi.org/doi:10.1016/j.ijle0.2015.05.088

[11] A. Wellner, V. Paillard, H. Coffin, N. Cherkashin, and C. Bonafos, “Resonant Raman scattering of a single layer of Si nanocrystals
on a silicon substrate,” Journal of Applied Physics, 96(4), 2403-2405 (2004). https://doi.org/10.1063/1.1765853

[12] Sh.B. Utamuradova, A.V. Stanchik, K.M. Fayzullaev, B.A. Bakirov, Applied Physics, 2, 33—38 (2022). (in Russian)

[13] C. Smit, R.A.C.M.M. van Swaaij, H. Donker, AAM.H.N. Petit, W.M.M. Kessels, M.C.M. van de Sanden, “Determining the
material structure of microcrystalline silicon from Raman spectra,” Journal of Applied Physics, 94(5), 3582 (2003).
https://doi.org/doi:10.1063/1.1596364

[14] B. Graczykowski, A. El Sachat, J.S. Reparaz, M. Sledzinska, M.R. Wagner, E. Chavez-Angel, and C.M.S. Torres, “Thermal
conductivity and air-mediated losses in periodic porous silicon membranes at high temperatures,” Nature Communications, 8(1),
415 (2017). https://doi.org/10.1038/s41467-017-00115-4

[15] J.C. Tsang, Y. Yokota, R. Matz, and G. Rubloff, “Raman spectroscopy of PtSi formation at the Pt/Si(100) interface,” Applied
Physics Letters, 44(4), 430 (1984). https://doi.org/10.1063/1.94755

[16] R.J. Nemanich, C.C. Tsai, B.L. Stafford, J.R. Abelson, and T.W. Sigmon, “Initial Phase Formation at the Interface of Ni, Pd, or
Pt and Si,” MRS Proceedings, 25, 9 (1984). https://doi.org/10.1557/proc-25-9

[17] J.E. Smith, M.H. Brodsky, B.L. Crowder, M.1. Nathan, and A. Pinczuk, “Raman Spectra of Amorphous Si and Related
Tetrahedrally Bonded Semiconductors,” Phys. Rev. Lett. 26, 642 (1971). https://doi.org/10.1103/PhysRevLett.26.642

[18] Kh.S. Daliev, Sh.B. Utamuradova, Z.E. Bahronkulov, A.Kh. Khaitbaev, and J.J. Hamdamov, “Structure Determination and
Defect Analysis n-Si<Lu>, p-Si<Lu> Raman Spectrometer Methods,” East Eur. J. Phys. 4, 193 (2023).
https://doi.org/10.26565/2312-4334-2023-4-23

[19] M.A. Va’squez, G.A. Rodriguez, G.P. Garcia-Saldago, G. Romeo-Paredes, and R. Pena-Sierra, “FTIR and photoluminescence
studies of porous silicon layers oxidized in controlled water vapor conditions,” Revista Mexicana De Fisica, 6, 431 (2007).
https://www.redalyc.org/pdf/570/57053601.pdf

[20] M. Bosca, L. Pop, G. Borodi, P. Pacuta, and E, Culea, “XRD and FTIR structural investigations of erbium-doped bismuth—lead—
silver  glasses and  glass  ceramics,” Journal of Alloys and Compound, 479, 579  (2009).
https://doi.org/10.1016/j.jallcom.2009.01.001

[21] B. Shokri, and M.A. Firouzjah, and S.I. Hosseini, “FTIR analysis of silicon dioxide thin film deposited by Metal organic-based
PECVD,” in: Proceedings of 19th International Symposium on Plasma Chemistry Society. (IPCS, 2009).

[22] N.B. Singh, and U. Sarkar, “Structure, vibrational, and optical properties of platinum cluster: a density functional theory
approach,” J. Mol. Model. 20, 2537 (2014). https://doi.org/10.1007/s00894-014-2537-5



292
EEJP. 2 (2024) Sharifa B. Utamuradova, et al.

[23] K.D.A. Kumar, S. Valanarasu, A. Kathalingam, and V. Ganesh, “Effect of solvents on sol-gel spin-coated nanostructured Al-
doped ZnO thin films: a film for key optoelectronic applications,” Appl. Phys. A, 123(12), 801 (2017).
https://doi.org/10.1007/s00339-017-1426-z

[24] K.D.A. Kumar, S. Valanarasu, A. Kathalingam, and K. Jeyadheepan, “Nd** Doping effect on the optical and electrical properties
of SnO; thin films prepared by nebulizer spray pyrolysis for opto-electronic application,” Mater. Res. Bull. 101, 264 (2018).
https://doi.org/10.1016/j.materresbull.2018.01.050

[25] J.A. Knapp, and S.T. Picraux, “Epitaxial growth of rare-earth silicides on (111) Si,” Appl Phys Lett. 48, 466-468 (1986).
https://doi.org/10.1063/1.96532

[26] S.S. Lau, C.S. Pai, C.S. Wu, T.F. Kuech, and B.X. Liu, “Surface morphology of erbium silicide,” Appl. Phys. Lett. 41, 77-80
(1982). https://doi.org/10.1063/1.93295

[27] G.H. Shen, J.C. Chen, C.H. Lou, S.L. Cheng, and L.J. Chen, “The growth of pinhole-free epitaxial DySi>.x films on atomically
clean Si(111),” J. Appl. Phys. 84, 3630-3635 (1998). https://doi.org/10.1063/1.368538

JE®EKTHA CTPYKTYPA KPEMHIIO, IETOBAHOI'O EPBIEM
Ilapida B. Yramypanosa?, Xomxkakoap C. Nanies’, Animep L. Xair6aes?, I:xonibex Tx. Xamaamos?,
Jkacyp L. 3apidpoaes®, bex3oa II. Agniky/ios?

“Iuemumym @izuxu Hanienpoeionukie ma mikpoenekmponixu Hayionanvnozeo ynisepcumemy Y3zoexucmany, Tawkenm, Y36exucman
SDinin Dedepanbio2o 0epAucasHo20 GI00ACEMHO20 HABYANLHO20 3aKIady 6uwoi oceimu «Hayionanonuti docnionuybuti
ynieepcumem MIIEL», m. Tawxenm, Y30exucman
¢ V3beyvrutl Oeparcagnull yHisepcumem QizuuHo2o 6uxosanus i cnopmy, Yzbexucman
JocnimkeHHsT TOHKOIUTIBKOBUX HAHOKOMITO3HTIB, BKITFOUAIOUN KPUCTAJIIUHI Ta aMOp(HI HAHOYACTHHKU KpeMHito, BOYJOBaHi B mapu
OKCHTy KPEMHIIO, € KIIFOUOBUM HAIIPSIMKOM Y Tay3i MaTepianiB IJIs ONTOENEKTPOHIKH. 1le mociipkeHHs BUBYAIO IHTEpeC A0 TaKHX
KOMITO3UTIB, BKIIoUaroun cuminun ep6iro (ErSizx), y KOHTEKCTI X 3aCTOCYBaHHS B €HEpProHe3aIexkHii maM’sTi Ta (OTOSIEKTPUIHIX
npuctposix. OcobnuBy yBary OyJo NPHUALIEHO CTPYKTYpi Ta BIACTHBOCTSIM TAaKMX MaTepiaiiB, y TOMYy YHCIi aHaNi3y NedeKTiB
KpEeMHilo, JeropaHoro ep0Oiem. PesynbraTm mOCHIJDKEHHs, 3aCHOBaHI Ha CIEKTPOCKOMIl KOMOIHAIIfHOTO pO3CilOBaHHS Ta
penTrenodazoBoMy aHai3i, J03BOJIHIM BHSBUTH OCOOJIMBOCTI CKJIAy Ta CTPYKTYPH AOCIIDKYBaHHUX 3paskiB. [nentudikoBani nani
MiATBEPIMIN HasBHICTD KpHcTamiynux (a3 Si ta Er B kommo3uti p-Si-Er, a Takox nokasanu 3amimensst Er y crpykrypi p-Si/SiOa.
Kpim Toro, maHi peHTTeHIBCHKOTO MiKpOaHAi3y MiATBepariaH HasBHICTH Si, O Ta Er B 04iKyBaHUX KOHIICHTPAISX Y KOMIIO3UTHIN
riBni. [logameimi JOCHiIKEHHS MMOKa3aiy, IO BBEICHHS aTOMiB epOil0 Ha MOBEPXHIO KPEMHII0 MPU3BOAUTH 1O HE3HAYHUX 3MiH
JeIKNX CUTHATIB 1 MOsBM HOBUX KoimBaHb y cnekrpax KPC 3paskiB. 3MeHIIEHHS iHTEHCHBHOCTI IIKiB, IO HAJISKAaTh KPEMHIIO,
TIOB's13aHE 3 OCJIA0JICHHSM 1 PO3PHBOM JIESIKHX 3B'SI3KIB Y CTPYKTYpi KPUCTATIYHOI PEIIiTKA KPEMHIIO 1 BHACIIIOK YTBOPEHHS HOBHX
3B'A3KiB, B SIKUX OEpyTh y4acTb aToMu epOito. TakuM 4MHOM, pe3yJbTaTh IbOr0 JOCIIDKEHHS € 3HAaYHHM BHECKOM Yy PO3YMIHHS
BJIACTUBOCTEH 1 MOTEHLialy TOHKOIUIIBKOBUX HAHOKOMIIO3HTIB ISl 3aCTOCYBAaHHS B OITOEGNEKTPOHILi, a TaKoX 30aradyloTh Hami

3HAHHSI [IPO BIUIKB JIETYBaHHS HA CTPYKTYPY Ta BIACTUBOCTI KPEMHIEBHX MaTepialis.
KoarouoBi cioBa: xpemniti; epbiil; pioko3emenvHull eieMenm; pPAMAHIBCbKA CHeKMPOCKOnis, Ougysis, mepmiuna obpobka;
memnepamypa, Cmpykmypa, peHmeeHieCbKull pazoeuli ananis; niieka
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Thin films of cadmium selenide with a thickness 4 = 200-500 nm were obtained and their surface properties were studied. The
studies were carried out using a Scanning Electron Microscope. It was found that with increasing thickness of thin layers, the surface
structure becomes smoother. A compositional analysis of the surface of thin layers was also carried out. Elemental analysis was
carried out in layers of various thicknesses, the percentage content of chemical elements and the energy spectrum of chemical
elements were determined. It has been established that thin CdSe films obtained by chemical deposition are quite pure. The surface of
thin layers with a thickness h > 400 nm turned out to be quite smooth, which is an indicator of the formation of a phase in these
layers corresponding to the CdSe compound.

Keywords: CdSe; Thin films; Compositional analysis; Surface structure; SEM analysis

PACS: 61.46.—w; 68.37.—d.

INTRODUCTION

Chalcogenide semiconductors occupy a special place among non-oxide functional materials. In these compounds,
semiconductor, magnetoelectric, ferromagnetic and other physical properties are observed. Therefore, these materials
have wide application possibilities. The study of the crystalline and surface structure of chalcogenide semiconductors
plays an important role in the formation of their physical properties. Therefore, extensive research is being carried out
in this direction [1-5].

It is known that studying the surface structure of materials allows one to obtain extensive information about their size
effects. Since micro-composition analysis can be carried out using SEM, this method is widely used. It has been established
that the percentage of elements present on the surface can be determined by analyzing the structure and composition of the
surface [6-8]. In the course of studying the surface structure and size effect, it was found that changes in the chemical
composition affect the size of crystallites. Crystallites that form polycrystals are formed as a result of the connection of
elementary lattices. Therefore, when the atoms in the crystal lattice change, the size of the crystallites also changes [9].

The CdSe compound is one of the most studied compounds among chalcogenide semiconductors. The main reason
for its interest is that it has different physical properties. In the course of structural studies, it was established that the
crystal structure of this compound has high symmetry. The unit lattice parameters with hexagonal systems and space
group P6smc are: a = 4.2985 A, ¢ = 7.0152 A, V= 112.255 A3 [10]. This compound has semiconductor properties, the
band gap Eg = 1.74 eV [11]. Although many of the physicochemical properties of the CdSe compound have been
studied, the properties of its thin films have not been sufficiently studied. Recently, thin layers of various substances
have been studied [12,13]. It has been established that the properties of materials are maintained even in the case of thin
layers. The production of thin layers of the CdSe compound and the study of its physical properties further expand the
possibilities of its application. In this work, thin CdSe films were obtained on a glass substrate and their microstructure
was studied in a Scanning Electron Microscope (SEM).

EXPERIMENTAL PART

During the research, thin CdSe films with thicknesses of 200, 300, 400 and 500 nm were obtained and the
structure of their surface was studied. Thin films of CdSe were obtained by chemical deposition. The solution used to
obtain thin layers consists of a composition prepared in the following order: 0.5 M cadmium chloride (CdCl>x2.5H,0),
13.4 M (25%) sodium hydroxide (NH3OH), 7.4 M triethanolamine (CsHisNO3), 0.2 M sodium selenosulfate
(Na,SSe0s3). The chemical precipitation process was carried out in a laboratory beaker with a capacity of 60 ml at room
temperature and normal conditions using a specially developed technology. The method for obtaining thin layers and
the phase formation processes is described in detail in [14].

The surface structure of thin films of cadmium selenide with a thickness # = 200-500 nm was studied in a
Scanning Electron Microscope (SEM, ZEISS, YXIGMA VP). The results obtained were analyzed and the process of
phase formation in the layers, composition analysis and size effects were determined.
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RESULTS AND DISCUSSIONS
The morphology of CdSe thin films obtained by chemical deposition was studied using a scanning electron
microscope. In the course of research using an SEM microscope, not only an analysis of the surface structure of the
layers was carried out, but also an analysis of the chemical composition, and the percentage of elements was
determined. Surface structures obtained under normal conditions and at room temperature are presented in Figure 1.

| Vol B S ' § K 3 P, S D

x1,000 10pm

x1,000 10pm —| x1,000 10pum  —

Figure 1. Surface structure of thin CdSe films of various thicknesses: @) # =200 nm, b) & =300 nm, c¢) # =400 nm and d) # = 500 nm.

In Fig. 1 shows the morphology obtained at the 10 pum scale of thin films with thicknesses of 200 nm (a),
300 nm (b), 400 nm (c), and 500 nm (d). From the structure of the surface of the sample obtained with a thickness of
h =200 nm, it is clear that in these thin layers the structure is not completely formed. An arrangement of crystallites
with d ~ 4-5 um was observed on the surface (Fig. 1a). From the surface structure of the resulting sample with a
thickness of # = 300 nm, it is clear that in these thin layers the crystallites begin to unite and form a surface structure.
Although the structure is not completely formed, the crystallites are more densely packed (Fig. 15). With increasing
thickness in thin CdSe films, the process of phase formation becomes more complicated. From the surface structure of
the sample obtained with a thickness of # = 400 nm, it is clear that crystallites form a surface structure. Certain defects
are observed on the surface, which are small-sized effects that arise during the synthesis of samples (Fig. lc¢).
The process of phase formation was also observed in thin CdSe films as the thickness increased. From the surface
structure of the resulting sample with a thickness of # = 500 nm, it is clear that the crystallites form a more closely
connected surface structure. Compared to previous layers, the concentration of defects formed on the surface and the
size of the defects are also smaller (Fig. 1d). As can be seen, during the formation of surface structures of thin layers, the
phase formation process continues as the thickness increases.

To perform elemental analysis of CdSe thin films, a chemical elemental spectrum was also obtained. It has been
established that elemental analysis of thin layers also identifies elements with a glass substrate. Because some high
energy electrons can penetrate into the substrate. Therefore, elemental analysis was carried out on a thin CdSe layer with
a thickness of # = 500 nm. The resulting spectrum of chemical elements is shown in Fig. 2. As can be seen from the
spectrum, the elements Cd and Se were predominantly found in the thin layer. However, small amounts of the elements
Si, S and Ca were also detected, which are also impurities present in the substrate or included in the sample when the
layers were produced by chemical deposition.

To determine the amount of chemical elements in thin CdSe films, the percentage of elements in a thin film with a
thickness of # =500 nm is given in Table 1.

From the spectrum shown in Fig. 2 and the values given in Table 1, it is clear that the samples were obtained of
sufficiently high purity. When studying the surface structure of thin CdSe layers using scanning electron microscopy, it
was found that in these layers obtained by chemical deposition, the properties of the original material are retained. The
process of phase formation in thin layers occurred after # = 400 nm.



295

Surface Properties and Composition Analysis of Nano-Sized Thin Films of CDSE... EEJP. 2 (2024)

0 2 4 6 8 10

keV

Figure 2. Energy spectrum of chemical elements of a thin CdSe film with a thickness of 7 = 500 nm

Table 1. Percentage content of chemical elements in a thin CdSe layer with a thickness of # = 500 nm

Chemical element Mass (%) Atom (%)
Si 7.77 20.96
S 222 5.24
Ca 1.44 2.71
Se 40.02 38.38
Cd 48.55 32.71
Sum 100 100
CONCLUSIONS

SEM studies of thin CdSe films obtained by chemical deposition were carried out. During the research, both
studies of the formation of the surface structure and analysis of the microcomposition were carried out. As a result of
analyzing the spectrum of chemical elements obtained for thin layers, it was found that thin layers obtained on a glass
substrate have a fairly high purity. The elements Cd and Se account for 88.57% of the sample mass. It is shown that the
remaining elements found in the composition consist of small amounts of impurities that entered the system when
purchasing the glass base and sheets. It has been established that the process of phase formation in these layers begins

after & ~ 400 nm. Starting from these sizes, CdSe crystallites on a glass substrate combine to form a surface.
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BJIACTUBOCTI HIOBEPXHI TA AHAJII3 CKJIAY HAHOPO3MIPHUX TOHKIX IIJIIBOK CDSE: SEM AHAJII3
JI.H. I6parimosa?®, H.M. A6aynaes®, Cesink P. Azimosa®, FO.1. Amies®?
“Inemumym npupooHux pecypcis, Haxiveeann, AZ-7000, Azepbatioscan
b Incmumym ¢pisuxu Minicmepcmea nayku i oceimu Azepbaiioncany, Baxy, AZ-1143, Azepbaiioxcan
¢ Azepbaiioxrcancokuii depocasHuli neoazoziunuil yHisepcumem, baxy, AZ-1000, Asepbaiioxcan
4 3axionoxacniticoxuii ynieepcumem, baxy, AZ-1001, Asepbaiiocan

OTpuUMaHO TOHKI IUTIBKH CeNeHimAy Kaamito ToBmuHOKW h = 200-500 HM i1 mOcHiKeHO BIACTHUBOCTI iX mMoBepxHi. JlocmimkeHHs
MIPOBOJMJIM 32 JOMIOMOTOI0 CKaHYIOUOTO EeNEKTPOHHOTO MiKpockoma. BcTaHOBIEHO, M0 31 30UIBIICHHSAM TOBIIMHHA TOHKHX ILIapiB
CTPYKTypa IOBEPXHi cTae OUTBII Iiagkoro. Takok NMpoBEAEHO aHajli3 CKIaJy HMOBEpXHI TOHKHMX mapiB. IIpoBoieHO eneMeHTHUI
aHai3 MmapiB pi3HOI TOBIIMHM, BU3HAYEHO NPOIEHTHHH BMICT XIMIYHHX €JIEMEHTIB Ta CHEPreTHYHUH CIIEKTp XIMIYHUX EJIEMEHTIB.
BceranorneHo, mio Touki miiBku CdSe, oTpuMaHi XiMiYHUM OCAJKCHHSM, € JOCHTh YACTUMH. [IOBEpXHS TOHKHX IIApiB TOBIIHHOIO
h > 400 uM BUsABHIIACS JIOCUTH TIIAJIKOIO, IO € MOKa3HUKOM YTBOPEHHS B IUX Imapax ¢aswu, mo Bignosigae cnonyii CdSe.

Kurouosi cinoBa: CdSe; monki nuiexu, komnosuyitiinuii ananis, cmpykmypa nosepxui;, SEM ananiz
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Complex methods of physical and chemical analysis: differential thermal analysis (DTA), X-ray phase analysis (XRD), microstructural
analysis (MSA), as well as density and microhardness measurements, were used to study the nature of chemical interaction in the Ho-
Sb-Te ternary system over the entire concentration range along the following sections:1. Sb2Te3-Ho2Tes, 2. SboTes-HoTe, 3. HoTe-Sb,
4. HoSb-HoTe, 5. SbaTes-Ho, 6. HoSb-Te. The projection of the liquidus surface of the ternary system and the diagrams of the state of
internal sections were constructed according to experimental data and literature data on binary systems: Sb-Te, Sb-Ho, Ho-Te. It is
established that sections (1), (2), (3), (4) are quasi-binary, and (5), (6) are non-quasi-binary sections of the ternary system. The
incongruently melting compound HoSbTes is formed in the SboTes-Ho2Tes system and the area of solid solutions based on Sb2Tes
~ 3-5 mol% at 300K was found.

Keywords: System,; Cut; Liquidus; Quasi binary, Non-quasi binary

PACS: 61.05.C—, 61.66.Fn

1. INTRODUCTION

Chalcogenide semiconductors are materials with a wide range of applications. Therefore, these materials' physical
and chemical properties have been studied for a long time. The results obtained during the research are also important for
the purchase of new semiconductors. In particular, the results obtained during structural studies are important for the
explanation of the physical properties of these materials. Therefore, it is important to study the structure and structural
phase transitions in chalcogenides [1-5].

Compounds containing BY X5 (BY-Sb, Bi; X-Se, Te) occupy an important place among chalcogenide semiconductors.
It was determined that a number of properties of these compounds are resistant to temperature and radiation [6-8]. The ternary
phases (solid solutions, compounds) and composite materials based on them have unique properties such as valuable
semiconductors, thermoelectrics and topological insulators. Some of them (materials with thermoelectric properties) are used
as the positive and negative arms of the thermocouple in the development of energy converters for the conversion of
environmentally friendly, economically efficient solar energy into electricity as an alternative energy source, and topological
insulators are promising materials in spintronics and quantum computing [9-13].

When obtaining new chalcogenide semiconductors with cation-cation substitutions, conducting structural studies
and studying phase analyzes are very important. During the experiments carried out by the X-ray diffraction method, it
was determined that a single-phase system does not form during some substitutions. A two-phase and even three-phase
system is formed [14,15]. It is important to study the processes of phase formation in these compositions.

Although phase formation processes have been studied in many systems in chalcogenide semiconductors, the Ho-
Sb-Te system has not been sufficiently studied. In this study, the Ho-Sb-Te ternary system was studied in a wide
temperature and solidity interval, and the process of phase formation in the system, chemical interaction, crystallization
areas of the ternary system, and equilibrium processes occurring in the system were studied.

2. RESEARCH METHODS

During the study of the ternary system, the synthesis of its alloys was carried out using elements of a special pure
brand - Holmium metallicity-Holm-0, antimony-B-4, tellurium-TA-2. When performing the experimental part of the
research work, the following methods were used: high-temperature differential-thermal analysis (DTA), X-ray phase
analysis, microstructure analysis, determination of microhardness, and density measurement. DTA experiments were
carried out in an argon atmosphere in a BTA-987 calorimeter. The DTA method is a unique method for studying the
processes occurring due to thermal energy in solid bodies [16,17]. Structural studies were performed using
D8 ADVANCE and D2 Phaser devices, microstructure analysis was performed using metallographic microscope MIM-7,
and microhardness using PMT-3 brand devices. The X-ray diffraction method is one of the modern research methods for
studying the structure of crystals and structural phase transitions. This method allows us to determine lattice parameters,
symmetry, and space groups of solids and to determine structural phases [18-20].
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The alloys of the studied system were synthesized in a high-temperature furnace at a temperature of 800-1250 K in
vacuumed quartz ampoules. To create an equilibrium state in the alloys, they were thermally treated in vacuum ampoules
at a temperature of 800 K for 900 hours. The starting component crystallizes in rhombohedral syngonia of SbyTes
tetradymite type in the R3m space group, lattice parameters: a=4.383, ¢=30.487 A, and melting temperature: 895 K. The
compound Ho,Tejs crystallizes in orthorhombic syngonia in space group Pbb with lattice parameters: a=12.17, ¢c=8.606 A,
and melting temperature: 1643 K.

3. RESEARCH RESULTS AND DISCUSSION
HoSb-HoTe system. The thermal properties of the HoSb-HoTe system were studied using a W-W/Re thermocouple
in an argon atmosphere in a BTA-987 calorimeter in graphite crucibles. 2 endothermic effects were observed in all
thermograms. The structure of these compositions was studied by the X-ray diffraction method. The obtained X-ray
spectra are given in Figure 1.
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Figure 1. X-ray diffraction spectra of the HoSb-HoTe system: 1- HoSb, 2-65 mol%, 3-75 mol%, 4-100 mol% HoTe.

During the analysis of the X-ray diffraction spectra, it was determined that the X-ray spectra of the compositions
correspond to the mixture of the starting components. The microstructure analyzes of these compositions were studied
under a MIM-7microscope. The results of the microstructure analysis of HoSb-HoTe alloys are given in Figure 2.
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Figure 2. Microstructure of alloys of the HoSb-HoTe system: a) 20 mol%, b) 60 mol%, ¢) 80 mol% HoTe
The microhardness of the obtained compositions was also studied. It was determined that 2615 MPa corresponds to

the HoSb phase, and 2575 MPa corresponds to the HoTe phase. Thus, based on the obtained results, a phase diagram of
the HoSb-HoTe system was constructed (Figure 3).
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Figure 3. Phase diagram of the HoSb - HoTe system.
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As can be seen from Figure 3, the HoSb-HoTe system is a quasi-binary part of the Ho-Sb-Te ternary system and is
a simple eutectic type. The coordinates of the eutectic are 60 mol% HoTe and 1300 K. The existence of a homogeneous
field based on the primary components is practically not determined. A three-phase nonvariant equilibrium process
(Me—HoSb+HoTe) occurred in the eutectic.

HoTe-Sb system. Two endothermic effects were revealed during the thermal analysis of the HoTe-Sb system. This
indicates that a new phase has not formed in the system. To confirm this process, the structure of the ingredients was
studied by the X-ray diffraction method. The obtained spectra are shown in Figure 4. X-ray diffraction spectra show that
this composition consists of a mixture of starting materials.
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Figure 4. X-ray diffraction spectra of the HoTe-Sb system: 1- Sb, 2-40 mol%, 3-75 mol%, 4-100 mol% HoTe.

The microstructure analyses of these compositions were studied under a MIM-7microscope. The results of the
microstructure analysis of HoTe-Sb alloys are given in Figure 5.

a) b)
Figure 5. Microstructure of alloys of the HoTe-Sb system: a) 20 mol%, b) 50 mol%, c) 90 mol% Sb

The microhardness of the HoTe-Sb system was also investigated. When analyzing the obtained results, it was
determined that 750 MPa corresponds to Sb metal, and 2575 MPa corresponds to the HoTe combination.
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Figure 6. Phase diagram of the HoTe - Sb system

Based on the obtained results, a phase diagram of the HoTe-Sb system was constructed (Figure 6). It was determined
that the HoTe-Sb system is a quasi-binary section of the Ho-Sb-Te ternary system and is of a simple eutectic type. In the
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system, the eutectic is formed by the equilibrium reaction M«—HoTe+Sb. Eutectic coordinates: 90 mol% Sb and 850 K
are set. No solubility domain was detected in the system.

HoSb-Te system. The thermal properties of the HoSb-Te system were also studied. Based on the obtained DTA
spectra, it was determined that three endothermic effects are mainly observed in these compositions. To confirm this
process, the structure of the ingredients was studied by the X-ray diffraction method. The obtained spectra are shown in
Figure 7. X-ray diffraction spectra show that this composition consists of a mixture of starting materials.
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Figure 7. X-ray diffraction spectra of the HoSb-Te system: 1-HoSb, 2-30 mol%, 3-50 mol%, 4- 80 mol%, 5- 100 mol% Te

intensity

To study the surface structure of the HoSb-Te system, microstructure analyzes were carried out under the MIM-7
microscope. The results of microstructure analysis of HoSb-Te alloys are given in Figure 8.
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Figure 8. Microstructure of alloys of the HoSb-Te system: a) 20 mol%, b) 50 mol%, c) 90 mol% Sb

The microhardness of the HoSb-Te system was also investigated. Analyzing the obtained results, it was determined
that the microhardness of 650 MPa corresponds to Te chalcogenide, and the microhardness of 2615 MPa corresponds to
the HoSb compound.

Based on the results of the complex analysis, a phase diagram of the HoSb-Te system was constructed (Figure 9).
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Figure 9. Phase diagram of the HoSb - Te system
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As can be seen from Figure 9, the chemical interaction occurring in the system has a complex nature, and the system
is a non-quasi binary section of the Ho-Sb-Te ternary system and passes through the area of four subordinate triangles.

In the first part of the system (0-30 mol% Te) a nonvariant triple peritectic and triple eutectic equilibrium processes
were reflected:

850 K
M+HoSb «— HoSb, + HoTe
650 K
M «— HoSb, + HoTe+ Sb

In the second part of the system (30-50 mol % Te), only one ternary nonvariant eutectic equilibrium process occurs.

700 K
M «— HoTe+ Sb +Sb,Te;
The following 4-phase equilibrium processes take place in the third part (50-70 mol% Te) and the fourth part
(75-100 mol% Te) of the system, respectively.
900 K
M+ Ho,Te; «— HoSbTe;(S) + a

600 K
M «— Sb,Te; + Ho,Tes; + HoTe

900 K
M+Ho,Te; «— HoSbTe; (S) + a
850 K
M+S «— Ho,Tes + Sb,Tes

650 K
M+ Ho,Tes «— HoTes + Sb,Te;
725K
M «— Sb,Te; + HoTes + Te

Projection of the liquidus surface of the Ho-Sb-Te ternary system. The tranquillity of this triple system was carried
out. It was determined that the ternary system is divided into five subordinate systems: 1. HoSb-Ho-HoTe,
2. HoTe-Sb-HoSb, 3.HoTe-Sb-Sb,Tes, 4.Sb,Te;-HoTe-Ho,Tes, 5.Sb,Tes-Te-Ho,Tes. The studied internal cross-sections
- Sb,Tes-Ho,Tes, SbyTes-HoTe, HoTe-Sb, HoSb-HoTe, Sb,Tes-Ho, HoSb-Te and Sb-Te, Ho-Te, Ho-Sb binary systems
with the sides of the triangle, based on literature data and the theory of physico-chemical analysis, the projection of the
liquidus surface of the mentioned ternary system in the entire solidity range was established (Figure 10).

The nature of the interaction in the Ln-BY-X, BY-Sb, Bi, X-Se, and Te ternary systems studied in the order of
lanthanoids is of the same type. In all ternary systems, an incongruent melting compound containing LnBVX? and a
B?X3-based solid solution area of ~5-7 mol % is formed.

The liquidus surface of the system consists of crystallization areas of 13 phases bounded by 26 monovariant curves.
The temperature conditions of monovariant and nonvariant equilibrium processes occurring in the system are given in
Table 1. 14 nonvariant equilibrium processes occurred in the system, of which five are E;-Es triple nonvariant equilibrium
eutectic points, and nine are nonvariant P;-Pg peritectic equilibrium points.

P 40 Sb,Te,
at.%Te

Figure 10. Projection of the liquidus surface of the Ho-Sb-Te ternary system
1-Ho; 2- HosSbs; 3- Ho4Sbs ; 4-HoSb; 5-HoSbz; 6-Sb; 7-B; 8-B'; 9-n; 10-Sb2Tes; 11-HoTe; 12-a(HoTe+Ho2Tes); 13-HoaTes;
14-HoTes; 15-Te; 16-a; 17- HoSbTes(S).
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Table 1. Temperature conditions of monovariant and nonvariant processes occurring on the liquidus surface of the Ho-Sb-Te ternary system

Ne Equilibrium points and curves Reactions Temperature, K
1 El Mo Ho+a-Ho4Sb3+HoTe 650
2 Ex M—HoSbz +Sb+HoTe 750
3 Es M Sb+Sb.Tes +HoTe 600
4 E4 M < S + ShoTes +a 600
5 Es Mo TetHoTes + SbaTes 625
6 P M-+ a - Ho4Sb3«<> HosSb3+HoTe 950
7 P2 M+ B - HoaSbs«<>o - Ho4Sbs+HoTe 900
8 P3 M+HoSb—HoSb, +HoTe 850
9 Py M+ HoTes <»HoSbTe; +a 900
10 Ps M+HoSbTe; «»Ho2Tes+ SbaTes 675
11 Ps M+ HozxTes—HoTes+ SbaTes 725
12 P7 M+ SbaTesonp+HoTe 775
13 Pg M+n< B'+HoTe 720
14 Py M+Sb«p+HoTe 800

Isothermal lines were drawn every 100 K to monitor the course of monovariant curves in the system. (Figure 11).
It was determined that the subsolidus of the Ho-Sb-Te ternary system consists of 24 parts. 12 of them are three-phase,
and 12 are two-phase.

Ho

Ho,Sb,+Ho+p

Ho,Sb+Ho,Sb,+f
Ho,Sb,+Ho,Sb, +B

a+HoSb

HoSb+a+f

Sb+HoSb,+5

Sb 20 40 60 Sb. Tea 80 Te
at.%Te

Figure 11. Isothermal section of the Ho-Sb-Te system at 300 K

CONCLUSIONS

1. HoSb-HoTe, HoTe-Sb, and HoSb-Te systems were studied with complex methods of physico-chemical analysis
(DTA, RFA, MQA, microhardness and density determination methods) and phase diagrams were constructed.

2. According to the research results, it was determined that the HoSb-HoTe and HoTe-Sb systems are a quasi-binary
section of the Ho-Sb-Te ternary system, and the HoSb-Te system is a non-quasibinary section of the Ho-Sb-Te ternary
system.

3. The HoSb-Te section passes through the area of four subordinate triangles of the ternary system 1.HoSb-Sb-HoTe,
2.HoTe-Sb- Sb,Tes, 3.HoTe- SbyTe;- Ho,Tes, 4. SboTes-Te- HoyTes

4. Based on the research results of HoSb-HoTe, HoTe-Sb, and HoSb-Te sections, the liquidus surface of the Ho-Sb-
Te ternary system was established, and the coordinates and temperatures of the nonvariant equilibrium points were
determined.

5. A diagram of the isothermal section at 300K was constructed to monitor the processes in the solid phase of the
ternary system.
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JOCJIUKEHHSA XAPAKTEPUCTHAKA KPUCTAJIB TA XIMIYHOI B3AEMOIIT
B IMIOTPIHIN CUCTEMI Ho-Sb-Te
T.M. Lnbsicai®, H.III. Mamenosa®, ®.M. Caguros?, Pamis E. T'yceiinos®, F0.1. Amiep®?
“Bakuncekuii Oeporcasnuii ynieepcumem, baxy, AZ-1148, Azepbaiioxcan
bIuemumym gizuxu Minicmepcmea nayxu i océimu Asepbaiioscancoroi Pecnybnixu, Baxy, AZ-1143, Azepbaiioscan
“Azepbatioxcancokuil deporcasHuil nedazoeiunuil ynisepcumem, baxy, AZ-1000, Azepbaiiorcan
4 3axionoxacniticoxuii ynieepcumem, baxy, AZ-1001, Asepbatioscan

Jlnst BUBYCHHS XapakTepy XimMiunoi B3aemozii Ho BUKOpHCTOBYBaM KOMILIEKCHI METOAU (Di3UKO-XIMIYHOTO aHaNi3y: AU(epeHuiiHnit
tepmiuanii aHani3 (ATA), pearrenodazosuii ananiz (POA), mikpoctpykrypruii ananiz (MCA), a TakoK BUMipIOBaHHS TYCTHHH Ta
MikpoTBepaocTi. -Sb-Te moTpiiiHa cucTtema B ychoMy Jiama3oHi KoHmeHTpamiid mo maimsakax: 1. SboTes-HoxTes, 2. SboTes-HoTe,
3. HoTe-Sb, 4. HoSb-HoTe, 5. SbaTes-Ho, 6. HoSb-Te. Ilpoekuito moBepxHi JKBiXyCy HOTPiHOI CHCTEMH Ta JiarpaMH CTaHy
BHYTPIIIHIX Hepepi3iB MoOyA0BaHO 3a €KCIEPUMEHTAIFHUMH Ta JITepaTypHUMH JaHUMH A monsiaux cucrem: Sb-Te, Sb-Ho,
Ho-Te. Beranosneno, mo ainsaku (1), (2), (3), (4) € kBazibinapuumy, a (5), (6) — HexBa3iOiHAPHUMH TUITHKAMH TPIHKOBOT CUCTEMH.
V cucremi Sb2Tes-HozTes yrBoproeTses iHKOHrpyeHTHOIUIaBKa crioiayka HoSbTes i 3HalineHo ruronty TBepIux pO3uYHMHIB HAa OCHOBI
Sba2Tes ~ 3-5 mon.% mpu 300 K.
KurouoBi ciioBa: cucmema; po3pis; nikgioyc; keasioinapruil; HekeasioinapHui
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