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Two methods of using permanent NdFeB magnets and their impact on the sorption of radionuclides (Cs, Sr, Co) by clinoptilolite and
composite sorbents based on zeolites are discussed. Sorption processes were considered under dynamic conditions with liquid circulation.
No changes in sorption processes were observed when magnetic treatment was applied to solutions containing radionuclide ions. The
natural zeolite clinoptilolite and synthetic zeolites NaX and NaA were considered at this stage. In the work, clinoptilolite from the
Sokirnitske deposit in the Zakarpattia region of Ukraine was used. Ukraine possesses significant deposits of clinoptilolite. When magnets
were applied to the sorbent during the sorption process, an increase in cobalt sorption of 10% was observed for clinoptilolite, and strontium
sorption increased by 17%. The influence of a magnet on clinoptilolite is due to the presence of iron ions in the composition of clinoptilolite.
The iron content ranges from 0.9% to 2.5%. The composition of the composite sorbent included clinoptilolite and synthetic zeolite NaX.
No increase in radionuclide sorption was observed for composite sorbents, likely due to the presence of clinoptilolite in the sorbent
composition and the corresponding iron content. The analytical part of the study was carried out using the PIXE (Particle Induced X-ray
Emission) method on the analytical nuclear-physics complex "Sokil." The energy range of the accelerator was 200-2000 keV. The complex
made it possible to carry out all the main methods of analysis using ion beams. The targets were placed in the exit, at the Chamber for
PIXE. To excite the atoms of cesium, strontium, and cobalt a proton beam with an energy of Ep~1400 keV was used.
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The challenging conditions of modern times indicate a growing threat of technogenic accidents related to nuclear
energy. The causes of accidents can stem not only from technical failures associated with the operation of nuclear facilities
but also from armed conflicts near nuclear energy facilities and threats associated with the activities of terrorist groups.
Given these factors, there is an increasing demand for sorbents that can be used in nuclear energy. The main criteria for
the use of sorbents are the ratio of sorbent effectiveness to its cost. In such circumstances, the use of natural sorbents
comes to the forefront. One such sorbent is zeolites. However, the use of zeolites is associated with several limitations.
The first limitation is significant variations in composition depending on the location of the deposit and its depth. The
second limitation is the limited range of radionuclides that zeolites can absorb. A notable example of a natural zeolite is
clinoptilolite. Clinoptilolite exhibits high selectivity for cesium but lags in the sorption of other radionuclides. Therefore,
one effective approach to using clinoptilolite is the creation of composite sorbents by adding synthetic zeolites that do not
have the mentioned limitations. The application of synthetic zeolites is effective for the sorption of strontium and cobalt.

There are alternative methods to enhance the sorption properties of clinoptilolite besides creating composite
sorbents. Special attention is required for the use of zeolite activation methods, which can increase sorption properties
without a significant increase in the cost of sorbent production. Such methods include thermal activation and the activation
of sorbents using a magnetic field. The possibilities and results of thermal activation were discussed by us earlier.

The potential application of magnets to increase sorption has been explored by various authors [4].

When considering the possibility of magnetic activation of sorption processes, we chose permanent magnets as our
preferred option. This decision was influenced by factors such as the mobility of the sorption setup and the elimination
of the need to seek additional power sources for alternating current magnets.

The experiment was divided into two directions:

1. The influence of a permanent magnet on a solution containing radionuclides that was moving through a system
of pipelines.

2. The influence of a permanent magnet on the sorbent located in the sorption column.

The impact of the permanent magnet on the solution involved placing the magnet on the pipeline of the sorption
setup. As a result, cesium ions present in the solution and moving through the pipeline system of the sorption setup were
subjected to the influence of magnetic fields. This was expected to enhance the interaction of polarized ions with the
exchange centers of the sorbent.

Another approach involved the continuous influence of magnets on the sorbent. The idea of the magnetic influence on
the sorbent is related to the composition of natural zeolite (clinoptilolite). According to existing literature and based on the
data we obtained; iron is part of the composition of clinoptilolite. The continuous influence of a magnetic field should
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polarize the iron ions that are part of clinoptilolite's composition. Some authors conduct additional synthesis of zeolite to
increase the magnetic influence on clinoptilolite. This synthesis involves additional treatment of zeolite intending to increase
the iron content. In our work, we did not perform additional treatment and used zeolite with its natural iron content. The
Fe;Os content is 0.9%. Some aluminum atoms in the clinoptilolite structure are replaced with iron atoms (Figure 1).
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Figure 1. Structure of clinoptilolite with the substitution of aluminum ions by iron ions

It should be noted that synthetic zeolites do not contain iron in their composition unless specified by the synthesis
conditions. The synthetic zeolites considered in the study do not contain iron in their composition.

The study examined two mechanisms of the influence of permanent magnets on the sorption of radionuclides by
clinoptilolite and composite sorbents.

The first mechanism investigated the effect of permanent magnets on a solution containing radionuclides. The
influence of magnets was expected to enhance the polarization of radionuclide ions and increase their sorption when
interacting with the exchange centers of zeolites.

The second mechanism studied the influence of permanent magnets on clinoptilolite due to the presence of iron ions
in its composition.

All experiments were conducted without protection from the Earth's magnetic field, which generally ranges from
2.5-10° T (at the magnetic equator) to 6.5:10”° T (at the geomagnetic poles). With knowledge of the distribution, it is
possible to determine the intensity of the magnetic field at the research location for sorption. However, the magnetic field
created by the NdFeB magnet is 1.26 T, which is significantly higher than the Earth's magnetic field, and therefore, the
latter was not considered.

MATERIALS AND METHODS
Research Objects

Experiment Objects and Materials As sorbents, natural zeolite (clinoptilolite), synthetic zeolite NaX, and zeolite
NaA were used. In the work, clinoptilolite from the Sokirnitske deposit in the Zakarpattia region of Ukraine was used.
Ukraine possesses significant deposits of clinoptilolite. Additionally, the following sorption compositions based on
zeolites were utilized:

1. Clinoptilolite - 100% + Zeolite NaX - 0% (CISZ_1).

2. Clinoptilolite - 50% + Zeolite NaX - 50% (CISZ_2).

3. Clinoptilolite - 25% + Zeolite NaX - 75% (CISZ_3).

NdFeB magnets manufactured by NSC KIPT [10,11] were used as permanent magnets.

Cesium, strontium, and cobalt nitrates were used as contaminating substances.

EXPERIMENT ON DYNAMIC SORPTION WITH THE PLACEMENT OF MAGNETS ON THE PIPELINE
The design of the setup for dynamic sorption, which had been used previously, was modified to accommodate the
use of magnets [12].
Before the solution passed through the sorption column on the
} pipeline, two magnets were installed (Figure 2). The pipeline had a
‘ /i diameter of 16 mm, and two square magnets, each measuring

30x30 mm with a magnet thickness of 6 mm, were installed on the
| pipeline. The magnetic force of these magnets was approximately
. 13 kg, with a residual magnetic induction of 1.22 - 1.26 T. The
magnet's grade was N38. Using this setup design, 40 cycles of
sorption were conducted with clinoptilolite and synthetic zeolites
NaX and NaA.

EXPERIMENT ON DYNAMIC SORPTION WITH
MAGNETS PLACED ON THE SORPTION COLUMN

In the second scheme, a magnet was used to activate the iron
that is part of clinoptilolite, resulting in a change in the material
used for the sorption column (plastic). Taking into account that the
magnet may affect the pump, the positioning of the sorption column
relative to the pump was changed (Figure 3). For magnetic
Figure 2. Sorption setup scheme: 1 - sorption column, ~ treatment, two magnetic discs were used, which were positioned
2 —-pump, 3 - measuring cylinder, 4 - collection  around the sorption column filled with sorbent. For a greater impact
reservoir, 5,6 - supply and drain valves, 7 - air supply ~ of the magnets, the sorption column was made of polymer
tube, 8 - magnets materials. The external diameter of the sorption column was 16
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mm. The magnetic discs had an inner diameter of 16 mm, an outer diameter of 40 mm, and a magnet thickness of 10 mm.
The magnetic force of the magnet was approximately 13 kg, with a residual magnetic induction of 1.22 - 1.25 T, the
coercive force from magnetization >955 kA/m, and a grade of N38.

> > PREPARATION OF TARGETS
Jf To prepare the targets, a carbon substrate made from
| 3 carbon rods was used. The carbon substrate had the shape
I / of a rectangle with dimensions of 10 mm in length, 5 mm
‘ in width, and 2 mm in thickness. A solution containing a
5 mixture of cesium, strontium, and cobalt isotopes was
applied to the carbon substrate in an amount of 0.05 ml
and dried by heating to 35°C. The solution was applied
using an adjustable volume automatic pipette.

4 ANALYTICAL PART OF THE EXPERIMENT

The analytical investigations of Co, Sr, and Cs

h content were performed using the PIXE method (Particle

Induced X-ray Emission). The analytical part of the work

was carried out at the analytical nuclear-physical complex

"Sokil" [13]. The energy range of the accelerator was 200-

2000 keV. Targets were placed in a cassette located in the

irradiation chamber. Before conducting measurements, a

6 vacuum was created in the chamber with a pressure of 10°

4 Pa. To excite characteristic X-ray radiation (XRR) of Cs,

Fi . . . . Sr, and Co atoms, a proton beam with a current of 200 nA

igure 3. Sorption setup scheme: 1 - sorption column with .

magnet, 2 - pump, 3 - measuring cylinder, 4 - collection and an energy of 1490 .keV was us.ed.[12, 14, 15]. A.t this

reservoir, 5,6 - supply and drain valves, 7 - air supply tube energy, the characteristic X-ray radiation of the L-series of

cesium atoms and the K-series of strontium and cobalt is

effectively excited. Measurement of characteristic X-ray radiation was carried out using the XR-100CR Si-pin X-ray

detector. The detector was located outside the irradiation chamber at a distance of 7 cm from the target, at an angle of

135° to the direction of the proton beam. XRR exited the chamber through a 25 pm thick beryllium foil window. In

previous studies to determine the content of cesium, strontium, and cobalt ions, for the optimization of spectrometric

conditions for XRR spectra formation, a collimator with hole diameters of @ 1.5 mm and polyethylene absorbing films
150 pum thick were used [12, 14, 15]. X-ray spectra were processed using the WinQXAS code.

RESULTS AND DISCUSSION
To determine the sorption properties, a sorption coefficient was used to quantitatively assess the interaction of
clinoptilolite and composite sorbent with radionuclides. The sorption coefficient (Sorption, %) was calculated using the
following formula (1):
_ (Co=Ceq)-100%

Sorption, % = ——_—— (1)

where C, and Cq are the initial and equilibrium concentrations of the solution, mg/ml.

INFLUENCE OF A PERMANENT MAGNETIC FIELD ON THE SOLUTION

The research aimed to investigate the effect of magnets on a cesium solution during sorption by zeolites in dynamic
conditions. The solution was circulated through the setup while being exposed to the magnetic field of the magnets.
Analysis of the sorption properties of natural and synthetic zeolites was conducted for their potential use in nuclear energy
for the immobilization of high-level radioactive waste. The obtained data indicates that the introduction of magnets into
the sorption scheme leads to a 1% change in sorption, which falls within the experimental error of -5%. The sorption
process for clinoptilolite in dynamic conditions consists of two stages: rapid and slow. The rapid stage occurs from the
1st to the 30th sorption cycle and is characterized by a quick increase in the sorption coefficient. This is associated with
the establishment of partial sorption equilibrium in the solution-adsorbent system. The slow stage of sorption takes place
from the 30th to the 40th sorption cycles and is characterized by a gradual increase in the sorption coefficient. It was
found that sorption equilibrium for clinoptilolite is achieved after 30 sorption cycles (Figure 4). The maximum value of
the sorption coefficient after 30 sorption cycles is 82.46% when using clinoptilolite and 81.50% when using clinoptilolite
with magnetic treatment of the solution.

Next, the data for cesium sorption by synthetic zeolites was examined. For zeolite NaX, saturation is achieved after
20 sorption cycles (Figure 5). The fast sorption stage occurs from the 1st to the 20th cycle. The sorption coefficient for
zeolite NaX is 82.45% when using only zeolite NaX and 83.40% when using zeolite NaX with magnetic treatment of the
solution.
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For zeolite NaA, saturation occurs after 10 sorption cycles (Figure 6). The fast sorption stage occurs from the Ist to
the 10th cycle. The sorption coefficient after completing the fast stage is 68.15% when using only zeolite NaA and 69.30%
when using zeolite NaA with magnetic treatment of the solution.
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Figure 4. Kinetic Sorption Curves of Cesium by Clinoptilolite  Figure 5. Kinetic Sorption Curves of Cesium by Zeolite NaX in
in Dynamic Conditions. B - pure sorbent; C- sorbent with Dynamic Conditions. B - pure sorbent; C - sorbent with
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The use of magnets on the pipeline during dynamic sorption of cesium by zeolites does not lead to significant
changes in sorption and falls within the experimental error. Zeolite NaA did not exhibit significant sorption values. Further
research considered the influence of clinoptilolite and composite sorbents based on clinoptilolite and synthetic zeolite
NaX in different ratios. Synthetic zeolite NaX showed good sorption properties.

EFFECT OF A PERMANENT MAGNETIC FIELD ON THE SORBENT

According to available data, in clinoptilolite, a portion of aluminum ions is replaced by iron ions. The iron content
ranges from 0.9% to 2.5%. Therefore, magnetic fields can have a significant impact on the sorption properties of
clinoptilolite. With this in mind, significant changes were made to the sorption setup (Figure 3). The sorbent was placed
in a plastic sorption column, and an external magnet, affecting the zeolites inside the column, was located on the outer
diameter of the sorption column. The results for a mixture of isotopes and different sorbents are presented in Figures 7-9,
and a comparison of sorption with and without the magnet is provided in Table 1. The results in Figures 6-8 indicate that
the influence of a permanent magnetic field on the sorbent exhibits unexpected characteristics, resulting in non-typical
jumps in the sorption of the examined isotopes for composite sorbents. One of the reasons is the presence of isotopes
(ions) in the solution with different atomic radii, which significantly affects the mobility of ions and their distribution in
sorption structures. For clinoptilolite, when subjected to the influence of a permanent magnetic field during dynamic
sorption, there is an increase in Ks (cobalt) by 10% and Ks (strontium) by 17%, with a 9% decrease in Ks (cesium). For
composite sorbents, considering the reduced portion of clinoptilolite (down to 50% and 25%), as well as the changes
introduced in the sorption setup (Figure 3), a decrease in sorption indicators is observed. This is related to the contribution
of clinoptilolite to the composite sorbents. An increase in the proportion of clinoptilolite leads to enhanced sorption
properties of the sorbent for cobalt and strontium. This is because clinoptilolite contains iron oxides, which, unlike
aluminum, are significantly affected by the permanent magnetic field.
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Figure 7. Kinetic curves of the sorption of a mixture of isotopes
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Table 1. Influence of a permanent magnetic field on the sorption properties of clinoptilolite and composite sorbent

Sorption coefficient (Sorption, %)

Sorbent Sorption Cycles Cobalt Cesium Strontium
Clinoptilolite (CISZ 1) 80 48+1.4% 814+2.4% 34+1.0%
Clinoptilolite (CISZ 1)+ magnet 80 58£1.7% 70+£2.1% 51£1.5%
Clinoptilolite -50+zeolite NaX -50 (CISZ 2) 80 79+2.4% 80+2.4% 70+2.1%
Clinoptilolite -50+zeolite NaX -50 (CISZ_2) +magnet 80 52+1.5% 58+1.7% 57£1.7%
Clinoptilolite -25+zeolite NaX -75 (CISZ 3) 80 71£2.1% 65+1.9% 66+2.0%
Clinoptilolite -25+zeolite NaX -75 (CISZ 3) + magnet 80 50+1.5% 60+1.8% 27+0.8%
CONCLUSIONS

Experiments were conducted to determine the dynamic sorption under the influence of a permanent magnetic field
of the NdFeB magnet, which acted on both the solution and the sorbent.

It was established that the influence of a permanent magnetic field of the NdFeB magnet on the cesium solution
moving in the pipeline during dynamic sorption did not increase the sorption coefficients of zeolites. This is because the
parameters of the experiment considered in the work (the magnet and the flow rate of the solution) require further research
and clarification.

The second part of the work aimed to determine the influence of the magnetic field of NdFeB magnets on the sorbent
located in the sorption column. It was found that clinoptilolite, under the influence of a permanent magnetic field, changes
its sorption properties due to the presence of iron ions in its composition. An increase in the sorption coefficient for cobalt
by 10% and strontium by 17% was observed.

For composite sorbents, there were no changes in sorption under the influence of the permanent magnetic field of
the NdFeB magnet. This is because the portion of clinoptilolite in the composition of the composite sorbent with a certain
iron content is significantly lower than in pure clinoptilolite. In the composite sorbents considered, the percentage of
clinoptilolite was 50% for the CISZ_2 sorbent and 25% for the CISZ_3 sorbent.
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BILIMB MATHITHOI'O I1OJIS HA COPBIIIO PATIOHYKJIIIB KIITHONTHUJIOIITOM TA KOMITIO3ULIIMHUM
COPBEHTOM HA OCHOBI HEOJIITIB
Ourekciii 1O. Jlonin, Bosogumup B. JleBenenus, Ouexcanap M. bosaa
Hayionanvruti nayrxoeuil yenmp «Xaprigcokuti (hizuxo-mexHivHutl iHCmunymy,

1, éyn. Axademiuna, 61108, Xapxis, Ykpaina
B pobori po3risimaethes Ba MeToza BUKopucTanHs noctiiinux martitieB NdFeB Ta ix BrumB Ha cop6iito pagionykiiais (Cs,Sr,Co)
KIIIHOTITHJIONITOM Ta KOMIO3UIIHHUMH COpOCHTaMH Ha OCHOBI IieoniTiB. CopOuUiiiHi mporecH po3misiaainucs B JUHAMIYHAX yMOBax 3
LUpKyiLieto pimuay. [Ipu MarHiTHIA 06po01Lli po3YrHIB, 110 MICTATH I0HH PaAiOHYKITI/IB, 3MiH y COPOLIHHIX MPOLecax He CIIOCTePirauocs.
Ha mipomy eTamni po3misiganucst MpUpOIHUH HEOMIT KIHONTHIOMIT 1 cuaTeTHYHI neomiti NaX i NaA. ¥ poOoTi BUKOPHCTAaHO KITIHONTHJIONIT
COKMPHHUIIEKOTO POIOBHINA 3aKaprarchkol o0macti Ykpainu. B Ykpaini € 3HauHI MOKIau KIiHONTIWIONITY. [Ipy 3acTocyBaHHI MarHitiB 10
copbeHTy B Iporieci copOmil croctepiranocst 30UIbIeHHs copOLii KoOasTy M KiniHonTmwionity Ha 10%, a cop6uii crpoHmito — Ha 17%.
BB MarHity Ha KIIHONTHIONIT OOyMOBJICHHH HAsBHICTIO B CKJIafll KIIHONTHIONITY 10HIB 3ami3a. Bmict 3ami3a komuBaetses Bix 0,9% 1o
2,5%. J1o cKi1aty KOMITO3UIIIHHOTO COPOEHTY BXOMIIIM KIIIHONTHIONIT Ta cHTeTHYHHH 1ieorit NaX. 3011bIeH s copOLii patioHyKIIiIiB 1t
KOMIIO3UTHUX COPOGHTIB He CIIOCTEpirajocs, HMOBIPHO, Yepe3 HassBHICTb y CKJIajli COPOSHTY KIIIHONTUIIONITY Ta BiAOBITHOTO BMICTY 3aJ1i3a.
AHanmiTHYHY YacTUHY HociiukeHHs BukoHaHo MeronoM PIXE (Particle Induced X-ray Emission) Ha aHamitidHOMY siIepHO-(i3HIHOMY
xomiutekci «Coximy. EHepretrunpii riana3on nprckoproBada cranoBiB 200-2000 keB. Komruieke 103B0MsB IPOBOIUTH BCi OCHOBHI METOIN
aHai3y 3a IOIOMOTIOI0 I0HHUX IpoMeHiB. Llimi Oymm po3wmimeHi Ha Buxoxi, y kamepi st PIXE. [l 30ymkeHHS aTOMIB 1I€3i10, CTPOHLIIO Ta
KOOAJIETY BUKOPHCTOBYBABCS ITy4OK NPOTOHIB 3 eHeprieto Ep~1400 keB.
KurwouoBi ciioBa: kainonmunonim, cunmemuunull yeonim, OUHAMIYHA cOpOYis, ye3ill;, CMPOHYIl, NOCMIUHUL MASHIM



417

EasT EUROPEAN JOURNAL OF PHYsIcs. 1.417-425 (2024)
DOI:10.26565/2312-4334-2024-1-44 ISSN 2312-4334

INVESTIGATION OF TEMPERATURE AND CHANNEL DIMENSION EFFECTS
ON CMOS CIRCUIT PERFORMANCE

Zitouni Messai®, Abdelhalim Brahimi®*®, ®Okba Saidani®, Nacerdine Bourouba®,
Abderrahim Yousfi**
@ ETA Laboratory, Department of electronics, Faculty of technology, University Mohamed El Bachir
El Ibrahimi of Bordj Bou Arréridj-34030, Algeria
b LIS Laboratory, Department of electronics, Faculty of technology, University Ferhat Abbas Sétif 1, Sétif-19000, Algeria

*Corresponding Author e-mail: Abderrahim.yousfi@univ-bba.dz
Received October 27, 2023; revised November 29, 2023; accepted December 7, 2023

This paper presents the impact of temperature variations and alterations in transistor channel dimensions on CMOS (Complementary
Metal-Oxide-Semiconductor) circuit technology. To facilitate this investigation, we first identified critical parameters characterizing
the device's performance, which could exhibit susceptibility to these influences. The analysis encompassed critical metrics such as the
transfer characteristic, drain current, logic levels, inflection points, and truncation points. These parameters enabled us to validate the
results obtained from the PSPICE simulator, which demonstrated unequivocal effectiveness. Notably, our simulation results unveiled
significant effects resulting from a wide temperature range spanning from -100°C to 270°C, offering valuable in-sights into thermal-
induced failures. Additionally, the influence of channel dimension changes on factors like drain current and transfer characteristics, as
well as temporal parameters including signal propagation delay and rise and fall times, were meticulously examined and appreciated.
Key words: CMOS,; Channels dimensions; Temperature; PSPICE
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1. INTRODUCTION

CMOS (Complementary Metal-Oxide-Semiconductor) technology stands as a cornerstone of modern electronics
and integrated circuits, transforming the landscape of semiconductor electronics [1-2]. It has ushered in a new era
of innovation, impacting the design and operation of electronic devices, from microprocessors in computers to sensors
in smartphones and beyond [3]. At its core, CMOS leverages the unique properties of complementary transistor pairs,
combining p-type and n-type transistors to create highly efficient and low-power digital logic circuits [4-5]. This
complementary behavior results in minimal power consumption during idle states, rendering CMOS ideal for
battery-powered and energy-efficient devices [6]. Beyond its energy efficiency, CMOS's scalability to ever-shrinking
transistor sizes has been instrumental in advancing computational power in accordance with Moore's Law [7].
Furthermore, CMOS's reliability, noise immunity [8], and compatibility with various semiconductor materials have
solidified its position as the backbone of the semiconductor industry [9-10]. The performance and behavior of CMOS
devices and circuits are significantly affected by two pivotal factors: temperature and channel dimensions [11-12].
Precisely managing these variables is essential for optimizing integrated circuit operation, as they wield substantial
influence over device characteristics, power consumption, and overall circuit performance [13]. Temperature exerts a
profound impact on CMOS devices; as temperature rises, the electrical resistance of materials tends to decrease,
affecting transistor performance [14-15]. Elevated temperatures can result in increased leakage currents in transistors,
reducing efficiency and potentially compromising reliability [16]. Conversely, low temperatures can decelerate
transistor response times [17]. To mitigate these effects, CMOS engineers must diligently implement thermal
management techniques to ensure devices function within designated temperature ranges [18-19]. The dimensions
of the transistor's channel region play a fundamental role in CMOS technology. Altering these dimensions can
significantly impact transistor behavior. Scaling down channel dimensions, a common practice in advanced CMOS
nodes, allows for greater transistor density on a single chip, enhancing computational power while reducing power
consumption [20]. However, smaller dimensions introduce challenges, including increased leakage currents,
short-channel effects, and variability in transistor performance [21]. Engineers must strike a delicate balance when
resizing channel dimensions to ensure that the benefits of miniaturization outweigh the drawbacks [22-23].
Understanding the implications of temperature and channel dimensions on CMOS technology is imperative
for optimizing the performance, power efficiency, and reliability of semiconductor devices. Engineers and researchers
continually strive to discover innovative solutions to manage temperature effects and harness the advantages of altering
channel dimensions as CMOS technology progresses [24].

This paper aims to investigate the impact of temperature and geometric alterations on CMOS inverter behavior.
To facilitate this study, it is imperative to delineate the parameters that characterize device performance and exhibit
susceptibility to these influences. The analysis will encompass key parameters, such as the transfer characteristic, drain
current, logic levels, propagation delay, and rise and fall times.
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2. STATIC STUDY OF CMOS
2.1. DC results
PSPICE empowers users to craft and virtually replicate

R1
MbreakP AN ——— electr.onllc circuits within a computer—bas.ed env1ronm§nt,
- 1k functioning as a robust framework for creating and assessing

5v

\18 circuit diagrams [25]. It embraces a broad spectrum of circuit
vouT

configurations, spanning analog and digital domains, thereby
VIN M1
Vi =

T

MR Users wield the flexibility to input component specifications, forge

= circuit connections, and apply voltage sources, thus enabling
: a profound analysis of circuit responses under diverse operational
conditions [26]. PSPICE's capabilities extend to the simulation
of transient reactions, the execution of steady-state AC
assessments, and the exploration of diverse circuit attributes,
thereby providing invaluable assistance in enhancing the
comprehension of circuit behavior and performance [27].
To exemplify the utilization of the SPICE program, we have designed a CMOS inverter. In Figure 1, you can discern the
incorporation of a DC input voltage spanning the range from OV to 5V.

facilitating comprehensive scrutiny prior to any physical assembly.
MbreakN

Figure 1. CMOS inverter circuit in static mode.

2.2. The transfer characteristic
As we sweep the input voltage, Vin, across a range from 0V to 5V, while keeping the inverter at its default operating
conditions and an ambient temperature of 27°C, we observe a corresponding output voltage response that transitions from
5V to OV. Notably, this voltage shift displays an inflection point precisely at the midpoint, where both input and output
voltage levels equate to 2.5V, as visualized in Figure 2. Concurrently, the current flowing through the inverter, denoted
as Id, exhibits a value of 60pA, illustrated in Figure 3.
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Figure 2. The transfer function Vout =f (Vin). Figure 3. The drain current (Id) of CMOS.

2.3 The temperature effect on CMOS
2.3.1 The effect on the transfer function
When we adjust the temperature of the circuit, both below and above the ambient temperature of 27°C (Figure 4),
as detailed in Table 1, we observe a subtle alteration in the transfer functions, where Vout is a function of Vin. This
deviation is especially noticeable in the region where the NMOS transistor's behavior is prominent, differing notably from
the reference curve indicated in green [28].
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Figure 4. The temperature effect on the transfer function
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Table 1. The difference in Idpeak variation as a function of temperature

Temperature (°C) -100 -50 -20 0 27 50 100 200 270
Idpeak (nA) 118.51 84.353 72.496 66.357 | 59.558 | 54.804 | 46.814 36.42 | 44.316
Aldpeak(pA) 58.952 24.792 12.938 6.799 0 4.754 12.744 | 23.138 | 15.242

We note that the maximum drain current (Idpeak) varies with the variation in temperature with a significant difference.

2.3.2. The effect on the drain current:

As depicted in Figure 5, an interesting trend becomes apparent: the peak current, Idpeak, exhibits an inverse
relationship with temperature. When the temperature decreases, Idpeak increases, and vice versa. Remarkably, the shape
of this relationship remains consistent, with the peak current consistently centered around a voltage Vgs of 2.5V [29]. It's
worth noting an exception to this pattern, occurring at the extreme temperature of T =+270°C, where the curve originates
with an initial current, Id0, measuring 13.755pA. This initial current serves as the starting point for calculating the
incremental changes, as documented in Table 1.
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Figure S. The temperature effect on the drain current.

2.4. The effect of geometric alteration on CMOS
2.4.1. The effect on the drain current
By altering the dimensions of the NMOS transistor channel, specifically the length (referred to as "L") and the width
(referred to as "W"), we can observe corresponding variations in two critical parameters: the peak current, Idpeak, and
the inflection point. These changes are visually represented in Figures 6 and 7, and their precise values are documented
in Table 2 for reference [30].
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Figure 6. The transfer function Vout =f (Vin) Figure 7. The drain current (Id) of CMOS.

The alteration of the dimensions, namely the width and length, of the NMOS transistor channel has a notable impact
on the transfer function of the CMOS circuit. It's evident that this influence causes a lateral shift in the output signal curve
(Vout = f(Vin)) when compared to the reference signal (depicted as the green curve) [31]. Specifically, an increase in the
width-to-length ratio of WN/LN prompts the curve to shift to the left of the reference, while a decrease in this ratio results
in a shift to the right [32]. This shift of the curve corresponds to changes in the inflection point, leading to slight differences
in the values of the truncation points, which are detailed in Table .2. Additionally, we observe a noteworthy pattern in the
behavior of the maximum drain current, Idpeak. As the WN/LN ratio increases, Idpeak also experiences an increase, and
its curve shifts to the left of the reference [33]. Conversely, a decrease in the WN/LN ratio causes Idpeak to decrease, and
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its curve shifts to the right relative to the reference curve. This further highlights the significance of the WN/LN ratio in
shaping the performance characteristics of the CMOS circuit [34].

Table 2. The maximum drain current Idpeak and the inflection point variation as a function of geometric alteration.

WN/LN 2/5 2/3 1 32 5/2
Idpeak (nA) 36.00 48.60 59.559 72.60 90.25
Inflection point (V) (3.1;2.5) | (2.7;2.5) | (2.552.5) | (2.2;2.5) | (1.952.5)
2.4.2. Change in PMOS

By adjusting the dimensions of the channel in the PMOS transistor, specifically its length ("L") and width ("W"),
we can observe corresponding alterations in two key parameters: the peak current (Idpeak) and the inflection point. These
variations are visually represented in Figures 8 and 9, and their precise values are documented in Table 3 for reference.
To explain further, changing the dimensions of the PMOS transistor channel influences the behavior of the circuit. This
leads to shifts in the curve representing the circuit's output signal (Vout = f(Vin)) concerning the reference signal [35].
The direction of this shift depends on whether the width-to-length ratio (WP/LP) increases or decreases [36]. These shifts
correspond to changes in the inflection point and may result in minor differences in the values of the truncation points.
This data is detailed in Table 3.
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Figure 8. The transfer function Vout =f (Vin) Figure 9. The drain current (Id) of CMOS

As we modify the dimensions of the PMOS transistor channel, specifically the length (LP) and width (WP),
a significant influence becomes evident. When we decrease the width-to-length ratio (WP/LP) by a factor of 1, there is
a discernible shift in the output signal curve (Vout = f(Vin)) to the left compared to the reference curve [37]. This shift in
position includes variations in the location of the inflection point, which can change under different conditions, or it may
shift back towards the right. Additionally, this adjustment also impacts the positions of the high and low truncation points.
What’s particularly interesting is the behavior of the maximum drain current (Idpeak). When the WP/LP ratio increases,
Idpeak experiences an increase, but this time, its curve shifts to the right relative to the reference. Conversely, a decrease
in the WP/LP ratio by 1 results in a decrease in Idpeak, and the curve shifts left, in contrast to the behavior of the NMOS
transistor. This observation underscores the inverse relationship between the WP/LP ratio and the behavior of PMOS and
NMOS transistors [38].

Table 3. The maximum drain current Idpeak and the inflection point variation as a function of geometric alteration.

WN/LN 2/5 2/3 1 312 512
Idpeak (pA) 36.10 48.40 59.558 | 72.90 90.00
Inflection point (V) (1.9:2.5) | (22:2.5) | (2.52.5) | (2.7:2.5) | (3.1;2.5)

2.4.3. Change in NMOS and PMOS

When we concurrently vary the dimensions of both the NMOS and PMOS transistors' channels, including their
lengths (LN and LP) and widths (WN and WP), a distinct phenomenon emerges in contrast to the previous scenarios.
Notably, the maximum drain current, Idpeak, for the CMOS inverter consistently decreases as these dimensions are
altered. However, this decrease is accompanied by a shift in the Idpeak curve to the right of the reference curve if the
ratio BN/BP decreases by 1, and to the left if it increases. Furthermore, the curve representing the output voltage
(Vout = f(Vin)) also undergoes shifts when BN/BP is modified [39]. If BN/BP increases, the curve shifts to the left of the
reference, and conversely, it moves back to the right. These shifts affect the inflection point, as well as the high and low
truncation points, all while preserving the characteristic shape of the curve, with no deformations. This phenomenon
indicates that each transfer function has a distinct threshold in comparison to the others due to the varying size ratio of
the PMOS and NMOS transistors, BN/BP, in different transfer functions [40]. As this ratio increases, the threshold of the
CMOS inverter decreases, influencing its performance characteristics (Figures 10 and 11).
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Figure 10. The transfer function Vout =f (Vin)

Figure 11. The drain current (Id) of CMOS

Table 4. The maximum drain current Idpeak, the inflection points and truncation points variation as a function of geometric alteration

BN = WN/LN 2/5 2/3 2/5 1 372 32 512

BP = WP/LP 52 32 2/5 1 372 2/3 2/5
BN/BP 0.16 0.44 1 1 1 2.25 6.25
Idpeak (nA) 49.00 56.64 59.56 59.56 59.56 57.714 49.00
Inflection point (V) 3.60 2.99 2.5 2.5 2.5 1.94 1.35
Maximum (3.21;4.40) | (2.5;4.31) (1.7;4.5) (1.7;4.5) (1.7;4.5) (1.16;4.56) (0.58;4.75)
truncation point (V)

Minimum truncation | (4.24;0.42) | (3.72;0.52) (3.10;0.63) (3.10;0.63) (3.10;0.63) (2.62;0.61;) | (1.71;0.60)
point (V)

3. DYNAMIC STUDY OF CMOS
3.1. Simulation circuit
To further investigate this study, we utilized the PSPACE design program to conduct experiments with a CMOS inverter.
These experiments involved applying an AC input voltage spanning from 0V to 5V, as visually represented in the Figure 12.

3.2. The default output signal
Throughout these simulations, a constant temperature of 27 °C was maintained, and the CMOS configuration
remained at its default state, with a width-to-length ratio (W/L) of 1. It's important to note that we employed an inverted
CMOS circuit, which means that the output response exhibits an inversion compared to the input signal. The input signal
is represented by the red curve, while the green curve corresponds to the output signal (Figures 13).

3.2.1. Rise times and propagation delays:

During signal transitions in a circuit, both the NMOS and PMOS transistors conduct simultaneously, resulting in
increased power dissipation. The dissipation is most pronounced when both transistors reach the saturated state, which is
undesirable due to the elevated power consumption. To mitigate this issue, it is essential to enhance the rise and fall times
of the signals, which are the durations taken for the transitions from low to high and high to low states, respectively.
Reducing these times helps minimize power dissipation during transitions [41]. Additionally, the propagation delay,
which represents the time it takes for an input change to affect the output, is a critical parameter that needs careful
consideration as it significantly impacts the circuit's overall performance and efficiency (Figure 14).

3.3 The temperature effect

In our exploration of temperature's influence on CMOS, we systematically manipulated temperature settings across a wide
range, encompassing temperatures from -100°C to the maximum temperature at which CMOS exhibits a reaction, 270°C, as
depicted in Figure 15. The impact of temperature on CMOS performance is indeed significant. To illustrate, in terms
of propagation delay, a clear trend emerges: higher temperatures correspond to reduced propagation delays, while lower
temperatures lead to their increase. Similarly, when considering the rise and fall times of signals, elevated temperatures prompt
shorter times, implying faster transitions between logic levels. This phenomenon is likely attributed to an enhancement in carrier
mobility, facilitating the swifter movement of charges within the transistors [42]. Conversely, lower temperatures extend the
rise and fall times, resulting in slower transitions. This can be attributed to a reduction in carrier mobility under colder conditions.

3.4. The effect of geometric factors (W and L)
3.4.1. Change in NMOS
In Figure 16, we observe the impact of altering the geometric characteristics (specifically, the width, W, and
length, L) of the NMOS transistor on the behavior of the CMOS inverter. Notably, an increase in the size of the NMOS
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transistor, indicated by a higher W/L ratio, has a beneficial effect on the circuit. It reduces the propagation delay,
enhancing the inverter's speed. Additionally, with respect to rise and fall times, an increase in the W/L ratio of the NMOS
transistor leads to shorter rise and fall times for signals [43]. This implies that transitions between logic levels occur more
swiftly, contributing to improved overall performance.
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3.4.2. Change in PMOS
As demonstrated in Figure 17, we investigate the influence of altering the geometric parameters (specifically, the
width, W, and length, L) of the PMOS transistor on the CMOS inverter. Upon careful examination of the graphical results,
it becomes evident that the PMOS geometric factors (W and L) exhibit no discernible impact on the CMOS inverter
concerning key performance aspects such as propagation delay and rise/fall times. In other words, variations in the PMOS
transistor's geometric characteristics do not yield significant changes in these parameters.
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Figure 16. The change in NMOS geometric factors effect on Figure 17. The change in PMOS geometric factors effect on
CMOS CMOS.

3.4.3. Change in NMOS and PMOS
Figure 18 provides a comprehensive visual representation of the impact of altering both NMOS and PMOS transistor
geometric parameters, specifically width (W) and length (L), on the CMOS inverter. A notable observation emerges: the
geometric characteristics of the NMOS transistor play a pivotal role in influencing the temporal parameters of the CMOS
circuit, while the geometric factors of the PMOS transistor do not appear to have a discernible effect on CMOS [44].
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Consequently, the curves depicted in Figure 18 closely resemble those in Figure 16, reinforcing the notion that the NMOS
transistor's geometric attributes are the primary drivers of temporal changes in the CMOS inverter.
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Figure 18. The change in NMOS and PMOS geometric factors effect on CMOS

4. CONCLUSION

In summary, this study investigates the impact of temperature variations and alterations in transistor channel
dimensions on CMOS (Complementary Metal-Oxide-Semiconductor) circuit technology. To facilitate this investigation,
we first identified critical parameters characterizing the device's performance, which could exhibit susceptibility to these
influences. The analysis encompassed critical metrics such as the transfer characteristic, drain current, logic levels,
inflection points, and truncation points. These parameters enabled us to validate the results obtained from the PSPICE
simulator, which demonstrated unequivocal effectiveness. Notably, our simulation results unveiled significant effects
resulting from a wide temperature range spanning from -100°C to 270°C, offering valuable in-sights into thermal-induced
failures. Additionally, the influence of channel dimension changes on factors like drain current and transfer
characteristics, as well as temporal parameters including signal propagation delay and rise and fall times, were
meticulously examined and appreciated
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JOCII)KEHHS BIIVINBY TEMIIEPATYPHU TA PO3MIPIB KAHAJTY
HA MPOAYKTHUBHICTb CXEMH CMOS
3ityni Meccaii®, A6neanxaniv Bpaximi®?, Ox6a Caiinani®, Hacepain Bypy6aP®, A6aeppaxim FOcdi?
aJlabopamopis ETA, xageopa enexmponiku, mexronoziunuii paxynomem, Yuisepcumem Moxameoa Env Bauipa Env [opacimi,
Bopoowc-By-Appepioc, Anxcup
bJlabopamopin LIS, xapedpa enexmponixu, mexnonoziunuti gpaxyromem, Ynisepcumem ®@epxam A6oac Cemigh, Cemigh, Anoicup

VY 1poMy IOCHTIIKeHHI MPECTaBICHO BIUTUB KOJIMBAHb TEMIIEPATYpH Ta 3MiH PO3MIpiB KaHAIy TpaH3UCTOpa Ha TexHojorito CMOS
(KOMIUIIEMEHTapHHUI METaI-OKCHI-HAMIBIPOBiTHUK). 11{00 monermuTy e qociipKeHHS, MU CTIePIy BU3HAYMIN KPUTHYHI TApaMETpPH,
0 XapaKTepU3yIOTh MPOAYKTUBHICTH MPHCTPOIO, SKI MOXYTh OYTH UYTIMBUMH A0 IIMX BIUIMBIB. AHali3 OXOIUTIOBaB KPHUTHYHI
MOKA3HHUKH, TakKi SIK XapaKTEepUCTHKA Hepeladi, CTpyM BUTOKY, JIOTi4HI PiBHI, TOYKH IEpPEerHHy Ta TOYKHM 3pizaHHs. Lli mapamerpu
JIO3BOJIMIIM HaM MIATBEPAUTH pe3yibTaTd, oTpuMadi Bif cumymstopa PSPICE, skuit mponeMoHCTpyBaB OJJHO3HAUHY €()EKTHUBHICTE.
[IpumiTHO, 1110 pe3yIbTaTH HAIIOrO MOJEIOBAHHS BHSBWIIM 3HAUHI €()EKTH, 110 € HACIIJKOM LIMPOKOTO Jiana3oHy TeMIepaTyp Bil -
100°C no 270°C, nponoHyrouH LiHHY iHpOpPMAIiIOo PO HECIIPABHOCTI, CIpHUYHHEHI HarpiBaHHsAM. KpiM Toro, O0yJio peTenbHO BUBYECHO
Ta OLIHEHO BIUIMB 3MiH pO3Mipy KaHaTy Ha Taki (JaKTOPH, sIK CTPYM CTOKY Ta XapaKTePHCTHKH Mepeiadi, a TAKOXK 4acoBi apaMeTpH,
BKJIIOYAIOYHM 3aTPUMKY HOIIMPEHHS CUTHAIY Ta Yac HAPOCTAHHS Ta CHajy.

Kurouosi cnosa: KMOII; posmipu xananie; memnepamypa, PSPICE
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In this work the evolution of a capacitive type sensor based on nanoporous anodic aluminum oxide (AAOQ) fabricated by a two-step
anodization process using a low-cost customized setup designed in-house is reported. The parallel plate capacitors were fabricated
using aluminum (Al) as base electrode and gold as top electrode, where the porous AAO was used as the dielectric material. This
demonstrated the clear dependence of the capacitance values of the as prepared different sensors on the dielectric material’s thickness.
The as developed sensors were tested for the detection of arsenic (As) ions. An increase in the capacitance was observed while
increasing the concentration of the As ion in aqueous solutions. The presence of As ion was confirmed through EDS (Energy dispersive
X-ray spectroscopy) mapping carried out in a FESEM. This change in capacitance can be attributed to the change in dielectric constant
of the active material with the incorporation of metal ions.

Keywords: Capacitive-type sensor; Nanoporous Anodic Aluminum Oxide (AAO); Anodization; Energy dispersive X-ray spectroscopy
(EDS)

PACS:78.67.Rb,07.07. Df, 68.37. Hk, 84.37.+q

1. INTRODUCTION

Self-organized, highly ordered nanopores in Anodic Aluminum Oxide (AAO) with high periodicity and density
distribution have found widespread use in a variety of nanoscale applications [1,2]. In addition to its promise as a template
for the growth of other nanostructured materials, AAO's increased surface area due to the uniform arrangement of ordered
nanopores is showing promising results in the development of sensors. Due to its increased uniform nanoporous surface
area that enhances the water adsorption capacity [3,4,5], AAO has been reported as a useful material for the fabrication
of capacitive humidity sensors, pressure sensors, and bacteria sensors by a number of researchers [4-9]. Capacitive type
sensors are rising in popularity among the many existing sensor types (capacitive, resistive, mass-sensitive,
electromagnetic, etc.) due to their improved sensitivity and simpler fabrication procedure [10]. Numerous nanoporous
AAO-based capacitive humidity sensors have been reported to date [5- 9]. The widespread contamination of ground water
supplies with arsenic has been labeled a modern environmental catastrophe [11-14]. Direct detection of As (III) in ground
water using spectroscopic methods is challenging because of its low concentration. Taking advantage of their large surface
area, AAO nanopores can be modified to detect a variety of metal ions. For the selective extraction of trace arsenite ions,
AAO is used as it is a highly sensitive material [15]. Capacitive type sensors based on AAO have demonstrated excellent
sensing of As ions in ground water [15]. AAO can be made using a number of different fabrication methods, including
sputtering, sol gel process and Chemical Vapor Deposition (CVD). However, these techniques call for high-end
equipment, which drives up costs. However, the electrochemical anodization technique has been proved as a simple and
cost-effective process, where the different parameters involved in the fabrication process such as thickness, porosity etc.
can be controlled easily [16].

This work describes the development of a AAO based capacitive type sensor using a conventional two-step
anodization method starting with a low cost commercially available aluminum alloy. Since the thickness of the dielectric
material has an inverse relationship with the capacitance of a parallel plate capacitor, we have emphasized here to develop
a thicker AAO layer within a short interval of time. For this purpose, the hard anodization method is involved as it has
been proved as a fast fabrication method. The sensing of arsenic ion using the as developed AAO based capacitive type
sensor is reported here.

2. MATERIALS AND METHODS
Commercially available aluminum sheet was used for the experiments. The 0.5 mm thick aluminum sheet was cut
into required sizes for anodization. Prior to anodization, the aluminum sheets were ultrasonically cleaned in a mixture of
acetone and deionized water for 10 minutes and annealed at 250°C for 4 hours. To dissolve the naturally occurring oxide
coating the aluminum sheets were electropolished in a solution mixture of H3PO4, H,SO4 and deionized water with 2:2:1
weight ratio respectively. The aluminum sheets were then washed several times with deionized water, dried and used as
anodes in the developed AAO fabrication set-up. The nanoporous AAO structures were fabricated by a simple two step
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hard anodization method where a lead sheet was used as cathode. The anodization process was carried out at 140 V
applied voltage at ~ 5°C. 0.3M H,C,04 was used as the electrolyte.

It has been established that the morphology of nanoporous AAO is affected by various parameters like the
anodization time, anodization voltage, nature and concentration of the electrolyte, and the temperature of the electrolytic
bath. In this work, two different samples namely S1 and S2 were synthesized by varying the anodization time [Table 1].
The morphology of the as prepared AAO structures was observed with a ZEISS Sigma 300 field emission scanning
electron microscope (FESEM).

Table 1. The different anodization parameters for the fabrication of nanoporous AAO.

Sample code Electrolyte concentration Electrolytectemperature Applied Voltage Anodlzat.lon time
(9] ) (min)
S1 0.3M <5 140 2
S2 0.3M <5 140 4

The sensing ability of the as-fabricated nanoporous AAO structures was investigated by fabricating a parallel-plate
capacitor by sputtering a thin gold layer (~50 nm) over the AAO structures, with the non-anodized aluminum component
at the base functioning as the other electrode. A gold layer with nanotextured topography was formed as a result of direct
deposition of gold over the nanoporous AAO. The dielectric layer (nanoporous AAO) relies heavily on this top electrode
for the adsorption of heavy metal ions [5]. Five different concentrations of arsenic ions (0.01, 0.05, 0.1, 0.15, and 0.2
ppm) were used for calibrating the sensors. Capacitive response variations due to changes in As ion concentration were
recorded by connecting the as-prepared AAO sensors to a LCR meter. Figure 1 shows a schematic of the experimental
sequence. The SEM micrographs of the samples S1 and S2 are shown in Figure 2 and 3.

Standard As solution AAO based sensor LCR Moter

/MQ

Increasing consentration of As

e As NS

AAO sensor with As

Figure 1. Diagrammatic depiction of the setup for As ion sensing using the as prepared AAO based capacitive type sensor

3. RESULTS AND DISCUSSION
3.1. AAO fabrication and topographical features analysis
Figure 2 (a) and (b) are the SEM micrographs of the top view of the samples S1 and S2, while Figure 3 (a) and (b)
are cross sectional SEM micrographs for the samples S1 and S2 respectively. From the SEM micrographs (Top view) of
the samples S1 and S2 (Fig 2(a-b)), the extended-range ordering, uniformity, shape and the size of the pores can be
observed. From these micrographs, various information regarding the structural morphology like pore diameter, inter-
pore distance, porosity etc. is possible to find out. The diameter of the pores is dependent on the nature of the electrolyte,
anodization time and anodization voltage. Here, same electrolyte and anodization voltage has been applied to fabricate
the two samples by varying the anodization time. As there is slight difference in the anodization times, therefore variations
in the pore diameters for the two samples remain insignificant. A noticeable change in the thickness of the two samples
can be observed, which will affect the capacitance of the AAO based capacitor.
The porosity P of the hexagonal cell nanoporous AAO with a pore inside each hexagon can be expressed as follows
(where each pore is assumed as a perfect circle) [5]

porearea _ m Dp,

~ hexagonarea 2vV3'D;’ ’ M
where, D, and D; are the diameter of the pores and the interpore distance of the nanoporous AAO respectively, as shown
in Figure 2 (a), (b). The pores density, ‘n’ of the porous AAO with a hexagonal distribution of pores can be described as
the overall quantity of pores present in the 1 cm? surface area of the porous AAQO, and expressed as follows [19]

_ 10 2x10™*

n= Apex V3DE’ @




428

EEJP. 1 (2024) Trishna Moni Das, et al.

where Ape is the surface area of a single hexagonal cell (in nm?). These structural parameters for the as prepared samples
S2 and S4 are analyzed through ImagelJ software from the SEM micrographs and calculated using equations (1) and (2),
which are shown in Table 2.

300 nm

H

(a) (b)
Figure 3. (a-b) Cross-sectional SEM images of the samples S1 and S2 respectively

Table 2. Different structural parameters for the as prepared samples S1 and S2

Pore Diameter, Interpore Distance, D; . o Pore Density, n
Sample code Dy(nm) (nm) Porosity, P (%) (Pore/ em?)
S1 116 50 4.89 4.6x10'°
S2 93 55 2.59 3.82x101°

3.2 Heavy metal ion sensing performance of AAO based sensors
The capacitive response of the as prepared sensors, where the porous AAO layer behaves as a dielectric layer, has
been studied with different concentrations of As ions. An increase of the capacitance value was observed with the increase
of As concentration for the sensors (Figure 4, 5). This rise in the capacitors' capacitance value can be linked to a
modification in their dielectric constant. The permittivity (¢) of a dielectric material is directly proportional to its dielectric
constant (k). The relationship can be expressed as € = k €o. Substituting this relationship into the capacitance equation,
the equation becomes

ke A
c== (3)

The incorporation of metal ions with dielectric material can modify its dielectric constant. Metal ions may introduce
additional charge carriers, which can increase the dielectric constant of the material. Further, metal ions are generally
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associated with increased conductivity, therefore, incorporating a dielectric material with metal ions can enhance its
electrical conductivity, which can lead to increased leakage current across the capacitor, reducing its overall effectiveness

and potentially affecting the charge retention capabilities. The capacitance of the as fabricated sensor S1 is more than that
of the sensor S2 which is shown in Figure 4 and Figure 5.
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Figure 5. Evolution of capacitance for the sensor S2 as a

function of concentration of As ion with 3% error bar

This higher value of the capacitance for the sensor S1 can be attributed to the thickness of the dielectric layer which
is thinner than that of sensor S2. But as, the capacitance of a capacitor is inversely proportional to the thickness of the
dielectric layer (equation 3), so, the capacitance of S1 is higher than that of S2.
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Figure 6. (a-b) Exponential fitting of concentration Vs capacitance curve for the samples S1 and S2 respectively with 3% error bar

The exponential fitting of concentration versus capacitance curve is obtained through Origin pro 8 software for the
as prepared samples S1 and S2 respectively (Figure 6). The working of the as prepared capacitive type sensors is

schematically shown in the Figure 7.

Gold Layer
Gold Layer NpRODOROUS AAO =

AAO based sensor !

Without Arsenic Sample

/ Gold Layer

AAO based sensor
Aluminium

With Arsenic Sample

Figure 7. Diagrammatic depiction of the working of the capacitive type sensor with the change in the concentration of the As ions
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In order to observe the elemental composition of the as prepared S1 sensor after dipping in the As ion solution, EDS
(Energy dispersive X-ray spectroscopy) mapping was carried out in a SEM (Figure 8). The presence of very less amount
of As ion (1.35 weight%) has been confirmed through the mapping, as the concentration of As ion solution used in the
experiment is very low (0.01 — 0.2 ppm). We have chosen this range of concentrations of As ion as the permissible limit
of As in drinking water is up to 0.2 ppm.

Al
6.66K

5.92K

5.18K Element Weight% Atomic%
4.44K o OK 24.94 46.30
3.70K

2.96K AsL 136 0.52
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Figure 8. (a-b) EDX pattern of the as developed capacitive sensor S1 after incorporation of As ions (¢) EDX mapping of the S1
sensor showing the distribution of O, As, Al and Au atoms

4. CONCLUSIONS

This work reports the successful development of a nanoporous AAO based capacitive type sensor fabricated by a
two-step anodization process. Two samples of AAO were prepared by varying the anodization time. Since the anodization
time difference maintained here is not high, therefore, a slight change in various parameters like pore diameter, porosity
and pore density is observed here. Also, a change in the thickness of the two samples was noticed here. Using these two
samples as the dielectric material, two parallel plate capacitive type sensors named S1(2 mins anodization) and S2(4 mins
anodization) were prepared, where Aluminum was used as base electrode and Gold as top electrode. To study the sensing
behavior of these sensors, an experiment was performed to detect the Arsenic (heavy metal ion) ion. A rise in the
capacitance value was observed while the concentrations (in ppm) of the As ion solutions was increased. The mechanism
responsible for this performance is directly related to the change in the dielectric constant of the dielectric material
(i.e., porous AAO). Incorporation of metal ions into a dielectric material can change the dielectric constant of that
material, which directly influences the capacitance of a capacitor. The EDS mapping carried out in a FESEM of the S2
sensor dipped in As ion solutions confirms the presence of As ions.
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PO3POBKA HAHOITIOPUCTUX CEHCOPOB €EMHICHOI'O THUITY HA OCHOBI AAO JIUIS1 AHAJII3Y HASAIBHOCTI
IOHIB BA’KKUX METAJIIB (MAII'AKY)
Tpimna Moni J{ac?, lesadpara Capmax®, Cankap Moni Bopax?, Cynanaan Bapyax®
4Jlenapmamenm npukiaoHux Hayx, Yuisepcumem I'ayxami, I'veaxami-781014, Accam, Indis
bIJenmp nepedoeozo doceidy ¢ 2anysi nanomexnonoziti, Yuisepcumem micma Accam, I'veaxami -781026, Accam, India

VY Wit podoTi MOBIIOMIISIETECS MPO €BOJIOLII0 AaTYNKA €MHICHOTO THITy Ha OCHOBI HAHOHNOPHUCTOTO aHOAHOTO OKCHIY AJTOMIiHIIO
(AAO), BUTOTOBIICHOTO 3a JOMOMOTOIO IBOCTAITHOTO MPOIIECY aHOAYBAHHS 3 BUKOPHCTAHHSAM HEAOPOTOi iHANBIAyabHOT YCTAHOBKH,
po3pobienoi BracHuME cuinamu. KoHeHcaTop 3 napaieIbHIMU INIaCTHHAMU OyJIM BUTOTOBJIEHI 3 BUKOPHCTAHHAM allfoMiHiio (Al)
sIK 6a30BOTO €JIEKTPOAA Ta 30JI0TA SIK BEPXHBOTO €JIEeKTPoAa, Je mopuctuiit AAO BHKOPHCTOBYBaBCS SIK JieNeKTpudHUN MaTepian. Lle
MIPOJEMOHCTPYBAJIO YiTKY 3aJI€XKHICTh 3HAUCHb €MHOCTI IiJITOTOBJICHHX PI3HUX CEHCOPIB BiJl TOBIIMHY AiCJIEKTPHYHOIO MaTepiaiy.
Po3pobieni naTunku Oynu NMpOTECTOBaHI Ha BUSBJIEHHS 10HIB MUII'sIKY (As). Ilpu 306inblieHHI KOHIEHTpauii ioHa As y BOJHHX
po3dnHax croctepiranocs 30inbuieHHs emMHocTi. HasBHIiCTh i0HIB As Oysio miATBEpKEHO 3a gomnoMororo kaprorpadysanus EDS
(eneproaucrepciiiHa peHTreHiBcbka crektpockoris), BukoHaHoro B FESEM. Iio 3MiHy €MHOCTI MOXXHA TMOSICHHTH 3MiHOIO
IeNeKTPUYHOT MPOHUKHOCTI aKTHBHOTO MaTepiaity 3 BKIIOYEHHSIM i0HIB METaITy.

KurouoBi cinoBa: oamuux emuicnoco muny, Hanonopucmuil aHoonuil oxkcud anominito (AAO); anodyeanus; enepeooucnepciiina
penmeeniscvoka cnekmpockonis (EDS)
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This study thoroughly investigates the vibrational frequencies of carbonyl sulphide (12C16032S) and hydrogen cyanide (HCN) up to
the fifth harmonic level. It offers comprehensive insights into vibrational modes by using the Hamiltonian operator formalism and
concentrating on invariant operators and algebraic parameters with a one-dimensional Lie algebraic method. The findings are
significant for atmospheric chemistry, spectroscopy, and quantum chemistry, contributing to a deeper understanding of molecular
dynamics. This research sets the groundwork for future studies in comparable compounds and applications.

Keywords: Hamiltonian operator, Lie algebraic method; Carbonyl sulphide; Hydrogen cyanide; Morse Oscillator
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1. INTRODUCTION

The vibrational frequencies of molecules have immense significance in various scientific and practical disciplines.
They are essential for understanding atoms interconnectedness and spatial arrangement within a molecule. This
knowledge proves essential for precisely identifying molecular structures, especially when addressing complex organic
compounds. The motivation behind studying the vibrational frequencies of carbonyl sulphide and hydrogen cyanide is to
represent the molecular vibrations precisely, encompassing crucial quantum mechanical complexities. Precision is
essential for understanding the molecular dynamics within complex structures. These molecules play a significant role in
atmospheric chemistry, and analysing their vibrational frequencies under realistic conditions helps to understand their
behaviour, providing valuable insights for atmospheric studies. By studying vibrational frequencies up to the fifth
harmonic level, the accuracy of predictions for spectroscopic experiments is improved, facilitating the understanding and
analysis of data. This study provides a strong basis for future research and creates opportunities for investigating similar
molecules, thereby expanding the knowledge of molecular dynamics.

Essentially, the acquired vibrational frequencies provide an essential understanding of the molecule’s behaviour in
the atmosphere, offering valuable data for atmospheric monitoring. Moreover, precise data on vibrational frequency play
a crucial role in developing and analysing spectroscopic experiments, particularly in environmental monitoring and
industrial processes. The results further the development and creation of materials by enhancing our comprehension of
their vibrational characteristics concerning desired properties. Moreover, knowing the vibrational frequencies helps
evaluate the environmental impact, offering crucial data for assessing potential hazards and implementing measures to
minimize negative consequences.

The U(2) Lie algebraic method has been recognized as an effective and widely utilized tool for understanding the
complexities of the Heisenberg formulation of quantum mechanics, as evidenced by an essential and expanding body of
research. Iachello and Arima are renowned for their systematic application of this method to various physical systems,
particularly in their pioneering studies on the spectra of atomic nuclei. Iachello's pioneering work in 1981 expanded the
utilization of the Lie algebraic approach to examine vibrational spectra in molecules [1]. The present method focuses on
discretizing the Schrodinger wave equation by utilizing a three-dimensional Morse potential function to describe the
rovibrational spectra of diatomic molecules precisely. The Lie algebraic method systematically expresses the
Hamiltonian using a series expansion that involves a set of operators. This approach illustrates the local and normal modes
of the system, offering a systematic framework for analysing experimental rovibrational spectra in polyatomic molecules.
By utilizing the concept of dynamical symmetry, it improves our understanding of molecular structure [2, 3, 4].

Furthermore, the Lie algebraic method helps systematically analyse experimental data and allows for generating a
Hamiltonian operator. This operator completely encapsulates the rovibrational degrees of freedom within the physical
system, improving our ability to comprehend and forecast molecular structure. The Hamiltonian operator, a fundamental
component of quantum mechanics, represents the combined effects of the particles' kinetic energy and the potential energy
resulting from their interactions [2,3]. When used in vibrational analysis, the Hamiltonian operator provides the most
accurate mathematical framework for calculating the quantized energy levels of a molecule. It operates on the system's
wave function, producing the corresponding energy eigenvalues. The basic principle governing our ability to analyse and
predict the vibrational frequencies of molecules is of the utmost significance in various disciplines, including spectroscopy
and chemical kinetics [5,6,7].
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This survey highlights a gap in exploring vibrational frequencies for selected molecules, particularly in higher
overtones and combination bands. Given the current relevance of this research and the absence of attempts in this
direction, the study aims to fill this gap by computing the vibrational frequencies of carbonyl sulphide and hydrogen
cyanide up to the fifth harmonic level. To achieve this, a symmetry-adapted one-dimensional Lie algebraic framework
will be employed. The anticipated outcome is the generation of accurate vibrational results for the specified molecules,
accompanied by high-quality vibrational assignments. Importantly, these calculations are expected to offer a cost-
effective alternative to other theoretical methods, such as ab initio approaches, ensuring computational efficiency.

2. LIE ALGEBRAIC METHOD FOR XYZ LINEAR TRIATOMIC MOLECULE OF Cuy POINT GROUP

The Lie algebraic method is a robust mathematical framework used in quantum mechanics, particularly in studying
symmetries and their consequences for physical systems. It involves the application of concepts from the theory of Lie
algebras to quantum mechanics. A Lie algebra is a mathematical structure that describes the algebraic properties of certain
types of symmetries. In the context of quantum mechanics, symmetries are transformations that leave the physical properties
of'a system unchanged. The Lie algebraic method is advantageous in studying quantum systems with continuous symmetries.
It allows a systematic way to analyse and understand systems' behavior under symmetry operations. The Hamiltonian
operator is a central concept in quantum mechanics. It corresponds to the total energy operator of a quantum system. The
eigenstates (wavefunctions) of the Hamiltonian operator correspond to the allowed energy states of the system, and the
corresponding eigenvalues represent the energies associated with those states. In the Lie algebraic method, one often seeks
to find operators that commute with the Hamiltonian. These operators, known as conserved quantities or constants of motion,
correspond to the observables associated with the symmetries of the system. The fact that they commute with the Hamiltonian
implies that these quantities do not change over time, which is a consequence of Noether's theorem.

By employing the Lie algebraic approach, one can often find a set of operators that form a representation of the Lie
algebra associated with the symmetries of the system. These operators can then be used to construct a complete set of
commuting observables, which provides a set of compatible measurements that can be simultaneously determined with
arbitrary precision.

The Hamiltonian operator (H) associated with the Lie algebraic method for XYZ linear triatomic molecule
(involving two stretching bonds, X-Y and Y-Z) is expressed as follows [8, 9, 10, 11, 12]:

H = Eq + X2, AiC; + X% Ay Gy + XF M. M

A, A; ., and A;; are algebraic parameters (in cm™') determined based on spectroscopic data. The operator C; represents an
Jj 1

invariant operator of the uncoupled bond, with eigenvalues given by —4(N;v; — v?),i = 1(for X — Y), 2 (for Y — Z).
For coupled bonds, the operator Cj; is diagonal, with matrix elements defined as:

(Ni, vis Nj, vy |Gy Ny, vis N, v7) = 4[(”1‘ +v) = (v + v, +Nj)], @
The Majorana operator Mj; exhibits both diagonal and non-diagonal matrix elements:
(N, vis Nj, vy | M5 |Ni, v N, v) = (Nywy + Njvi= 2v,0;)
(N, vi + 1; Nj,vj — 1M [Ny, vi; Ny, vp) = —[v;(v; + DINi-v) (Nj-v; + 1)]%
(Ni, vi — 1; N, v; + 1|M| N, vi; Ny, vj) = —[vi(v; + 1) (Nj-v;) (Ni-v; + 1)]%. A3)

Where, v;, v; represent the vibrational quantum numbers. The vibron numbers Ny_y and Ny_j for the stretching bonds
(X-Y and Y-Z) of the molecule can be calculated using the relation:

_ (@)*Y _ (we)"%
L Ny—z = (wexe)Y 2

—1. )

Here, w,, w,x, are the spectroscopic constants of diatomic molecules [13, 14]. The initial guess values for the parameters
Ax_y, Ay_z can be obtained using the energy equation for the single-oscillator fundamental mode, given by:
E(v=1) = —44;(N; — 1), i = 1(for X — Y), 2 (for Y — Z). 5)

The initial guess for Ajjmay be taken as zero. The parameter 4;; can be obtained from the relation:

x-v _ |E—Ejl , y-z _ [|Ei-Ej|
llj - 3NX—Y’ y - 3Ny_z (6)

Where, E;, E; are vibrational energies of X-Y and Y-Z stretching bonding. A numerical fitting procedure is required to
obtain the parameters, starting from the values provided by equations (5) and (6), for more accurate results.
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3. RESULTS
Tables (1) and (2) provide a comprehensive analysis of the fundamental experimental vibrational frequencies of
carbonyl sulphide (X: O-C, Y: C-S) and hydrogen cyanide (X: C-H, Y: C-N), offering a detailed comparison with their
calculated counterparts. These tables go beyond experimental observations, including the predicted vibrational
frequencies up to the fifth harmonic level. Additionally, the stretching combinational bands are intricately detailed,
enhancing our understanding of the molecular dynamics of both carbonyl sulphide and hydrogen cyanide. Table 3
compiles optimized values for algebraic parameters and dimensionless vibron numbers utilized in our model. All

parameters are expressed in cm !, except unitless vibron numbers.

Table 1. Carbonyl Sulphide Vibrational Frequencies

. . . -1
Vibrational mode Vibrational frequencies (cm™)

Experimental [15,16] Calculated
v1 (CO stretching) 2062.22 2062.22
v2 (Bending) 520,41 520.41
v3 (CS stretching) 858.95 858.95
2vi - 3807
2va - 963
2vs3 - 1614
3vi - 5781
3v2 - 1417
3vs - 2320
4vy - 7702
4va - 1889
4vs - 3196
Svi - 9336
Sva - 2371
5v3 - 3884
vi+2vi - 5869.22
vit3vi - 7843.22
vitdvi - 9764.22
vi+5vi - 11398.22
v3+2vs - 2472.95
v3+3vs - 3178.95
vitdvs - 4054.95
v3t5v3 - 4742.95

Table 2. Hydrogen Cyanide Vibrational Frequencies

. . . -1
Vibrational mode Vibrational frequencies (cm™)

Experimental [15,16] Calculated
v1 (CH Str) 3311.47 331147
v2 (Bend) 711.98 711.98
v3 (CN str) 2096.85 2096.85
2vi - 6320
2v2 - 1324
2v3 - 3867
3vi - 9290
3va - 1983
3v3 - 5832
4vi - 12422
4v2 - 2729
4v3 - 7650
Svi - 14924
S5va - 3224
5v3 - 9344
vi+2vi - 9631.47
vi+3vi - 12601.47
vit4vi - 15733.47
vi+5vi - 18235.47
v3+2v3 - 5963.85
vit3vs - 7928.85
vitdvs - 9746.85
v3t5v3 - 11440.85
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Table 3. Fitted Algebraic Parameters in the Vibrational Hamiltonian Operator

Parameters carbonyl sulphide hydrogen cyanide
Nxy 44 162
Nyz 156 178
Al -11.98 -5.14
A2 -1.38 -2.96
A2 -0.23 -1.21
A2 291 1.84

4. CONCLUSION

This study uses the symmetry-adapted one-dimensional U(2) Lie algebras framework for precisely calculating the
vibrational frequencies of carbonyl sulphide and hydrogen cyanide up to the fifth harmonic level. This comprises the stretching
and combinational bands. Our results are compared with experimental data at the first harmonic level, demonstrating a close
approximation to the exact values and strongly agreeing with the results of experiments. The constructed vibrational
Hamiltonian, which preserves the C.y point group, includes the spectra of interacting bound states of Morse oscillators.
Furthermore, to the fundamental mode vibrations, the U(2) Lie algebraic Hamiltonian can be applied to higher overtones and
combination bands up to the fifth harmonic level. This approach may offer a more cost-effective computational solution
than other theoretical methods. The reliability and accuracy of the U(2) Lie algebraic method in predicting vibrational
frequencies is emphasized by this observation. The significant durability of this shows its appropriateness for future research
and practical uses, emphasizing its ability to contribute to progress in vibrational spectroscopy and related areas.
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B poborti nociipkeHo yactoTu KonuBaHb kapOoHincynsdiny (12C16032S) i nianiny Boguio (HCN) no piBHS 1’sTOI rapMOHIKH.
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This study delves into the intricacies of isothermal decay analysis applied to thermoluminescence (TL) peaks, focusing on determining
kinetic parameters. The study challenges the conformity of the trap responsible for the ITL signals to first, second, or general-order kinetics,
supported by the non-conforming decay pattern and the inference of two overlapping first-order TL peaks. This work enhances the
understanding of TL peaks and establishes a reliable methodology for characterizing luminescence mechanisms in materials, contributing
to advancements in luminescence dosimetry research. These observations lead to the conclusion that the TL data originates from more than
one trap, and based on existing literature, it is inferred that there are two overlapping first-order TL peaks. The investigation involves the
consideration of isothermal decay data at distinct temperatures (T = 250, 260, 270, 280, and 290°C) and explores challenges associated
with achieving precise linear fits for different kinetic order values (b). The nature of decay is interpreted based on the monomolecular
theory, suggesting adherence to a first-order process. ITL curves were deconvoluted into two exponential decay curves. The slopes of the
regression lines provide activation energy (E) values for curvel and curve2, respectively: E1 =0.99+0.16 eV and E> = 1.32+0.18 eV. The
frequency factor (s) is determined from the intercept of the regression line: s1 = 1.32x10% s™! and s> = 1.77x10"? s,

Keywords: Isothermal decay; Quartz; Activation energy; Frequency factor
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INTRODUCTION

Natural minerals are increasingly vital in contemporary science and technology, with many displaying
thermoluminescence (TL) characteristics that contribute to our understanding of damage and safety processes in radiation
incidents. Among these minerals, quartz is a crucial, cost-effective, and abundant material with numerous advantages
for research in radiation, environmental, and clinical radiological applications [1]. When irradiated grains of quartz
undergo heating from room temperature to elevated levels, they exhibit various glow curves. These curves depend on
chemical composition, impurity types and concentrations, defects, geological origin, irradiation, sensitization, and other
experimental conditions [2], [3].

Numerous TL glow peaks within the temperature range of 333—753 K have been reported by various authors for
diverse quartz samples [4]-[6]. According to these studies, high-temperature TL peaks demonstrate greater stability
post-irradiation than low-temperature peaks, which decay more rapidly due to shorter lifetimes. Despite the diverse
capabilities demonstrated by natural quartz, a comprehensive understanding of its detailed irradiation response, defect
production and distribution, and thermoluminescence mechanism remains elusive. The challenge arises from the difficulty
in comparing TL measurements across different studies, as quartz samples from various origins, conditions, and impurities
may exhibit inconsistencies. Therefore, this study explores the TL characteristics and defect production of naturally
occurring quartz subjected to high gamma doses (8 kGy).

Luminescence-based measurements in retrospective dosimetry entail assessing the charge stored in localized defect
states through external stimuli like heat or light. In thermoluminescence (TL), the exclusive mechanism for stimulation
is heat energy. Isothermal signals, termed phosphorescence or isothermal TL (ITL), are employed to estimate the
equivalent dose (De) and determine trap parameters such as thermal and optical trap depths (in units of eV), frequency
factor (in units of s™!), as well as thermal assistance and thermal-quenching energies. Therefore, a comprehensive
understanding of the characteristics and origins of isothermal signals, ITL, is crucial. Signals originating from a constant
flux of stimulation energy are anticipated to exhibit a consistent, often exponential, decay pattern.

Current interest in the thermoluminescence of quartz obtained from building materials such as mortar and concrete,
especially for dose reconstruction purposes, requires accurate determination of this mineral's thermoluminescence
parameters associated with intermediate luminescence peaks [7], [8]. The isothermal TL signal from deep traps holds the
potential for retrospective dosimetry [7]. Recently, there have been indications that the high-temperature TL signal
(325 °C) demonstrates significantly higher dose saturation compared to OSL. Consequently, efforts have been made to
utilize isothermal TL at 310 and 320 °C to develop single-aliquot dose measurement methods.

This study aims to present the findings of an isothermal TL investigation, evaluating various parameters essential
for describing the TL process in quartz. The objective is to contribute to understanding natural quartz's luminescence
mechanisms. These parameters include the activation energy (E) for TL traps, also known as trap depth, the frequency
factor (s), and the order of kinetics (b) of the TL process.
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MATERIALS AND METHODS

The quartz samples employed in this experiment were obtained from beach sand through traditional chemical
separation methods. The sand underwent sieving to isolate grain size fractions ranging from 80 to 120 pm. Subsequently,
this grain size fraction underwent hydrochloric acid (HCI) treatment, separation through heavy liquids, and etching in a
40% hydrofluoric acid (HF) solution. The precipitated fluorides were dissolved using HCI. Before subsequent irradiation,
the samples were heated to 600°C for one hour to eliminate residual thermoluminescence (TL) centers. The irradiation
occurred at an ambient temperature using a °*Co source, with dose levels reaching 8 MGy.

In a standard isothermal decay experiment, the established procedure entails rapidly heating the irradiated sample
to a specified temperature and maintaining it for a predetermined duration. The quartz grains were affixed to an aluminum
disc of 0.1 mm thickness using silicone spray for measurement purposes. Isothermal TL (ITL) measurements were
conducted using a Harshaw 3500 manual reader, holding the aliquots for 50 s at a constant temperature. The preheating
was executed at a rate of 2°C s™! in a nitrogen (N,) atmosphere, and the ITL curves were recorded immediately upon
reaching the measurement temperature. Under these conditions, we observed monotonically decreasing ITL signals that
exhibited no detectable disturbance due to thermal lag. Any significant thermal lag would have manifested as an initial
rise to a maximum before subsequent decay [9]. The emitted light, termed phosphorescence decay, is observed over a
period, enabling the evaluation of the decay rate of trapped electrons. Graphs depicting the correlation between
thermoluminescence (TL) intensity and time at a constant temperature are known as isothermal decay curves.

Garlick and Gibson showcased the methodology of analyzing isothermal decay within the framework of first-order
kinetics [10]. When scrutinizing isothermal decay curves at a specific temperature (T;) for TL peaks following first-order
kinetics, the resultant graphs exhibit an exponential relationship with time, as depicted by the Equation:

(&)
It = Iyexp (—sexp\ ¥Ti/'t), (1)
where
Ip =initial TL intensity, I;=the TL intensity at time t, s = effective frequency factor, E = activation energy, T = temperature
of isothermal decay.

This Equation signifies that a plot of In(I) against time will exhibit a linear relationship for peaks governed by first-
order kinetics. Furthermore, the slope of this linear graph will be determined by:

(-+m)
slope = m; = —sexp"\ *Ti/, (2
Taking the natural logarithm of the equation yields:

(|slope|) = Ins — kin ?3)

The graph depicting In(slope) versus 1/kT is expected to be a straight line with a slope equal to -E and a Y-intercept
corresponding to In(s).

Equations describing the thermoluminescence processes have been provided by Randall-Wilkins for first order,
Garlick—Gibson for second order, and May—Partridge for general order kinetics [11]:

—-E

I(t) = —3—7: = nsexpt, (4a)
2 —-E

I(t) = — % = %sexpk_T, (4b)
-E

I(t) = — % = nbs’exprr, (4¢)

Where n is the trapped charged population.

These equations provide a method for calculating E. In this context, applying isothermal analysis allows determining
the kinetics order, denoted as b. By keeping the temperature constant and integrating the general-order equation (4c) with
respect to time (t), the following expression is derived:

_Eyqy. b
I, = I [1 +s'ng™1 (b — 1texpwP ] 1-b, %)

Where Iy and no represent the initial TL intensity and the initial concentration of trapped charges, respectively, I; is the
TL intensity at time t. By rearranging Equation (5), we obtain:

E
Iy = s'nlexpCwP, (6)
where
s' = s/N = effective frequency factor, N is the number of traps.
no = initial trapped charged population.
This Equation suggests that a plot of the quantity against time should exhibit a linear trend when an appropriate
value of b is determined. Various isothermal decay temperatures produce a series of straight lines with different slopes.
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RESULTS AND DISCUSSIONS

Figure 1 illustrates the given data corresponding to five distinct temperatures: T = 250, 260, 270, 280, and 290°C.
As previously detailed, the isothermal decay curves for thermoluminescence (TL) peaks conforming to first-order kinetics
follow exponential time functions. According to [12], a plot of In(I) against time (t) will exhibit a linear correlation for first-
order kinetics peaks, with the slope of the line determined by equation (3). A plot of In(Jslope|) versus 1/kT is anticipated to
display a linear pattern, with a slope equal to -E and a y-intercept equal to In s if the provided isothermal TL data aligns with
first-order kinetics. Initially, we calculate In (TL) for each isothermal curve and plot In (TL) against time.

Subsequently, regression lines are computed for the plot with T=250°C in Figure 2. Figure 2 depicts the plot
of In(TL) against time (t), with T=250°C representing the temperature while recording isothermal decay curves.
First-order kinetics can be ruled out by inspecting the In (TL) graph against time, as shown in Figure 2. The resultant
plots reveal a nonlinearity, indicating that the data does not conform to first-order kinetics. If we reformulate Equation
(5), the isothermal decay curves of TL peaks corresponding to general order kinetics with the kinetic order parameter
denoted as "b" will be characterized as follows:

10‘ ——(1) 250°C 16 -

S 1.0 - ——(2) 260°C ]
] > ——(3)270°C 5] @
2 B ——(4)280°C = ° ® 250°C
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Figure 1. Isothermal TL decay curves of quartz at different Figure 2 The isothermal decay curves on the semi-log scale
temperatures. Quartz irradiated at SMGy. for the isothermal decay curve of quartz at 250°C
Inserting is a magnified part of the spectrum from 0 to 14 s
[ 1b=1 &
(E b = 14+s'ng™" (b—Dtexp  *r. @)

This Equation suggests that a graph of the quantity (I; / Ip) (™" against time t should form a straight line when an
appropriate value of b is identified. After determining the value of b, we will plot (I¢/ Ip) ' "®"® against time t for the five
different decay temperatures, resulting in a set of straight lines with a slope (m) given by the formula:

E
m= snd~! (b— Dexp . (8)

The activation energy E and the effective frequency factor s” = s'no® * will be determined from the slope and
intercept of the plot of In(m) versus 1/ kT.

Figure 3 depicts the quantities (I; / Ip)' " for the isothermal decay data at T = 260°C, considering four different
values of the kinetic-order parameter (b = 1.9, 2.0, 2.1, and 2.2) as a function of time t. It is evident that none of the four
graphs yield satisfactory linear fits.

This situation emphasizes a potential challenge when dealing with isothermal decay data: attaining a precise
estimation of the optimal linear fit might prove challenging due to subtle graph variations for different values of b.
The computed values of R suggest that the graphs corresponding to different values of b do not provide an accurate linear
fit, affirming the consistency of the provided TL data with second-order kinetics. A parallel analysis has been applied to
all other four isothermal decay datasets, yielding the same results.

The observed decay in the current investigation is elucidated through the monomolecular (first-order) superposition
theory. This type of decay results from the overlay of exponentials associated with different traps and is mathematically
represented by the Equation [13]:

Il‘ = 101 eXp(—Plt) + 102 eXp(—Pzt) +

where Io, is the phosphorescence intensity due to electrons in the traps of energy En, Pr =s exp (- Ew/kT) is the probability
of an electron escaping from a trap, k is the Boltzmann constant, and s is the escape frequency factor. Consequently, each
decay curve can be dissected into a series of exponentials using the "unraveling" procedure, enabling the calculation
of E values corresponding to each exponential.
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Figure 3. Isothermal decay data at a temperature of 260°C
calculated for several values of kinetic order b as a function of
time

Figure 4. Isothermal decay data for the 280°C deconvoluted
into two exponential decay curves

It is observed that each decay curve can be decomposed into two exponentials, as illustrated in the isothermal decay
curve at 20°C presented in Fig. 4. For the first curve, I,= 4.84634E6 and P;= 0.96471, while for the second curve,
I,= 114707 and P,= 0.06435. The nature of decay can thus be interpreted based on the monomolecular theory, suggesting
that the luminescence kinetics adhere to a first-order process. The consideration of first-order kinetics is supported by
inspecting the linearity in the In (TL curvel) and In (TL curve2) plots against time, as depicted in Figure 5. The resulting
plots for curvel and curve2 demonstrate linearity, indicating that the data conforms to first-order kinetics.

O In(280°C curve)
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Figure 5. The isothermal decay curves on the semilog Figure 6. The In(slope) versus 1/kT graph to determine E for TL data of
scale for the isothermal decay curve of quartz at 280°C  convoluted curves 1 and 2
and the two deconvoluted cures 1 and 2

In the subsequent step, we compile the slopes of these linear graphs in Table 1 and compute the natural logarithm
of the slopes, denoted as In(slope), for all five ITL curves corresponding to the temperatures T = 250, 260, 270, 280, and
290°C. A graph in Figure 6 depicts the In(slope) of curve 1 and curve 2 against 1/kT, where T represents the temperature
(in Kelvin) while recording isothermal decay curves.

Table 1. The slopes of linear isothermal graphs and their natural logarithms In(slope)

o ) Curvel Curve2
Temperature °C VKT (eV7) slope (s') In(slope) slope (s In(slope)
250 22.19 0.2888 -1.24202 0.0388 -3.24934
260 21.77 0.76471 -0.26826 0.06455 -2.74032
270 21.37 1.28707 0.25237 0.12493 -2.08
280 20.99 1.48454 0.3951 0.11639 -2.15081
290 20.61 2.75118 1.01203 0.20012 -1.60884
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The slope of the regression line provides the activation energy E, and interceptions for curvel and curve2
subsequently are:

E1=0.99+0.16 eV; interseptl = 18.7+3.4 and

E1=1.32+0.18 eV; intersept] = 28.2+4.2
The frequency factor s can be found from the intercept of the regression line:

interseptl = In(s1)=18.7; s1=exp (18.7) = 1.32x10® s'and

intersept2 = In(s2)=28.2; s2=exp (28.2) =1.77x1012s1

As reported in the literature, most natural sedimentary quartz grains exhibit two thermo-luminescence (TL) peaks,
at 325 and 375 °C, when the grains are heated between 300 and 400 C at a rate of 20 °C/s [14] and their luminescence is
observed with blue and near UV color glass filters in front of the photomultiplier tube. Previous studies have shown that
at a heating rate of 5 °C/s, the peaks occur at 305 and 350 C, respectively [6]. Our observations also lead to the conclusion
that the ITL data described in Figure 1 originates from more than one trap, and based on existing literature, it is inferred
that there are two overlapping first-order TL peaks.

CONCLUSIONS

Investigating isothermal decay analysis of thermoluminescence (TL) peaks has provided valuable insights into the
kinetic parameters governing this luminescent phenomenon. The challenges associated with achieving precise linear fits
for different kinetic order values (b) underscore the intricacies of the analysis. In summary, it can be inferred that the trap
responsible for the ITL signals at 250, 260, 270, 280, and 290°C does not conform to first, second, or general order
kinetics. This deduction is supported by: (a) The decay pattern of the ITL signal recorded at 250, 260, 270, 280, and
290°C deviates from the behavior described by Eq. (5) for b values ranging from 1 to 2 (refer to Fig. 2 and 3). (b) These
observations lead to the conclusion that the TL data depicted in Fig. 4 originates from more than one trap, and based on
existing literature, it is inferred that there are two overlapping first-order TL peaks.

This thorough analysis contributes to the understanding of TL peaks and establishes a robust methodology for
characterizing luminescence mechanisms in materials. The consistent application of these analytical techniques to
isothermal decay data across various temperatures enhances the reliability and applicability of our findings. In summary,
our study advances the understanding of kinetic parameters in TL peaks and provides a foundation for future research in
luminescence dosimetry.

ORCID
Sahib Mammadov, https://orcid.org/0000-0002-4547-4491; ©®Muslim Gurbanov, https://orcid.org/0000-0003-3321-1026
Aqshin Abishov, https://orcid.org/0000-0003-2467-4344; ®Ahmad Ahadov, https://orcid.org/0000-0002-6039-8714

REFERENCES

[1] M. Singh, N. Kaur, and L. Singh, “Thermoluminescence characteristics of high gamma dose irradiated natural quartz,” Nucl.
Instruments Methods Phys. Res. Sect. B Beam Interact. with Mater. Atoms, 276, 19-24 (2012).
https://doi.org/10.1016/j.nimb.2012.01.007

[2] F. Preusser, M.L. Chithambo, T. Gétte, M. Martini, K. Ramseyer, E.J. Sendezera, G.J. Susino, ef al., “Quartz as a natural
luminescence dosimeter,” Earth-Science Rev. 97(1—4), 184-214 (2009). https://doi.org/10.1016/j.earscirev.2009.09.006

[3] D.A.G. Vandenberghe, M. Jain, and A.S. Murray, “Equivalent dose determination using a quartz isothermal TL signal,” Radiat.
Meas. 44(5-6), 439-444 (2009). https://doi.org/10.1016/j.radmeas.2009.03.006

[4] C.Schmidt, and C. Woda, “Quartz thermoluminescence spectra in the high-dose range,” Phys. Chem. Miner. 46, 861-875 (2019).
https://doi.org/10.1007/s00269-019-01046-w

[5] M. Jain, G.A.T. Duller, and A.G. Wintle, “Dose response, thermal stability and optical bleaching of the 310 °C isothermal TL
signal in quartz,” Radiat. Meas. 42(8), 1285-1293 (2007). https://doi.org/10.1016/j.radmeas.2007.08.008

[6] A.D. Franklin, “On the interaction between the rapidly and slowly bleaching peaks in the TL glow curves of quartz,” J. Lumin.
75(1), 71-76 (1997). https://doi.org/10.1016/S0022-2313(97)00099-9

[7] 1 Veronese, A. Giussani, H.Y. Goksu, and M. Martini, “Isothermal decay studies of intermediate energy levels in quartz,” Radiat.
Environ. Biophys. 43(1), 51-57 (2004). https://doi.org/10.1007/s00411-004-0228-9

[8] 1. Veronese, The thermoluminescence peaks of quartz at intermediate temperatures and their use in dating and dose
reconstruction, 2005. http://www?3.fisica.unimi.it/highlights2005/abstracts/Milazzo/abs-veronese.pdf

[9] M. Jain, L. Better-Jensen, A.S. Murray, and R. Essery, “A peak structure in isothermal luminescence signals in quartz: Origin
and implications,” J. Lumin. 127(2), 678688 (2007). https://doi.org/10.1016/j.jlumin.2007.04.003

[10] V. Pagonis, G. Kitis, and C. Furetta, Numerical and practical exercises in thermoluminescence, (Springer, 2006).
https://doi.org/10.1007/0-387-30090-2

[11] C. Furetta, and G. Kitis, “Models in thermoluminescence,” J. Mater. Sci. 39, 2277-2294 (2004). https://doi.org/10.1023/B

[12] C. Furetta, Handbook of Thermoluminescence, (2nd Edition), (World Scientific Publishing Co. Pte. Ltd., 2006).

[13] M.G. Patil, S.H. Pawar, and R.D. Lawangar, “Relative location of traps and luminescence centres in CaS:Pd phosphors as revealed
by photo-, thermo- and electroluminescence studies,” Solid State Commun. 34(2), 105-108 (1980). https://doi.org/10.1016/0038-
1098(80)91243-0.

[14] M.J. Aitken, Thermoluminescence Dating, (Academic Press Inc. 1985).



441
Isothermal Decay Analysis of Thermoluminescence Peaks of Quartz for Kinetic... EEJP. 1 (2024)

AHAJII3 I30TEPMIYHOI'O PO3MAY MIKIB TEPMOJIOMIHECIEHIIII KBAPITY
JJIs1 BABHAYEHHS KIHETUYHUX TAPAMETPIB
Caxié Mamenos, MycJim I'ypoanoB, AkmuH AdimoB, AxmMaja Axagos
Tnemumym paoiayitinux npooaem Minicmepcemea nayku i oceimu Azepbaiiodxcany,
eyn. b. Baxa6saoe, 9 baxy, Azepbatiosncan

Ile mocmipkeHHs 3arauOIIOETHCS. B TOHKOIII aHATi3y 130TepMIYHOTO po3Mamy, 3aCTOCOBAHOTO N0 MikiB TepMmosominecteHtii (TL),
30Cepe/KYIOUHCh Ha BU3HAYSHHI KIHeTHYHHX MapaMeTpiB. JloCiKeHHs] CTaBUTH MiJ CYMHIB BiNMOBIAHICTh MACTKH, BIAIOBITAIBEHOT
3a curHany [TL, kiHeTuni nepuioro, Apyroro 4 3araJibHOro HOPSZKY, IO HiATBEPPKYETHCS HEBIIOBIIHOIO CXEMOIO PO3Many Ta
BHCHOBKOM PO JiBa NepekpuBatoThes miku TL nepuoro nopsiaky. Ls po6oTa nokpariiye po3yminns mikiB TL i BcTaHOBIIOE HafilHy
METO/IOJIOTIIO IS XapaKTePHCTHKN MEXaHi3MiB JIIOMiHECLCHIIT B MaTepiaiax, COPHUII0YH POrpecy B AOCITIHKSHHSX JTIOMIHECIIEHTHOT
nosumeTtpii. Lli coctepeskeHHs! PUBOASATH 10 BUCHOBKY, 110 naHi TL moxoasTe Bia OiIbLI HXK OZHIET MACTKH, 1 HA OCHOBI ICHYIOYOT
JiTepaTypu poOUTHCS BUCHOBOK IPO HAsIBHICTH ABOX MepekpruBatodnx MikiB TL mepmoro nopsaaxy. HocmimkeHHs nependayae po3risig
130TepMIYHMX JaHHUX po3many mpu pizHuX Temmepatypax (T = 250, 260, 270, 280 i 290°C) i mocmimkye mpodiaeMu, OB’ s3aHl 3
JOCSTHEHHSIM TOYHUX JITHIMHUX BiJIIOBITHOCTEH IS Pi3HUX 3Ha4YeHb KiHeTH4HOTO Mopsnky (b). [Ipupona posnany iHTepnpeTyeThest
Ha OCHOBI MOHOMOJIEKYJISIPHOI Teopii, sika mepeadadae oTpuMaHHS nponecy nepmroro nopsaky. Kpusi ITL 6ynu po3seneHi Ha 1Bi
SKCIIOHEHIiabHI KpuBi po3nany. Haxuim niHii perpecii 3abe3neuytors 3HaueHHs eHeprii aktusauii (E) mis kpusoi 1 i kpusoi 2
BignoBigHo: E1=0.99+£0.16 eB i E2=1.32+0.18 eB. KoeoirienT yactotu (S) BH3HAYAETBCA 3 TOYKH IMEPETUHY JIIHIT perpecii:
s1=1.32x10% ¢! ta sa = 1.77x102 ¢\,

KurouoBi ciioBa: izomepmiunuii posnao; keapy, enepeis akmueayii; yacmomuuii paxmop
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This study involves comparing EPR signals from three-year-old modern cow tooth enamel with the spectra of fossil tooth enamel
exposed to natural background radiation over an extended period. The EPR spectrum of the significantly aged fossil tooth enamel
displays additional components absent in the EPR spectra of the modern tooth enamel. Specifically, the septet signal associated with
isopropyl (or alanine) radicals is not observed in the EPR signals of modern tooth enamel when irradiated up to 1.3 kGy. It is
hypothesized that the isopropyl radicals present in fossil tooth enamel are not a result of radiation but rather stem from the natural
breakdown of organic components due to the aging process. This characteristic is proposed as a dependable tool for authenticating
tooth samples.

Keywords: Modern tooth enamel; Fossil teeth; EPR dosimetry; Isopropyl radical

PACS: 78.60 Kn

INTRODUCTION

EPR dosimetry and dating rely on identifying and quantifying an Electron Paramagnetic Resonance (EPR) signal
induced by ionizing radiation, provided the signal intensity was once reset to zero. Implicit in this approach is the
assumption that a correlation exists between the intensity of the radiation-induced signal and the absorbed radiation dose.
This fundamental principle underlies the use of tooth enamel as a natural dosimeter in EPR dosimetry and dating [1]-[5].
Irradiated tooth enamel exhibits a stable EPR signal, the intensity of which corresponds to the absorbed dose [6].

It is well established that the EPR signal in fossilized tooth enamel is of a composite nature, necessitating the
isolation of the radiation-induced EPR signal from other paramagnetic signals [4], [7]-[9]. In tooth enamel or bone
suitable for dating, a stable CO?* radical generated by radiation is a key signal. Other radicals induced by irradiation, such
as CO5* and CO*, are irrelevant for retrospective dosimetry or dating due to their instability [10].

Additionally, the EPR spectrum of tooth enamel contains a native signal present in non-irradiated modern tooth
enamel. However, even the youngest tooth is not exempt from weak, radiation-induced EPR signals due to natural
background irradiation. Modern enamels from human and other mammals' teeth, when irradiated in the laboratory, have
been widely studied using the EPR method. A general observation is that the complete EPR line shape of laboratory-
irradiated tooth enamel differs from that of naturally irradiated enamel, although the central part of the spectrum is easily
reproducible.

The focus of the current study is a comparison of EPR signals obtained from three-year-old modern cow tooth
enamel with the spectra of fossil tooth enamel that has been exposed to natural background radiation for an extended
period.

EXPERIMENTAL

The objects under investigation included a remarkably well-preserved fossil tooth from an elephant (Palacoloxodon
antiquus) discovered in the Mingachevir district of Azerbaijan in 2010, as well as a three-year-old modern cow tooth. The
extinct straight-tusked elephant (Palacoloxodon antiquus) once inhabited Europe during the Middle and Late Pleistocene,
approximately 781,000 to 50,000 years before the present. Initially believed to be closely related to the living Asian
elephant, a shift occurred in 2016 when DNA sequence analysis revealed that its closest living relative is the African
forest elephant, Loxodonta cyclotis. Surprisingly, it is more closely related to L. cyclotis than L. cyclotis is to the African
bush elephant, L. africana. This finding challenges the current classification of the genus Loxodonta, as outlined in E.
Callaway's article "Elephant history rewritten by ancient genomes" in Nature, published in September 2016
(https://doi.org/10.1038/nature.2016.20622). The procedures for sample preparation and Electron Spin Resonance (ESR)
measurements were as follows: Initially, the enamel was carefully extracted from the teeth using a dental drill with water
cooling. The 1.5-mm average thickness enamel was then immersed in a 30% NaOH solution for a day to disinfect and
separate any remaining dentine.

For the fossil tooth enamel samples, a dental drill was employed to remove approximately 50+5 um from both the
inside and outside of the enamel surface, ensuring that natural alpha radiation did not impact the results. In total, 2 g of
enamel was collected from both the fossil and modern tooth and air-dried at room temperature for three days. Half of the
samples were powdered using an agate mortar, and powder with a size range of 100-50 um was isolated for subsequent
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measurements. The remaining portion was retained as a single fragment of enamel measuring 4mmx1mmx1.5mm. Both
enamel powder (0.1 g) and single fragment (bulk) samples were individually placed inside Suprasil glass tubes for the
EPR signal measurements.

The ESR signal of the samples was assessed using a Bruker EMXplus (X-band) spectrometer. The spectrometer was
configured with the following parameters: a central field of 3,520 G, a scan range of 100 G, an amplitude modulation of
3 G, amodulation frequency of 100 kHz, a time constant of 20.48 ms, and a power of 2.14 mW unless otherwise specified
in the text. Subsequently, the samples underwent irradiation at room temperature utilizing a °*Co source, with additional
doses applied, and ESR signals were measured under identical conditions.

The dose rate of the °Co source was determined using the Magnettech Miniscope MS400 EPR Spectrometer,
employing individually wrapped barcode-labeled BioMax Alanine Dosimeter Films (developed by Eastman Kodak
Company).

RESULTS AND DISCUSIONS

The EPR signal in fossil tooth enamel manifests as an asymmetric signal characterized by three peaks at
g~2.0043 (T1), g ~2.0013 (B1), and g ~ 1.9985 (B2) (refer to Fig. 1A (1)). The primary contributor to this signal is
identified as the CO?* radical [11], although other radicals, predominantly carbonate-derived radicals and certain oxygen
radicals [11], are suggested to play minor roles. Additionally, a signal at position "a" is observed, attributed to the isopropyl
radical with a hyperfine splitting of 2.17 mT [1][4][12]. This septet signal has been previously noted in middle Pleistocene
tooth samples by other researchers [13]. However, Duval [14] associated this signal with "free diethyl" radicals. While
the experimental separation of the central signal is challenging, the system is commonly simplified by considering three
main types of CO?[11]: one isotropic at g ~ 2.0006 and two anisotropic CO2 radicals—an axial (gL ~ 2.003; g || ~1.997)
and an orthorhombic (gx ~ 2.003; g, ~ 1.997; g, ~ 2.001). Owing to differences in thermal stability and microwave
saturation characteristics, the relative proportions of these signals in the ESR signal may vary between natural and
irradiated spectra, leading to the observation of distinct yet closely situated g values at positions T, B, and B,.
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Figure 1. Dose-response spectrum of fossil tooth enamel powder

In panel A, the spectra are presented for various conditions: natural, without additional laboratory dose (1); irradiated at 44.7 Gy (2);
89.4 Gy (3); 114.1 Gy (4); 178.8 Gy (5); and 223.5 Gy (6). The dose rate was 0.149 Gy/s. In panel B, a segment of the spectra
around 3,500 G is highlighted. Punctuation and identification of EPR signals have been adopted from [14]: (i) The signal labeled
“a” represents a septet centered on the primary COx signal at g =2.0043, formed by a free dimethyl radical, with only three lines
visible in that magnetic field range; (ii) the isotropic line (marked "b") at g =2.0114 could be ascribed to CO3"; and the isotropic
line at g =2.0075 (marked “c”) is typically attributed to a free radical, likely SO Positions T1, B1, and B2 are indicative of the
primary EPR signal

Upon laboratory irradiation, there is an augmentation in the EPR signal, as illustrated in Fig. 1, depicting signal
intensity at different doses. Noticeable peak increases occur in the central part of the spectra and at position "b," while
peaks associated with isopropyl radicals (position a) remain unchanged (refer to Fig. 2b).

The identical samples were also assessed six months later, as depicted in Figure 2 A minor reduction in the intensity
of the central signal was noted, while the signal at position "b" returned to its initial level (refer to Fig. 3B). The intensity
of the signal at position “a” remained constant.

The EPR signal in the non-irradiated modern tooth sample is exceedingly faint, requiring special efforts to discern
it from the noise signal. Upon subjecting the sample to additional laboratory irradiation, the typical central signal of tooth
enamel becomes observable.

The EPR spectra illustrating the dose response of the modern tooth sample are presented in Fig. 3. The tooth samples
underwent irradiation with ®°Co, ranging from a dose of 174 Gy to 1,305 Gy. The EPR signal of the modern cow tooth
enamel is characterized by an asymmetric signal with three peaks at g ~2.0044 (T1), g ~2.0020 (B1), and g ~ 1.9987 (B2).
Notably, the positions of these peaks exhibit minimal changes when compared to the EPR signal of fossil tooth enamel.
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A distinctive aspect of the EPR spectra of the modern tooth is the absence of both the peak at position "a" and the
peak at position "b." Moreover, these peaks do not appear in the spectrum even up to the irradiation dose of 1.305 Gy.
EPR studies on modern tooth samples have been conducted by several researchers [15]-[20], and a general consensus
emerges that direct irradiation does not lead to the generation of an EPR signal at position “a”.
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Figure 2. Dose response spectra of fossil tooth enamel powder Figure 3. Dose response spectra of modern cow tooth enamel
six months later: irradiated at 44.7 Gy (1); 89.4 Gy (2); 114.1 (3); powder: irradiated at 174 Gy (1); 348 Gy (2); 522 Gy (3);
178.8 Gy (4); 223.5 Gy (5). B: insert is a magnified part of the 783 Gy (4); 1,044 Gy (5); 1,305 Gy (6)

spectrum around 3,470 G

Ikeya [13] was the first to report the presence of paramagnetic organic radicals at position "a" in y-irradiated biogenic
crystals, such as tooth enamel and fossil shells. The quintet signal with g=2.0037 and A =21.9 G was associated with
alanine radicals, CH3CH(NH2)COO%*, generated from the organic constituent protein in shells (Polinices). He proposed that
alanine radicals might be produced by natural irradiation from the alanine amino acids derived from decomposed proteins.
According to [20], the intensity of the mentioned signal was not enhanced by further y-irradiation, and no alanine radicals
were detected in fossil shells and bones younger than 10* years. In the EPR spectrum of the aragonitic shell (Polinices),
which was age-dated using 230Th/234U dating to be 65,000 years old, two additional lines were identified within the quintet
signal initially attributed to alanine radicals [13][21]. In this context, the septet signal was associated with isopropyl radicals.
The septet signals arising from (CH3),C--R radicals coincide with a peak of the central line featuring hyperfine splitting of
21.7 G [21]. This septet spectrum has also been observed in fossil horse molars and certain shells, with the radical identified
as the isopropyl radical. This radical is known to form in synthetic valine-doped CaCOs [22].
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Figure 4. EPR spectrum of the modern cow teeth enamel heated at 160°C for 100 hours. (Central Field
3520 G, Power 2.18 mV, Modulation Frequency 3.2 G, Time constant 20.48 msec, Number of scans 20)

According to annealing experiments conducted with modern tooth enamel from an elephant [23], the alanine (or
isopropyl) signal did not manifest solely upon y-irradiation (400 Gy); it only appeared after subsequent heating, for
instance, at 160°C for 48 hours. Furthermore, thermal pretreatment without prior irradiation did not result in the
generation of these radicals in recent tooth enamel.

The signal identified at position "a" has been documented in previous studies [22][24], and is acknowledged as
indicative of sample annealing due to its presence in the EPR spectra of samples subjected to annealing both before and after
irradiation. Notably, the signal at position "a" fails to manifest at 160°C for 48 hours when only the heating stage is applied.
However, in our experiments, by prolonging the heating of modern tooth enamel for 100 hours at 160°C, the signal at position
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"a" became observable without irradiation, displaying the characteristic quintet signal with g ~2.0037 and A ~22 G (see
Fig. 4).

The peak at position “a” (refer to Fig. 1) is attributed to the presence of isopropyl radicals, indicating that they are
not generated during irradiation. Consequently, we assert that the EPR signal observed in fossil tooth enamel at position
"a" does not result from radiation but instead stems from the natural decomposition of organic components in tooth enamel
due to the aging process.

These characteristic holds potential for various applications and may serve as a quick test to distinguish between
ancient and contemporary tooth samples.

CONCLUSIONS

The study involves analyzing EPR spectra of fossil and modern tooth enamel samples, with the fossil sample
exhibiting a composite nature requiring careful isolation. In contrast, the modern tooth lacks certain signals, suggesting
differences in composition or irradiation effects. The EPR signals were measured using a Bruker EMXplus spectrometer,
and subsequent irradiation and dose-response observations were conducted. Six months later, a slight decrease in the
central signal's intensity was noted, and the signal at position "b" returned to its original level. Additionally, the absence
of peaks at positions "a" and "b" in the modern tooth distinguishes it from the fossil tooth. The presence of isopropyl
radicals at position "a" is attributed to sample annealing, unrelated to irradiation, providing potential applications for
authentication and differentiating ancient from contemporary tooth samples. The absence of this signal in modern teeth
subjected to irradiation may indicate forgery in cases of presenting them as ancient specimens.
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Very thin conductive fibers, whose diameter is much smaller than the wavelength, strongly absorb and scatter electromagnetic radiation.
The efficiency factors of absorption, scattering and radiation pressure of metal fibers with a diameter of several micrometers in the
centimeter wavelength range reach several thousand. The absorption of electromagnetic radiation in two-layer fibers has been studied.
In fibers with a metal core and a lossless dielectric cladding, the absorption is the same as in solid metal fibers. In lossy cladding fibers,
strong absorption occurs when the fiber diameter is several nanometers. Fibers with a dielectric core and a metal cladding strongly
absorb radiation when the thickness of the cladding is comparable to the thickness of the skin layer.

Keywords: Double layer fiber; Absorption; Scattering; Attenuation; Electromagnetic radiation

PACS: 41.20.-q, 04.20.jb

1. INTRODUCTION

The problem of diffraction of electromagnetic radiation on a cylinder is one of the most famous in electrodynamics.
The results of its solution are presented in classic monographs [1-3] and numerous articles. Technical applications make
it possible to obtain information about the cross-sectional size of the cylinder, its shape, and optical parameters [4-6].

The effect of the wave on the cylinder depends on the relationship between the wavelength and the diameter of the
cylinder. It is usually strongest when the diameter of the cylinder is comparable to the wavelength. Then resonances arise,
at which the interaction of the wave with the cylinder intensifies [7, 8]. Objects that are small compared to the wavelength
are usually “not noticed” by it. But in works [9-12] it was shown that very thin metal wires, semiconductor and graphite
fibers, the diameter of which is hundreds of times smaller than the wavelength, strongly absorb and scatter electromagnetic
radiation [13].

This effect can be used to solve problems in physics and technology when it is necessary to transfer the energy of
laser or microwave radiation to small objects: a spherical target in laser thermonuclear fusion installations, an active
element in the form of a thin thread in fiber lasers, etc. In this case, focusing the radiation beam is not necessary. The
transverse dimensions of the beam can be thousands of times larger than the size of the target.

Figure 1 shows graphs of the dependence of the absorption efficiency factor of a platinum wire on its diameter for
several wavelengths with E- polarization of the wave (the electric vector is parallel to the axis of the wire). At certain
ratios of the D/ value, an absorption maximum is observed. For A =8 mm Qups max = 962, for A =10 cm - Qups max = 2615,
for A =1 m - Qups max = 7928. The maximum is obtained with very small wire diameters; 4.1 pm at a wavelength of 1 m,
1.5 um at a wavelength of 10 cm, 0.3 um at a wavelength of § mm.

In the case of the H-wave there is no effect.

8000
E
abs

6000

o

4000

A= 10cm
2000

2 4 6 3 10

D, Mxm
Figure 1. Dependence of the platinum wire absorption efficiency factor on its diameter

The technology also uses two-layer fibers - metal microwires in a glass shell and glass fibers with a metal coating.
Therefore, there are works in which the diffraction interaction of an electromagnetic wave with such objects was studied
[14-16]. It has been shown that resonances arise in the dielectric coating of a metal fiber, enhancing or weakening the
interaction of the wave with it [15]. The work [16] shows the results of calculations on the interaction of microwave
radiation with thin double-layer fibers.
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Further in this work, the results of studies of the interaction of an electromagnetic wave with two types of two-layer
fibers will be presented - a conductor in a dielectric shell and a dielectric fiber with a metal coating.

A cross section of the fiber is shown in Fig. 2. It consists of two layers - an outer shell with a diameter D; with
refractive index m; and core diameter D, and refractive index m,. Both refractive indices can be complex, meaning both
the core and the cladding can absorb radiation.

The wave vector of the incident radiation is perpendicular to the fiber axis. The electric vector of the wave is parallel
to the fiber axis.

Figure 2. Problem geometry

Attenuation effectiveness factors Q, scattering Oy, and absorption factor Q. can be calculated using formulas that
are superficially similar to the formulas for a solid cylinder [2, 10]:

2 [}
=%l=§wRe(bl), (1)
0 sea= 25 I @)
Qabs = Q_Qsca . (3)

Here p=7x D1 / A, A - radiation wavelength, ¢ = D,/D; or a metal conductor in a dielectric shell, ¢ = 1 for a

dielectric fiber in a conductive shell.
The coefficients b; are described by the following equations:

A
b=-L. @
where
1Py #Pmp)  Jymp) 0
e P e g )0 -
0 1P map)  Jmap) I myqp)
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J / (z) — Bessel function, Hl(z)(z) — Hankel function of the 2nd kind, the “prime” sign at the top of the function
designation means differentiation over the entire argument.

The determinant of A; is obtained by replacing in the first column of the determinant of A the functions HZ(Z) (»)

and Hl(z),(p) the functions J / (p)ulJ Z,(p) respectively.

We will limit ourselves to the case of the E-wave, when the effect of strong absorption of electromagnetic radiation
is observed in very thin fibers.
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2. CONDUCTOR IN DIELECTRIC SHELL
Micron-diameter conductors in a glass shell are used in technology. They are used as thermistors, bolometric
receivers of electromagnetic radiation, etc.
Figure 3 shows the dependence of absorption in a copper conductor in a glass shell with a refractive index n = 1.5.
The diameter of the conductor in the sheath is 30 microns. Radiation wavelength 8 mm. Conductor diameter D, varies
from zero to 1000 nm. The maximum absorption efficiency factor reaches 2000. The position of the maximum is
determined by the formula [12]:

D=0.1%, (6)

where ]’i =A/n — wavelength of radiation in metal, n — real part of the complex refractive index of a metal

ol

4 (1-i), o — conductivity, ¢ — speed of light, & — dielectric constant of free space. For copper n = 3757 at a
TTCE,
0

m=

wavelength in free space of 8 mm, so A; = 2.12 pum, and the maximum is located at D, = 200nm . In the graph, the
maximum is located at D, = 154 nm, which is in satisfactory agreement with the theory [9].
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Figure 3. Absorption in glass-clad copper wire (A =8 mm, n = 1.5)

The refractive index of the shell does not affect the position of the maximum. It is determined only by the properties
of the core metal. But the magnitude of the maximum depends on the shell material. So, for the refractive index of the
shell n = 1.5 — absorption at maximum is Qas = 1865, for n = 4 — Qs = 1879, for n =9 — Qaps = 1948. Apparently, the
shell focuses the radiation onto the core.

If the shell absorbs radiation, the picture changes. Figure 4a shows the dependence of the absorption efficiency factor
of a copper wire in a cladding with a complex refractive index m = 1.5 — 1i (colored absorbing glass) on the core diameter.
The general picture is the same as in the previous case, the maximum is in the same place, it is the same in size. But at
very small wire diameters, absorption increases. The region of strong absorption is very narrow. Its width, determined by
the minimum on the graph, is 9 nm.

Absorption increases with increasing both the real and imaginary parts of the refractive index of the shell. The
position of the minimum shifts towards increasing diameter. The minimum value increases. Figure 4b shows a graph for
m =5 — 5i (semiconductor in the microwave range). The minimum is located at 41 nm and is close in value to the
absorption maximum. At high refractive indices, the maximum disappears, and the Qans(D2) curve decreases
monotonically as D, increases.
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Figure 4. Absorption in copper wire with absorbent sheatha—m=1.5-1i,b—m =5 -5i

It is clear from the graphs that the effect of strong absorption is observed when the diameter of the conductive core
is very small - no more than several hundred nanometers.
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3. DIELECTRIC IN A METAL SHELL
Such an object can be a glass fiber coated with a thin layer of metal or other electrically conductive material
(graphite, semiconductor).
Figures 5a and 5b show the results of interaction of a 10 cm long electromagnetic wave with a nickel-coated glass
fiber. Fiber diameter 30 microns. It is shown how the absorption efficiency factor changes with a change in the diameter
of the glass core.

2501 ‘ 1 250 ! ‘
_Qabs(Dz)
200 - 1 200 -
150 150
100 - 1001
50 - : 50 -
0.5 1 1.5 2 2.5 3 2.9 2.91 2.92 2.93 2.94 2.95 2.96 2.97 2.98 2.99 3
Dy, ™ %10 Dy, m x10®
Figure 5a. Absorption in nickel-clad glass fiber Figure 5b. Absorption in glass fiber with a nickel shell

(maximum region)

Figure Sa shows that when the core is thin and the cladding thickness is much greater than the skin thickness, the
absorption in the fiber is the same as in a solid metal cylinder with a diameter of 30 pum (Qabs = 5.38). When the thickness
of the shell becomes comparable to the thickness of the skin layer (in nickel at a wavelength of 10 cm it is 3.25 pm),
absorption increases and reaches a maximum at a shell thickness of 54 nm - Qabs = 187.8 (Fig. 5b). This is 35 times more
than for solid nickel fiber with a diameter of 30 microns. For nickel fiber to have an absorption factor of 187.8, its diameter
must be 1 micron, that is, it must be very thin.

Therefore, thicker two-layer dielectric fibers with a thin metal shell are much more convenient to use than solid
homogeneous metal fibers.

Calculations show that the maximum absorption value does not depend on the conductivity of the shell material.
The thickness of the shell at which maximum absorption is observed depends on the conductivity. It is proportional to the
resistivity of the material. This is true for a very wide range of resistance values (Fig. 6). There, such a dependence is
plotted on a logarithmic scale. The dots indicate resistivity values for several materials.
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Figure 6. Dependence of the optimal thickness of the metal shell on the resistivity of the material

Figure 7 shows how the optimal cladding thickness depends on the wavelength of the radiation that is incident on
the fiber (line 1). The graph is plotted for glass fiber with a diameter of 10 microns with a copper sheath. This is also a
linear relationship over a very wide range (in the graph - from 8§ mm to 10 m). The same figure shows the dependence of
the absorption efficiency factor on the wavelength (line 2). This is also a linear relationship. It differs from the same
dependence for a continuous fiber, where absorption is proportional VA [12].

It was indicated above that absorption in the shell becomes strong when its thickness is comparable to the thickness
of the skin layer in it. The identical nature of the dependence of the optimal shell thickness on resistivity and wavelength
also indicates that it is related to the thickness of the skin layer:
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ety

where A - wavelength, p - resistivity, ¢ — speed of light in free space, | - relative magnetic permeability of the shell
material, [1o - magnetic permeability of free space.
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Figure 7. Dependence of the optimal thickness of the metal shell on the radiation wavelength
1 — shell thickness, nm, 2 — absorption efficiency factor

Figure 8 shows that the optimal shell thickness is proportional to the square of the skin layer thickness, which means,
as can be seen from expression (4), it should be proportional to the wavelength and resistivity, which is confirmed by the
graphs in Figures 6 and 7.

The proportionality coefficient in these relationships depends on the electrical properties of the core and shell and
can be found from the analysis of expressions (1) — (3), (7).

104 1
A,nm Graphite
; e
10 -
10°
Nt
10Ci==
=
1
0.1 1 10 & IJmz 100

Figure 8. Dependence of the optimal thickness of the metal shell on the thickness of the skin layer

CONCLUSION
1. Absorption of electromagnetic radiation in a thin fiber (D << A) with a metal core and a lossless dielectric shell
is the same as in a homogeneous metal cylinder with a diameter the same as the core diameter. The absorption maximum
in the microwave range is at D = O.1/'Li , where A; — wavelength of radiation in a metal. In the microwave range D =

100...300 nm. In a fiber with a high refractive index of the cladding, absorption increases somewhat due to the focusing
of radiation by the cladding onto the core.

2. Ifthere is energy loss in the shell, strong absorption occurs in the metal core of nanometer diameter.

3. Dielectric fibers with a metal sheath strongly absorb electromagnetic radiation when the diameter of the sheath
is comparable to the thickness of the skin layer.

4.  For the same absorption, metal-coated dielectric fibers have a significantly larger diameter than solid metal
fibers. This creates significant convenience in their technical applications.
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B3AEMOIA AYXKE TOHKUX JBOITAPOBUX BOJIOKOH
3 EJIEKTPOMATHITHUM BUITPOMIHIOBAHHSM. 1. YUCEJIBHE MOJEJIIOBAHHSI
MuxoJa I'. Koxoniii, lenuc O. IIporexTtop, lap’sa B. I'ypina, Mukosa M. Jly0inin
Xapxiecvruil Hayionanvhuil yHisepcumem im. B.H. Kapasuna, Xapxie, m. Ceéoboou, 4, 61022, Yrpaina

Jy>xe TOHKI MPOBiHI BOJOKHA, JiaMeTp SIKUX HabaraTo MEHIIE JOBXHWHH XBUIIi, CAJIBHO MOTJIMHAIOTH 1 PO3CIIOIOTH SIEKTPOMArHiTHe
BUMpOMiHIOBaHHs. PakTop ePEeKTHBHOCTI MOTIMHAHHS, PO3CIIOBAaHHS Ta THCKY BHUIIPOMIHIOBAHHS METAaJEeBUX BOJIOKOH JiaMETPOM
KiJJbka MIKpOMETpIB y CaHTHMETPOBOMY [iala3oHi OBKHH XBWIIb [OCSTAlOTh KiIbKOX THCSY. JIOCIIKEHO MOTJIMHAHHSI
CJICKTPOMATHITHOTO BMIPOMIHIOBaHHS Yy JBOIIAPOBHX BOJIOKHAX. Y BOJIOKHAX 3 METAJEBOIO CEPLEBHHOI0 Ta MAiCICKTPHYHOIO
0007I0HKOFO 0€3 BTpAT MOTJIMHAHHS TaKe XK, SIK Y CyIUTPHUX METAIEBUX BOJIOKHAX. Y BOJOKHAX 3 0OOJOHKOIO 3 BTPAaTaAMH 3'SIBISIETHCS
CHJIbHE MOMJIMHAHHS, SKIIO JiaMeTp BOJOKHA [OPIBHIOE NCKIIHbKOM HaHOMETpaM. BOJIOKHA 3 JieJeKTPHYHOK CEpLEBHHOK i
METaJIEBO0 000JIOHKOI CHIIBHO MOTJIHHAIOTH BUIIPOMIHIOBAHHSI, KOJIM TOBIIMHA 00OJIOHKH MOPIBHSHHA 3 TOBIHHOIO CKiH-IIapy.
KutrouoBi citoBa: 0soutapose 6010KHO; NOGIUHAHNA, PO3CIIOBANHS, OCIAONEHHSA, eleKmPOMAsHimHe GUNPOMIHIOBAHHS
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The article presents the results of a study of the temperature dependence of the dielectric constant €' and the dielectric loss index €" of
the chlorobenzene-iodobenzene system at wavelengths A = 6.32; 4.01; 3.21; 2.14; 1.18 and 0.75 V temperature range -40°C++30°C.
The static dielectric constant was determined at a frequency of 7 MHz. The temperature dependence of the time of dielectric
relaxation of molecules in the liquid state was determined. It was established that in the specified temperature-frequency range the
dispersion region consists of two parts. Analysis of the temperature dependence of dielectric polarization relaxation in the system
chlorobenzene-iodobenzene shows that the relaxation times of the components do not depend on their short-range order. It was also
discovered that the rate graph showing the dependence of the logarithm of the relaxation time on the reciprocal of the temperature
logt ~ 1/T, consists of two parts and the value of the static dielectric permeability €~ is non-additive. To explain these results, it is
assumed that clusters are formed in this system, the same as in the pure components.

Keywords: Dielectric spectroscopy, Dielectric relaxation; Chlorobenzene; Iodobenzene; Bromobenzene

PACS: 61.20.—p; 77.22.-d; 77.22.Gm

INTRODUCTION

In polar liquids, dielectric relaxation is observed in the microwave range, which covers the spectrum
of electromagnetic waves with a length from 1 mm to 30 cm [1]. Studying this range makes it possible to study
relaxation properties. The interest in the liquids under study is explained by their relatively simple structure, which
makes it possible to use existing theories to analyze experimental data. It is known that in chlorobenzene, iodobenzene
and bromobenzene there is a small distribution of relaxation times, which decreases with increasing temperature [2]. It
is also known that there is a single relaxation time for these same compounds. In this case, the high-frequency limit of
the dielectric constant &, of the Cole — Cole diagram turns out to be greater than the square of the refractive index n2
measured in the infrared range [3,4]. This fact is associated with the probable existence of an additional absorption
region of a resonant nature in the sub millimeter range, which manifests itself already at wavelengths from 3 to 7 mm.
In pure dipole liquids, increased dielectric relaxation times are usually observed compared to their values in dilute
solutions. If in the first case the relaxation process is cooperative, then in dilute solutions the relaxation time, as a rule,
characterizes an individual molecule. Therefore, studying the dependence of dielectric relaxation on the concentration
of polar molecules is of great interest [5-9].

Using the example of earlier studies of binary systems, it can be argued that the concentration dependence of the
ratio of relaxation time t to viscosity 1 can be used to estimate the degree of clustering of polar molecules. As a result,
it was possible to determine a special relaxation mechanism in the case of concentrated solutions of some cyclohexane
derivatives in non-polar solvents [10, 11].

Monohalogen derivatives of benzene are compounds with small rigid molecules, the interactions between which
are described predominantly by van der Waals forces. Knowledge of the equilibrium and dynamic dielectric properties
of such relatively simple objects is necessary when deciphering the dielectric behavior of systems with different types
of relaxers and complicated intermolecular interactions. Analysis of the temperature dependences of the dielectric
coefficients of three members of the series chlorobenzene (C¢HsCl), bromobenzene (C¢HsBr), iodobenzene (CsHsJ),
taken in the microwave range for pure liquids and their concentrated solutions in benzene (CsHs) and hexane (CsHis),
showed that the kinetic units responsible for the observed absorption are individual molecules [7—11]. It should be noted
that dipole — dipole forces do not have a significant effect on the shape of the absorption curve. In addition, indirect
indications were obtained of the existence of another absorption region, a resonant type, at higher frequencies.

This work was carried out with the aim of further accumulating experimental data on the nature and mechanism
of microwave absorption in the compounds under study. The choice of a polar mixture is explained by the desire to
trace the kinetic behavior of each component separately, which is important for studying the influence of short-range
order on the process of molecular relaxation.

MATERIALS AND RESEARCH METHODS
Dielectric constants €' and dielectric losses &” of the chlorobenzene — iodobenzene system were measured at
wavelengths A = 6.32; 4.01; 3.21; 2.14; 1.18; 0.75 cm in the temperature range —40° + +30°C, with a volumetric ratio
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of components of 1:1. Within the same temperature limits, the equilibrium dielectric constants g, of the system were
measured at a frequency of 7 MHz.

Measurements of dielectric constant &' and dielectric losses €” were carried out using the variable thickness
method [12 — 14] on six installations that differed only in the cross-sectional sizes of the waveguides. Particular
attention was paid to eliminating impedance transformation in the measuring path and ensuring reliable thermal
insulation of the measuring cell from the rest of the path and the environment. The measurement errors are: 1% for the
dielectric constant €' and 1 — 3% for the dielectric loss index &” at A = 6.32; 4.01; 3.21; 2.14 cm, 2% for dielectric
constant &' and 3 — 5% for dielectric loss index ¢” at A =1.18 and 0.75 cm.

Equilibrium measurements were carried out using the resonance method [15— 7]. The measuring cell consisted
of a silver-plated cylindrical capacitor equipped with a heat-insulating shell. The cell temperature was changed by
continuous heating at a rate of 0.2 degrees/min. The capacitor was calibrated for hexane, benzene, chlorobenzene and
acetone. The error in the equilibrium dielectric constant g did not exceed 1%. The temperature of the samples was
measured with a copper constantan thermocouple with an error of ~0.3°. The components of the mixture and
compounds taken for control measurements were carefully dried and distilled on a distillation column. The purity of the
compounds was checked by boiling point values and optical refractive indices. All measurements were carried out only
on samples of the “high grade” brand.

RESULTS AND DISCUSSION
Table 1 summarizes the measurement data for €', €” and gy. The shift of the maximum in the &"(A) curves towards
shorter wavelengths with increasing temperature indicates the relaxation origin of the studied absorption (Fig. 1).

Table 1. Dielectric coefficients of the chlorobenzene — iodobenzene system

A=6.32 A=4.01 A=321 A=2.14 A=1.18 A=0.75
T’ OC 80 r " ’ " r n r n ’ n ! "
€ € € € € € € € € € € €

30 5.19 4.69 0.98 4.25 1.21 4.00 1.26 3.55 1.23 3.00 | 096 | 2.79 0.73

20 5.29 4.65 1.09 4.20 1.26 3.94 1.28 3.48 1.21 298 | 091 2.79 0.69

10 5.38 4.57 1.19 4.10 1.31 3.82 1.31 3.39 1.19 2.96 | 0.86 | 2.78 0.65

0 5.48 4.49 1.20 4.00 1.36 3.72 1.31 3.32 1.14 294 | 0.81 | 2.78 0.61

-10 5.59 441 1.36 3.90 1.37 3.61 1.29 3.24 1.10 292 |1 0.76 | 2.78 0.59

-20 5.70 4.34 1.41 3.77 1.35 3.20 1.25 3.17 1.03 290 | 0.70 | 2.78 0.55

-30 5.82 4.23 1.45 3.64 1.32 3.39 1.18 3.10 0.95 2.88 | 0.64 | 2.78 0.52

-40 5.95 4.12 1.49 3.50 1.29 3.28 1.12 3.04 0.89 2.86 | 0.58 | 2.78 0.49
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Figure 1. Dependence of the absorption index £” on the wavelength (A cm) at different temperatures.

According to the arc diagrams, the frequency variation of the dielectric constant €’ and the dielectric losses €” of the
mixture are described by the Cole — Cole equation [18]:

g'—ie" = &5 + (80— &x) [I + (iwr)!~7], (1)
or
&—e, 1+(wt)1™* sing )
€o—en  1+2(wD)1"% sin %ﬂm)z(l-a)’ 2
&' (wT)1~% cos % )

fo—En  1+2(wT)1® sin %+((u1’)2(1“")’

where a is the parameter of the symmetric distribution of dielectric relaxation time values around the most probable
value of the relaxation time 7, the equilibrium dielectric constant &y and & - low and high frequency dispersion limits.
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The discrepancies between the measured values of the equilibrium dielectric constant g and those extrapolated
from the arc diagrams are less than 1%, and for all temperatures the relation is satisfied with the same accuracy

&9 = €91 X1 tE02 X2, 4

where indices 1 and 2 refer, respectively, to iodine and chlorobenzene, x is the mole fraction.

Additively is violated for the high-frequency (HF) limit and the value of the dielectric constant of the
high-frequency limit &, of the mixture coincides with the value of the dielectric constant of the high-frequency limit €.
of pure chlorobenzene. Thus, at 20°C HF is the limit of the dielectric constant of chlorobenzene (C¢HsC:) - = 2.56 HF
is the limit of the dielectric constant of iodobenzene &, (C¢HsJ) = 2.76, HF is the limit of the dielectric constant of the
chlorobenzene - iodobenzene system &, = 2.57 + 0.02. The values of &, and o found from arc diagrams are given in
Table 2.

Table 2. High-frequency dielectric constants &» and distribution parameters o of the relaxation time of the
chlorobenzene - iodobenzene system
T°C 30 20 10 0 -10 -20 -30 -40
£o 2.53 2.57 2.60 2.62 2.64 2.66 2.69 2.71
o 0.030 0.032 0.038 0.039 0.042 0.046 0.049 0.050

Table 3 presents the values of relaxation time t, determined from points on arc diagrams according to expression (5):

@D =[(g— &) + 2]z [(e' —e)? +7] /2

(&)

Table 3. Relaxation time T (1072 sec) of the chlorobenzene—iodobenzene system according to equation (1) at different wavelengths

ToC A (om) 6.32 4.01 321 2.14 1.18 0.75 Tep
30 15.1 15.3 152 14.7 14.4 13.9 15.1
20 17.6 17.0 16.9 16.6 16.0 15.1 17.0
10 20.5 19.5 19.6 18.8 17.9 16.8 19.6
0 23.6 22.1 22 214 20.2 18.6 223
10 26.7 25.0 252 244 226 20.3 25.3
20 29.8 293 29.5 284 26.1 23.0 293
30 342 34.4 34.8 33.6 30.6 25.7 34.2
40 39.2 40.3 41.1 39.6 36.0 287 40.1

The average values of relaxation time t indicated in the last column of Table 3 were obtained by averaging
the values of relaxation time t at A = 6.32; 4.01; 3.21; 2.14 cm. All these points fall into the maximum region on the
curves of the dependence €"(A) and the corresponding values of the relaxation time T deviate from the average values
of the relaxation time t by only 3 — 6%. For two “short-wave” points much larger values are noted deviations that
systematically increase with decreasing temperature, which suggests the presence of additional absorption. To check, it
is convenient to use the method of linear diagrams. Transformations of equations (1) - (3) allow us to obtain a number
of linear relationships:

e'=—{ale" + (¢'— £)bJw T + &, (6)

e—e'b=¢" (aw'™ )T+ ¢, @)

[(e)7" = 2b(e — &)™ '™ = [a(go — £)] w27 T + [aep — &) TH 7O, ®)
[(e)7" = 2b(g = £.) 7 ™07 = [a(ey — £.)] w270 7D 4 [a(ey — £)] T T, ©)

where a = cos%,b = tg(%)

At a =0, equations (6) — (7) transform into the equations previously obtained by Cole [18]:
(10)
an

&'=—£"wt + g,
g'=¢&"(w) T +e,.

If the experimental data follows equation (1), then graphs constructed using equations (6) — (9) should give
straight lines with slopes and intercepts equal to the dispersion parameters.

Equations (7) and (9) allow us to trace in more detail the low frequency (LF) absorption edge, and equation (8)
allows us to trace the HF edge.
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In Fig. 2 — 5 show examples of line diagrams. In all cases, “long-wave” points (A = 6.32; 4.01; 3.21; 2.14 cm) are
placed on one straight line segment, the slope of which gives a relaxation time equal to the average relaxation time t in
Table 3. Intersections this segment with the ordinate axis in Fig. 2, 3 coincide with the values of g and &, extrapolated
from arc diagrams.

Only two points fall on the other segment (A = 1.18; 0.75 cm). Poor agreement between the relaxation times t for
them in Table. 3 and lower values of the relaxation time t at A = 0.75 cm mean that the true straight line should have a
smaller slope.
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Figure 2. Linear diagram according to equation (6).
Numbers at dots — wavelength (cm)

10 20 30 0 S0 0,0 0.1 0,2 0,3 0.4 0,5
ae, -z.)" o™ 107" [2(s5,- s3] &= 0™
Figure 4. Line diagram according to equation (8) Figure S. Line diagram according to equation (9)

From the above, we can conclude that the absorption described by the “long-wave” points is created by a single
mechanism. Meanwhile, on the velocity graph plotted based on the average values of the relaxation time t, a clear
division into two regions is revealed (Fig. 6).
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Figure 6. Speed graph built using t values

In the case of additively of the contributions of both regions to the observed dispersion, we have:
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&=y = A (1+ w271+ A, (1 + w?72)7L,

"= Mot(1+ w?t?) T+ A wt,(1 + w?t3) ™.

(12)
(13)

Here it is assumed that the HF limit &, of the high-temperature region is equal to the HF limit gy, of the
low-temperature region, €; and &« correspond to & and &, in equation (1), T > 1».
Equations (12) and (13) are equivalent to the following:

&' — &y = (801 — €2)[C1(1 + 0?TH) ™1 4+ C,(1 + w?TH) 7], (14)
e" = (91 — €2)[CL0T (1 + w?T2) ™ + CLwt, (1 + w?t2) 71, (15)

where C; , is the relative weight of the relaxation process,
Ci+C=1. (16)

Taking into account (12) — (13) and (14) — (15), we have:
Cr=A1(801 — 22) ™1 Co = Dy(E01 — E22) ™ (17)

The results of data processing in terms of equations (12) — (13) and (14) — (15) are summarized in Table 4.

Table 4. Relaxation time (t-10'2 sec), dispersion amplitudes ( A;, A,) and weighting factors according to equations (12)—(13) and (14)~(15)

T, °C 30 20 10 0 -10 -20 -30 -40
71 244 27.8 32.0 37.0 43.6 52.5 63.0 77.0
72 11.1 12.3 14.2 16.2 18.2 21.0 25.2 30.0
A7 1.04 1.06 1.09 1.12 1.15 2.18 1.22 1.26
A} 1.62 1.67 1.70 1.75 1.81 1.85 1.91 1.97
Ci 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39

Taken as initial values, the dispersion parameters of pure components were subject to slight variation [19,20]. The
final selection of parameters was determined by the minima of the sum of the root-mean-square deviations of the
coefficients calculated using these equations (/pgnge egh[mge) from the measured ones (¢, €"):

§ =2 {[(ethange = &) EEV ™ + [(Einange — €)(€'€) D12} (18)

where &', £" are the errors in measuring the dielectric constant €' and the dielectric loss index €" at a given wavelength A.

To illustrate the degree of agreement between the measured and calculated dielectric coefficients, Table 5 presents
the results of calculations assuming the presence of one dispersion region with a relaxation time distribution. And also
two regions, each of which has a single relaxation time T, with different weight factors. Approximately the same
agreement is noted when using equations (2) — (3) or (14) — (15) C; = 0.39, determined by (17) using the estimated
values (€01 — €x1) and found from arc diagrams of values (€1 — €x2) of dispersion amplitudes. When the value of C
changes by ~ 0.1 and the relaxation time t by 10-15%, the discrepancies with experiment go beyond the calculation
errors, which for “long-wavelength” points do not exceed ~5% in the worst case [21,22].

Table 5. Comparison of diclectric constant €' and dielectric loss index &" measured and calculated from (2) - (3) and (14) - (15) at
10°C (tav =25.3-10 "2 sec, 11 =43.6:107 12 sec, 12 = 18.2:10 ~1? sec)

A (cm) Measured Calculated for (2) — (3) Measured for (14) — (15)
C1=0.39;
&' g" &' g" €1=039 Cir=048 1=16.410 "2 sec
g g" g’ g" g’ g"
6.32 4.41 1.36 4.48 1.33 4.46 1.31 4.35 1.33 4.53 1.27
4.01 3.90 1.37 3.89 1.36 3.90 1.34 3.80 1.31 4.00 1.33
3.21 3.61 1.29 3.62 1.30 3.63 1.29 3.54 1.24 3.73 1.29
2.14 3.24 1.10 3.21 1.07 3.22 1.10 3.26 1.03 3.30 1.13
S 4.87 3.54 24.83 34.72

The most remarkable result of the analysis performed is the apparent independence of the relaxation time of the
mixture components from the short-range order. According to existing theories, the relaxation time t of a molecule is
determined by its structure and short-range order, which is interpreted in terms of viscous inhibition or the degree
of order of surrounding molecules, estimated by the entropy term. The relaxation times for chlorine and iodobenzene
differ from each other by a factor of 2.2, the viscosity n by a factor of 1.9, while the difference between the molar
volumes V is 10%.

Therefore, both within the framework of the Debye model and based on the free volume required to rotate the
molecule, the relaxation time of chlorobenzene 7¢ y ; in the mixture should increase, and the relaxation time
of iodobenzene ¢y, ; should decrease, which contradicts experience.
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The processes of molecular relaxation are accompanied by structural rearrangements of such large areas of the
solution that the individuality of the components becomes insignificant. The exception is solutions composed
of associated and non-associated compounds, where the short-range forces are large enough to maintain the stability
of regions consisting of molecules of the same type. From this it was concluded that in systems with one relaxation
time t (mixtures of two associated or two unassociated liquids) there is complete solubility at the molecular level.
Whereas in the presence of two relaxation times t, the degree of mixing is determined by the magnitude of the deviation
of the relaxation time and from the values for pure components.

It should be noted that the solution we are studying is of the normal type. According to the phase diagram, the
components of the mixture have unlimited mutual solubility. Finally, the values of €0 and n of the mixture obey the
additivity rule. On the other hand, analysis of the equilibrium polarization of the mixture leads to the conclusion that
there are deviations of the correlation parameter from unity, which are especially noticeable with decreasing
temperature [23]. The presence of two relaxation times t at room temperature does not necessarily contradict the
low-temperature results, because with increasing temperature the lifetime and size of the regions covered by
relaxation can become negligibly small. However, we also noted a division into two relaxation times t at relatively
low temperatures. Finally, it is hardly possible to explain on the basis of molecular mixing such facts as the curvature
in the velocity graph and the non-additivity of eco. The assumption that the act of orientation is highly localized as a
possible reason for the invariance of the relaxation time t in solution also appears untenable. Since with the transition
from chlorine - through bromine - to iodobenzene, the difference between the activation energies for viscous flow
and rotational motion tends to zero.

CONCLUSIONS

1. For a consistent interpretation of the entire set of experimental facts, the presence of clusters that preserve the
structure of pure components is accepted.

2. In the compounds under study, reorientation of the molecules included in the clusters is possible only after the
disintegration of the latter.

3.  The duration of existence of clusters should not significantly exceed the time of rotation of molecules, as a result
of which the relaxation time is determined by the sum of these quantities.

4. In the series CsHg — C¢HsC1 — C¢HsJ the values of V are in the ratio 0.9:1.0:1.1, and ~40% decrease in the
relaxation time of chlorobenzene T,y ¢ in an equimolar benzene solution correlates well with the same decrease
upon transition from the relaxation time of iodobenzene T¢ .y to the average relaxation time tav of the system
chlorobenzene — iodobenzene CsHsC1 — CgHslJ.
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TEMIEPATYPHA 3AJIEXKHICTD JIEJEKTPUYHOI PEJTAKCAIII CHEKTPIB TOTJIMHAHHA
YV CUCTEMI XJIOPEEH30.1 - HOJOBEH30.1
Cawmip A3i3oB
Minicmepcmeo nayku i oceimu Azepbationcancvkoi Pecny6nixu, Incmumym ¢izuxu,

np. I". [casioa, 131, AZ-1143 Baky, Asepbaiioscan
Y crarTi HaBEOEHO PE3YNbTaTH MOCHIKCHHS TEMIIEPAaTypHOI 3ale)KHOCTI MAieNeKTpUYHOI NPOHUKHOCTI €' Ta IOKa3HHKA
TIeNeKTPUYHUX BTpaT €" CHCTeMH XJIOpOeH301-H0A0eH30I B iama3oHi JOBXHUH XBWIb A = 6,32; 4,01; 3,21; 2,14; 1,18 ta 0,75 Ta
y TemneparypHomy intepBami -40°C++30°C BusnadeHO cTaTHuHy [ieJeKTpUYHY NPOHUKHICTH Ha dactori 7 MI'm. Busnaueno
TeMIIepaTypHy 3aJIeXKHICTh Yacy AiCJIEKTPUYHOI perakcarii MOJISKyJl y pinkoMy cTaHi. BecraHoBieHo, o y BKazaHOMY Jiara3oHi
YacTOT TEMIlepaTypH IycHepciiiHa o0JacTh CKIIANAEThCs 3 JIBOX YACTHH. AHAN3 TeMIEpaTypHOI 3aJeXHOCTi JieeKTPUIHOI
penakcaniii moJysipu3aiii B CHCTEMi XJOPOCH30JI-HOMOCH30J IMOKa3ye, MO0 Yach peliakcailii KOMIIOHEHTIB HE 3aJie)kaTh Bia IX
OmmKHBOrO MopsiaKy. Takox BusiBIeHO, 10 rpadik IMIBUAKOCTI, SKUH MOKa3dye 3aJeXHICTh JorapudMy dacy penakcaiii Bif
BEJIMYMHH, 3BOPOTHOI 10 Temmepartypu logt ~ 1/T, ckinafaeTbest 3 1BOX 4aCTHH, a 3HAYEHHS CTATHYHOI AiCNEKTPUYHOT IPOHUKHOCTI
€0 € HEAIAUTUBHUM. JIJIS1 TOSCHEHHS IUX PE3YJbTaTiB 3p0o0JEHO MPHITYIICHHS, IO B LIl CHCTEMi YTBOPIOIOTHCS KIACTEPH, SK i
B YHCTHX KOMIOHCHTAX.
KurouoBi cioBa: oienexmpuuna cnekmpockonis, dierekmpuuna peiaxcayis; Xaopoen3on,; 1io0oben3on; 6pombenson
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In the study, the optimal values of the ratio of the distance between particles to the particle size in the radiation-heterogeneous
radiolysis of water in nano-Me and nano-MeO systems were determined. In those systems, the effect of water density and system
temperature on the radiation-chemical release of molecular hydrogen obtained from thermal and radiation-thermal decomposition of
water was considered. The article also determined the effect of particle sizes and the type of sample taken on the radiation chemical
yield of molecular hydrogen. In the presented article, the change of molecular hydrogen according to adsorbed water and catalyst was
studied. Thus, in the case of a suspension of nano-zirconium in water, the energy of electrons emitted from the metal is completely
transferred to water molecules, which leads to an increase in the yield of hydrogen. When radiolysis of water in the presence of nano-
metals, energy transfer can be carried out mainly with the participation of emitted electrons. Therefore, in the case of radiolysis of
water in suspension with n-Zr, the yield of hydrogen increases by 5.4 times compared to the processes of radiolysis in an adsorbed
state. However, in radiation-heterogeneous processes of obtaining hydrogen from water in contact with metal systems, it is necessary
to take into account that as a result of these processes surface oxidation occurs and after a certain time the systems are converted to
n-Me-MeO+H2Oliiq. systems. For nano sized oxide compounds, the mean free path of secondary electrons formed as a result of
primary processes of interaction of quanta with atoms is commensurate with the particle sizes of nano-oxides (A = R_(H-oxides)).
Further, these electrons interact with the electronic subsystem of silicon. For nanocatalysts, the length of free paths of secondary and
subsequent generations of electrons is greater than the size of catalyst particles (R _cat<100nm). Usually, their energy is sufficient to
conduct independent radiolytic processes in the contact medium of the catalyst.

Keywords: Nano-Me and nano-MeO oxides, y-Radiation; Molecular hydrogen generation; Radiolysis; Second electron cloud
PACS: 541.15:541.183:620.3

INTRODUCTION

Nanosized metal oxide photocatalyst materials for water splitting have emerged as the promising way for hydrogen
generation in a low-cost and sustainable way. Various researchers have reported investigations on co-relation of
crystallinity and morphology of nanomaterials to the water-splitting performance. In general, the nanomaterials with high
surface-to-volume ratios are expected to promote facile charge separation/transportation of photogenerated charge
carriers [1-3].

Overall, more work needs to be done in terms of redox material engineering, reactor technology, heliostat cost
reduction and gas separation technologies before commercialization of this technology [4].

The yields of molecular hydrogen, H», have been measured in the radiolysis of dodecane and hexane following
radiolysis by y-rays and a variety of heavy ions. Increasing the linear energy transfer (LET) from y-rays to radiolysis
with protons results in a decrease of H» yields by about 15% due to the increased importance of second-order H atom
combination reactions. A further increase in LET results in a slight increase in H» yields [5].

The results suggest that the increase in H, production is due to the transfer of energy, possibly by an exciton, from
the oxide to the water. O, production was at least an order of magnitude less than H». The yield of H» in the 5 MeV
helium ion radiolysis of water on CeO; is the same as with y-rays, but the results with ZrO, are substantially lower. The
H, yields with helium ion radiolysis may be nearly independent of the type of oxide [6-10].

The differences in the relative increases in molecular hydrogen with increasing LET for each of the polymers
suggests that self-scavenging reactions may be important for low LET particles [11].

It has been revealed that at increase in mass of the silicon added to water the radiation—chemical yield of the
molecular hydrogen received in the process of a water radiolysis grows in direct ratio (m < 0.02 g) and depending on
the sizes of particles after a certain mass value (m > 0.02 g) the stationary area is observed. In the Si+H>O system the
maximum radiation-chemical yield of molecular hydrogen is equal to 10.9; 8.07, and 5.24 molecules/100 eV at the sizes
of silicon particles d = 50, 100, and 300...500 nm respectively [12].
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The kinetics of molecular hydrogen accumulation at a gamma radiolysis of water on n-ZrO, surface is investigated.
Influence of gamma radiations on n-ZrO>+water systems is studied at various temperatures T = 300...673 K [13].

At a temperature of T = 673 K, the yield and the rate of formation of molecular hydrogen obtained in the thermal
and radiation-thermal transformation of water vapor in the reaction medium increase in direct proportion to the its
density at p <3 mg/cm?, and at p > 3 mg/cm? a sharp decrease in the angle slope is observed [14].

It has been established that the amount, formation rate and radiationchemical yield of molecular hydrogen defined
according to both water and BeO from radiation-heterogeneous transformation of water in these systems, change
depending on mass and particle size of BeO added to water [15].

Different strategies could be implemented to improve the water splitting efficiency of semiconductors. Among
them, loading of catalyst onto the water splitting material is known to be one of the effective strategies to enhance the
H, and O, production rates. Conclusively, to explore the efficient catalysts for photochemical water splitting require
more research contribution towards the understanding of the core reaction mechanism of catalytic process with the use
of sustainable and stable materials [16-17].

In the last years, the awareness of climatic change has increased leading to the temptation of exploration of
alternative sources of energy. Consequently, the use of nuclear energy is increasing day by day but it is not
economically and environmentally favorable [18]. Transforming nuclear energy into a more affordable form of energy
remains one of today's needs. Therefore, the request for green energy is the chief objective for the scientists in 21
century. The significant methods include photocatalytic, photo-electrochemical, thermal decomposition and photo-
biological radiolysis. Among these, photocatalytic of water is measured as the best one due to green, efficient,
inexpensive with the comfort of process and with a good volume of hydrogen formed [19].

For a long time, dissimilar groups of catalysts are being developed and utilized to split water in the light but a
good crop of hydrogen could not be attained at a good scale. Nanocatalysts have been produced and utilized in water
splitting with good achievements [20].

Zirconium dioxide (ZrO) has unique properties of refractoriness, low volatility, high chemical resistance,
mechanical strength, wear resistance, low thermal conductivity, wide band gap, oxygen conductivity, and high
refractive index. Also, zirconium dioxide has complex polymorphisms, including high-pressure phases. The unique
properties have provided a wide and varied application of materials based on ZrO, in various fields of science and
technology. Currently, the development of new technologies for the production and obtaining nanodioxide zirconium is
of particular importance. Nanoscale systems differ in many respects from ordinary single-crystal systems, therefore, the
study of their interaction with water under the influence of y-radiation is of great practical and scientific interest in the
field of high-energy chemistry, as well as in solving environmental problems [21].

The results showed that surface morphology is extremely important in the decomposition of liquids at solid
interfaces, which may have many consequences ranging from nuclear waste storage to the H, economy. The presented
work is devoted to the kinetics and mechanism of the formation of hydrogen as a result of the decomposition of water
on the surface of nano-ZrO, [22].

METHOD

The experiments were performed at the static condition in specific quartz ampoules, with V = 1.0 cm? of volume.
In order to prevent oil and lubricants from falling on the samples, three nitrogen-cooled holders are connected to the
system in a vacuum-absorption device. The products of the radiolysis and thermoradiolysis of water were absent under
the selected treatment modes which can be formed in the presence of organic impurities CO and CO,. The absorption
process was the same for both methods (vapor and fluid). The gases generated were inhaled from each adsorbed
ampoule to the chromatograph directly [23].

Analysis of molecular hydrogen and hydrogen-containing gases in a vacuum absorption device was carried out
under static conditions. Radiation-heterogeneous processes were performed at the gamma %°Co isotope source. The
dosimetry of the source was determined by ferrosulfate, cyclohexane and methane dosimeters [24]. The absorbed dose
rate of the source was dDy/dt = 0.40 Gy/s. The calculation of the absorption dose in these systems was carried out in
comparison with the electron density. The absorption dose of gamma quanta was determined under the methods of
ferrosulfate, cyclohexane and methane based on chemical dosimeters in the studied systems.

The ampoules were opened in a special box in which the radiolysis products entered the chromatograph column.
The analysis of the products of radiation-heterogeneous processes was performed using “Gasochrome-31017,
“Color-102”, chromatographs.

Analysis of the number of products (H», CO») gases released in the gas phase during the thermal and radiation-
thermal decomposition of water on the nano-Me and nano-MeO+H»O system was carried out by chromatographic
method (“Gasochrome-3101”, “Color-102”, chromatographs). The molar density of gases in 1 mL was calculated by the
following equation:

Ci = himKi

where: molar density of Ci-i component, molecule/ml or mol/ml; height of hj-i-th component, mm; m - sensitivity of the
chromatograph; Calibration coefficient of the K;-i component, molecule/mm or mol/mm.
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The following formula was used to calculate the substance content of the components obtained in the gas phase
during the experiment:
Ni = CiV

where: molar mass, molecular or mole of Ni-i component; Molar density of Ci-i component, molecule/ml or mol/ml;
V - a volume of the ampoule tested, ml.
The chromatographic analysis of radiation-catalytic products of water decomposition was carried out.

RESULTS AND DISCUSSION

Obtaining molecular hydrogen during radiation-heterogeneous processes in suspensions of individual nano-
elements (n-Zr and n-Si) in water. In order to reveal the contribution of secondary electron fluxes emitted from the
solid phase in the radiation-catalytic processes of hydrogen production, the kinetics of hydrogen production processes
as a result of heterogeneous decomposition of water in the presence of nano-metal (n-Zr) and individual nano-
semiconductor n-Si were studied (Fig. 1).

The effect of n-Zr and n-Si on the release of molecular hydrogen during radiolysis of water is investigated in their
suspension in water [25]. The kinetics of hydrogen production are investigated and radiation-kinetic outputs and process
speeds are calculated based on them.

-y
o
]

Nm-1071E, molecule’s

0 10 20 30 40 20 B0
T, hour

Figure 1. Kinetics of obtaining molecular hydrogen during radiolysis of water in n-Zr+H2O suspension, at T = 300K, D = 0.15 Gy/s

On the basis of the kinetic curve, the kinetic parameters of hydrogen production are determined
W(H,) = 6.67 - 103 molecules - g™ - s71; Gy (Hy) = 7.1 molecules/100eV 1)

During radiation-heterogeneous radiolysis of water in a liquid state in the presence of n-Zr, the yield of molecular
hydrogen is approximately 5.5 times greater than during the radiolysis of adsorbed states of water on the surface of n-Zr
with a monolayer filling of the surface 6 = 1.

Thus, in the case of a suspension of nano-zirconium in water, the energy of electrons emitted from the metal is
completely transferred to water molecules, which leads to an increase in the yield of hydrogen. However, in radiation-
heterogeneous processes of obtaining hydrogen from water in contact with metal systems, it is necessary to take into
account that as a result of these processes surface oxidation occurs and after a certain time the systems are converted to
n-Me-MeO+H;Oyiq. systems.

Under the influence of y-quanta on n-Si, secondary electrons are generated with an energy

Ey = Eg + AEy, @

where E,- is the band gap of the semiconductor, AE - k are their additional kinetic energies.

Therefore, in the case of radiation-catalytic decomposition of water in the presence of a nano-semiconductor, for
efficient energy transfer, it is necessary to have a condition for the interaction of energy carriers with water molecules.
The effect of n-Si on the yield of molecular hydrogen during the radiolysis of water in a suspension of n-Si+H,Ojiq. was
studied at various H»Ojiq/n-Si ratios [26]. To do this, we took 5 ml of bidistilled water and poured n-Si with different
particle sizes into it in various amounts. Based on the weight of n-Si in the suspension and particle size, the
concentrations of n-Si in V = 5 ml of water were calculated.

For this, the n-Si particles were presented as a sphere and the volume of each particle was determined by the
average value of the ball radius (R;) by V = %rcR3. Taking into account the value of the specific gravity of n-Si (p=2.33
), the mass of each particle mparicie=V-Q was determined.

The ratio of myg; to the mass of each particle makes it possible to determine the total number of particles in 5 ml

Mn-si(Ri)
Mpartic.(Ri)

. The values of the mass and concentration of n-Si for each fraction are shown in Table 1.

of suspension N; = and based on them the concentration is estimated n-Si with different particle sizes
Cosi = VNi(Ri)
suspen.
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Under experimental conditions, the mass of n — Si m,,_s; < 0.12 g is much less than the mass of water 20— 42,

My_si(max)
Therefore, the observed yields of molecular hydrogen were calculated both on the energy of absorbed ionizing radiation
from the side of water Gmoo(H2) and from the side of n-Si Gg.siy (H2). Table 1 shows the values of the radiation-
chemical yield of hydrogen during radiation-heterogeneous radiolysis of water in the n-Si + H,Oj;q, System at various
amounts, concentrations and sizes of the catalyst particle per gamma-radiation energy absorbed from the water side.
With an increase in the concentration of n-Si in water under the influence of gamma rays, the yield of molecular

hydrogen increases. Figure 2 (a, b, ¢) shows the dependences of Guxo(Hz) on the concentration of n-Si with different
particle sizes in a suspension of n-Si+H,Oj;q,

Table 1. Effect of n-Si Concentration during Heterogeneous Radiolysis of Water in the Presence of n-Si (in Suspension)

d =50nm d =100nm d =300 — 500nm
. E . T 2 . £ 2
g K= S g o =4 g K= =3
o E = L = = 32 2 =
R, Gy g g 8 g g 8 g g 2
aQ, ) =) Q = (=) (= faa] o
2 o g 2 5 g 2 S g
| —~ | — [N | . N
K_)z /\.N :ﬁ\l L}g AN :E: U= AN :':
& \./Q \; vo & \./Q
= S = 5 = S
0 0 0,61 0,44 0 0,61 0,44 0 0,61 0,44
0.01 1.32-10"3 5.00 3.64 1.65-10'2 3.40 2.77 2.56-10'0 2.53 1.84
0.02 2.63-10"3 9.67 7.03 3.3-10'2 7.97 5.48 5.12:10'° 5.15 3.75
0.06 7.89-1013 13.40 9.05 9.92-10'2 9.67 7.03 15.36-1010 6.30 4.58
0.12 15.73-1013 15.00 10.90 | 12.84-10'2 11.10 8.07 30.72-101° 7.21 5.24
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Figure 2. Dependence of Gy, (H,) on n-Si concentration in n — Si + H,0y;4. suspension for different particle sizes (a) d = 50nm;
(b) d=100nm; (c) d = 300-500nm, at T = 300K, D = 22 rad/s

As can be seen, the addition of even the smallest amount of n-Si to water causes a sharp increase in the yield of
molecular hydrogen during radiation-heterogeneous processes in the n-Si + H,Oyiq. system.
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Dependence Gy,o(H;) = f(Cp—g;) can be conditionally divided into two sections. The first is the initial linear
region, where Gy, o (H,) grows linearly with increasing C,,_g;. The second region G, o(H,) = f(Cp—sg;) is characterized
by a small slope of the dependence line. If radiation-heterogeneous processes would occur only on the surface of n-Si
particles, then the rate and radiation-chemical yields of hydrogen would increase linearly with increasing C,,_g;.

The value of C,_g;, at which a transition between these regions is observed, depends on the size of the n-Si
particles (Table 2.). For the convenience of calculation for the fraction d=300-500 nm, the average value d =400 nm
was taken.

Table 2. Influence of n-Si concentration and distance between particles during water radiolysis in the n — Si + H,0 system
(in suspension)

_ G ) i

Rn—si, nm molecufllé;)l’OOeV palfiﬁg; (’:m3 l d;f:litrilzfeg,e ;V;fen L.om I/ ds
25 7.3 4.0-10"3 [=(60+1.24)-10* 1.89-10* 3.78:10°
50 6.5 6.0-10'2 [=(4.6+0.1)-10° 3.14-10* 3.14-10°
200 4.2 1.0-10"! 1=(18.4+0.98)-10° 1.18-10° 2.95-10°

By the value of the number of particles in the suspension and the specific surface of individual spherical particles
Sparticle = 41 R?, the surface of the total amount of n-Si is determined in the form

Stor. = N; 'Sparticle 3)

where N; — is the total number of particles in the water.
By the value of o - the landing area of water on the surface of silica gel ®=0.453 nm?, the number of water
molecules to fill the surface with a monolayer of water is determined

N6 = 1) = et (4)
WH,0
Then the hypothetical value of the number of monolayers was estimated by the number of water molecules in the
suspension (m = 5g) Ny, = 1.72 - 102*molecules and N(6 = 1)

1.72:10%3molecul

N(monolayers) = NO=D 5)

By the value of the hypothetical value of the monolayers filling the surface of n-Si and the diameter of water
molecules d(H,O) = 0.38 nm, one can approximately determine the distance between the particles in the suspension n —
Si+ Hy0y4.

l =dy,o * N(monolayers) (6)

The value of the distance between n-Si particles in the suspension was determined both in the entire region of n-Si
concentration and at the transition point between the regions of dependences Gy, o (Hz) = f(Cp—g;)-
To characterize the distance of influence of individual n-Si particles on radiation-heterogeneous processes in a

suspension, distances 1 is given per unit of particle diameter l”/ do o
n-Si

As can be seen from Table 2, with an increase in the size of the n-Si particle in the H;O + n-Si suspension, the
radiation-chemical yield of hydrogen, calculated for the energy of y - radiation absorbed from the water side, decreases. It

was found that the value of the distance, given per unit of n-Si diameter within the limits of accuracy, is constant l/ d=

3.3-10%nm.

This distance is consistent with the mean free path of secondary electrons with energy E ~ 10% — 103 in water.

To characterize the efficiency of using the energy absorbed from the n-Si side during the radiolysis of water in the
n — Si + H,0y;, suspension, based on the kinetic curves of hydrogen accumulation, the values of the radiation-
chemical yield of hydrogen for the absorbed radiation dose from the n-Si side were calculated. Figure 3. shows the
dependence of G,,_g; (H,) on the concentration of n-Si in water.

As can be seen, up to the value of the n-Si concentration corresponding to the transition (Table 2) G,_g;(H,),
remains high. Then, a region of strong decline begins with a transition to a region of decrease with a small slope of the
curves.

The n-Si particles play the role of converting the energy of primary quanta into the energy of secondary electron
radiation. The energy of secondary electron radiation is in the region of E < 103eV eV. Figure 3 shows the dependence
of the radiation-chemical yield of molecular hydrogen, calculated on the energy absorbed only from the side of n — Si
G,,—si (H;), on the concentration of n-Si with particle sizes d=50nm in suspension. As can be seen, in the initial region
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Cp_si <2.5-10%3particle/cm3, the hydrogen yield in the limit of determination accuracy is stably high
Gn_si (Hy) = 1700-1780 molecules/100 eV. At optimal concentrations of n-Si in suspension with water, the observed
yields of hydrogen exceed the value of the yield during radiolysis of water under the action of y-radiation and
accelerated electrons [27].

2000
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o 2 4 6 8 10 12 14 16 18
C,si-10™

Figure 3. Dependence of G,_g;(H,) during radiolysis of water in n-Si suspension with d =50 nm in water on n-Si concentration,
T=300K, D = 22 Rad/s.

Apparently, at the initial values of the concentration C,_g; < C,,_g; (transition), a region with a high electron density is
created around the particle, and the decomposition of water molecules occurs according to the mechanism of decomposition
of water in a nonequilibrium plasma [28]. An increase in the concentration of C,_g; = 2.5 - 10%3particles/cm® causes a
decrease in the yield of G,_g; (H,) from 1780 to 430 molecules/100 eV at C,_5; = 15.8- 103 particles/cm?®. The
observed dependences of G,_g; (H;) and G,_g; (H,) on C,_g; in suspension show that after certain values of
C,_si radiation processes occur, which cause a decrease in the conversion efficiency energy of ionizing radiation into
the energy of hydrogen. Therefore, after C,_g; (transition), the growth rate of Gy, (H,) decreases, and G,_g; (H)
sharply decreases.

Based on the results obtained on the effect of the n-Si concentration in water on the yield of molecular hydrogen
during water radiolysis, it can be concluded that the optimal range of n-Si concentration values for efficient conversion

of ionizing radiation energy into hydrogen energy. Since at values l/ a3 1072 there is an efficient conversion of the

energy of ionizing radiation into the energy of hydrogen. In the region l/ 43 1072, at which the distance between

the particles related to the size unit n-Si decreases, the recombination of charged and intermediate decomposition
products of water molecules increases.

The maximum yield of hydrogen during radiolysis of water in an n-Si suspension under the optimal regime
corresponds to Gy, (Hz) = 10.9 molecules/100eV. The efficiency of converting the energy of ionizing radiation into
relative conditions is

n = 2.96G(H,) = 32.3 %. 7

And during the radiolysis of water in suspension with n — Zr0,, the yield of molecular hydrogen calculated for
the energy absorbed by the total system —Zr0, + H,0,, paBHo G, (H,) = 13.5 molecule/100eV.
The efficiency of converting the energy of ionizing radiation will be equal to

n = 2.97G,. (Hy) ~ 39.96 %. (8)

Radiation-thermal processes of hydrogen production from water in the presence of nano-oxide compounds.
Thermo-radiation processes for producing hydrogen are designed to convert the energy of high-temperature reactor
models. As can be seen, an increase in temperature during radiation-thermal-catalytic processes stimulates the diffusion
of energy carriers on the surface and secondary processes of transformation of intermediate products to final products.
For nano sized oxide compounds, the mean free path of secondary electrons formed as a result of primary processes of
interaction of quanta with atoms is commensurate with the particle sizes of nano-oxides (1 = Ry_gyiges)- Therefore,
temperature will most of all affect the secondary physicochemical and chemical processes of heterogeneous water
radiolysis. Thermal and radiation heterogeneous processes were carried out under the same conditions [29]. Kinetic
parameters of thermocatalytic and radiation-thermocatalytic processes are determined on the basis of kinetic curves.
The rate of radiation-catalytic processes of hydrogen production is determined by the difference in the values of
experimentally determined radiation-thermal catalytic Wpr(H,) and Wr(H,) thermocatalytic processes.

WR(HZ) = Wgr(H,) — WT(HZ) 9
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Based on the values of Wx(H,), the values of the radiation-chemical yields of hydrogen (G(H,) = W - J~1 - 10?)
were calculated. n — Si0,, n — Al,03 and n — Zr0, were taken as the object of research.

Their physicochemical properties are given in the previous sections. Figure 4 shows typical forms of kinetic
curves for hydrogen production in the results of thermocatalytic (1) and radiation-thermocatalytic (2) decomposition of
water at T =673 K in the presence of n — Zr0,.

The effect of temperature on the radiation-catalytic properties of nano-oxides was studied in the temperature range
T =300+673 K at the water vapor density in the reactor p = 5mG/cm3.

Table 3 shows the rates of radiation-thermal, thermal and radiation processes, as well as radiation-chemical yields
of hydrogen, calculated for the energy absorbed by the common catalyst system+H, 0.

0 2 4 6

8 10
Irradiation, hour

Figure 4. Kinetic curves for the production of molecular hydrogen during thermocatalytic (1) and radiation-thermocatalytic (2)
decomposition of water in the presence of n—270,, d = 20 — 30nm, T = 673K, py,o = 5mG/cm3,D = 0.26g/s

Table 3. The value of the rates of processes and radiation-chemical yields of hydrogen during thermal and radiation-thermal catalytic
processes of water decomposition in the presence of n-ZrOz at different temperatures

N T K W;(H,) - 10" *molecule/g - s Gror (Hy),
i Wer (Hz) Wy (H,) W, (H,) molecule/100eV
1 300 - - 0,44 2,14
2 373 0.91 0.13 0.78 4.80
3 423 1.67 0.44 1.23 6.20
4 473 2.08 0.55 1.52 8.35
5 573 3.33 1.11 2.22 13.60
6 673 6.94 2.78 4.16 25.70

The corresponding methods determined the values of the rates of processes and radiation-chemical yields of
hydrogen during radiation-thermal processes of water decomposition in the temperature range T = 300+673K in the
presence of, n—Al,0; and n — Si0,.

The results obtained are shown in Tables 4 and 5.

Table 4. Influence of temperature on thermo- and radiation-thermal catalytic processes of obtaining molecular hydrogen in the
system n—Al, 05 + H,0, py,o = 5mG/sm?

No T K D, W;(H,) - 10~ 3molecule/g - s Gror (Hy),
’ Gy/s Wer(H,) Wr(H,) Wy (H,) molecule/100eV
1 300 0.26 - - 3.10-10"3 1.75
2 373 0.14 2.78-1013 0.69-1013 2.09-1013 2.75
3 473 0.14 5.83-10"3 2.22-1013 3.61-10"3 4.15
4 673 0.13 9.44.10"3 4.17-1013 5.27-1013 8.60

Table 5. Influence of temperature on thermo- and radiation-thermal catalytic processes of obtaining molecular hydrogen in the
system n—Si0, + H,0, py,o = 5mG /sm?

N T K D, W;(H,) - 103 molecule/g - s Grot(Hp),
’ Gy/s Wer(Hy) Wy (H,) Wy (H,) molecule/100eV
1 300 0.20 - - 0.89-10!2 0.61
2 373 0.11 0.86-10"3 0.12-10"3 0.74-10"3 1.07
3 473 0.11 2.70-1013 0.99-10"3 1.71-1013 1.98
4 673 0.11 5.23-10"3 2.4-1013 2.83-1013 4.15
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As can be seen n-ZrO; exhibits a relatively high radiation-thermal catalytic activity. At T = 673K, the observed
value of the radiation-chemical yield of molecular hydrogen during radiolysis of water in the presence of n — Zr0, is
equal to Geor (H,) = 25.7molecul/100eV. The process of thermo-radiolysis of water occurs in the gaseous state, and

therefore the efficiency of the energy conversion process in this system is
n(H,) = 2.51G;,. (H,) = 64.51 %. (10)

Thus, radiation-thermocatalytic processes of hydrogen production from water at T > 673K can compete with
electrolysis processes in terms of efficiency.

Radiolytic decomposition of water molecules at T>673K in the presence of n — Zr0, can occur both with the
participation of energy carriers at the surface levels and with secondary electron radiation from n — Zr0, in the gas
phase. The band gap width of n — Zr0, can be taken as E; = 5.4 ¢V and the yield of such energy carriers as an electron
and a hole will be equal to

__100eV
2Eg

G

~ 9 vapor/100eV. a1

At T > 673K, the intermediate H atoms are transformed into H, according to reaction (11).
H+ H,0 - H, + OH (12)

Therefore, the output of molecular hydrogen as a result of radiolysis of water with the participation of non-
equilibrium charge carriers formed under the action of ionizing radiation will correspond to G;,. (H,) = 9 molecule/
100eV.

On the other hand, excitons are also generated in n — ZrO,under the action of y-quanta, which can participate in
the process of energy transfer. The size of the investigated samples of n — Zr0, varies in the region d =20-30 nm,
which is less than the mean free path of secondary electrons A > 2R and it can be expected that a certain part of the
electrons will be emitted into the contact medium with n — Zr0,. Ultimately, these energy transfer channels from n —
Zr0, in water can provide the observed value of the hydrogen yield.

Influence of temperature on the output of molecular hydrogen during radiolysis of water in the presence of n-Zr and
n-Si. When radiolysis of water in the presence of nano-metals, energy transfer can be carried out mainly with the
participation of emitted electrons. Therefore, in the case of radiolysis of water in suspension with n-Zr, the yield of
hydrogen increases by 5.4 times compared to the processes of radiolysis in an adsorbed state. Based on the results of the
radiation-thermocatalytic processes of hydrogen production from water presented in the previous sections, it is possible
to conclude that their speed depends on the following parameters of the process regime.

Wer(Hz) = f(T,D,szo,S/V, LET )' (13)

where is the temperature, D-radiation, LET-linear radiation energy transfer, Pu,o is the density or pressure of water
vapor in the reaction medium, S/V dispersion of microsized or particle size of nanosized solids.

In order to reveal the regularities of the effect of temperature on the yield of molecular hydrogen, the kinetics of
water radiolysis in the presence of n-Zr was studied in the temperature range T = 300+673K, at a water vapor density in
the reaction medium py,, = 5mg/cm’ and power exposure doses D =0.32+0.26 Gy/s [30]. The values of the rates of the
processes and the radiation-chemical yield of molecular hydrogen are given in Table 6.

Table 6. The value of the rates of thermo-, radiation-thermal and radiation-catalytic processes in the n-Zr+H2O contact and the
radiation-chemical release of hydrogen in the temperature range, T= 300 + 673K, py,o = 5mG/cm3, D = 0.32 + 0.26Gy/s

M K Wr (Hy), Wy (Hy), We (Hy), Grot (Hy),
’ molecule/g - s molecule/g - s molecule/g - s molecule/100eV
1 300 - - 1,22-1013 1,30
2 373 4.10-1013 2.60-10"3 1.50-1013 2.10
3 473 5.56-10"3 2.77-108 2.79-108 3.70
4 573 8.88-1013 5.00-10"3 3.88-1013 5.20
5 673 1.33-10' 0.70-10' 0.63-10' 8.40

The value of the activation energy of the processes of thermo-heterogeneous and radiation-thermal processes

on the basis of the dependencies In W; (H,) = f (%) was determined to be 33.8 and 22.3 kJ/mol, respectively [30].
The value of Gy (H,) during radiation-thermal decomposition of water at T=673K, G, (Hy) =
8.4 molecules/100eV does not differ much from the values of hydrogen yield during radiolysis of water in n-Zr
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suspension G, (H;) =7.1 molecules/100eV. The observed difference in the values of the hydrogen yield can be
explained by the course of process (12).

The efficiency of converting the energy of ionizing radiation into the energy of hydrogen in radiation-thermal
catalytic processes at T = 673K in the gaseous state in the presence of nano-zirconium is equal to

n=251G6(H,) = 21 %. (14)

The authors [31-32] studied the effect of temperature on thermal processes, radiation-thermal processes in the n —
Si + H,0 contact at various temperatures T = 300+673K and water vapor density py,, = 5Smg/cm’.
The effect of water vapor density on the value of kinetic parameters of heterogeneous processes of water
decomposition was studied at T=673 K, py,o = 0.25+8 mg/cm? in the presence of n-Si with particle size d = 50 nm.
The research results are shown in Table 7.

Table 7. The value of the rates of thermo-heterogeneous, radiation-thermal and radiation-chemical processes, the production
of hydrogen in the n-Zr+H20 system at the size of the n-Si particle d = 50nm and at the temperature T = 673K at the density of water
vapor in the reaction medium py,o = 0.25 + 8 mG/ cm3

Wrr(H W (H, Wk (H, G H,),
Ne p, mG fem? molelzgle;?g, N moleglglez/):g N moleglflez/?g’- moleéﬁlg/iz)OeV
1 0.25 1.68-10' 1.73-10" 0.05-10' 0.45
2 0.5 3.34-10" 3.45-10™ 0.10-10™ 0.89
3 1.0 6.49-10' 6.70-10' 0.21-10™ 1.85
4 3 18.74-10" 19.15-10" 0.41-10" 3.60
5 20.10-10™ 20.60-10' 0.50-10™ 4.40

At a constant value of water vapor density py,o, d_k is the catalyst particle size, D is the radiation power and LET

in (14), the effect of temperature in the region T=300+673K on the velocities and G, (H,) at thermo-radiolysis of
water in the n — Si + H,0 system. The observed research results are shown in Table 8.

Table 8. Effect of temperature on the kinetic parameters of hydrogen production during thermo-radiolysis of water in the presence of
n-Si with d = 50nm, py, =8 mg/cm? under the action of gamma radiation with D = 0.18 Gy/s

Wrr(H Wr(H Wr(H Gor (Hy),
Ne p, mG fem? moleRCT;i(le?)g’ 'S moleglez/)‘_c’] N moleglflez/?g’- moleéﬁlg/i%OeV
1 300 - 0.32:10" 0.32:10" 2.87
2 373 - 0.33-10'4 0.33-10'4 2.90
3 473 - 0.36:10'4 0.36:10'4 3.20
4 573 2.40-10' 2.88-10™ 0.48-10™ 4.20
5 623 7.22-10" 7.71-10" 0.49-10" 4.32
6 673 2.01-10% 2.06-10' 0.50-10" 4.40

The activation energies of thermal and radiation-thermal processes of hydrogen production in the n — Si +
H,0 system is determined based on the temperature dependences of the process rates in the Arrhenius coordinates

InW;(H,) =f (%) It was found that in the temperature range T=300+473K, the radiolysis of water in the presence

of n-Si occurs only as a result of radiation-heterogeneous decomposition of water with E = 1.07 kJ/mol. As can be seen
from Table 8, in the temperature range T =573+673K in the n — Si + H,0 system, thermo-heterogeneous and
radiation-thermo-heterogencous processes of water decomposition are observed. The activation energies of these
processes are 68.60 and 53.83 kJ/mol, respectively. Comparison of the activation energies of the processes Wp(H,),
Wpr(H,) and Wr(H,) shows that radiation processes in the n — Si + H,O system cause a decrease in the activation
energy of the water decomposition process [33-35].

After radiation-heterogeneous processes, oxide phases, hydrides (ZrHy, SiHy), hydroxyl groups Zr-OH, Si-OH are
formed on the surface. SEM and IR spectrometry methods reveal oxide phases on the surface of the initial n-Zr and n-Si
samples. Therefore, radiation-heterogeneous processes of water decomposition actually occur in the contact n — Si —
Si0, + H,0,n — Zr — Zr0, + H,0. As can be seen from tables 7 and 8, n-ZrO, have a relatively high radiation-catalytic
activity in the process of water decomposition. Therefore, during radiation-thermocatalytic processes of hydrogen
production in the n — Zr — Zr0, + H,0 system, high yields of molecular hydrogen are observed relative to n — Si +
H, 0 systems. The values of radiation-chemical yields of hydrogen during thermoradiolysis of water in the systems n —
Si0, + H,0 and n—Si+ H,0 in the temperature range T>573 K are comparable and vary in the range of
4.15-4.40 molecules/100eV. Therefore, radiolysis and thermo-radiolysis processes in the n — Zr — Zr0O, + H,0 and n —
Si + H,0 systems can be used as model systems for revealing the patterns of energy transfer and surface radiation-
chemical processes.
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The Mechanism of Radiation-Catalytic Processes for Hydrogen Production from Water
When ionizing radiation interacts with nano-catalysts, primary processes generate free secondary electron
radiation, electrons in the conduction band, holes in the valence band, and excitons:

ion.radiation
nano —cat.————— e, + e, +p t+ex (15)

In the scheme (15), e, -are secondary electrons, e, - are electrons in the conduction band, p-holes in the valence
band, ex-excitons, which are formed as the end product of a cascade of processes of interaction of secondary elements
with catalyst atoms. As an example, let's look at the physical stage of processes occurring in the n — Si + H,0 system
under the action of gamma - quanta with energy E = 1.25 MeV [12-15].

It is revealed that the interaction of gamma-quanta with the atoms of the systems occurs mainly according to the
mechanism of Compton scattering. With Compton scattering of gamma-quanta from silicon atoms, depending on the
scattering angle, the kinetic energy of Compton electrons varies in the range of 0 ... 1.02 MeV. For nanocatalysts, the
length of free paths of secondary and subsequent generations of electrons is greater than the size of catalyst particles
(R _cat<100nm). Therefore, in scheme (1), secondary electrons for radiation-heterogeneous processes involving
nanoscale catalysts are also indicated as end products.

The physical stage of radiation-heterogeneous processes proceeds for T < 1fs (femtoseconds) and as a result,
ionization (e, p, H,0"), excitation ex, H,0) and generation of high-energy electrons [20] occur according to the
scheme (15).

Water on the surface of oxide systems creates electron-donor complexes H>Os, which capture holes formed under
the action of ionizing radiation (16). Many radiation catalytic active oxide compounds have broad valence levels, and
therefore the holes in them are highly mobile. In the presence of levels of water molecules on the surface, they interact
according to the reaction:

@ +H,0, » H,0f (16)

Electrons formed in radiation-catalytically active oxides under the action of ionizing radiation can have energies in
a wide range and enter into multiple interactions with the electronic structures of oxides. As a result, they go through
approximately the following energy stages.

1. The electron energy becomes less than the ionization energy of the medium EX < W(I), where W(I) is the
threshold energy, of the formation of ion vapors in the medium. The value of E? is the dependence of the band
gap for radiation-catalytically active catalysts and is equal to E} = 2+3 E, [20]. Taking into account the values
of the water ionization potential for W(I) =30 eV, these electrons can be characterized as underionization
electrons. Electrons with energy E} < W(I) in a medium can enter into an electron-electron interaction and
generate an excited state of excitons. After certain energies, the electrons are localized in the structural centers
and eventually thermolyzed. Exciton levels of radiation catalytic active oxides E, =~ E; — 0E.

2. The value of E, in radiation catalytic active catalysts varies in the range of 5+10 eV [21]. And therefore, the
localized exciton levels of these oxides are smaller than the values of the band gap and vary in the range E,,~5 —
8 eV [22]. For example, in SiO; the energy of underexcitation electrons is equal to E ~ 7.4 eV.

3. After the generation of excitons in oxide systems, underexcitation electrons appear, which have a lower E,,
(E}y < 10 eV). These electrons first interact with LO photons and then with acoustic phonons.

In oxide systems, electrons with energies below the ionization threshold W; can create excitons and enter into an
electron-phonon interaction. The electron-phonon interaction is more probable in the electron energy range 4+20 eV [66].
The electron-phonon interaction occurs first with LO photons and then with acoustic phonons. After numerous collisions,
thermalization of electrons occurs. For example, in SiO; electrons with an energy of 1+8 eV, the thermalization time varies
in the range T < 1fs [28]. On average, electrons with energy E, < W, (I) are thermalized in time t=250+350 fs. The
thermalization time of electrons with energy E, < W,(I) in water is comparable to the thermalization time in SiO,, which
approximately vary in the range t=250+350fs. During thermalization, electrons in both phases in Si0, — H,0 systems
can move at a distance of several nanometers. For example, for pure SiO,, electrons with an energy of 3 eV during
thermalization can migrate from 8 to 30 nm distances. Table 9 shows the values of relative permittivity (&,), onsager radius
(Ro = q?/(4meokyT)), diffusion constant D = ukyzT/q and recombination constant of electron with cations (holes) y =

Ry/ (4Dt)%: where, q - charge, kg - Boltzmann constant, T - temperature, p - particle mobility, t - time [25].

Table 9. The value of the parameters of processes involving nonequilibrium carriers in SiO2 and H2O charges

Si0, — H,0 £ Ry(nm) D(nm?-s71) y
H,0 78 0.72 1.4-10"3 0.2
Sio, 3.9 14.0 0.5-3.0-10™ 0.8

As can be seen, the values of the electron-hole recombination constants in SiO, are 4 times greater than in water.
The on sager radius is about 20 times smaller than in SiO,. And therefore, in water, secondary electrons can propagate a
large distance from the parent ion.
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Thus, by analyzing the processes occurring in E, < W, radiation-catalytic active oxides, one can imagine the
mechanism of radiation-heterogeneous processes of water decomposition with the participation of energy carriers
according to scheme (15).

Formed according to the scheme H, O™ interacts with electrons from the conduction band:

e+ H,0f - H,0; 17)
H,0; singlet-excited water molecules in the A’B state (E=8.4eV) undergo decay [13]:
H,0; > H+ OH (18)

However, during the recombination of H,0; ions with quasi-free electrons, the energy corresponding to
dissociative recombination with E = 11 eV is released:

e+ H,0; - H,0; - H, + OH (19)

During the radiation-catalytic decomposition of water in the presence of nanocatalysts at T > 673K, the
transformation of H atoms into H, can occur according to the reaction [15]:

H + H,0 > H, + OH (20)

The radiolysis of water on the surface of oxide systems can involve subexcited electrons formed in the oxide
phase [16-18]:

€subexcitea T H205 > H™ + HO - (21)
H™+H,0 - H,+0H~ (22)

The course of these reactions was confirmed by the authors as a result of a study of the dissociative capture of
electrons with energy E. < 12 eV [12]. According to reaction (17) - (22), the maximum yield is observed at the electron
energy E.=7.4 eV.

As is known, during the radiation-catalytic decomposition of water into a surface-adsorbed state, the maximum
yield of hydrogen is limited by the total yields of nonequilibrium charge carriers and excitons and is equal to
G(H2)~8-9 molecules/100eV. A particularly high yield of molecular hydrogen is observed during the radiolysis of water
in suspension with nano-oxides [24-26] and nanosized individual elements Ze, Si [27]. The observed yield of hydrogen
in these processes cannot be explained within the framework of the existing theoretical concepts of energy transfer in
radiation-heterogeneous processes.

First, it is necessary to analyze the processes of the physical and physical-chemical stages in individual
components of HyO+nanocatalysts. Under the influence of gamma-quanta and electrons on water, the yield of electron-
ion pairs is 3.4 vapor/100 eV [32]. Radiation-catalytically active catalysts in terms of electrical properties can be
attributed to insulators Eg~4+9 eV (nZrO,, nSiO,, nAl,O3) and n-Si semiconductors with Eg = 1.5 eV. The threshold
energies of the formation of electron-hole pairs in them are equal to En (dielectric)=2.0 Eg; En (semiconductor) = 3.0
Eg and the yields of electron-hole pairs when exposed to quanta are 12.5-5.5 vapor/100eV for dielectrics,
22vapor/100eV for semiconductors. On the other hand, the density of solids is greater than that of water. For these
reasons, when y-quanta are exposed to the system of nanocatalysts +H,O, the concentration of secondary electrons in
the solid phase will be much higher than in water. For example, in the n-Si+H,O system, the number of electron-hole
pairs inside a silicon particle is about 18 times greater than in pure water [30].

Individual particles of nanocatalysts can be represented as a sphere with radius R. The mean free path of energy
carriers inside this sphere is A. Effective energy transfer to the surface of the contacting medium can occur if 2>R.
Therefore, with a decrease in the particle size of nanocatalysts, the yield of molecular hydrogen during the radiation-
catalytic decomposition of water increases [31].

As the energy of secondary electrons increases, the mean free path in dielectrics and semiconductors decreases
[56]. Therefore, in the field of action of y radiation on nanocatalysts, the energy of electrons emitted from them is low
and usually lies in the range <10? eV. The maximum free path of electrons with an energy of 100 eV in water
corresponds to 20 nm [33]. Therefore, it can be imagined that during radiation-catalytic processes with the participation
of nanocatalysts, a spherical shell with a radius of 20 nm with a high concentration of electrons with energy E<<10% eV
is formed around a spherical particle of catalysts with a radius R.

In the reactor of radiation-catalytic processes, nano-particles are in the form of densely packed spheres. Many
physical properties of adsorbed water molecules, such as ionization potential, ion formation energy, excited states, and
dissociation energy, differ greatly from those of pure water [35]. Therefore, the yields of target products in the
radiation-catalytic decomposition of water, depending on the layer of adsorbed states, differ greatly [21-24]. Secondary
electron radiation emitted from nanocatalysts after a multiple cascade of processes of electron-electron interactions
cause ionization, excitation in the water phase in the volume between nanoparticles and finally become underexcitation
electrons (E < 7.4 eV):

H,0 S H,0% +e+e 23)



471
Mechanism of Hydrogen Production in the Processes of Radiation Heterogeneous... EEJP. 1 (2024)

H,0* > H,0" (24)

The resulting H,0% ions can recombine with electrons, forming H,0*:

H,0% + e -» H,0" (25)
Excited water molecules can decompose according to the reaction:
H,0* - H + OH (26)

After multiple electron-electron, electron-phonon interactions during the time 7 = 107°> — 10712 s, electrons can
be solvated:

e” + H,0 — egq 27

With the participation of egq- in an aqueous medium, the formation of hydrogen can occur according to the
following reactions [25-30]:

ey + €z (+2H,0) > Hy + 20H~ (28)
k,=55-10m ¢!

ezq + H(+H,0) > H, + OH~ (29)
k,=25-10°m 1s7?

H+H-H, 30)
ks =78-10°m 1s7t

However, as a result of these processes, the yield of molecular hydrogen does not exceed the yield of molecular
hydrogen during the radiolysis of water under the action of electrons [60-65]. Radiation-catalytic processes of water
decomposition in the presence of nano-semiconductor and nano-metal cannot be explained by the above mechanisms of
energy transfer in adsorbed water molecules. During the radiolysis of water in contact with metals, the observed high
yields of molecular hydrogen are explained by the decomposition of water with the participation of secondary electron
radiation emitted from the metal [66].

In the volume between the grains of nanocatalysts during the radiation-catalytic decomposition of water, electrons
enter from all sides, forming a volume with a high concentration of electrons (n,). Approximately, this volume of water

can be represented as a sphere with a radius of 20 nm. In this volume = gnR"’ =3.35-10"Y¢m3 under normal

conditions there will be n ~ 107 water molecules. If we take into account that the number of gamma quanta falling per
unit time and the number of secondary electrons formed as a result of scattering of primary quanta and secondary
electrons, we can be sure that in the volume between nanoparticles without a concentration of secondary electrons there
will be a high value of the ratios n,/[H,0]will be quite high. Therefore, the mechanism of one-stage nonequilibrium
discharges can be applied [67].

Under excited electrons can expend their energy on vibrational excitation of water molecules and enter into a
dissociative attachment reaction with a water molecule. Under excitation electrons lose their excess energy in ~10713 s
and then thermalize or solvate [56].

The maximum of the dissociative attachment cross section occurs at the electron energy E. ~ 6 eV:

e+ H,0 > H +O0H (31)

In the electron energy range Ee ~ 1-30 eV, multiple dissociative attachment of electrons can occur:

et+tH >H+e+e 32)

Multiple use of the electron is possible due to the high-rate K. = 10~¢cm3 /s of the destruction of the negative ion
H™ by electron impact according to reaction (23-32).

It has been established that at low electron energies (Te = 1eV), the electron energy is spent on vibrational
excitation of water molecules. The characteristic vibrational quantum of water molecules is equal to ho =0.2 eV.
Sequential vibrational excitation of water molecules occurs in the reaction medium, as a result of which highly excited
states are populated into vibrational V-V relaxation, and at the end, a reaction occurs with the participation of
H,0" [57]:

H,0" + H,0 - H + OH + H,0 (33)

The rate of this process is expressed with the formula:

vy = ko[H,0]?exp[—D(H,0)/T,] (34)
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where ky = 3-1071%m3/s is the collision constant; D(H,0) =5 eV — water dissociation energy, 7, — vibrational
water temperature.
The resulting H and OH radicals carry out chain processes involving vibrationally excited molecules:

H+ H,0" - H, + OH; (35)
AH = 15kcal/mol, E,, = 21kcal/mol
OH + H,0" - H+H,0,; (36)
AH = 61kcal/mol, E,, = 70kcal/mol
Chain termination occurs as a result of three-body recombination:
H+ OH+H,0 - H,0 + H,0; 37
ks =3-10"31cmb/s

A parallel chain propagation channel can occur in the reaction medium:

OH + H,0" = H, + HOy; (38)
AH = 51kcal/mol, E, = 75kcal/mol
HO, + H,0" - H,0, + OH, 39)

E, = 30kcal/mol

However, these reactions are inferior to reactions (33) - (39) due to the high activation barrier. At high
temperatures T > 673K, H atoms are transformed into H, according to the reaction [65]:

H + H,0 - H, + OH (40)

As aresult of these processes, the yield of molecular hydrogen is doubled.

If we assume that the chain decomposition of water in radiation-catalytic processes with the participation of
nanocatalysts begins with the participation of non-equilibrium charge carriers and excitons formed under the action of
ionizing radiation on the catalysts ex, the initial outputs are equal

Gac = Goy + G, = 8 particle/100eV. Using these approximate values, you can estimate the length of the chain
of hydrogen production processes by the expression:

G(Hy)
y=22 @1

During radiation-catalytic processes of water decomposition at T > 673K in the presence of microsized oxide
catalysts:

y =22 (42)

Ga.c.

In the case of the presence of nanosized catalysts G(H») ~ 14-26 molecules/100eV and the chain length:
y =175+3.75 43)

Thus, in the process of hydrogen production during the radiation-catalytic decomposition of water in the presence
of nanocatalysts, an unbranched chain mechanism occurs.

During radiolysis of a suspension of nanocatalyst + H,O and adsorbed water on the surface of nanocatalysts, water
is in a liquid state. Therefore, the efficiency of hydrogen production in these processes is determined by the expression:

n = 2.96 G(Hy,) (44)

If we take into account that the values of molecular hydrogen during the radiation-catalytic decomposition of
liquid water in the presence of nano-catalysts reach G(H2)=13.5 molecules/100eV values, the efficiency of the processes
will be equal to:

n=40% (45)

During thermoradiation-catalytic processes of hydrogen production, the decomposition of water occurs in a vapor
state (AH = 242 kC /mol):

n=25G(H,) (46)
Efficiency for radiation-thermocatalytic processes T = 673K with output G (H,) = 25.7 molecul/100eV:

n=64% 47
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Thus, radiation-catalytic and radiation-thermal catalytic processes of hydrogen production in the presence of nano-
catalysts (n — Zr0,,n — Al,0; un — Si0,) can be recommended as effective methods for converting the radiation and
thermal components of nuclear-technological and energy processes (40) - (47).

Radiation-catalytic processes can be on technological radiation installations (isotope, accelerators and sources of
bremsstrahlung).

Radiation-thermal catalytic processes can be implemented by a combination of radiation installations and high-
temperature modular nuclear reactors. The schematic diagram of these complexes is shown in Figure 5.

At a temperature of T >6 73K, a high efficiency occurs during the radiation-thermocatalytic decomposition of
water. The hydrogen obtained by the membrane separation from oxygen can be further used for various purposes or for
the production of electricity.

3 Water
n-Catalyst

(n-ZrOz, n-Be0, n-Al203)

—H2
—02

Turbine
5

Figure 5. Scheme of the technological complex for obtaining molecular hydrogen by radiation-thermal catalytic decomposition of
water with a combination of high-temperature nuclear reactors

1 - high-temperature module reactor (SMR); 2 - sources of ionizing radiation; 3 - reactor for carrying out radiation-thermal
processes of hydrogen production in the presence of catalysts n — Zr0,,n — Al,0; u n — Be0O); 4 - system for igniting the
mixture and generating steam for the turbogenerator; 5 - turbogenerator for generating electricity; 6 - column for membrane
separation of a mixture of H, + 0,.

CONCLUSION

Based on the results obtained on the effect of the n-Si concentration in water on the yield of molecular hydrogen
during water radiolysis, it can be concluded that the optimal range of n-Si concentration values for efficient conversion
of ionizing radiation energy into hydrogen energy. Since at values l/ g3 1072 there is an efficient conversion of the
energy of ionizing radiation into the energy of hydrogen. In order to reveal the contribution of secondary electron fluxes
emitted from the solid phase in the radiation-catalytic processes of hydrogen production, the kinetics of hydrogen
production processes as a result of heterogeneous decomposition of water in the presence of nano-metal (n-Zr) and
individual nano-semiconductor n-Si were studied. Thus, in the case of a suspension of nano-zirconium in water, the
energy of electrons emitted from the metal is completely transferred to water molecules, which leads to an increase in
the yield of hydrogen. When radiolysis of water in the presence of nano-metals, energy transfer can be carried out
mainly with the participation of emitted electrons. Therefore, in the case of radiolysis of water in suspension with n-Zr,
the yield of hydrogen increases by 5.4 times compared to the processes of radiolysis in an adsorbed state. However, in
radiation-heterogeneous processes of obtaining hydrogen from water in contact with metal systems, it is necessary to
take into account that as a result of these processes surface oxidation occurs and after a certain time the systems are
converted to n-Me-MeO+H,Oj;q. systems. For nano sized oxide compounds, the mean free path of secondary electrons
formed as a result of primary processes of interaction of quanta with atoms is commensurate with the particle sizes of
nano-oxides (A= R _(H-oxides)). Further, these electrons interact with the electronic subsystem of silicon. For
nanocatalysts, the length of free paths of secondary and subsequent generations of electrons is greater than the size of
catalyst particles (R _cat<100nm). Usually, their energy is sufficient to conduct independent radiolytic processes in the
contact medium of the catalyst.
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baxy, Azepbatioscan
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VY nocnimkeHHi BU3HAYEHO ONTHUMANbHI 3HAUYEHHS BiJHOLICHHS BiACTaHI MiX YacCTHMHKAMH 10 PO3MIpy YaCTHHOK IpH pajialiifHo-
reTepOreHHOMY pajionizi Boaum B cucTeMax HaHo-Me Ta HaHo-MeO. Y mux cucreMax pO3IVISJaBCS BIUIMB TYCTHHH BOIHM Ta
TEMIEpaTypy CHUCTEMH Ha pajialliifHO-XiMiYHE BHIUICHHS MOJICKYJSPHOTO BOJAHIO, OTPUMAHOTO MpPU TEPMIYHOMY Ta paiialiifHoO-
TEPMIYHOMY PO3KJIaJIaHHI BOAW. Y CTATTi TAKOXK BH3HAYECHO BIUIMB PO3MIpiB YACTHHOK 1 THITY B3ATOI IPOOH Ha pamialliiiHO-XiMiYHHN
BUXiJ MOJIEKYJISIPHOTO BOAHIO. Y NPEACTaBIEHIH CTATTi HOCTIIKEHO 3MiHY MOJIEKYJIIPHOTO BOJHIO 3AJISKHO BiJ] aJjIcopOOBaHOI BOIU
Ta KaramizaTopa. Tak, y pasi cycHeH3ii HaHOI[MPKOHIIO Y BOAI €Hepris eJIeKTPOHIB, IO BIJITAIOTH 3 METaIly, HOBHICTIO IT€PEacThCs
MOJIEKyJIaM BOJAM, IO NPU3BOJMTH 1O 30UIBIICHHS BHXOXy BoxHIO. [Ipm panionizi BOAM B NPHUCYTHOCTI HaHOMETANiB Iepenada
eHeprii Moxe 3/IHCHIOBATHCSI B OCHOBHOMY 3a Y4YacTIO BUIYILCHUX eJIeKTpoHiB. OTxe, PpU pajtioni3i BOAH B CyCHeH3il 3 n-Zr BUXix
BOJIHIO 301IbLIy€EThCS B 5,4 pa3u NOPIBHSIHO 3 MpoLecaMy paionizy B ajgcopboBaHoMy crani. OJHaK HpH paialiiiHO-reTeporeHHnX
IpoIecax OTPUMAHHS BOJHIO 3 BOJH, IO KOHTAKTy€ 3 METaJCBUMH CHCTEMaMH, HEOOXiJHO BPaxOBYBaTH, IO B PE3yJbTaTi LHX
Tpo1ieciB BiOyBa€eThCs MOBEPXHEBE OKHUCIICHHS 1 Yepe3 TIEBHUIT yac CUCTEMH MepeTBOPIOIOThECA Ha n-Me-MeO+H201iq cuctemu. s
HAHOPO3MIPHHUX OKCHIHHX CIIONYK JOBXHHA BUILHOTO MPOOIry BTOPHHHUX €JIEKTPOHIB, [0 YTBOPIOIOTHCS B PE3YIbTaTi IIEPBHHHIX
IIpoleciB B3a€MOIi KBaHTIB 3 aTOMaMH, CIIBMIpHA 3 po3MipaMM 4acTHHOK HaHOOKcuAiB (A =~ R_(H-oxcmmm)). Jlani mi enekrpoHu
B3a€EMOJIIOTH 3 EIEKTPOHHOIO MiACHCTEMOIO KpeMHio. 11 HaHOKaTasi3aTopiB TOBXKMHA BUTBHOTO MPOOITy BTOPHHHHX 1 HACTYITHHX
MOKOJIiHb CJICKTPOHIB MEPEBHUIILYE PO3MIp YaCTUHOK Kartamizatopa (R _cat<100 HMm). 3a3Buuaii iX eHeprii JOCTaTHBO IS IPOBEICHHS
CaMOCTIHHHX PaJioJIiTHYHHUX MIPOLECiB Y KOHTAKTHOMY CEPEIOBHILI KaTaji3aTopa.

KurouoBi cinoBa: nano-Me ma nano-MeO oxcuou; y-eunpoMiHIOBaHHS, YMBOPEHHA MONEKYJAPHO20 600HIO; padionis; opyea
€eNIeKMPOHHA XMapa
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Within the framework of a simple model of the sensitivity function, the Doppler spectra are considered for different ways of generating
response signals using plane wave compounding. A Doppler spectrum is obtained for coherent compounding of signals received at
different steering angles of waves during their period of changing. Compared to traditional diagnostic systems, the Doppler spectrum
width is increased only by limiting the duration of the signals. There is no additional increase in the spectrum width if the compound
signals are formed by adding with cyclic permutation, in which signals from each new wave angle are compounded. When a Doppler
signal is formed directly from Doppler signals at different steering angles, the spectral width increases both in comparison with the
traditional method of sensing with stationary focused ultrasound fields and with the case of coherent signal compouding. The obtained
increase in the spectral width has an intrinsic physical meaning. The increase in width is connected with a dynamic change in the
Doppler angle, which increases the interval of apparent projections of the velocities of motion of inhomogeneities along the direction
of transmitting of a plane wave without inclination.

Keywords: Ultrasound,; Doppler spectrum; Plane wave compounding; Synthetic aperture method; Spectral dispersion; Projection of
the inhomogeneity velocity

PACS: 43.28.Py, 43.35.YDb, 43.60.-c, 87.63.D-, 87.63.dk

INTRODUCTION

As it is known in traditional ultrasound medical diagnostic systems, focused waves have a focus on one strictly
defined depth in the patient's body [1,2]. This approach has a number of disadvantages connected with resolution
limitations outside the defined focal area and the inability to obtain sufficient data to accurately determine the flow of
biological fluids and the structure of the body's subcutaneous biological structures, including tendons, muscles, blood
vessels and internal organs. The image is acquired sequentially along one line, which imposes a strict limit on the frame
rate, which is important in a real-time imaging system. A low frame rate means that fast-moving structures (e.g. heart
valves) are difficult to image continuously in time. The general idea behind synthetic aperture in ultrasound diagnostics
is that the ultrasound response is recorded by all elements of the ultrasound transducer for a sequence of different emitted
wave fields. The response for each point in space is then identified as a complex value for the different fields, which is
coherently summed, resulting in a high-resolution image (with focus) at each point in space [3].

The synthetic aperture method requires a lot of calculations, and as a result, such equipment is expensive [4, 5].
There is a demand for methods that can be integrated directly into existing commercial ultrasound devices [6, 7].
Moreover, it is necessary to optimize the parameters that characterize the quality of images obtained using aperture
synthesis technology [8-15]. The method has been significantly developed with the advent of ultrasound scanners that use
parallel signal processing to generate images. Along with the use of multilinear data processing in ultrasound diagnostics,
it became possible to visualize vital blood flows, which, in comparison with conventional Doppler methods, allowed for
the development of methods to determine the velocity vector [16-18], simultaneously visualize blood flow and vessel
wall motion in arteries, visualize low-velocity blood flow in small vessels, and perform three-dimensional imaging for all
Doppler techniques (color Doppler, 3-D ultrafast energy Doppler, pulsed Doppler, etc.) [19-21, 8].The effect of the
movement of ultrasonic scatterers on the correlation function of the Doppler signal and the ways to correct the effect of
this impact were investigated in [22, 23]. Using the synthetic aperture method, it is possible to implement imaging
methods that use plane waves with different propagation directions or wave fronts with different spatial configurations
[24-26,9,12]. This made it possible to generate full-field tissue displacement images and Doppler images with high frame
rate and high resolution for various medical applications in modern shear-wave elastography, Doppler ultrasound
[27,20,11], etc. The development of methods for coherent compounding of ultrasound response signals has improved
spectral estimates in spectral Doppler compared to traditional Doppler techniques. This makes it possible to estimate local
pulse wave velocities, visualize contrast agents, etc. [28-30]. There are a number of experimental works on new techniques
within the plane wave compounding method that allow to improve image quality in terms of lateral resolution and
contrast-to-noise ratio for two-dimensional images [31,32] and for Doppler technique [33].

The width of the Doppler spectra plays an important role for the accuracy of all pulse Doppler methods. The reason
for the increase in the spectrum width and its distortion can be: high gradients of the velocity of inhomogeneities, in

Cite as: E.A. Barannik, M.O. Hrytsenko, East Eur. J. Phys. 1, 476 (2024), https://doi.org/10.26565/2312-4334-2024-1-52
© E.A. Barannik, M.O. Hrytsenko; 2024; CC BY 4.0 license


https://doi.org/10.26565/2312-4334-2024-1-52
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0002-3962-9960
https://orcid.org/0009-0002-5670-5686

477
Spectra of Ultrasound Doppler Response Using Plane-Wave Compounding Technique EEJP. 1 (2024)

particular, red blood cells, inside the measuring volume, even in laminar blood flows; turbulence of the blood flow, in
which the projection of the velocity can change not only the value but also its sign; fluid movement with acceleration,
which increases the range of velocities; the influence of speckle noise. Earlier, the model of the effect of inhomogeneity
velocity gradients was considered in [39]. Some models of the effect of blood flow turbulence, diffusion of
inhomogeneities and dependence of spectral width on the correlation radius of inhomogeneities were proposed in [34],
and the effect of accelerated motion of inhomogeneities was considered in [36]. The aim of this paper is to develop and
analyze the Doppler spectra and its width using the synthetic aperture technology, namely, plane wave compounding with
different methods of forming Doppler response signals.

THEORETICAL MODEL
Within the framework of the continuum model of the biological medium, the low-frequency Doppler signal e, (t)
under the pulsed mode of ultrasound wave emission [34,35] depends on the motion of the density inhomogeneities p(7, t)
and compressibility 8 (7, t). It also depends on the complex sensitivity function G,, (7, t) over the emission-receiving field.
For the synthetic aperture technology, this value is time-dependent and is determined by the duration of the sensing pulses,
the complex amplitude of the transmitted field G; (7, t), with its deviation from a plane wave without inclination and by
the complex receiver sensitivity function G;.(7):

Gy(F) = G, DG (Db (T, — = — =220, (1)
where x' is the distance along the transducer axis from its emitting surface to the origin of the x, y, z coordinate system
with the beginning at the sensing depth [, as shown in Fig. 1, b(t) is the envelope of the probing pulse, T; is the delay
in the strobing time relative to each moment of the pulse emission, which determines the probing depth, ¢, is the
propagation velocity of the reflected wave beam front along the x" axis, ¢, /cos®(t) is the propagation velocity along the
x" axis of the incident plane wave front with the deflection angle ®(t) of the wave vector. In the most general case of the
synthetic aperture technology, the sensitivity function to scattered waves may also depend on time t.

transducer

’

X

Figure 1. The position of the unshaded coordinate system connected with the measuring volume relative to the ultrasonic transducer
and the angle of deflection of the wave vector k(t) of the current wave from the wave vector k of the wave without inclination

Taking into account the deflection of waves from a plane wave without inclination, the complex amplitude of
incident plane waves is given by

G, (7,t) = eitFO-K) g (),

where g(z) is the distribution of the ultrasonic transmitted field along the z-axis perpendicular to the (x, y) plane shown
in Fig. 1. The time dependence is caused by small deviations of the wave vector from the wave vector of plane waves
without inclination. Earlier [35], in this approximation, the Fourier image of the function G, (#, t) was found with a linear
dependence on time of the wave vector deflection angle ®(t) = Qt.

Most conventional pulse systems use sequential emission of pulses characterized by the same spatial geometry and
configuration of wavefronts. This means that in this case, the functions G{(#) and G, (#) are time-independent, and the
Doppler spectrum has the form [34]:

4 N N N -2
S(wp) = Gz S 4dC(G, wp)[G( + 2K)| @)
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where C ((7, wp) is the space-time Fourier image of the function of the inhomogeneity fluctuation correlator
- - 5 A\ 2 - - bl
Clry —7y,1)=v <(B -p) >6(r1 -7 —1V),

v is a constant determined by the radius of correlation of the inhomogeneities and V is the velocity of the dimensionless
inhomogeneities § and j.

In the case of the synthetic aperture technology, it is possible to generate an ultrasonic Doppler response signal
directly from discrete signal values from different sequential angles of revolution of the wave vector. For a given range
of angles @, the ultrasonic Doppler response signals are registered for a limited period of time, after which the registration
procedure is repeated periodically. Then the power spectrum of the Doppler signal is equal to [36, 37]

4 > > 5 - 2
S(wp) = (ZkT)y,Z;o:—oo fdgc(q, wp — a)j)|G(q + 2k, a)j)| . ?3)

where w, = 2mp /T is the Fourier expansion variable, and T is the period of repeating a given set of deflection angles.

There is another way to generate an ultrasonic Doppler signal. Discrete values are obtained by coherent
compounding of complex signal values at different angles of rotation for the entire period of angle change T. Then the
spectrum can be written as follows [37]:

4 N N N - 2
5(“)17) = Tz(szpquC(q, a)p)lG(q + 2k, 0)| 4)

o 1
G(G +2k,0) =~

= | 6@+ 2kt +t')dt'.

*J\n\u-i

2
Within the framework of the model described in [35-37], it follows from (4) that in this case the sensitivity function
is independent of frequency similar to (2).

RESULTS
To reduce the effect of the rectangular window spectrum (which for periodic functions is formed by limiting the
integration to &+ T /2 limits) on the calculated spectra weight windows are used. In particular, the Gaussian weighting
window, which has the following form.

W(r) = exp(—1%/T§), 6))

where 2Ty, = T is the length of the window along the e~ level. Taking into account the weighting window (5), the
integrals over time T converge well at T — Fo0o. This makes it possible to extend the integration limits to o0 when
calculating the spectra. In this approximation, the spectrum of the correlation function of inhomogeneity fluctuations
takes the form:

. ~ N2 _TIZ/V(HV—QP)Z
C(q,wp) =v <(ﬁ -p) >,/7‘[va,e Z (6)
Using (5), it is possible to obtain a sensitivity function with completely suppressed side lobes, unlike in [35]:

Ta/(kny’ +a)]-)2

G(7w;) =T g(2)nTie — =+ . @)

The resulting expressions (6) and (7) allow us to write the spectrum (3) in the form:

T%,V(qxv—wp+wj)z

S(w,) =v <(ﬁ” - ﬁ)2>T-1,/nTV%, (2’:)3 Y2 o die 7 |G(qy + 2kcosd, g, — 2ksind, q, w;)|*. (8

In expression (8), only the sensitivity function depends on the variables g, and q,. Therefore, the inverse Fourier
transform can be used to change the function variables to the y, z and simplify the expression. The expression for the
contribution of the individual flow lines of the medium to the spectrum can then be written as

T‘Z/V(qu—(up+wj)2

S(wp,y,2) =v <(E — ﬁ)2> kAT 1Ty 25 o f% |G(qx + 2kcos9, y, z, w]-)|ze_ 2 . 9)

The flow lines differ in the y and z coordinates and in sum give the full Doppler spectrum. This makes it possible to
separate the integration over coordinates from the integration over the wave vector component and summation over
frequency.
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For further comparison of the spectra, we first obtain an estimate of the spectral distribution for the traditional
method of pulsed Doppler sensing. To do this, we will choose the sensitivity function (1) in its simplest form:

12 1_;\2 N
G(P) = exp {—2 %} = exp {—2 Z—z} (10)

In Equation (10), it is assumed that the waves are plane. That is, we neglect the curvature of the wave fronts, which
always occurs due to the focusing and diffraction of ultrasonic waves. In addition, the duration of the probing pulses is
chosen such that the measured volume acquires a spherical shape. This approximation is often used to estimate the
ultrasonic Doppler response spectra [38,34].

Analogously to (9), using (10), we obtain the spectrum of the Doppler response signal of the flow line in the form

2 2 2
S(wp,y,2) =v <(ﬁ - ﬁ)2>T‘1k4 /nTvﬁ%exp {_4}1 ;Z } X

d + 2kcos9)?a?  TE(qV — w,)’
Xfﬁexp;— (qx cos¥)“a _ W(qx wp)

2m 4 4

Then the full spectrum of the Doppler signal is obtained after integration over the coordinates of the flow lines:

~ 2,4 2,2 2 —w.)?
S(wp) =v{(B - ﬁ)2>T‘1k4\/m [ exp {— (acrzicost)?a? _ Tir(axV—ep) }
Finally, after integration over q,, we obtain the final formula for the Doppler spectrum:
_ ~ N2\, n3ad T a2 TZa? (0 —wd)z
S(wp) —v<([>’—p) >T k= /azrlrﬁ,vz exp{—#WpT , (11)

2
azzzwzz(l +V2), (12)

T3 a2 T2 = a2

where wy = —2kVcosV is the Doppler shift frequency, o2 is the dispersion of the Doppler frequency spectrum.
In the case of coherent accumulation of signals obtained at different sensing angles, it follows from expressions (4)
and (7) that the Doppler spectrum is determined by the amplitude of the incident plane waves. So, it can be written in the

following form.
1,.2 2 Z2
Gt(?, w; = 0) =71 ’TTTV%,e_ZTWRZQZY -z

In physical terms, synthetic aperture technologies are designed to improve resolution. Therefore, it is expediently to

choose a value of the maximum angle T, Q of the wave vector deviation at which i T20%k? = %(D,Znaxkz = a~2. In this

case, the resolution is not worse than resolution of traditional Doppler systems. In addition, it is possible to get transmit
focusing at all points of the biological object at all depths. As a result, the full model sensitivity function can be represented
in a form similar to (10)

S S , 2x' oy 72
G(r, w; = 0) = Gt(r, w; = O)Gr(r)b (T1 _C_()) =Tt |nTZ exp (—2;),

and the expression for the Doppler spectrum is obtained in a similar way to (11) and has the form

() = v{(F - 7)) Tt T [TEE g (o) (13)

4 A a2+T3V2 202

This spectrum differs only in the higher amplitude of the spectrum due to the increased power of the Doppler response
due to the coherent accumulation of signals.

For the ultrasonic Doppler response, when the signal is formed directly from the Doppler signals received at different
steering angles, the full sensitivity function can be written as:

2
» ; le,V(kn.y’+wj) x2+y2+222+(x’—lg)2
G(x, v, Z, wj) =T nTye 4 e a? .

As with the finding of the spectrum (13), we assume that the equality % ®2,,.k? = a~? holds. As a result, we obtain
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’7‘[(12 1
|G(qx + 2kcos?,y, z, w]-)| =T1! /nTV,z,exp T(_ZTV%/(U]Z) X

2y%+Tywjacosdy+2z2 (qx+2kcos®)?a?—(Tyw jsind)?
X exp]— X exp— - :

Using expression (9), we can now find the full spectrum and write it in the form. Let's take out of the integral over
the coordinate all the factors that do not depend on y, z:

5 ’ ma? < sind*TE w?
S(wp) =v <(ﬂ - ﬁ)2> k4T—37TTV2V T[TV%/T Z exp {%} X

]:—OO

T2 w? 2y?% + Tyyw;acosVy + 2z2
Xexp{— WZ ]}f dydzexp{—z 4 v ]az 4 }x

a?

2
d T (q,.V — w, + w; + 2kcos9)?a?
% & exp {_ W(qx p J) ] exp {_ (Qx ) }

2w 4 4

Finally, after integration over y and z, we obtain the full Doppler spectrum for the case under consideration, which
can be presented in a form similar to (11) and (13):

3

3 2.2 i 2 2 . — )
_ ~ N2 _amp A Tya 1., ., Twa (a)p Wgq a)j)
S(op) = (7 =p)' 1275 5 a? + TZV? Z P {_ZTW“’f}exp T TEV? 4

Jj=—0

It is easy to see that for the component of the sum with j = 0 and, accordingly, with w; = 0, this expression
transforms to the spectrum of (11) and (13) with an accuracy of a numerical factor.

An estimate of the full spectrum of the Doppler response signal can now be obtained by summing over j. If the
measurement period T is sufficiently long, then the frequency step 27 /T in the Fourier transform is small. This means
that the sum over j can be replaced by a frequency integral according to the rule

T ©o
IR e ;f_oo o dw,

As a result, after some simple but cumbersome calculations, we come to the final expression for the ultrasonic
Doppler response spectrum:

5 ~\2 - n2a* T T2 a?(wp-wg)’
S(wp) - <(ﬁ —p) >k4T “Tiy 8 1’2a2+Tﬁ/V2 exp {_ 2/(2a2+z;ﬁ,vz) } (14)

The dispersion of this Doppler spectrum

2a24T3 V2 2 | v
02 =2""F2—=2(5+=),

T3 a2 ﬁ a?
is greater than the dispersion (12) of the spectra (11) and (13) by Ac? = 2/T3,.

DISCUSSION
The considered simple physical model for the sensitivity function demonstrates that, in general, the contribution to
the spectral width of the Doppler signal is made not only by the parameters of the incident and reflected ultrasonic fields,
which form the sensitivity function, but also by the signal duration. The spectral characteristics of the inhomogeneity
fluctuation correlator depend on the signal duration. If the width of the weighting window is large, then in the limiting
case Ty, — oo, the spatial spectrum of the fluctuation correlator (6) is described by the §-function

€@, w) = 2mv((B - 5)°) 8(37 - w,),

which, when integrated over q,, equates its value to g, = w,/V. In this case, the largest contribution to the width of the

spectra (11), (13), and (14) will be made by the component 2V2/a?, which is related to the value v2a, which, according

to (10), determines the diameter of the measuring volume at the level of e 1.
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On the contrary, as the measuring volume increases (a = ), the dispersion of the spectra (11) and (13) tends to
2/TZ, and dispersion of the spectrum (14) to 4/T}%, i.e., it is determined by the duration of the weighting window, which
effectively limits the length of the Doppler signal. In this case, the spectrum of the sensitivity function becomes §-shaped,
which equals q,, = —2kcos9. However, in both cases, the maximum of the Doppler spectra (11), (13) and (14) is always
at the classical Doppler shift frequency wg. In traditional pulsed ultrasound diagnostic systems, sequential pulses with a
constantspatial geometry and configuration of wavefronts are used. In this case, Doppler signals are practically unlimited
in time and therefore the spectral width is the smallest possible and does not depend on T;,,.

The reason for the increase in the width of the Doppler spectrum when forming a signal from Doppler signal counts
obtained at different steering angles is the change in the projection of the motion velocity onto the direction of the current
wave vector due to a change in the Doppler angle, as shown in Fig. 2. This situation can be interpreted as a movement
with acceleration:

V,r =VcosI(t) = Vcos(@ F @) = V(cosIcos® + sindsind) = V{cosI + sindQt},

where the upper sign describes a situation equivalent to a uniformly accelerated motion, and the lower sign corresponds
to a uniformly decelerated motion.

@ (t)
T cI)max
r =i

2 | | i
— ! ! 1
1 =
i : 1 E
: T _q)max

Figure 2. Model dependence of the wave vector deflection angle on time

In practice, the width of the weight window satisfies the ratio T,, = T /2. And the rate of change of the angle of view
can be represented as O = 2®,,,,,./T. Then the projection of the velocity on the x’ axis is equal:

(Dmax

V,r = Vcosd + Vsind T—t .

w

Thus, the notional acceleration is inversely proportional to the time T,,. It is clear that both during acceleration and
deceleration, the range of velocities during time T for a given range of angles is the same, so the width of the spectrum cannot
depend on the sign of the acceleration. Because of this, in (14), compared to (13), there is a quadratic acceleration term in
the form of 2/T}2. From Fig. 2, it is easy to see that the larger T and, accordingly, T,,, the smaller the acceleration at a given
range of angles ®@,,,,,., the smaller the range of velocities and, accordingly, the additional dispersion of the Doppler frequency
spectrum. Obviously, such terms can be neglected when the strong inequality 1/T3 <« V2 /a? is satisfied.

Fig. 3 schematically shows the dependence of the complex ultrasonic Doppler response signal on time when the
inclination of N = 3 transmitted plane waves is periodically repeated. If the velocity V,/ apparently increases due to a
decrease in the angle 9(t), then for each subsequent time interval AT = T/N = t, — t,_, between probings, the phase
difference of the complex Doppler signals will also increase: A@, = 2kAx’, = 2kV,sAT. It is this apparent increase in
the range of differential phases Ag,, that leads to an increase in the spectral width (14). In accordance with (4) a compound
signal can be written as follows:

ec(tn) = X0 i 12 €a(tnsm): (15)

and Fig. 3 shows that the phase difference for two consecutive compound signals e, remains unchanged. This means that,
unlike (14), there is no additional increase in the spectral width if the compound signals e, are formed by cyclic
permutation taking into account the signal at every new angle. This important circumstance means that accurate
measurements of the velocity are possible not only using the compound signals of the form

e(n') =eyz(m'— (N — 1)/2) + ez(n'— (N — 3)/2) +...+ ey(nd) +... + eg(n'+ (N — 3)/2) + e4(n'+ (N — 1) /2),
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but also, those obtained by cyclic permutation (15). This means that no time is lost in obtaining the entire set of response
signals for waves with different inclinations.

Note that the results presented here are based on a linear approximation of the time dependence of the deviation of
the wave vector Ak(t) = k(t) — k. This means that only the projection of the vector Ak(t) onto the y'-axis was taken
into account [35], which is small due to the small values of the angles ®(t). At the same time, this vector also has a
projection on the x’ axis, which depends on the square of time.

Imegt 12 422 4 32

31412422

21 431412

11 +2' 43!

>

Re e,

Figure 3. Non-linear time growth of the phase difference A, for the complex Doppler signal and the phase difference for the
compound signals when the number of different inclination angles is N = 3: n' - Doppler response signal e, at the n-th inclination
angle at the i-th probing period; 1'+2'+3!, 21+31+12, 3'+12422, 12+22+32... - compound signals e, obtained by cyclic permutation
taking into account the signal from each new angle, as described by expression (15).

The importance of taking into account such quadratic terms is due to the fact that not only the spectrum of the
ultrasonic Doppler response signal, but also the resolution of the system formed by the plane wave compounding
technology may depend on them.

CONCLUSIONS

The technology of plane wave compounding uses a periodic repetition of the sequence of waves with different
inclinations. Therefore, a periodic extension of all time-dependent physical parameters naturally occurs, which leads to a
limitation of the duration of ultrasonic Doppler response signals. The influence of limiting the duration of the response
signals and its anodization by weight windows on the spectral properties of the correlator of inhomogeneity motion and
the spectrum of the sensitivity function of the ultrasonic system is determined. In contrast to the spectrum of the correlation
function, the width of the sensitivity function spectrum depends on both the size of the measuring volume and the duration
of the signals.

Within the framework of a simple model of the sensitivity function, the Doppler spectra are considered for different
ways of forming response signals using plane wave compounding. A Doppler spectrum is obtained by coherent
compounding of signals received at different angles of inclination of waves during their repetition period. Compared to
traditional diagnostic systems, the Doppler spectrum width is increased only by limiting the duration of the signals. There
is no additional increase in the spectrum width if the compound signals are formed by accumulation with cyclic
permutation, in which signals from each new wave angle are added.

When forming a Doppler signal directly from Doppler signals at different inclination angles, the spectral width
increases both in comparison with the traditional method of sensing with stationary focused ultrasonic fields and with the
case of coherent signal accumulation. In terms of the internal physical meaning, the invented increase in the spectral width
is connected with a dynamic change in the Doppler angle, which increases the interval of apparent projections of the
velocities of motion of inhomogeneities along the direction of transmitting of a plane wave without inclination. The
influence of nonlinear terms depending on the time of deviation of the wave vector from the wave vector without
inclination requires additional study.

The study was supported by the Ministry of Education and Science of Ukraine (grant #0122U001269).

ORCID
Evgen A. Barannik, https://orcid.org/0000-0002-3962-9960; ©®Mykhailo O. Hrytsenko, https://orcid.org/0009-0002-5670-5686



483
Spectra of Ultrasound Doppler Response Using Plane-Wave Compounding Technique EEJP. 1 (2024)

REFERENCES

[1] A. Carovac, F. Smajlovic, and D. Junuzovic, Acta Informatica Medica, 19(3), 168 (2011).
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3564184/

[2] V. Chan, and A. Perlas, “Basics of Ultrasound Imaging,” in: Atlas of Ultrasound-Guided Procedures in Interventional Pain
Management, (Springer: Berlin/Heidelberg, Germany, 2011). pp. 13-19. http://dx.doi.org/10.1007/978-1-4419-1681-5 2

[3] L Trots, A. Nowicki, M. Lewandowski, and Y. Tasinkevych, Synthetic Aperture Method in Ultrasound Imaging, (IntechOpen,
London, UK, 2011). http://dx.doi.org/10.5772/15986

[4] S.I. Nikolov, B.G. Tomov, and J.A. Jensen, in: 2006 Fortieth Asilomar Conference on Signals, Systems and Computers, (Pacific
Grove, CA, USA, 2006), pp. 1548-1552. https://doi.org/10.1109/ACSSC.2006.355018

[5S] M. Tanter, and M. Fink, IEEE Trans. Ultrason. Ferroelectr. Freq. Control. 61(1), 102 (2014).
https://doi.org/10.1109/TUFFC.2014.6689779

[6] M.A. Lediju, G.E. Trahey, B.C. Byram and J.J. Dahl, IEEE Trans. Ultrason. Ferroelec. Freq. Contr. 58(7), 1377 (2011).
https://doi.org/10.1109/TUFFC.2011.1957

[71 Y.L.Li, and J.J. Dahl, J. Acoust. Soc. Am. 141(3), 1582 (2017). https://doi.org/10.1121/1.4976960

[8] J. Provost, C. Papadacci, C. Demene, J. Gennisson, M. Tanter, and M. Pernot, IEEE Trans. Ultrason. Ferroelec. Freq. Contr.
62(8), 1467 (2015). https://doi.org/10.1109/TUFFC.2015.007032

[9] G. Montaldo, M. Tanter, J. Bercoff, N. Benech, and M. Fink, IEEE Trans. Ultrason. Ferroelectr. Freq. Contr. 56(3), 489 (2009).
https://doi.org/10.1109/TUFFC.2009.1067

[10] J. Jensen, M.B. Stuart, and J.A. Jensen, IEEE Trans. Ultrason. Ferroelec. Freq. Contr. 63(11), 1922 (2016).
https://doi.org/10.1109/TUFFC.2016.2591980

[11] C. Papadacci, M. Pernot, M. Couade, M. Fink, and M. Tanter, IEEE Trans. Ultrason. Ferroelec. Freq. Contr. 61(2), 288 (2014).
http://doi.org/10.1109/TUFFC.2014.6722614

[12] J.  Cheng, and J.Y. Lu, IEEE Trans. Ultrason. Ferroelec. Freq. Contr. 53(5), 880 (2006).
https://doi.org/10.1109/TUFFC.2006.1632680

[13] N. Oddershede, and J.A. Jensen, IEEE Trans. Ultrason. Ferroelec. Freq. Contr. 54(9), 1811 (2007).
https://doi.org/10.1109/TUFFC.2007.465

[14] B. Denarie et al., IEEE Trans. Med. Imaging, 32(7), 1265 (2013). https://doi.org/10.1109/TM1.2013.2255310

[15] R. Moshavegh, J. Jensen, C.A. Villagomez-Hoyos, M.B. Stuart, M.C. Hemmsen, and J.A. Jensen, in: Proceedings of SPIE
Medical Imaging, (San Diego, California, United States, 2016) pp. 97900Z-97900Z-9. https://doi.org/10.1117/12.2216506

[16] J.A. Jensen, and N. Oddershede, IEEE Trans. Med. Imag. 25(12), 1637(2006). https://doi.org/10.1109/TMI1.2006.883087

[17] J. Udesen, F. Gran, K.L. Hansen, J.A. Jensen, C. Thomsen, and M.B. Nielsen, IEEE Trans. Ultrason. Ferroelec. Freq. Contr.
55(8), 1729 (2008). https://doi.org/10.1109/TUFFC.2008.858

[18] S. Ricci, L. Bassi and P. Tortoli, IEEE Trans. Ultrason. Ferroelec. Freq. Contr. 61(2), 314
(2014).https://doi.org/10.1109/TUFFC.2014.6722616

[19] Y.L.Li, and J.J. Dahl, IEEE Trans. Ultrason. Ferroelec. Freq. Contr. 62(6), 1022 (2015). https://doi.org/10.1109/TUFFC.2014.006793

[20] J. Bercoff, G. Montaldo, T. Loupas, D. Savery, F. Meziere, M. Fink, and M. Tanter, IEEE Trans. Ultrason. Ferroelec. Freq. Contr.
58(1), 134 (2011).https://doi.org/10.1109/TUFFC.2011.1780

[21] Y.L. Li, D. Hyun, L. Abou-Elkacem, J. K. Willmann, J.J. Dahl, IEEE Trans. Ultrason. Ferroelec. Freq. Contr. 63(11), 1878
(2016). https://doi.org/10.1109/TUFFC.2016.2616112

[22] D. Hyun, and J.J. Dahl, J. Acoust. Soc. Am. 147(3), 1323 (2020). https://doi.org/10.1121/10.0000809

[23] LK. Ekroll, M.M. Voormolen, O.K.-V. Standal, J.M. Rau, and L. Lovstakken, IEEE Trans. Ultrason. Ferroelec. Freq. Contr.
62(9), 1634 (2015). https://doi.org/10.1109/TUFFC.2015.007010

[24] J.A. Jensen, S.I. Nikolov, K.L. Gammelmark, and M.H. Pedersen, Ultrasonics, 44(1), e5 (2006).
https://doi.org/10.1016/j.ultras.2006.07.017

[25] M. Tanter, J. Bercoff, L. Sandrin, and M. Fink, IEEE Trans. Ultrason. Ferroelectr.Freq. Contr. 49(10), 1363 (2002).
https://doi.org/10.1109/TUFFC.2002.1041078

[26] J.-l.  Gennisson, et al, IEEE Trans. Ultrason. Ferroelec. = Freq. Contr. 62(6), 1059 (2015).
https://doi.org/10.1109/TUFFC.2014.006936

[27] J. Bercoff, M. Tanter, and M. Fink, IEEE Trans. Ultrason. Ferroelec. Freq. Contr. 51(4), 396 (2004).
https://doi.org/10.1109/TUFFC.2004.1295425

[28] H. Hasegawa, and H. Kanai, IEEE Trans. Ultrason. Ferroelec. Freq. Contr. 55(12), 2626 (2008).
https://doi.org/10.1109/TUFFC.2008.978

[29] J. Vappou, J. Luo, and E.E. Konofagou, Am. J. Hypertens. 23(4), 393 (2010). https://doi.org/10.1038/ajh.2009.272

[30] O. Couture, M. Fink, and M. Tanter, IEEE Trans. Ultrason. Ferroelec. Freq. Contr. 59(12), 2676 (2012).
https://doi.org/10.1109/TUFFC.2012.2508

[31] C. Zheng, Q. Zha, L. Zhang, and H. Peng, IEEE Access, 6, 495 (2018). https://doi.org/10.1109/ACCESS.2017.2768387

[32] Y.M. Benane, et al., in: 2017 [EEE International Ultrasonics Symposium (IUS), (Washington, DC, USA, 2017). pp. 1-4.
https://doi.org/10.1109/ULTSYM.2017.8091880

[33] C.-C. Shen, and Y.-C. Chu, Sensors, 21, 4856 (2021). https://doi.org/10.3390/s21144856

[34] LV. Skresanova, and E.A. Barannik, Ultrasonics, 52(5), 676 (2012). https://doi.org/10.1016/j.ultras.2012.01.014

[35] LV. Sheina, and E.A. Barannik, East Eur. J. Physics, (1), 116 (2022). https://doi.org/10.26565/2312-4334-2022-1-16

[36] E.A. Barannik, and O.S. Matchenko, East Eur. J. Phys. 3(2) 61 (2016). https://doi.org/10.26565/2312-4334-2016-2-08
(in Russian)

[37] L.V. Sheina, O.B. Kiselov, and E.A. Barannik, East Eur. J. Phys. (4), 5 (2020). https://doi.org/10.26565/2312-4334-2020-4-01

[38] C.A.C. Bastos, P.J. Fish, R. Steel, and F. Vaz, Ultrasonics, 37(9), 623-632 (2000). https://doi.org/10.1016/S0041-
624X(00)00004-4

[39] E.A. Barannik, Acoust. Phys. 43(4), 387 (1997). http://www.akzh.ru/pdf/1997 4 453-457.pdf. (in Russian)



484
EEJP. 1 (2024) Evgen A. Barannik, et al.

CHHEKTPHU CUT'HAJIIB YJIbTPA3BYKOBOI'O JOIIVIEPIBCBKOI'O BIAT'YKY TP BUKOPUCTAHHI
TEXHOJIOI'Ti KOMIIAYHJIAHT A IINIACKHUX XBHJIb
€Bren O. bapannuk, Muxaiijio O. I'punenkxo
Kadgheopa Meouunoi @izuxu ma Biomeouunux Hanomexuonoeit, Xapxisecoxkuu Hayionanenuil ynieepcumem im. B.H. Kapasina,
61022, Vxpaina, m. Xapxie, m. Céoboou, 4

B mMexax mpoctoi Mozeni (yHKINT 4yTIMBOCTI PO3IIIAHYTI DONMIUICPIBCHKI CHEKTPU HPH Pi3HUX CrIoco0ax (OpMyBaHHS CHTHAIIB
BIZITYKY 3 BUKOPHCTaHHSIM KOMITAyHIMHTY IUIACKAX XBWJIb. BHHaMIeHH TONIIIepiBCEKUH CIICKTP IPH KOTEPEHTHOMY KOMITAyHIUHTY
CUTHANIB, OTPUMAHMX HPH Pi3HUX KyTaX HAXWIy XBWJIb Ha INPOTA3i Nepiofy iX IMOBTOPEHHS. Y MOPIBHSHHI 3 TpaguLiHHUMU
JIarHOCTMYHUMHU CHUCTEMaMH 30UIBIICHHS LIMPUHM JONIUIEPIBCBKOTO CIEKTPY BiIOYBAa€THCS TUIBKM 32 PaxyHOK OOMEXCHHS
TPUBAJIOCTI curHaiiB. J[oJaTkoBe 30UIBIICHHS IMIMPUHU CHEKTPY BIACYTHE, SIKIIO KOMIIAyH[HI CHUTHaId (OPMYIOTBCS IUIIXOM
HaKOMUYEHHS 3 IUKJIIYHOIO IEPECTAHOBKOIO, IIPH SIKiH 10Jal0ThCsl CUTHAIIH BiJf KOYKHOT'O HOBOTO KyTa HaXuity XBuib. [Ipu popmyBanHi
JOMIUIEPIBCHKOTO CUTHAITY Oe3I0cepeHbO 3 IOMIUIEPIBCHKUX CUTHAIIB MPH Pi3HUX KyTaX HaXWITy BiOyBa€eThCs 301IbIICHHS ITMPHHA
CHEKTPY SK y TMOPIBHAHHI 3 TPAAULITHAM METOIOM 30HAYBaHHS CTalliOHAPHUMH C(HOKYCOBAHHMH YIBTPA3BYKOBHMH IOJISIMH, TaK i 3
BUIIAJIKOM KOTEPEHTHOI'O HAKONHWYEHHS CHTHAIIB. 3a BHYTPINIHIM ()i3MYHMM 3MICTOM BHHAMeHEe 30UIBIICHHS HMIMPUHU CIEKTPY
IIOB’s[3aHE 3 JIMHAMIYHOIO 3MIHOIO JONIUIEPIBCHKOTO KyTa, sKe 301IbIIye iHTepBaJl ITO3IpHMX MPOEKIH MIBUAKOCTEH pyXy
HEOJHOPITHOCTE!N B3JIOBX HANPSIMKY BUIIPOMIHIOBaHHSI IUIACKOT XBUIIi O3 HaXMILy.

KurouoBi cioBa: yrnempaszeyk; 0onnnepiecbkuil cnekmp; Memoo CUHmMe306aHoi anepmypu; KOMIAYOUH2 NIACKUX X6Uib, Oucnepcis
Cnexkmpy; weuoKicmu pyxy HeoOHopioHocmet
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In this work, the influence of light on the temperature dependence of transverse magnetoresistance oscillations is studied. A generalized
mathematical expression that calculates the temperature and light dependence of the quasi-Fermi levels of small-scale p-type
semiconductor structures in a quantizing magnetic field is derived. New analytical expressions have been found to represent the temperature
dependence of transverse differential magnetoresistance oscillations in dark and light situations, taking into account the effect of light on
the oscillations of the Fermi energy of small-scale semiconductor structures. A mathematical model has been developed that determines
the light dependence of the second-order derivative of the transverse magnetoresistance oscillations of p-type semiconductors with
quantum wells by magnetic field induction. A new theory is proposed, which explains the reasons for the significant shift of the differential
magnetoresistance oscillations along the vertical axis measured in the experiment for dark and light conditions.
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INTRODUCTION

Currently, the fundamental physical parameters of several new small-scale materials, including semiconductors and
crystals, are being studied. Among them are thin films, nanotubes and two-dimensional (2D) structures [1-10]. In
particular, quantum oscillation effects under the influence of a magnetic field and electromagnetic waves (light) have
been observed in several new classes of narrow band quantum well heterostructures, for example, oscillations of
transverse and longitudinal magnetoresistance, Shubnikov-de Haas oscillations and quantum Hall effects [11-20]. In
works [21-23], the effect of temperature dependence of magnetoresistance oscillations, magnetic susceptibility
oscillations, and quantum Hall effects in bulk and nano-scale semiconductor structures on external factors was
investigated. In particular, a theory was developed based on the exact mathematical model of experimental results of
quantum oscillation effects for bulk semiconductor materials as a function of temperature [24-26]. However, the effect of
light on magnetoresistance oscillations for materials with quantum well heterostructures has not been studied in these
works. In these works [13, 27, 28-34], the effect of light on the magnetoresistance oscillations of heterostructures with
narrow band quantum wells was experimentally applied. That is, it was observed that magnetoresistance oscillations under
the influence of light significantly shift compared to darkness. Even the dependence of these quantum oscillation effects
on the frequency of light has been studied at different low temperatures. However, in these works, the reason why the
experimental results (oscillation amplitudes) are fundamentally different in light and darkness has not been shown, that
is, its perfect theory has not been developed.

The main aim of this work is to study the effect of light on the temperature dependence of transverse
magnetoresistance oscillations in heterostructured semiconductors with p-type quantum wells.

MODEL
Calculation of the Influence of Light on Fermi Level Oscillations in Low-Dimensional Semiconductors
in a Quantizing Magnetic Field

In quantum well heterostructures in a strong magnetic field, the continuous energy spectrum of free charge carriers
becomes discrete Landau levels. As a result, the Landau levels in the conductivity field begin to be filled with free
electrons, starting from the lower energy, based on the Pauli principle, that is, the distribution of free electrons by energy
occurs. Increasing Landau levels filled with free electrons causes changes in the quantized Fermi level. This, of course,
has a strong effect on the oscillation process of the transverse magnetoresistance. It follows that the light-induced shift of
transverse electrical conductivity (or magnetoresistance) oscillations is explained by the appearance of quantized Fermi
quasi-levels. The dependence of Fermi energy levels on temperature, magnetic field and concentration for 2D and 3D
semiconductor materials has been thoroughly studied both theoretically and practically in several literatures. However,
the dependence of Fermi quasi-levels on light in semiconductors with quantum wells under the influence of a quantizing
magnetic field has not been considered at all.
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It is known that the quantized Fermi level in a semiconductor with a quantum well in the state of thermodynamic
equilibrium under the influence of a quantizing magnetic field, that is, in the absence of illumination, at constant low
temperatures, is determined by the concentration of equilibrium charge carriers in the conduction and valence zones.
However, it is required to know the number of charge carriers that fill the Landau levels in the allowed zones with the
illumination of the quantum well heterostructure. For this, it is necessary to use the Fermi-Dirac distribution function. Let
the probability of a free electron being in a state with energy E in the conduction zone of a quantum well in a strong
magnetic field be equal to f,(E, 1, T).

In that case, the number of charge carriers on a unit surface whose energy is in the range from E to E+dE is equal
to the following:

dn= f,(E.u.T)N* (E, B)dE (M

Here, f,(E,u,T)= is the Fermi-Dirac distribution function, y is the Fermi energy, N2‘(E,B) is the

ﬂ
et +1
energy density of states of the conduction band of the quantum coil in the quantizing magnetic field. B — magnetic field
induction.

Then, if we divide expression (1) by N /(E,B)dE :

1 1 dn
B T NY(E B)dE @)
e +1 s
We separately define the exponential expression given in (2):
E-u 2d
=% N(E,B)
KT — s _
T 3
dE
We determine the Fermi energy u by taking the natural logarithm of both sides of the expression (3):
E-u 2d
=% N(E,B)
kT — K _1
e —@ “
dE
2d E.B
U=E—kTIln w—l %)
dE

In two-dimensional semiconductors under the influence of a quantifying magnetic field, we convert £ to the

following expression for the smallest energetic levels, according to the definition of the derivative:

an _ A _mom _ An ©)
dE E0AE E,—-E ho
In that case, using (6) and (5) can be reduced to the following form:
N{“(E,B)
,U—E—kThl T—l (7)
ha,

As can be seen from expression (7), the Fermi energy of two-dimensional materials depends on temperature, energy,
density of two-dimensional energy states, concentration of charge carriers, and magnetic field induction.

However, often in non-equilibrium conditions, for example, when small-scale semiconductors are illuminated with
light, the concentration of free electrons or holes in their allowed zones begins to change. If there is darkness (in the
absence of light), the Fermi level of small semiconductors depends only on the concentration of equilibrium charge
carriers in the conduction or valence band. However, when the small semiconductor is exposed to light, the concentration
of charge carriers increases. It depends on the intensity of the light. From this, it is observed that the Fermi level moves
up in the non-equilibrium state compared to the equilibrium state. At the same time, the concentration of holes also
increases, and in this case, the Fermi level shifts downwards (Fig.1). However, the Fermi level cannot move up and down
under the influence of light at the same time Consequently, it is not possible to introduce a single Fermi level under this
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condition. Therefore, the state distribution of electrons and holes in non-equilibrium conditions cannot be described by
the Fermi-Dirac equilibrium function with one Fermi level, the concept of a quasi-Fermi level is used.

As mentioned above, the concentration of charge carriers strongly depends on the light intensity. Let's consider a p-type
quantum well heterostructure under the influence of light, as shown in Fig.1. In that case, the concentration of holes will be:

p=potdp (8)

Here, py is the concentration of holes in the equilibrium state. Ap is the concentration of holes in the presence of

external influence (in the presence of light).
p - PbTe quantum well

K3 L1

AEV L3

PbEuTe PbEuTe

Figure 1. Energy diagrams of light and heavy holes of charge carriers together with the Fermi energy for B = 0 in p-type quantum
well PbTe semiconductors in light and dark conditions [28]

The change in the value of 4p strongly depends on the light intensity /. When exposed to constant light, the
generation process increases, in which case the concentration in lighting is determined by the following expression [35]:

Ap=af I, ©

Here, a is the light absorption coefficient, f is the quantum yield that determines the number of electron-hole pairs
created by one photon, and / is the light intensity. 4p is also called stationary concentration of non-equilibrium holes.

According to the theory of quantum physics, in accordance with the special absorption mechanism of light for small-
scale semiconductor structures, the absorption coefficient [35]:

(hv-E* (B,d))%

o (hv,B)=A 10
(. B) = 42— (10)
For prohibited transitions, it is equal to:
3
hv—E2 (B,d))?
azd(hv,B,d):Az( e )) (1D

hv

Here, 4;, A are constant coefficients independent of frequency.
It follows that, using (8), (9), (10) and (11) to determine the Fermi quantum levels (7) of heterostructures with p-
type quantum wells, the following new analytical expression is derived:

N}'(E,,B) ~
po+o’(h,B,d)B1z,
ha

c

w*(E,,B,T,d,hv)=E, —kTIn (12)

The obtained equation (12), that is, ,uz“’ (B, T.d ,hv) , means that the quasi-Fermi level of semiconductors with a

quantum layer heterostructure depends on the magnetic field, temperature, thickness of the quantum layer, and light
energy.

Calculation of the Influence of Light on Fermi Level Oscillations in Low-Dimensional Semiconductors
in a Quantizing Magnetic Field
In our previous works [36-43], a new mathematical model was proposed that determines the temperature dependence
of the first-order differential transverse magnetoresistance for magnetic field induction for small-scale semiconductor

(p*(E.B.T.d))
0B

structures. In these works, the temperature dependence of

of(E,u1,T)
oE

was calculated by linear decomposition

method of ( j . In this case, the change of # Fermi level under the influence of external factors is not taken
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into account. However, according to the equation (12), the Fermi level for small-scale p-type semiconductor structures is
strongly dependent on the thickness of the quantum well, magnetic field induction, temperature, and the frequency of the

light particle-photon.
[afo(E,#,T)J
oE

Then, according to (12), the term there takes the following form:

NX(E,,B,d)

d|1+exp| E —E +kTIn -
I P +0* (v, B,d)BIT,

ha

I (E,.T,B,hv.d) ) _ C “

oE, oF,

or, after a series of mathematical reductions:
-1
2d
d| 1+exp| kT In N;d (E,,B,d) B
py+ta(hv,B,d)plIr,
ha

I (E,.T,B,hv.d) | _ y »

oE, 3.

According to the proposed new model taking into account the quasi-Fermi level of a small-scale p-type
semiconductor structure in a quantizing magnetic field strongly dependent on light and temperature and taking into

d(p*(E.B,T.d))

0B
respect to light. In particular, expression (14) becomes:

account the expression (14)

oscillations it can also be observed that it changes significantly with

p*(E,.B,T,hv,d)=

‘s 21
2rm*e\ 7w G

15)

2
222
2 E"{m["LJr;j’Lz”fdz "5} (Of(E.T,B,hv,d)
m ot B 9 b v’
.J‘Zexp -2 C }/J_(kOT)ﬂEv z( 0 vaE jdE

0 " v

It follows that the vertical axis of the transverse magnetoresistance oscillations of small-scale p-type semiconductor
structures under the influence of darkness and light, moving the quasi-Fermi levels (see Fig.1) up or down in the non-
equilibrium state leads to serious changes throughout. Of course, the shifts of these oscillations are given in the
experiments, but their theoretical and physical meaning is justified for the first time using the Equation (15).

According to a series of experiments, the results of the second-order derivative of transverse magnetoresistance
oscillations by magnetic field induction in light and dark conditions were compared. Therefore, according to (15):

o[ p*(E,.B.T.hv.d)]

oB?
-1
B 21
2rm*c\ 7w G
222 2 (16)
- E”{hw”("”;}rzﬁfdzné} S (f (E..T,B,hv,d)
m o+—= V
exp| —2 LTYE' 2 o\£y,1,D,1nV, E
jz P : 7. (kT)E, ( o jd

oB?
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o[ p*(E,.B.T.hv.d)]
0B’

help of a package of practical mathematical programs (Maple, Mathcad, Mathematica). Fig.2 shows

9*[p*(E,.B.T.hv.d)|
0B’

obtained for a p-GaAds/AlGaAs quantum well semiconductor structure, in which the bandgap of the hollow quantum well

is 1.51 eV at T =7 K, and the width of the quantum well is 3 nm [44] and the magnetic field induction was calculated in
the range from 0.1 T to 3 T. The photon energy under the influence of light is taken to be equal to 1.4 eV. The graph in

9*[ p*(E,.B.T.hv.d)|
0B’

As can be seen from the Equation (16), can be obtained in graphical form only with the

graphs calculated based on the Equation (16) for dark and light conditions. These graphs were

red is the under the influence of light, while the oscillations in blue are the graph obtained in

9*[p*(E,.B.T.hv.d)|

5 oscillations

the dark. As can be seen from these graphs, it is observed that the amplitudes of

under the influence of light are greater than those in the dark.

o[ p*(E,.B.T.hv.d)]
0B’

quantum coil in dark and light [28]. An infrared light-emitting diode with a wavelength of 940 nm and a power density

of 12 mW/m? was used as light. The temperature is 1.9 K, the magnetic field induction range is from 0 T to 9 T.

Fig.3 shows the experimental results of magnetoresistance oscillations of p-type PbTe

01

0.05

& [p“(f_,n. T.In',d)]
. |

| 0.05

-0.

-

Figure 2. Transverse magnetoresistance oscillations of p-GaAs/AlGaAs quantum well semiconductor structure under light and dark
conditions. 1 — In light mode; 2 — In the dark

20

1.9K

10
|

0

—— light
—— darkness

d2R 1dBX(Q/TI)

Figure 3. 0° [ pfd (E,,B,T,hv,d )] / 0B’ magnetoresistance oscillations of p-type PbTe quantum well in dark and light

conditions [28].

The thickness of the quantum well was equal to 10 nm. In Fig.4, theoretical graphs were obtained using the above-

mentioned experimental values of the p-type PbTe quantum well and based on the Equation (16).

o[ p*(E,.B.T.hv.d)]
0B’

images, the experimental and theoretical graphs in light and dark conditions seem to be quite different. In fact, it is not

oscillations in both light and dark conditions are presented here. As you can see from these
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so, on the contrary, quantum oscillations are practically not visible in the range of magnetic field induction from 0.1 T to
4 T. We know theoretically that discrete Landau levels should be observed under the condition A7<<#iw,. Itisat T=1.9
K that the condition k7<</Aw, is fulfilled since the magnetic field induction is 1.5 T. So, the equation (16) not only
justifies the experimentally obtained shifts in Fig.3, but also allows to prove the existence of quantum oscillation effects,
which are not noticed by the experiment. At the same time, based on the proposed model, it is possible to apply the

o[ p*(E,.B.T.hv.d)]
0B’

"]

10

temperature dependence of oscillations in light and dark conditions.

&[p*(E, BT ,hv,d))
oB°
o

T T T T T T T —T T T T T ™rT
B,II

Figure 4. Effect of light on 9° [ pfd (E,,B,T,hv,d )J / 0B’ magnetoresistance oscillations of p-type PhTe quantum coil
calculated according to the Equation (16).

CONCLUSIONS
The following conclusions can be drawn from the important results of this research:

1. A new Equation (12) expressing the dependence of the quasi-Fermi level of quantum wound heterostructure
semiconductors on the magnetic field, temperature and light energy has been derived.

2. Movement of the quasi-Fermi levels in the non-equilibrium state up or down leads to a significant change of
transverse magnetoresistance oscillations along the vertical axis of small-scale p-type semiconductor structures
under the influence of darkness and light (12) was proved based on the Equation. The displacements of these
oscillations are given in experiments, but their theoretical physical meaning was justified using the equation (15).

o[ p*(E,.B.T.hv.d)]

5 oscillations

3. A mathematical model has been developed that determines the dependence of

of p-type semiconductors in the light and dark state on external factors.
4. A new theory was proposed that explains the reasons for the significant shift of the differential magnetoresistance
oscillations measured in the experiment along the vertical axis for dark and light conditions.
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MOJEJIOBAHHSA TEMITIEPATYPHOI 3AJIEXKHOCTI OCHUAJIALIA INYBHIKOBA-IE FAA3A
Y CBITJIOIHIYKOBAHUX HAHOCTPYKTYPHHUX HAINIBITPOBITHUKAX
Yayroexk 1. Epka6oes, Pyctam:kon I'. Paximos, IzkacypOek 1. Mip3aes, Hozim:xon A. Cainos, Yayroexk M. Hermatos
Hamaneancoxuil inowcenepro-mexronoziynuii incmumym, 160115, Hamanean, Y3b6exucman

VY nmaniii po0OTI IOCHIIDKEHO BIUIMB CBITJIAa HA TEMIEpPATypHY 3aleXHICTh KOJWBAaHb IONEPEYHOro MarHiToomopy. OTpuMaHO
y3araJbHEHUH MaTeMaTHIHHI BUpa3, SIKUH 00UNCIIIOE TeMIIepaTypHY Ta CBITIOBY 3aJeXHICTh kBa3ipiBHIB Depmi apiGHOMacIITaOHIX
HAaIiBIPOBIAHUKOBUX CTPYKTyp p-THIy B KBAaHTYIOUOMY MarHiTHomy nousi. Byno 3HalimieHO HOBI aHaNiTH4HI BHpaswW, SKi
MIPE/ICTABISIIOTE TEMIIEPATypHY 3aJISKHICTh KOJHMBAHb IONEPEYHOro J¥depeHIialbHOr0 MarHiToonopy B TEMHHX 1 OCBITIEHHX
CHUTYyaIlisIX, BpaXOBYIOUYH BIUIUB CBITJIa Ha KoJIMBaHHs eHeprii @epmi qpiOHOMACIITAOHUX HAIliBIIPOBITHUKOBUX CTPYKTYp. Po3pobieHo
MaTeMaTHYHy MOJejb, SIKa BH3HAYa€ CBITJIOBY 3aJISKHICTh MOXIJHOI IPYroro MOPSAKY OCLHJIALIHM MOMEpeYyHOro MarHiToONopy
HaMiBOPOBIAHKUKIB P-TUITY 3 KBAHTOBUMH SIMAMH BiJl iHIYKI[il MArHITHOTO MOJIs. 3alPOIIOHOBAHO HOBY TEOPIIO, SIKA MOSCHIOE IPHYHHU
3HAYHOTO 3CYBY KOJHMBaHb NU(EPEHLIATFHOTO MarHiTOOOPY B3IOBXK BEPTHKAJIBHOI OCi, BUMIPSHOI B €KCIICPUMEHTI UII TEMHUX 1
CBITJIUX YMOB.

Ku104oBi cii0Ba: Hanienposionux; cemepocmpykmypa; KOIUBAHHS, MACHIMOONIP, KEAHMOBA AMA
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In this work, thin films of cadmium selenide of difrent thicknesses were obtained by chemical deposition and the processes of phase
formation in them were studied. Thin layers with a thickness of d = 150 — 500 nm were obtained. Structural studies were carried out
using X-ray diffraction. The spectra obtained at room temperature were analyzed. The presence of structural features of the CdSe
compound in thin layers has been established. After a thickness d = 400 nm, the process of phase formation begins. The observed
atomic planes and Miller indices during the phase formation process are determined.

Keywords: Chemical deposition; CdSe thin film; Crystal structure; X-ray diffraction

PACS: 68.90.+g; 61.10.Nz; 61.46.—w

INTRODUCTION

Semiconductor crystals are widely studied materials. Their structure and physical properties are studied using
modern research methods [1-5]. The main reason for interest in these materials is their use in various devices. It has
been established that creating thin layers of materials and using them in devices leads to a reduction in size. At this
time, smaller converters can be obtained. Therefore, extensive research has recently been carried out in the direction of
obtaining thin layers of materials and studying the processes of phase formation in them [6-10].

Cadmium selenide CdSe, which belongs to the group of diamond-like semiconductors, crystallizes in the form of
two polymorphic modifications: B3 with a sphalerite-type lattice (space group F43m) in a cubic crystal structure [11]
and a Wurchite hexagonal structure of type B4 (space group P63mc) in more thermodynamically stable [12]. CdSe is an
n-type semiconductor with a small bandgap (Eg = 1.74 eV for sphalerite and Eg = 1.80 eV for wurtzite). These values
are within the optimal range of absorption of sunlight and its conversion into electrical energy, and together with the
high absorption coefficient, CdSe is considered a promising material for the manufacture of solar cells [13,14]. The
CdSe compound is used as an active medium in semiconductor lasers [15], liquid crystal displays, gamma radiation
detectors, and gas analyzers [16]. In addition, CdSe is a promising compound for photoresistors and LEDs [17,18],
high-performance thin-film transistors [19], optical amplifiers, photocatalysts, and materials for photocatalytic
systems [20]. The production of thin layers of materials determines the possibility of their use in smaller sizes.
Therefore, to determine the application possibilities of each material, it is important to study their thin layers. Therefore,
the CdSe compound is also studied in small sizes.

Although the optical and electrical properties of thin layers of the CdSe compound have been studied, the
processes of phase formation in these layers have not been sufficiently studied. It is known that the crystal structure of
this compound has high symmetry. Therefore, thin layers can also be formed with high symmetry. Therefore, it is
important to obtain thin layers of various thicknesses and study their crystal structure. In this work, thin CdSe films of
various thicknesses were obtained by chemical deposition, and their crystal structure was studied by X-ray diffraction.
The X-ray diffraction method is considered a unique method for studying the structure of crystals, phase transitions and
phase formation processes. The structure of nanolayers with a thickness d = 150-500 nm was analyzed and the
processes of phase formation in thin CdSe layers were studied.

EXPERIMENTAL PART

In the course of research using the chemical deposition method, thin CdSe films of various thicknesses were
obtained. The solution used for chemical deposition of the CdSe thin film was prepared by taking equal amounts
(13 ml) of each of the prepared solutions of the following composition: 0.5 M cadmium chloride (CdCl,x2.5H,0),
13.4M (25%) sodium chloride (NH3OH), 7.4 M triethanolamine (C¢HisNOs3) and 0.2 M sodium selenosulfate
(Na>SSe0s). The chemical precipitation process was carried out in a 60 ml beaker at room temperature.

Sodium selenosulfate (Na,SeSOs) was prepared by reacting 6 grams of selenium powder and 10 grams of sodium
sulfite (Na,SOs) in 100 ml of distilled water solution for 7 hours at 90 °C in a counter refrigerator. After the reaction,
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the solution was cooled to room temperature and insoluble selenium particles were removed from the solution through a
filter. As a result, a clear solution of sodium selenosulfate was obtained. When using sodium selenosulfate as a selenium
component in the production of CdSe, the best results can be obtained at a solution pH of 9. A thin layer of CdSe with a
crystalline structure can be obtained only at a pH of 9, so that the pH of the solution in the above mixture is equal to 9.
To measure the pH of the solution, an Aquilon pH-410 pH meter was used.

Amorphous glass substrates (38%x26x1 mm) were kept in a chromium solution for several hours, washed with
distilled water and air dried before being introduced into the solution. Glass coasters are placed vertically in a glass with
a solution. The chemical deposition process was carried out at room temperature (27 °C) for 48 hours without rotation.
During the process, a white precipitate formed at the bottom of the glass. After three to four hours, this precipitate and
the clear solution in the beaker first turned dark yellow and then red, consistent with CdSe. After this procedure, the
saucer was removed from the glass, washed with distilled water and dried. As a result, homogeneous thin layers of red
CdSe with good adhesion to the substrate were obtained. The thickness of the resulting layers was determined by the
gravimetric method and it was found that their thickness d = 150-500 nm.

Structural studies of CdSe thin films were carried out using X-ray diffraction. The experiments were carried out at
room temperature and under normal conditions. X-ray diffraction of the samples was carried out on a D8 Advance
diffractometer (Bruker) with the following parameters: 40 kV, 40 mA, CuKo radiation (1 = 1.5406 A). The resulting
spectra were analyzed in the Origin program, and the crystallographic parameters of thin CdSe films were determined:
diffraction peaks, Miller indices.

RESULTS AND DiSCUSSIONS
In order to study the processes of phase formation in thin films of cadmium selenide obtained by chemical
deposition, structural studies were carried out. The crystal structure of CdSe thin films was studied by X-ray diffraction
at room temperature. X-ray diffraction spectra obtained in the diffraction angle range 5° < 26 < 80° are presented in
Fig. 1.

5x10°
CdSe thin layers

4x10° 500 nm

450 nm
400 nm

3x10°

350 nm
300 nm

Intensity, a.u.

250 nm
200 nm
150 nm

10 20 30 40 50 60 70 80
2 theta, degree

Figure 1. X-ray diffraction spectra of thin CdSe films obtained with different thicknesses.

From the spectra shown in Fig. 1, it is clear that in the resulting thin layers with a thickness of d = 150-500 nm,
a phase corresponding to CdSe crystals was formed. The central peak, located at the diffraction angle 20 = 25°,
corresponds to the atomic planes belonging to the Miller indices in the crystal structure of the hexagonal symmetry
(111) of the CdSe compound. It is clear from the spectra that the intensity of the peaks increases with increasing
thickness of the thin layers. However, this phase was also observed in a thin layer d = 150 nm with the smallest
thickness. To more accurately observe the peaks in the spectra, the X-ray diffraction spectra of the thinnest and
thickest thin layers were analyzed separately. In Fig. 2 shows the spectrum of a thin CdSe film with a thickness of
d =150 nm. It can be seen from the figure that the peak is clearly visible at the diffraction angle 20 = 25° In
addition, a new peak was also observed at the diffraction angle 26 = 43°. From the results obtained when studying
the crystal structure of the CdSe compound, it is known that this peak (220) corresponds to atomic planes belonging
to the Miller indices [21].

To study the processes of phase formation in thin CdSe films, the X-ray spectra of thin films of greater thickness
were also analyzed. Figure 1 shows that after a thickness of d =400 nm, new peaks begin to appear. This is a sign of the
formation of a more perfect phase. It is clear from the spectra that as the thickness of thin layers increases, the intensity
of these peaks also begins to increase. Therefore, the spectrum with the greatest thickness was analyzed separately. The
X-ray diffraction spectrum of a thin CdSe film with a thickness of d = 500 nm is shown in Fig. 3. From Fig. 3 it can be
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seen that 3 peaks are observed in the spectrum. Two of these peaks correspond to atomic planes belonging to the Miller
indices (111) and (220), observed in previous spectra at diffraction angles 26 = 25° and 43°. It was found that the peak
observed at diffraction angles 26 = 50° corresponds to the atomic plane belonging to the Mlller indices (311).

6,0x10’

4,0x10°

Intensity, a.u.

2,0x10*

0,0
10 20 30 40 50 60 70 80

2 theta, degree

Figure 2. X-ray diffraction spectrum of a thin CdSe film with a thickness of d = 150 nm
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Figure 3. X-ray diffraction spectrum of a thin CdSe film with a thickness of d = 500 nm

The lattice parameters of the CdSe compound are a = b =4 A (0.4 nm), ¢ = 7 A (0.7 nm) [12]. Since CdSe thin
films with dimensions d ~ 100 nm consist of several layers, structural features cannot be completely formed. However,
as the layer thickness increases, the process of phase formation begins. First, the peak corresponding to the (220) plane
along with the (111) plane is fully formed. At thicknesses d > 400 nm, the process of phase formation begins and a peak
corresponding to the (311) plane is also formed. As can be seen, thin CdSe films starting with a size d ~ 100 nm can
retain their properties. It is known that the semiconductor CdSe is a material that is widely used in modern electronics.
A study of the structure of thin layers obtained by chemical deposition shows that using them it is possible to obtain
converters of smaller sizes.

CONCLUSIONS

In this work, thin CdSe films were obtained and their structure was studied. There is extensive information on the
technology for producing thin films of the semiconductor CdSe. It has been established that the chemical deposition
method can produce thin layers of this material on glass. Layers of varying thicknesses were obtained depending on the
synthesis conditions and the stoichiometric amount of chemical elements. The process of phase formation in thin films
with a thickness d = 150-500 nm has been studied. The studies were carried out using the X-ray diffraction method.
Each of the spectra obtained at room temperature was analyzed separately. It was found that in layers of different
thicknesses 3 different diffraction peaks are obtained. Analysis revealed that these peaks correspond to the (111), (220)
and (311) atomic planes. Although the structural features of the CdSe compound were observed in each of the thin
layers, the phase formation process began at a size of 400 nm.
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Protein-based drug nanocarriers are increasingly recognized as promising candidates for effective drug delivery, owing to a multitude
of beneficial advantages over synthetic materials including low cytotoxicity, biocompatibility, biodegradability, abundance,
renewability, and high drug loading capacity mediated by diverse functional groups and interactions. In the present study the
molecular dynamics simulation was employed to explore the stability of lysozyme-based drug delivery nanosystems functionalized
by the antiviral drugs (favipiravir, molnupiravir, nirmatrelvir and ritonavir) and cyanine dyes (AK7-5, AK5-6, AK3-11). A series of
5ns or 100 ns MD simulations for the top-scored docked drug-dye-protein complexes, obtained using the PatchDock server was
performed at 310 K with GROMACS software using the CHARMM General Force Field. The MD results have been analyzed in
terms of the parameters, such as the backbone root mean-square deviation, gyration radius, solvent accessible surface area, the root
means square fluctuations. The analysis of calculated parameters for the studied systems enabled us to improve the previously
acquired molecular docking data. Taken together, the results obtained indicate that Lz-F-AK3-11, Lz-R-AK75, Lz-R-AK56, Lz-N-
AK75, Lz-N-AK3-11, and Lz-M-AK75 systems exhibit the highest stability among the examined dye-drug-protein systems and
represent potential candidates for the targeted delivery of the explored antiviral agents.

Keywords: Protein-drug-dye complexes, antiviral agents, cyanine dyes, molecular dynamics

PACS: 87.14.C++c, 87.16.Dg

Over the past few decades protein-based drug delivery nanosystems have emerged as a promising avenue in the field
of pharmaceutical and biomedical research due to a multitude of their beneficial biochemical and biophysical advantages
over synthetic materials such as: i) biocompatibility and biodegradability; ii) remarkable capacity to bind various drugs
owing to the presence of numerous binding pockets and functional groups within proteins; iii) safeguarding the drugs from
enzymatic breakdown and swift renal excretion; iv) ample availability of proteins sourced from nature v) the ability to
attach surface ligands specific to target tissues; vi) efficient and cost-effective synthesis procedures [1-7], etc. A critical
aim in the fabrication of efficient protein-based nanotherapeutics is their optimization, which demands both: i) a profound
knowledge of the behavior of the designed nanocarrier in various conditions as well as ii) a comprehensive understanding
of potential interactions within the system [8,9]. Despite the increasing sophistication of experimental endeavors to design
and optimize the structure and dynamics of the protein-based drug delivery nanosystems, such research inevitably
encounters intrinsic and practical limitations since the systematic variations in the nanocarrier properties like the type of
protein or visualizing agent, protein size, hydrophobicity, surface charge, etc. can be prohibitively time-consuming and
expensive. Hence, relying solely on experimental research makes it challenging to elucidate the general biophysical and
biochemical principles that connect the effectiveness of a potential protein-based drug delivery system with its
composition. Given this, the methods of computer modeling are becoming widespread in the early-stage development and
optimization of potential protein-based drug-delivery nanosystems [10-14].

In our previous work, we employed the multiple ligand simultaneous docking technique to evaluate the possibility of
functionalization of protein-based nanoparticles by the antiviral drugs and cyanine dyes [15,16]. More specifically, we
evaluated the suitability of a series of cyanine dyes (four monomethines, six trimethines, seven pentamethines and two
heptamethines) to serve as visualizing agents in the drug-protein-dye systems, encompassing four functionally significant
proteins (cytochrome ¢, serum albumin, lysozyme and insulin) and four antiviral drugs (favipiravir (F), molnupiravir (M),
nirmatrelvir (N) and ritonavir (R)) [15,16]. We identified the ternary systems with the highest dye-protein surface shape
complementarity for each group of the examined cyanine dyes and assessed the impact of cyanine dye structure on the
stability of the drug-protein-dye complexes [15,16]. In continuation of our previous work, in the present study the
molecular dynamics simulation was performed to elucidate the stability of the most prospective drug delivery systems
obtained by multiple ligand simultaneous docking approach [15,16]. To this end, the present study aimed to characterize
the effects of three cyanine dyes (AK7-5, AK5-6, AK3-11) and 4 antiviral drugs (favipiravir, molnupiravir, nirmatrelvir
and ritonavir) on the structure and dynamics of lysozyme (Lz) in the drug-protein-dye systems.

MOLECULAR DYNAMICS SIMULATIONS
The top-scored docked drug-dye-protein complexes, obtained using the PatchDock server as described in [15,16],
were considered as a starting structure for the molecular dynamic’s simulations. First, the .pdb-file of docked system
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was corrected in PDB Editor [17] to add the missing chain ID for ligands. Next, this .pdb-file was uploaded in the web-
based graphical interface CHARMM-GUI [18] to obtain the input files for MD calculations. The .itp files of cyanines
(AK7-5, AK5-6, AK3-11) and antiviral drugs (favipiravir, molnupiravir, nirmatrelvir and ritonavir) were constructed
from the dye.mol?2 files, using the CHARMM General Force Field, followed by replacing the dye/drug partial charges
with those assigned by RESP ESP charge Derive Server [19]. The drug-dye-protein complexes were solvated in a
rectangular box with a minimum distance of 10 A from the protein to the box edges and 0.15 M NaCl (neutralizing
ions) were added to the systems. The TIP3P water model was used. The molecular dynamics simulations and analysis
of the trajectories were performed using the GROMACS software (version 2023.3) with the CHARMM36m force field
in the NPT ensemble with the time step for MD simulations 2 fs. The calculations were performed at a temperature of
310 K. The minimization and equilibration of the systems were carried out during 50000 and 125000 steps,
respectively. The V-rescale thermostat provided the constant temperature conditions. The time interval for MD
calculations was 5 ns for stability complex preview and 100 ns for the most stable systems. The molecular dynamics
trajectories were corrected after the MD run, using the gmx trjconv GROMACS command [20,21]. The GROMACS
commands gmx rms, gmx gyrate, gmx rmsf were used to calculate the protein backbone root-mean-square deviation
(RMSD), protein radius of gyration (R,), root-mean-square fluctuations of the C-alpha atoms (RMSF). Visualization of
the snapshots of the MD runs and analysis of the protein secondary structures, calculating distances between the
dye/drug and protein centers of geometry and protein solvent-accessible surface area (SASA) were performed in VMD.

RESULTS AND DISCUSSION

Lysozyme, a globular functional protein containing 129 amino acids in the monomeric state, is currently widely
employed in the development of drug-delivery systems, due to lysozyme ability to bind the drugs and facilitate their
accumulation at target sites [22,23]. Beyond its drug-delivery role, lysozyme exhibits various intrinsic medicinal
properties, including anti-inflammatory, antiviral, immune-modulatory, antihistaminic, and antitumor activities [24, 25].
In our previous studies we evaluated the possibility of creating the lysozyme-based nanosystems carrying antiviral
drugs and cyanine dyes as visualizing agents [15,16]. Varying both the structure of the cyanine dyes (mono-, tri-, penta-
and heptamethines) and the antiviral agents (favipiravir, molnupiravir, nirmatrelvir and ritonavir), we identified three
cyanines (AK7-5, AK5-6, AK3-11) as the most promising candidates for the fabrication of multicomponent drug-
delivery nanosystems [15,16]. To verify the stability of the obtained ternary complexes, the next logical step was to
perform the molecular dynamics simulation for the obtained systems with the highest docking score. Initially, the 5 ns
simulation was performed for all dye-lysozyme-drug complexes. The representative snapshots are shown in Figure 1.

0 ns 3 ns 5 ns

Favipiravir-lysozyme-AK3-11

Figure 1. Representative snapshots of the drug-lysozyme-dye complexes. Cyanine dyes are colored green, and antiviral drugs are
marked as blue.

At the first stage of our study we investigated the overall stability of the systems during the simulation time
through analyzing the time course evolution of the set of structural parameters such as the protein backbone root-mean-
square deviation (RMSD), protein radius of gyration (R,) and root-mean-square fluctuations of the C-alpha atoms
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(RMSF) and solvent accessible surface area. Figure 2 shows the changes in the backbone root mean square deviations
(RMSD) and the radius of gyration (R,) with time.
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Figure 2. Time course evolution of the root-mean-square deviation and the radius of gyration for drug-lysozyme-dye complexes

As seen in Fig. 2, the calculated RMSD values for the potential drug-delivery nanosystems do not exceed 0.1 nm,
except for short-time fluctuations of Lz-F-AK75, Lz-F-AKS56, Lz-N-AK56 and Lz-M-AK3-11. More specifically, the
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time dependence of RMSD for the Lz-F-AK75 is characterized by the two periods: 1) slight fluctuations ~ 0.07 nm
during the first 2.5 ns of simulation and 2) increase of RMSD values to 0.12-0.14 nm during the next 0.5 ns followed by
the fluctuations at this level during the remaining time of the simulation. For the Lz-F-AK56 system, a substantial
increase of RMSD values to 0.15 nm was detected starting from ~4.6 ns. The Lz-F-AK75, Lz-N-AK56 and Lz-M-
AK3-11 produced less stable trajectories in comparison with the other systems. The radius of gyration (R,) serves as an
indicator of the structural compactness of a protein. A lower R, indicates a more tightly packed polypeptide chain,
while a higher value of the radius of gyration suggests a more open protein structure. Figure 3 shows the minor
fluctuation of the radius of gyration for all examined systems. Notably, for the Lz-F-AK75 drug-protein-dye system the
R, value was decreased from 1.44 to 1.41 nm at 2.3 ns of simulation. After 2.3 ns, the R, seems to be stabilized and
equilibrated during the entire simulation period of 5 ns. The obtained results indicate the strongest fluctuations in the
systems containing ritonavir. To determine the dynamic behavior of amino acid residues, the RMSF values of the C-
alpha atoms of lysozyme were calculated (Figure 3). The RMSF values for the majority of the protein residues ranged
from 0.05 to 0.15 nm during the simulation. The exception was the residues 105-115 for all systems under study and the
residues 45-54 for the ritonavir- and nirmatrelvir-containing systems.
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Figure 3. Time course evolution of the root-mean-square deviation for the drug-lysozyme-dye complexes

To assess the alterations in the environment of protein residues during the simulation, we concentrated on the
solvent-accessible surface area per residue SASA (Figure. 4). It was observed that the SASA of the majority of
complexes under study fluctuated within the range 71-75, while the SASA of Lz-M-AK3-11 and Lz-R-AK3-11 slightly
increased during the simulation. The SASA of the Lz-N-AKS56 complex increased from 72 to 78 during the initial 3 ns
of simulation and maintained equilibrium during the rest of the simulation time.

Taken together, the comparison of the calculated parameters such as the protein backbone root-mean-square
deviation (RMSD), protein radius of gyration (R,) root-mean-square fluctuations of the C-alpha atoms (RMSF) and
solvent accessible surface area for the investigated systems allowed us to determine the most stable systems, viz. Lz-F-
AK3-11, Lz-R-AK75, Lz-R-AK56, Lz-N-AK75, Lz-N-AK3-11 and Lz-M-AK75. The obtained results indicate that
during the 5 ns MD simulation, the antiviral drugs and cyanines undergo the changes in their binding interactions in the
docked complexes with the protein to adjust to the potential energy function from the MD force field resulting in the
destabilization of the drug-dye-protein interactions and unbinding either the drug or the dye from the protein for some
systems. Notably, to assess the efficacy of 5 ns MD simulations in determining the stability of the dye-protein-drug
complexes, we conducted additional 100 ns MD simulations for the three chosen systems (Figure 5).
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Figure 4. Time course evolution of the solvent-accessible surface area for the drug-lysozyme-dye complexes
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Figure 5. 100 ns snapshots of the drug-lysozyme-dye complexes. Cyanine dyes are colored green, and antiviral drugs are marked as blue.

As shown in Figure 5, the Lz-R-AK75 exhibits the highest stability among the three selected complexes, as both
the cyanine dye and the antiviral drug remain bound to the lysozyme during the entire simulation time. On the contrary,
in the case of Lz-F-AK75, the antiviral drug detached from the protein at the beginning of the simulation. Additionally,
the stability Lz-F-AK56 complex is lower compared to Lz-R-AK75, as we observed the detachment of dye molecule in
the middle of the 100 ns simulation, followed by the binding of AK56 to the Lz-ritonavir complex in the end of MD
trajectory. The time course evolution of RMSD parameters confirmed the highest stability of the Lz-R-AK75 drug-

protein-dye system (Figure 6).
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Figure 6. Time course evolution of the MD parameter for the drug-lysozyme-dye complexes obtained during the 100 ns simulation

CONCLUSIONS

In conclusion, in the present study we evaluated the potential stability of the drug-dye-lysozyme complexes
functionalized with antiviral drugs (favipiravir, molnupiravir, nirmatrelvir and ritonavir) and the cyanine dyes (AK3-11,
AK?7-5 and AK5-6). The 5-ns and 100 ns MD simulations were performed to elucidate the stability of the top-scored
docked drug-dye-protein complexes obtained using the molecular docking method in our previous work. It was found
that the performed molecular dynamics simulations were highly effective in the improvement of the results obtained by
the molecular docking studies. The analysis of calculated parameters, including the protein backbone root-mean-square
deviation (RMSD), protein radius of gyration (Rg), root-mean-square fluctuations of the C-alpha atoms (RMSF), and
solvent accessible surface area, for the studied systems enabled the identification of the most stable systems such as Lz-
F-AK3-11, Lz-R-AK75, Lz-R-AKS56, Lz-N-AK75, Lz-N-AK3-11, and Lz-M-AK75.
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MOJIEKYJAPHO-AUHAMIYHE JOCJIIKEHHSI HAHOCUCTEM JOCTABKHU JIIKAPCBKHUX 3ACOBIB HA
OCHOBI JII30LIUMY, HABAHTA’)KEHUX AHTUBIPYCHUMMU ITPENTAPATAMMU TA NIAHIHOBUMH
BAPBHUKAMUA
Oubra dKutHsikiBebka, Yiasna Tapadapa, Katepuna Byc, Banepist Tpycosa, I'asuna I'opGenko
Kageopa meouunoi gizuxu ma biomeduunux nanomexnonozii, Xapkiecokui nayionanvnuil ynieepcumem imeni B.H. Kapasina
m. Ceoboou 4, Xapxis, 61022, Vrpaina
Hanonocii Ha ocHOBI OiJIKiB HAOyBalOTh BCE OULIBLIONO BHU3HAHHS SIK TMEPCHEKTHBHI KaHIWAATH s €(PEKTHBHOI JOCTABKH JIKiB,
3aBIIKM iX YHCICHHMM IIepeBaraM Iepe] CHHTCTUYHUMH MaTepialaMH, TaKuM SK HH3bKa IIUTOTOKCHYHICTh, 0iOCYMIiCHICTH Ta
3MaTHICTh J0 Oiojerpajamii, PO3IOBCIOMKEHICT y TPHPOMI, 3IATHICTH IO CaMOBIIHOBIICHHS, a TaKOX BHCOKHH CTYIiHb
3aBaHT@KCHHS JIKIB 3aB[SKM DPI3HOMAHITHUM (YHKIIOHATEHMM TpymaMm 1 B3aeMonisM. Y naHiii poOOTi 3 BHKOPHCTAHHSIM
MOJIEKYJISIPHO-ANHAMIYHOTO MOJICNIIOBaHHS OyJO BHM3HA4YEHO CTaOUIBHICTH HAHOCHCTEM [OCTaBKH JIIKIB HAa OCHOBI JI30LHMY,
(YHKIIOHAII30BaHUX aHTHBIPYCHHMH Ipernapatamu (Qasimipaip, MOJbHYIIpaBip, HipMaTPeIbBip Ta PITOHABIp) Ta IiaHIHOBUMH
O0apBuukamu (AK7-5, AK5-6, AK3-11). 3a momomoroto nporpamuoro 3abesnedenHs GROMACS 3 BUKOpHUCTaHHSM 3arajibHOTO
cusoBoro nosiss CHARMM npu temmneparypi 310 K, 6yno nposeneno cepiro MD-cumysisiwiit Tpusaiictio 5 abo 100 He st cuctem 3
HAMBHUIIOI0 KOMIUIEMEHTApHICTIO, OTPUMAaHUX 32 J1ornoMororo cepsepa PatchDock. Pesynsratn MD Oynu npoaHainizoBaHi B TepMiHax
TaKUX MapaMeTpiB, SK CEPEAHBOKBAIPATHYHE BIIXWICHHS OCTOBY JIAHIIOTA, pafiyc iHepwii, Iuiomla MOBEpPXHi, IOCTYMHA Ui
PO3YMHHIKA Ta CepeIHbOKBaApaTHIHI (IIyKTyamii. AHaTi3 pO3paxoBaHUX MapaMeTpiB Ul BUBUCHUX CHUCTEM JIO3BOJIHB ITOJIMIINTH
TIOTNIepe/IHI Pe3yIbTaTH, OTPHMaHi 3 BAKOPHCTAHHIM METOLY MOJICKYJISIPHOTO JIOKIHTY. B mioMy, oTpuMaHi pe3ynbTaTd BKa3yloTh Ha
te, mo cucremu Lz-F-AK3-11, Lz-R-AK75, Lz-R-AKS56, Lz-N-AK75, Lz-N-AK3-11 i Lz-M-AK75 maroTh HaiiBuily cTaOiIbHICTD
cepel] IOCITiPKYBaHUX CUCTeM OapBHHUK-TIKAPCHKHUH MPenapaT-0ijIoK Ta € MOTCHIIMHUMY KaHUIaTaMH JJIsl CIIPSIMOBAHOI JJOCTABKH

JOCII/KyBaHUX aHTHUBIPYCHUX areHTIB.
KurouoBi cioBa: xomnaexcu 6inox-nikapcokuii npenapam-0apeHuK; npomueipycHi azenmu; YiauiHogi OAPEHUKU, MONEKYIAPHA
OuHamixa
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In this paper, we have presented our investigation on the characteristic of nonlinear dust acoustic waves (DAWs) propagating in an
inhomogeneous collisionless magnetized dusty plasma (MDP). In this problem, we have considered a collisionless plasma consisting
of nonthermal ions, non-extensive electrons and negatively charged dust grains. Using the reductive perturbation theory (RPT) we
have derived the modified Zakharov-Kuznetsov (m-ZK) equation. The solution of m-ZK equation indicates the nonlinear characteristics
of the DASWs in plasma. Our investigation also predicts how the amplitudes of nonlinear DASWs are significantly modified due to the
influence of magnetic field, non-extensive electrons and inhomogeneity parameters in plasma. The results obtained in this investigation
may be useful for understanding the propagation characteristics and modification of structures of nonlinear waves in both laboratory
and astrophysical plasmas.

Keywords: Dusty plasma; RPT; m — ZK equation; Inhomogeneous plasma; non-extensive electrons

PACS: 52.27.Lw, 05.45.-a, 95.30.Qd

I. INTRODUCTION

Solitary waves or solitons are nonlinear wave packets which maintain their shapes during their propagation at a
particular speed. Solitons occur due to the mutual cancellation of the nonlinear effects and dispersive effects in the
medium. Washimi and Taniuti [1] derived the Korteweg de-Vries (KdV) equation to describe the ion-acoustic
solitons (74S). Nishikawa and Kaw [2] discussed the propagation of ion-acoustic solitons in an inhomogeneous plasma.
Theoretically, Kuehl [3] discussed the propagation and reflection of ion-acoustic solitons in an inhomogeneous plasma.
He has observed the variations in the soliton amplitudes of incident and reflected solitons. Nejoh [4] investigated the
effects of ion temperature on the characteristics of soliton propagation in a relativistic plasma. A few plasma physics
researchers studied the properties and characteristics of solitary waves propagating in the presence of various physical
situations such as negative ions [5,6] and dust grains [7] in the plasma and solitary wave excitation in nonequilibrium
plasmas [30-33]. Kakad et al. [8] provided an experimental study on the validity of fluid theory and chain formation of
nonlinear wave propagation in a collisional magnetized plasma. Later, using Kundu-nonlinear Schrédinger equation
(Kundu-NLS) Shi et al. [9] discussed the dynamics of nonlinear nonlocal solitary wave solutions propagating in an
inhomogeneous plasma. Rani and Yadav [10] studied the characteristics of electron acoustic-solitary waves (EASWs)
propagating in a dense magnetized collisional plasma in the presence of degenerate quantum electrons. Recently, Dehingia
and Deka [11] have discussed the variations of /4S structures propagating in an inhomogeneous plasma in the presence
of hot isothermal electrons. They have observed that at a certain point the structure of /AS gets deformed due to the
presence plasma inhomogeneity during their propagation through the system.

Dusty plasma (DP) is a very important research field in plasma physics. DP consists of ions, electrons, and charged
dust particles. When the dust particles are included in the plasma, the system indicates some complex behaviours in the
system. Thus, DP is also termed as the multicomponent plasma or complex plasma. These DPs are observed in planetary
magnetospheres, cometary environments, planetary ring, and nebulas etc. [12]. The study of dusty plasma helps us to
understand the astrophysical phenomena, the geophysical theories, and importance of space missions etc. Goertz [13]
worked on the fundamental properties of dusty plasma in an astrophysical environment. Many researchers studied the
basic properties of dust ion-acoustic waves (DIAWs) [14] and dust-acoustic waves (DAWSs) [15] propagating in an
inhomogeneous plasma. Shukla and Mamun [16] introduced basic structures, properties and propagation of DAWs,
DIAWs, dust-cyclotron waves (DCWs) and dust lattice waves (DLWs) etc. in inhomogeneous plasmas. Using the kinetic
theory Baluku and Hellberg [17] provided a brief description on the propagation of DIAWs in the presence of k —
distributed electrons and negatively charged dust grains in the plasma. Alinejad, and Khorrami [18] studied on the
structures of DAWs propagation in the presence of trapped ions and polarized Debye sheath in a strongly coupled
inhomogeneous plasma. Atteya, Sultana, and Schlickeiser [19] investigated the effect of superthermal electrons, positive
ions as well as negative ions in the propagation of DI4Ws in an inhomogeneous magnetized plasma. Akhtar et al. [20]
discussed the dynamics of DAWs and DCWs during their propagation in the magnetized plasma. Rehman, Mahmood, and
Hussain [21] studied the behaviour of nonlinear magneto-acoustic waves (MAWs) in the presence of warm, collisionless
pair-ion (PI) fullerene plasma. In their analysis, they concluded that due to the presence of ion inertial length in the plasma,
the effects of wave dispersion are observed in PI plasma. In the study of plasma physics, linear theory is used to study the
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small amplitude waves without considering the nonlinearities in the plasma. But in the case of large amplitude waves,
nonlinearities cannot be ignored. In the plasma studies, nonlinearities play an important role in the nature, properties and
characteristics of the dusty wave phenomena. In experimental and theoretical studies, we observe various nonlinear dusty
wave structures such as shock waves, rouge waves, solitons, supersolitons etc. Atteya et al. [22] studied the propagation
of nonlinear DA Ws in an inhomogeneous quantum plasma in the presence of magnetic field. They have observed that the
low-frequency longitudinal waves have the potential to trap electrons which obtained from the high-intensity magnetic
fields during the modulation of plasma species. Using the Pseudopotential method Pakzad and Nobahar [23] discussed
the important properties of DIASWs propagating in an inhomogeneous unmagnetized plasma in the presence of
superthermal electrons, inertial ions, and stationary dust grain particles. They have also analysed the modification of
nonlinear wave structures of DIAS propagating in an inhomogeneous plasma in the presence of the critical parametric
values of superthermal electrons and electron-ion density ratio. Dehingia and Deka [24-27] studied the various properties
of DAWs, modification in DASW structures, effect of dust particles in soliton propagation and propagation of nonlinear
waves in the presence of negatively charged dust grains with charge fluctuations in inhomogeneous plasma. There are
still many scopes to study on the propagation characteristics of nonlinear wave structures in inhomogeneous plasma
depending on the various astrophysical conditions. In this problem, we consider a collisionless magnetized plasma
consisting of cold ions, non-extensive electrons and negatively charged dust grains. In this investigation, we have
discussed the characteristics of nonlinear DASWs propagating in an inhomogeneous collisionless magnetized plasma in
the presence of nonthermal ions with non-extensive electrons and negatively charged dust grains.

II. GOVERNING EQUATIONS
In this article, we have studied the characteristics of nonlinear DASWs propagation in the presence of negatively
charged mobile dust grains, g — distributed non-extensive electrons of temperatures T, and T,,, and nonthermal ions
with finite temperature T;, where T; < T,y < T,, in an inhomogeneous magnetized plasma. These temperatures are
expressed in the units of energy. The set of governing equations for nonthermal ions, non-extensive electrons and
negatively charged dust grains in a dusty plasma system are given by [25-29]

a"d +V.(ngtiy) =0 (1)

aud + (g V)ud +Vo+alyx2)=0 2)

B2 = ng 1+ (g1 ~ DI + (14 (0~ DPED — (L + (B + g +-)e P PerD (3)

n; = Ny [1 + ,8 ) +p (ecb) ] (%) “
(q1+1)

Moy = Nezo [1+ (1 — 1) (%)]“q‘“‘“ 6)
(g2+1)

Mez = Nezo [1+ (@2 = 1) (%)]Zg‘“‘“ ©)

Now, for equilibrium condition, the charge neutrality equation is given by n;y = ngq¢ + Ny + Zgnge Where we
consider 1,19, Nepo and n;, are taken as number densities of low temperature and high temperature electrons and ion
number density respectively in the plasma. In the above equations, Z; is dust charge number, n, is the density of dust
grains, and g, and g, are the strengths of non-extensivity of two types electrons with temperatures T,; and T,, respectively
in the plasma. In this mathematical model, U, reparents the dust fluid velocity of the dust grain particles normalized by

Z4T;

Cy= |2~ m, is the mass of dust grains, cl) is the electrostatic potential which is normalized by —, time t is also
. -1 _ mg _ T; .

normalized by w,g = —4 3 and the space variable x is normalized by 1p,, = pr———E We have also considered

the nonthermal parameters are § = where y is the parameter which determines the density population of

4y
+3y)
nonthermal ions in the plasma. The values of the parameters 3 and y are takentobe 0 < < g and y = 0. In the above

. . . . .. n; n n
equations, we have also considered some set of dimensionless quantities such as y; = —2—, u; = —=%, pu, = —2%,
r r ZdNdo Zdndo Zdndo
w . .
a=-“4¢g =-L and o, = —Letc.
Wpd Te1 Te2

I1I. DERIVATION OF MODIFIED ZK-EQUATION
To study the propagation of nonlinear DASWs and their characteristics for small amplitude waves, we use the RPT
to derive the m-ZK equation for the plasma system. The solutions of m-ZK equation show the propagation characteristics
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of the nonlinear DASWs in the plasma. To use the RPT, we use a set of appropriate stretched coordinates [1, 24-27] for
the weakly inhomogeneous plasma is as follows:

X = e%x, Y = S%y,Z = s%(z -Vt),t= s%t 7

where the phase velocity V is normalized by Cy,, and the smallness parameter € measures the strength of the dispersion.
Here, all the axes X,Y, and Z are normalized by Debye length (4,,), and 7 is normalized by ion plasma period (wi)
pd

respectively.
To apply the RPT, we use expanded dependent variables gy, Ugy, Uqgz g and ¢ along with their perturbed values
and in terms of ¢ is as follows [26]:

Ng [1] ndl

Ugy 0 5 | Yax1 udxz
Uay| = (0| + € 0 + &z udy1l+£ Ugy |+ - (8)
ludZJ 0 udzl udZZ

¢ 0

Now, using Egs. (7) and (8) into Egs. (1) — (6), we obtain the 1 order quantities for z — component of momentum and
Poisson’s equations are as follows:
¢ ¢
Mg1 = =7 1 Udz1 = —71, ©
1

V= , (10)
JriG=p I #1422 gz 1)

The above Eq. (10) indicates the phase velocity of the DASWs under the influence of non-extensive electrons, nonthermal
ions and negatively charged dust grains propagating in an inhomogeneous MDP.
Similarly, we obtain 1% order x and y components for the momentum equation are as follows:

19¢

Uger = — =0, an
106

udyl = ;E)_Xl (12)

The above Egs. (11) and (12) represents the velocities of DASWs in x and y components in the plasma. These two
equations also satisfy the 2™ order continuity equation for DASWs in the plasma. Again, using Egs. (7) and (8) in
Egs. (1) — (6) and eliminating the 1% order terms of x and y components in momentum and Poisson’s equation, we get
the 2" order terms are as follows:

Uax2 = = o (13)
Uz = = 550 (14)
aazﬁl 6;5? + a;; =M + p;N — ;P + ng, (15)
where,
M= (g, +1) {202 4 Goindoidi} (16)
N = (g +1) (2224 Craoiod) (17
=B -Do; +— (18)

The above Egs. (13) — (15) represents the x and y components of the dust polarization drift. Now, proceeding the same
way we will obtain the higher order terms of continuity equation and z — components from momentum equations. Now,
eliminating the higher order terms ng;, g2, and ¢, ﬁnally we obtain the equation is as follows:

) 2 ]
¢1 + EF¢1ﬂ+ Eaz az2 (axz ayz)] $1=0, (19)

where,

E =V3, (20)
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1
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The above equation (19) represents the m — ZK equation which describes the oblique propagation of DASWs in the
presence of non-extensive electrons having two distinct temperatures in the MDP.

IV. SOLUTION OF m-ZK EQUATION
To study the characteristics of nonlinear DASWs propagating in an inhomogeneous plasma, we have considered the
plasma with an effect of magnetic field at an angle § with Z-axis. Considering the Y-axis fixed, the coordinate axes are
assumed to be rotated at an angle § which is significantly modified under the influence of magnetic field, non-extensive
electrons and inhomogeneity parameters in the plasmas. Thus, we use a set of transformation equations for the
independent variables is as follows:

p = Xcosé — Zsind, t=t, } 3
& =Xsind + Zcoss, n=Y (23)
Using the above transformation equations [1], [26], [27], we rewrite the above m — ZK Eq. (19) is as follows:
64)1 0¢4 3¢, 04 3¢y 93¢, 93¢, 3¢, B3Py _
+61¢1 +62 663 +63¢1E+64 ap3 +656$26p+666p266+67666n2+686p6772_0’ (24)
where
6, = EFcosé 3
5, = %E(cosg’@ + Gsin%8cosé)
63 = —EFsind
84 = —%E(sin‘”(s + Gsinécos?6)
5s=E {G (sin660526 - lsin36) - ESiTl5C0526} > (25)
2 2
8g =—E {G (Sin26cos6 - %cos36) - %sin260056}
6, = %EGCOS(S
8y = =2 EGsing
Now, using the transformation equation [27], the steady state solution for m — ZK equation is given by
$1 = po(H), (26)

where H = & — Vyt and V,, represents the constant speed normalized by C,;. Using the above transformation equation, the
above m — ZK equation can be rewritten in steady state form is as follows:

3
Vo204 5,220 4 5,200 = 0. 7)
doy dpy
Now, using appropriate boundary conditions, i.e., ¢, = 0, TR 0, Th?
of Eq. (27) is given by
$o(H) = pmsech?(WH), (28)

3V, [ 17 . . . . . .
where ¢,, = 5_10 and W = 4—;1 represents the amplitude and inverse width of the solitary wave solutions respectively.

Since V > 0, so it is clear from the Egs. (19), (21) and (24) that based on the sign of F, the solitary waves or solitons
will only be associated with negative potential (¢p,, < 0) of the wave propagation in the plasma.

In the above derivations, we have observed that the Eq. (27) is the one-dimensional steady state form of m — KdV
equation. The steady state solution of m — ZK Eq. (27) and standard m — KdV equation both gives the same results in
one-dimensional steady state cases. To obtain the localized solitary wave solution, we use appropriate boundary
conditions and transformation equations [27] to solve the Eq. (27). In this problem, we have considered the steady state
solution of m — ZK Eq. (19) in one-dimensional cases where all 6’s — 0 provided &, and &,. Thus, §; and &, will occur
in our wave solutions obtained in our above derivations.
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V. RESULTS AND DISCUSSIONS

Using the above results and derivations, we have plotted some figures to describe the propagation and characteristics
of nonlinear DASWs propagating in an inhomogeneous MDP consisting of nonthermal ions, non-extensive electron with
different temperatures and negatively charged massive dust grains. In Fig. 1 and Fig. 2, we have plotted the graphs to
show the variations of amplitudes of DASWs w.r.t. o; and g, depending on the various parametric values of non-extensive
parameters g, and q, respectively. Fig. 3 shows the variations of width (W) of DASWs w.r.t. number density of relative
electrons (u;) depending on the various parametric values of nonthermal parameter (). Depending on the various values
of the magnetic parameter «, the variations of width (W) of DASWs w.r.t. oblique parameter & are also shown in Fig. 4.
Finally, Fig. 5 describes the variations of phase velocities of DASWs w.r.t. the nonthermal parameter () propagating in
an inhomogeneous magnetized dusty plasma. In this problem, we have also investigated the effect of magnetic field on
the propagation of MDP under the above considered plasma situations.
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Figure 1. Variation of soliton amplitude (¢,,) of DASWs with

o, for various values of g; = 0.3,—0.3,—0.8 with § = 35’,
q, = 15,0, =0.05 p =03,u, =02, U=02and 8 =0.1

Figure 2. Variation of soliton amplitude (¢,,) of DASWs with
o, for various values of g, = 0.4,0.6, —0.8 with q; =
-0.8,0, =0.3,0,=02,U=02,8=0.1.

To study the effects of magnetic field and propagation characteristics of DASWs propagating in an inhomogeneous
plasma in the nonthermal ions, non-extensive electron with different temperatures and negatively charged massive dust
grains, we have used RPT to derive and solve the m — ZK equation for small amplitude waves by using the various
dependent variables of perturbed number densities of ions, electrons and dust grains with dust velocities and electrostatic
potentials in the plasma. From the above investigations, Fig. 1 indicate that the magnitudes of amplitudes of DASWs
increases gradually with the increase in the temperature ratios (o;) and non-extensive parameter (g, ).

soliton width
soliton width

Figure 4. Variation of soliton width (W) of DASWs with § for
various values of @ = 0.2,0.3,0.4 with q; = —0.8,0, =
0.01,6 =35, U =0.2,0; =0.3,q, = 1.5,u; = 0.3, 4, =
0.2,U =0.2,8=0.1.

Figure 3. Variation of soliton width (W) of DASWs with u,
for various values of 8 = 0.2,0.4,0.6 with § = 35", q; =
—0.8,u, = 1.5, 01 = 0.3,U = 0.2 and magnetic field
parameter a = 0.1.

On the other hand, Fig.2 shows that the magnitudes of widths of DASWs decreases gradually with the increase in
the temperature ratios (0,) and non-extensive parameter (q,). However, in Fig. 3, we have observed that the width of
DASWs vary adversely with the increasing or decreasing values of number density of relative electrons (i) depending
on the various parametric values of nonthermal parameter (). The above figures also indicate that with the increase in
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the number density of relative electrons (i) and the values of nonthermal parameter (8) for ions, increases the width of
DASWs during their propagation through the plasma. This shows the importance of nonthermal ions which play an
important role on stabilizing, forming and the propagation of DASWs in an inhomogeneous plasma with various physical
situations e.g., nonthermal ions and non-extensive electrons present in the laboratory and astrophysical plasmas such as
protostellar disk, circumstellar and interstellar clouds, cometary tails, Saturn’s rings, earth’s magnetospheres, solar winds
and in asteroid zones etc. In Fig. 4, we have seen that the variations in the oblique parameter § effects the width (W) of
DASWs which increases due to the presence of § with lower angles in between 0°and 45°. On the other hand, the width
(W) of DASWs which decreases with higher angles of & in between 45° and 90°. Also, when § — 90°, the amplitude and
width of the soliton tends to oo and 0 respectively. This concludes that the waves will not be considered as electrostatic

anymore. In this investigation, we have considered the magnetic field parameter as a = %, where w4 and w4 are dust
pd
cyclotron frequency and dust plasma frequency respectively. Fig. 4 also shows that while dust cyclotron frequency i.e.,

a increases, the width (W) of the soliton decreases in the plasma.
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Figure 5. Variation of phase velocity (V) of DASWs with 8 for various values of g; = q, = —0.9,0.5, 1.5 with § = 35,
i = 0.3,‘112 = 0.2, g1 = 0.3, 0, = 0.05.

In the above derivations, we have also derived the dispersion relation and phase velocity in Eq. (10). However, in
Fig. 4, it is also observed with the increase in the values of a, the amplitudes of the solitary wave structures become
relatively spiky and so that the system become destabilized. On the other hand, the width (W) of DASWs decreases with
the increase in the value of external magnetic field parameter . In Fig. 5, we have shown the effects of nonthermal ions
and non-extensive electrons and the phase velocity of the DASWs propagating in an inhomogeneous MDP. In Fig. 5, we
have also shown the increase of phase velocity of the DASWs slowly and steadily but later it increases rapidly with the
increasing values of nonthermal parameter (8) for ions in the plasma. When the parameters other than 8 are considered
to be constant, the phase velocity of the DASWs increases rapidly with the increase in critical value of . The critical
value of nonthermality parameter (8) depends on the relatively non-extensive electrons present in the plasma. Also, when
the electron non-extensivity increases, the nonthermality of ions increases in the modelled plasma which are shown in
Fig. 5. From the above discussions, it is clear that the phase velocity of DASWs especially much depend on the
nonthermality of ions. However, the phase velocity of DASWs less dependent on the non-extensivity of electrons present
in the system.

VI. CONCLUSION

In this paper, we have studied the fundamental properties of DASWs propagating obliquely in an MDP consisting of
nonthermal ions, non-extensive with distinct two temperature electrons and negatively charged dust grains. In this
problem, we have also discussed the fundamental characteristics of the DASWs propagating in an inhomogeneous plasma
under the above considered physical situations. We have observed that with the increase in dust cyclotron frequency,
there is an increase in the spikes of amplitudes of DASWs structures in the plasma. The above results also indicate that
with the increasing values of p; and S, the width of DA solitons increases during their propagation through the
inhomogeneous collisionless magnetized plasma. We have also observed that the oblique parameter § effects the
variations in the width (W) of DASWs which increases due to the presence of § with lower angles in between 0°and 45"
However, the width (W) of DA soliton decreases with the increasing angles of & in between 45  and 90°. In this
investigation, the above results also imply that slowly and steadily the phase velocity of the DA soliton will increase but
later, it will increase rapidly with the increasing values of f§ in the plasma. When the parameters are supposed to be
constant except [3, the phase velocity of the DA soliton rapidly increases with the rapid increase of critical value of 5. The
above results also indicate that with the increase in the magnitude of external magnetic field in DASWs, the width of the
soliton decreases adversely. The results obtained in this problem may be useful for understanding the propagation of
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localized electrostatic waves in both laboratory plasmas such as earthquake dynamics, dating of geological and
archaeological minerals, dissipative optical lattices, double plasma machines, hot turbulent thermonuclear plasmas, radio
frequency discharged plasmas etc. and astrophysical plasmas such as cosmology, galaxy clusters, self-gravitation
polytopic systems, solar winds, Auroral regions, noctilucent clouds in Earth’s atmosphere. Our results may also be useful
for further study of the dynamics of the various nonlinear wave propagation in an inhomogeneous plasma under the
various physical astrophysical situations.
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XAPAKTEPUCTHKHU HEJITHINTHUX MUJIOBAX AKYCTHUYHUX XBUJIb (DAWS), IO MOIIUPIOIOTHCS
B HEOJHOPIJIHII HAMATHIYEHIA MUAJIOBII IJIA3MI BE3 3ITKHEHD
Xipaxk [kifoTi Jexinris, [lapamananna [leka
Daxynomem mamemamuku, Yuisepcumem J{iopyeapx, Accam, IHoisa

VY wmiff crarTi MH TPENCTaBWIM HAIle IOCTIDKEHHS XapaKTEPUCTHK HENMHIMHMX NWIOBHX akKycTHuHuX XxBWiIb (DAWS), mo
MIOMIUPIOIOTECS. B HEOJHOPIMHIH HamarHiyeHid muiosiii mrasmi (MDP) Ge3 3iTkHeHb. Y milt 3agadi MH po3mspany IuasMmy Oe3
3iTKHEHb, IO CKJIAIA€THCS 3 HETEIUIOBHX IOHIB, HENPOTSDKHMX €JIEKTPOHIB 1 HETaTHBHO 3apsKEHHX YacTHHOK IIHIIY.
BukopucroByroun BinHOBHY Teopito 30ypens (RPT), mu BuBenn monudikoBaHe piBHsHHS 3axapoBa-KysHenosa (m-ZK). PimenHs
piBHsiHHA m-ZK Bka3ye Ha HenmiHilHI xapaktepuctuku DASW y miasmi. Hame nocmifkeHHsT Takoxk mepepdadvae, sIK aMILTITYIN
HeniHiiHux DASW 3Ha4HO MOAN(IKYIOTECS Yepe3 BILUIMB MarHITHOTO I10JIsI, HEMIPOTSDKHUX EJICKTPOHIB 1 ITapaMeTpiB HEOAHOPIJHOCTI
B [u1a3Mi. Pe3ynbraTu, OTpuMaHi B bOMY IOCIiIKEHHI, MOXKYTh OYTH KOPUCHUMH JUISl PO3YMIiHHS XapaKTePUCTUK PO3MOBCIOKCHHS
Ta Moau(iKalii CTPyKTyp HETHIHHIX XBUIIb SIK Y 1aOOpaTOpHiii, Tak i B acTpodi3uyHil ma3mi.
Kurouosi cinoBa: sanunena niasma; RPT; pienanus m-ZK,; HeoOHOpiOHa niasma,; HeeKCmeHCUSHI eleKmpoHu





