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The structural and mechanical studies of the AISI 302 steel aim to design a correct heat treatment in order to optimize its mechanical
properties. In this study, we investigated the influence of temperature and time of aging on the structural and mechanical characteristics
of the AISI 302 steel. The steel was aged at temperatures of 1100°C and 1200°C and for times ranging from 0 to 6000 minutes. The
structural and mechanical characterization techniques used were the metallurgical microscope, nanoindentation technique, and macro-
hardness test. At the microstructural level, an increase in the time or temperature of the aging contributed to an increase in the austenite
grains size of AISI 302 steel. This microstructural change led to a decrease in the nanohardness and a drop in the macro-hardness
between the unaged and aged conditions of AISI 302 steel.
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1. INTRODUCTION

In terms of annual production, austenitic stainless steels are the largest group of stainless steels [1]. The AISI 300
steel series are Chromium-Nickel alloys [2], which are essentially developed from steel composed of 18 wt% (percentage
by weight) of Chromium and 8 wt% of Nickel [3]. They exhibit good mechanical properties, manufacturability, and
corrosion resistance [1]. They are typically used in high-temperatures and food contact applications [4].

Owing to their importance at the industrial level, steels have been extensively studied to understand their
metallurgical behavior [5-10]. In the literature, the phenomenon of austenite grain growth and its relationship with the
temperature and time of the aging treatment have gained great interest [11-13]. D. Dong et al. [11], Z. Li et al. [12] and
S. Benmaziane et al. [13] found that the austenite grain size of the steels increases considerably by increasing the treatment
temperature. For a fixed temperature, they also reported that the grain growth rate decreases with increasing treatment
time. The mechanism of grain growth has been elucidated in several studies [12, 14-16]. As shown in the work of
R.C. Chen et al. [15], the growth of austenite grain in 300 M steel results from the grain boundaries migrating by
incrementing temperature from 900°C to 1150°C and time from 5 to 120 minutes. For the GCr15 bearing steel cast billet
treated at a temperature range of 1000—-1250°C and a holding time interval of 30-180 minutes, Z. Li et al. [12] explained
that grain boundaries migrating process decrease the driving force for grain growth.

Studies have sought to determine the effect of the size of austenite grains on the nano- and macro-mechanical
properties of steels [17-20]. S. Li et al. [18], G. Liu et al. [19], and our previous work [20] reported the thermal aging
behavior of the micro-constituents of various stainless-steel grades. For the austenite, at temperatures below 800°C and
for prolonged holding times, the measurements showed that nanohardness after aging was slightly influenced [18-20].
The paper results of Y. Su et al. [17] have shown that the increase of the austenite grains size contributed to the decrease
in the strength and ductility of Novel 20LHS5 austenitic stainless steel.

Several metallurgical studies have been conducted on AISI 302 steel; however, only limited research has been
performed on the evolution of the nanohardness of austenite as a function of time at high-temperatures. The
structural and mechanical studies of the AISI 302 steel help to determine a heat treatment correctly to optimize its
mechanical performance. In this paper, the aging mechanism and microstructural variations of AISI 302 steel at
temperatures 1100°C and 1200°C up to 6000 minutes were investigated. Herein, the microstructure of AISI 302
steel under different heat treatment conditions was visualized using metallurgical microscope. Mechanical
characterization of the AISI 302 steel before and after aging was carried out using the nanoindentation technique
and macro-hardness tests.

2. MATERIALS AND METHODS
2.1. Chemical Composition
The chemical composition (in wt%) of the as-received AISI 302 steel is shown in Table 1 [21]. The AISI 302 steel
was obtained from a steel plant located in the city of Casablanca, Morocco. At the industrial level, the AISI 302
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commercial steel was produced in an electric arc furnace and hot-rolled to 10 mm thick plates. The AISI 302 steel samples
used in the present study were rectangular in shape and had dimension of 25%25x10 mm?.
Table 1. Chemical composition of AISI 302 steel

Element Fe Cr C Ni Si Mn P
Percentage by weight (wt%) 72.81 18 0.15 8 0.4 0.61 0.03

2.2. Aging Treatments
The AISI 302 steel samples were aged using a SELECTA air furnace at a heating rate of 20°C per minute and
temperature control with an accuracy of + 1°C. First, the steel was aged at two temperatures 1100°C and 1200°C and for
the following durations: 0 (unaged condition of the AISI 302 steel), 60, 600, 1000, and 6000 minutes. Then, the quenching
of the samples was carried out in water up to a temperature of ~ 25°C (room temperature).

2.3. Metallurgical Observations

Prior to the metallurgical observations, the samples of AISI 302 steel were mechanically polished using abrasive
papers with grain sizes of 320, 600, 1200, and 4000. The polishing was completed using diamond pastes with particle
sizes of 1, 3, and 6 um and suspended in distilled water. This mechanical preparation made it possible to remove the oxide
layers formed during heat treatments and to obtain a mirror-polished surface.

The structure of AISI 302 stainless steel was visualized by chemical etching with dilute aqua regia solution (mixture
of 5 mL HNOs3, 15 mL HCI, and 100 mL H>0) and the rinsing was performed with bi-distilled water [22]. The structure
of the AISI 302 steel was examined using an OPTIKA brand metallurgical microscope coupled with a high-resolution
AIPTEK camera. The average grain size was measured by using the linear intercept method.

2.4. Nanoindentation Technique
Nanoindentation tests were performed using a Nanoindenter XP (CSM Instruments) tester with a Berkovich indenter
of B-O 45 series (pyramidal diamond tip with a nominal angle of 65.3° between the vertical axis and each face) [23].
Nanoindentations were performed under a maximum load of 50000 uN and a dwell time of 5 seconds.
Analysis of the loading-unloading curves of the samples was performed using the method of Oliver and
Pharr [24, 25]. Figure 1 shows a typical loading—unloading curve with an indication of the parameters used in this method.
The h, is the contact depth and can be calculated as follows:

he = hypa — € X (PmT) (1)

Where Puax is the peak load, hpay is the indenter maximum penetration on the sample flat surface, € is a constant
(equal to 0.75 for Berkovich indenter), and S is the unloading curve tangent slope.
A, is the contact projection area and can be expressed as follows:

A, =245 x h + Y7, C x h 2. )

Where Ci, C,, ..., C; are constants. The first term of equation (2) describes the perfect shape of the Berkovich
indenter, and the second term describes deviations from Berkovich geometry due to the blunting tip.
Hir is the nanohardness and expressed as follows:

Hit = Prax/Ac 3

Another parameter used in the evaluation of loading-unloading curves is h; which refers to the indenter residual
penetration. The value of the h; parameter is the intersection of the unloading curve with the horizontal axis (see Figure 1).
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Figure 1. The typical loading-unloading curve of nanoindentation test
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2.5. Macro-Hardness Test
Macro-hardness measurements were effectuated using a TESTWELL Durometer. The macro-hardness of the
AISI 302 steel samples was evaluated using the ROCKWELL C method (diamond indenter with a total load of
150 Kgf) [26]. To assure repeatability, each macro-hardness value corresponded to the average of 10 indentations well
distributed on the flat surface of each sample.

3. RESULTS AND DISCUSSIONS
3.1. Metallurgical Study
Figure 2 shows the phase fraction versus temperature diagram computed using the JMatPRO (version 7.0) software
for the steel composition shown in Table 1 and for a temperature range of 1000 — 1500°C. As illustrated in Figure 2, the
microstructure of AISI 302 steel was composed of 100 wt% of austenite for the two temperatures studied 1100°C and
1200°C.
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Figure 2. Phase diagram of the AISI 302 steel calculated using JMatPro (Version 7) software

Figure 3 shows micrographs of the microstructure of the AISI 302 steel aged at 1100 °C for 0, 60, 600, 1000, and
6000 minutes. According to the images obtained, the equiaxed grains size of the AISI 302 steel increased by increasing
the aging time from 0 to 6000 minutes. The grains growth contributes to a reduction in the number of grains per unit
volume, and therefore a decrease in the total area of grain boundaries [27]. At high-temperatures, these microstructural
changes are caused by the grain boundaries migrating process [15-16].
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Figure 4 shows the austenite grain size as a function of the temperature and time of aging. As can be observed, for
a fixed temperature, the austenite grain growth behavior can be divided into two stages: rapid growth stage for times
below 1000 minutes, and relatively slow growth stage for times up to 6000 minutes. In other words, the majority of grain
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growth occurred within 1000 minutes, and as the aging time increased, the grain growth rate slowed down. We can
conclude that grain growth kinetics are reduced by increasing the aging time, which is linked to a decrease in the driving
force for grain growth [28].

Several scientific papers have discussed the effect of the temperature and time of treatment on the austenite grain
growth rate. The grain growth rate (dD/dt) can be quantitatively described as follows [12, 28-31]:

=M, exp(— 2)2L )

Where My is the pre-exponential coefficient, Qp is the grain boundary activation energy, R is the gas constant
(8.314 J/mol/K), T is the temperature, A is a constant, y is the grain boundary energy, and D is the austenite grain size.
According to equation 4, the austenite growth rate increases with the increase of temperature and decreases with the
increase of austenite grain size. These conclusions are in good agreement with the grain size measurements of AISI 302
steel under different conditions (see Figure 4).
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Figure 4. The austenite grain size of austenite aged at 1100°C and 1200°C for 0 (unaged), 60, 600, 1000, and 6000 minutes

3.2. Nanoindentation Technique

Figure 5 shows the nanoindentation curves of the austenite aged at 1100 °C and 1200°C for 0, 60, 600, 1000, and
6000 minutes. The nanoindentation measurements were categorized according to the aging temperature; Figure 5(a) for
1100°C and Figure 5(b) for 1200°C. The applied load (P) was plotted as a function of the penetration depth of the indenter
(h) on the flat surfaces of the samples. For the different aging treatments, the mechanical behavior of the austenite was
nearly identical. Nanoindentation curves did not exhibit discontinuities during the complete loading-unloading
cycle [32, 33]. For all nanoindentation curves obtained, the unloading part was linear with a low slope. The plotted
nanoindentation curves correspond to ductile materials [34].

We plotted the nanoindentation curve of the austenite aged for 0 minutes in Figure 5(a) and Figure 5(b) in order to
visualize the effect of thermal aging time. At a given temperature, the nanoindentation curves shifted to the right by
incrementing the aging time. According to Figure 5, the difference in displacement between the austenite curves was
small for times greater than 60 minutes at two temperatures 1100°C and 1200°C.
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Figure 5. The loading-unloading curves of the AISI 302 steel
aged at (a) 1100°C and (b) 1200°C for 0 (unaged), 60, 600, 1000, and 6000 minutes

The nano-mechanical behavior of the austenite can also be evaluated from the parameters extracted from the
P-h curves and which are hma and h,. Table 2 shows the values of the parameters hmax and h; as a function of the
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temperature and time of the aging. Compared to the austenite aged for 0 minutes, the values of hyax and h; increased by
increasing one of the aging treatment parameters (time or temperature).

Table 2. Parameters extracted from the loading-unloading curves of austenite aged at 1100°C and 1200°C for 0 (unaged), 60, 600,
1000, and 6000 minutes

Maximum indenter penetration depth Residual indenter penetration depth
(hmax (nm)) (hr (nm))
Aging time (minutes) 1100°C | 1200°C 1100°C | 1200°C
0 (unaged) 803.99 707.79

60 921.71 936.15 825.51 839.95

600 942.81 949.62 846.61 853.42

1000 961.93 978.54 865.73 882.34

6000 982.36 994.10 886.16 897.90

Table 3 shows the variation in the elastic deformation work (W.), plastic deformation work (W,), and total work
(Wy) performed by the Berkovich indenter in the austenite phase as a function of the temperature and time of the aging.
The W, corresponds to the area surrounded between the unloading curve and the horizontal axis. The W), corresponds to
the area between the loading and unloading curves and the horizontal axis. The Wi is the sum of the W, and W;. As can
be seen from this table, the W, decreased while the Wi and W} increased by incrementing the temperature or time of the
aging. These results indicated an increase in the plastic deformation of the austenite aged at temperatures 1100°C and
1200°C for the longest holding time of 6000 minutes.

Table 3. The elastic deformation work, plastic deformation work and total deformation work carried out by the Berkovich indenter at
aging temperatures 1100°C and 1200°C for 0 (unaged), 60, 600, 1000, and 6000 minutes.

Elastic work deformation carried out | Plastic work deformation carried out | Total work deformation carried out
by the indenter (We (PJ)) by the indenter (W, (PJ)) by the indenter (Wt (PJ))
Aging time 1100°C 1200°C 1100°C 1200°C 1100°C 1200°C
(minutes)
0 (unaged) 1869.49 12454.95 14324.44
60 1723.60 1709.22 15401.94 16202.61 16725.54 17911.83
600 1704.09 1699.53 16465.45 16671.93 18169.54 18371.46
1000 1698.71 1678.84 16984.51 17256.79 18683.22 18935.63
6000 1661.42 1654.74 17322.82 17952.25 18984.24 19606.99

The nanohardness values of the austenite as a function of the temperature and time of the aging are summarized in
Table 4. For a given aging time, the nanohardness at 1200°C was lower than that at 1100°C. For the two temperatures
explored, the nanohardness of the austenite decreased for aging times between 0 and 60 minutes. By contrast, the
nanohardness of the austenite remained nearly constant over an aging time interval ranging from 60 to 6000 minutes.
Several scientific studies have also shown that the nano-hardness of the aged austenite is almost constant at temperatures
between 350°C and 800°C, and for prolonged holding times up to 20000 h [35-37].

Table 4. Nano-hardness of the austenite aged at 1100°C and 1200°C for 0 (unaged), 60, 600, 1000, and 6000 minutes.

Nanohardness (Hir (GPa))
Aging time (min) 1100°C | 1200°C
0 (unaged) 3.69 +£0.30
60 2.75+0.25 2.66 +0.30
600 2.62+0.25 2.58 +£0.25
1000 2.51+0.15 2.42 +£0.20
6000 2.40+0.10 234 £0.15

3.3. Macro-Hardness Test

Figure 6 shows the macro-hardness evolution of the AISI 302 steel aged at 1100°C and 1200°C for 0, 60, 600, 1000,
and 6000 minutes. Regardless of the aging temperature, this mechanical property reduced significantly by incrementing
the treatment time.

As shown in Figure 6, the thermal aging behavior of AISI 302 steel was almost identical for the two temperatures
studied. The aging behavior of the AISI 302 steel exhibited a decreasing trend with two-softening stages and it can be
described as follows: the macro-hardness decreased sharply in the first stage (0—1000 minutes) and it continued to
decrease but slightly in the second stage (1000-6000 minutes). The error bars represent the standard deviation of the
macro-hardness measurements. In the second stage, the variation of the macro-hardness standard deviation fluctuated
very little compared with the first stage.

The significant loss of the steel macro-hardness can be explained mainly by the austenite grains growth and reduction
in the area of grain boundaries per unit volume [14,27,38]. The Hall-Petch equation [39—41] also confirms the relationship
between the variation in the macro-hardness (H) and the change in the microstructure. It can be written as follows:
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H=f><<H0+ k/dl)+(1—f)><HGB. (5)

In which f is the volume fraction of the grains and (1-f) is the volume fraction of the grain boundaries, Hy and k are
material-specific constants, d is the average grain diameter, and Hgg is the hardness of the grain boundaries.

For the two temperatures investigated, the two stages of the macro-hardness variation as a function of time are due
to the decrease of the grain growth rate by incrementing the treatment time [11, 12].
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Figure 6. Macro-hardness variation of the AISI 302 steel
aged at 1100°C and 1200°C for 0 (unaged), 60, 600, 1000, and 6000 minutes

4. CONCLUSIONS
In this study, the influence of thermal aging on the microstructural changes, nanoindentation responses, and macro-
hardness evolution of the AISI 302 steel was investigated. The main conclusions drawn from this study were as follows:

1. According to metallurgical observations, the increase in the temperature or time of aging leads to an increase in the
grains size. The austenite grain size aged for 0 minutes was 49.23 + 25 pm and after 6000 minutes, it changed
significantly to 581.71 + 38.25 and 1268.10 £ 33.45 um for the temperatures 1100°C and 1200°C, respectively.

2. At a fixed aging temperature, the nanohardness of the austenite decreased by incrementing the aging time from 0 to
6000 minutes. The nanohardness of the austenite aged at 0 minutes was equal to 3.69 + 0.30 GPa, and after
6000 minutes of aging, it was equal to 2.40+0.10 and 2.3440.15 GPa for the temperatures 1100°C and 1200°C,
respectively.

3. For the temperatures explored, the macro-hardness property dropped significantly with incrementing the thermal aging
time. The macro-hardness of AISI 302 steel aged at 0 minutes was equal to 54.5 £ 0.75 HRC and after 6000 minutes
of aging, it was equal to 39 + 0.5 and 36.25 + 0.5 HRC for the temperatures 1100°C and 1200°C, respectively.
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XAPAKTEPUCTHKA MIKPOCTPYKTYPH, HAHO- TA MAKPOTHIEHTAIIIT CTAJII AIST 302
MICJIs1 BACOKOTEMIIEPATYPHOI'O CTAPIHHS
Omap Ben Jlenna®, Xamxap Eab Faniu®, Enn Magani Caan?
@ [lepwuii ynieepcumem Xacana ¢ Cemami, nabopamopis (izuxo-ximii npoyecie ma mamepianié paxkyivmemy HayK ma mexHonozitl,
Cemam, Mapoxko
b Hepuuui ynisepcumem Xacana 6 Cemmami, uuuti incmuntym MeOudHUX HaykK, 1a6opamopis HayK ma mexHoo2it 0XopoHu 300p06's,
BP 555, 26000, Cemam, Mapoxxo

MEXaHIYHHUX BIACTHBOCTEH. Y I[bOMY JOCIIKEHHI MU JJOCIIILKYBaJIU BILIMB TEMIIEPATYPH Ta 4acy CTapiHHS Ha CTPYKTYypHO-MEXaHI4HI
xapakrepuctuku crami AISI 302. Crans crapimun mpu temmeparypax 1100°C i 1200°C mporsirom uacy Big 0 mo 6000 xBuHH.
Meronamu CTPYKTypHOI Ta MEXaHIYHOI XapaKTepHCTHKH, SIKI BHKOPHCTOBYBAJMCS, OyJIH METadypriiHMH MIKPOCKOI, METO[
HaHOIH/AEHTYBaHHS Ta TECT HA MaKpOTBepAicTh. Ha MIKpOCTpyKTypHOMY PiBHI 301IbIIEHHS Yacy abo TeMIepaTypy CTapiHHS CIPHSIO
30inbILICHHIO PO3MIpY 3epeH aycreHiTy ctam AISI 302. I 3MiHa MiKpOCTpYKTYpH MpH3Belia A0 3HIKSHHs HAHOTBEPOCTI Ta MaJiHHs;
MaKpOTBEPIOCTi MiXK HecTapeHHM i cTapum craHom crani AIST 302.

Kurouosi cnoBa: cmanv AISI 302; cmapinus,; Mikpocmpykmypa, aycmenim,; 3pOCHaHHA 3epHA, HAHOMEepOiCmb, HAHOTHOCHIY 8AHHS;
Makpomeepoicmy
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The paper presents the results of numerical modeling of the electrodynamic characteristics of a Vivaldi type patch antenna based on a
circular disk resonator. The modeling was carried out using the semi-open resonator model by the finite element method (FEM)
implemented in the HFFS package. The antenna was fed using a coplanar line segment. The antenna elements were placed over a
grounded plane. The influence of design parameters and the function determining the curvature of the exponentially expanding slot
discontinuity on the frequency, energy and polarization characteristics was investigated. It was established that with a certain
selection of variable parameters, such an antenna can be matched with external circuits in the range from 7.03 GHz to 20 GHz with a
level of VSWR values not exceeding 1.92. In the amplitude-frequency characteristic, fairly wide frequency bands with almost perfect
matching are observed. The choice of the type of excitation element in the form of a section of the coplanar line made it possible to
exclude additional elements inherent in Vivaldi antennas, namely, a section of the auxiliary strip line and a balancing resonator. This
kind of antenna allows to form radiation patterns of various shapes from single-sided to cosecant quadrate. At the same time, in some
intervals of observation angles, the formed fields turn out to be elliptically polarized with an ellipticity coefficient close to unity. The
combination of the obtained results makes it possible to predict the use of this kind of antennas for operation with broadband signals.
Keywords: Ring resonator,; Antenna Vivaldi; Coplanar line; Matching, Frequency characteristics; Energy characteristics

PACS: 84.40.Ba; 84.40.Dc

Small-size strip-type antennas with various radiating apertures have long been an integral part of radio engineering
systems for various purposes. The bibliography, which reflects possible variants of aperture, can be found in a large
number of publications [1-3]. The purpose of this or that type of aperture is determined by the need to solve certain
radio engineering problems. If such a single antenna had to have a maximum (or very high compared to an isotropic
radiator) gain, the designs described in [4, 5] were used. If it was necessary to be able to operate with arbitrary
polarization of the radiated or received fields, other designs were used [6, 7]. Structural (topological) solutions for both
one and another case have both general principles of construction of structures and presence of elements, which lead to
fundamental differences both in circuit solutions and in approaches, methods of modeling and determination of
parameters of such complex-composition systems [8].

A special place is occupied by planar single antennas (or antenna arrays based on them), which are used for
transmission (reception) of ultra-wideband signals. Such kind of radiating structures should have as significantly wider
operating band (or several separate bands) in comparison with "standard" technical solutions, acceptable gain and
acceptable level of matching with external circuits. Quite a large number of designs and technical solutions are known
that satisfy such requirements [9-11]. In addition, there are a number of other factors (e.g., antenna location in space)
that can significantly complicate the application of known designs or require their substantial modernization.

One of the most important elements of any microwave design is the element of feeding (in fact, the method of
feeding) of a certain (given) spectrum of oscillations. Among the most widespread methods of feeding in the microwave
range we can point out the planar ones - it is feeding by means of sections of various types of strip lines [12], sections of
coaxial line [13], and in the high-frequency part of the microwave range (above 20 GHz) - sections of standard metal or
dielectric waveguides [14].

Any of the known feeding methods has both known advantages and disadvantages. For example, the planar
method of feeding allows to preserve the overall planarity of the structure. At the same time, taking into account the
possibility of existence of higher types of waves (under certain conditions), the process of simulation the parameters of
such a structure becomes much more complicated. When using multi-element stripline systems for feeding
(for example, coplanar or multiconductor), it is necessary to take into account a wide enough spectrum of possible
natural waves. The use of the feeding method using a coaxial line segment basically violates the planarity of the
structure. In addition, under certain conditions, this method of feeding can lead to the need to search for non-standard
design solutions. At the same time, due to the peculiarities of the coaxial line itself, the spectrum of the considered
natural waves existing in the radiating structure is limited in the low-frequency part when modeling the characteristics.

Considering all these factors, it is relevant to study the influence of the radiating aperture of a planar antenna on its
characteristics at a given method of feeding.
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In this paper we consider an antenna with an exponentially varying aperture opening (Vivaldi type antenna) and
the effect of different parameters on the frequency, energy and polarization characteristics of the antenna.

STRUCTURE UNDER STUDY
We will consider an electrodynamic structure, which is a disk-strip resonator having an exponentially expanding
slot. Antennas with this kind of slot inhomogeneity are called "Vivaldi antennas" in the known literature [15, 16].
A disk-shaped strip resonator, or patch resonator, is placed on a thin dielectric substrate. This entire structure is placed
over an infinitely extended, infinitely conducting metallic plane (Fig. 1). It should be noted that such an electrodynamic
model is as close as possible to real antenna designs for various purposes. In Fig. 1 the following designations are used:
1 - metallic plane, 2 - dielectric substrate, 3 - patch element, 4 - coplanar line elements.

2
| 2
"""" 3
|~ 4 3
hi[ & ]
t 2
4 /&
4

Figure 1. The structure geometry and notations

In known designs, feeding of the slot discontinuity is carried out by means of a strip line segment located under
the slot discontinuity. A symmetrizing strip resonator is an obligatory element. All this complicates the design and
affects the antenna characteristics quite strongly. In the proposed design, the feeding is carried out using a disk slot
discontinuity. Due to the fact that this discontinuity feeds axially symmetric types of oscillations (due to a certain choice
of geometric dimensions of the structure in comparison to the resonant frequencies), there is no need to use an auxiliary
strip resonator, in addition, all elements of the structure are located in one plane.

Geometric dimensions and material constants were chosen based on the assumption that the antenna is designed to
operate in the microwave frequency range. The following values of parameters were chosen: external diameter of the

patch element D =13.5 mm; internal diameter d =2 mm; thickness of dielectric substrate 4 =0.5 mm; the values &,
t are variant values. The infinity of the dimensions of the metal plane allows not to take into account the edge
diffraction effects.

RESULTS OF NUMERICAL SIMULATION

The construction of a rigorous electrodynamic model of such a structure is rather difficult and, as it seems,
practically impossible in the near future. Numerical simulation can be realized within the framework of the well-known
model of a semi-open resonator. The model assumes, the resonator is formed by two elements — a patch element and
a grounded base. Under the assumption that the metal of the elements is ideal, the classical boundary condition of zero
equality of the tangential component of the electric field is satisfied on the elements. Another element of the resonator is
the cylindrical surface, which is defined by the projection of the patch element onto the grounded plane. The magnetic
wall condition is satisfied on this surface.

Based on the chosen ratio of the structure parameters and imposing certain restrictions on the parameter ¢, we can
say that if the thickness of the dielectric substrate and the distance to the grounded base are significantly smaller than
the resonant length in the resonator A, the electric field vector will not have variations along the coordinate system ort

perpendicular to the plane of the structure. In this case, the spectrum of oscillations excited in the resonator will include
only oscillations of the E, ,(TM,,,) type.

Numerical simulations have been carried out using the finite element method (FEM) implemented within the
commercial ANSOFT HFFS package [17]. As it is obvious, the dependencies of the main frequency and energy
parameters are multi-parametric. For this reason, a multi-criteria optimization was carried out, first of all, of the return

loss value |S“| using the above-mentioned variational parameters.

As it is known, the return loss value |S“| and the associated VSWR (voltage standing wave ratio) value determine

the degree of matching of the device with external circuits. This parameter is important both from the point of view of
minimal impact on the source that excites oscillations, and from the point of view of effective transfer of oscillation
energy to the final device. The dependencies of both quantities are multi-parametric on the antenna geometric
dimensions and material constants. For this reason, the evaluation of the matching level by only one parameter is not an
absolute criterion for the overall performance. Nevertheless, the study of partial dependencies of return loss on any of
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the parameters allows us to determine the frequency bands within which effective operation is possible (in this case, it is
effective radiation).

Analysis of known designs using strip, microstrip, slot and coplanar structures shows that an integral part is
a dielectric substrate, on which the patch elements are placed. The dielectric substrate is thus an important structural
element, but, at the same time, the substrate is involved in the formation of a certain field structure, affecting the value
of the input impedance (i.e., affecting the value of the matching of the device as a whole). Thus, the substrate
parameters thickness 4 and dielectric constant value & are important parameters. Moreover, the dielectric substrate
thickness is a decisive factor for eliminating the possibility of excitation of surface waves in the dielectric substrate.
In this regard, a priori the substrate thickness % is chosen "thin" in comparison with the resonance lengths of
oscillations that are excited in the structure, and in comparison, with the operating wavelength (h<< A4, h<< A1 ). We

limit the operating frequency range to the value of F =20 GHz, because above this frequency, higher types of waves
and slot waves may exist in the feed coplanar line. The value of the thinness is chosen to be #=0.5 mm, which is
significantly smaller than the minimum operating wavelength 4 =1.5 c¢m for the F =20 GHz frequency.

Fig. 2 shows the dependences of the return loss value |SH| in a given frequency range when the dielectric constant

of the substrate varies. Values of dielectric permittivity are chosen from a number of values that are used in real
devices.
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Figure 2. Dependencies of ‘S“‘ vs frequency with &, variation

The analysis of dependencies shows that all dependencies have oscillatory character regardless of the value of £, .

The frequency range (from 0.5 to 3 GHz) is clearly seen, within which a complete reflection is observed, i.e., matching
is not possible in principle. In the vicinity of 5 GHz, a not wide local band with an acceptable level of return loss is
observed. For the dielectric substrate with the value of €, =2.4, starting from the F =7.03 GHz frequency, an ultra-

wide band opens up with a broadband coefficient of & =2.84. This value of &, should be considered optimal. And,

although within this band there are certain oscillations of the value of |Sll

, the absolute level of return loss does not

exceed the value of -10 dB (corresponding to the value of VSWR =1.92). In addition, near the frequencies 8.36 GHz,
13.73 GHz, 16.06 GHz local frequency bands are observed, within which there is almost perfect matching with a level
less than - 30 dB, which corresponds to VSWR < 1.06 and direct losses of -0.004 dB. Near these frequencies, the
effective radiation pattern of the antenna can be predicted. However, other antenna characteristics may not have
maximum values at other frequencies in the range of return loss levels less than -10 dB.

Another important antenna design parameter is the parameter ¢ . It is the distance from the patch element to the
ground plane. From the point of view of electrodynamics, this parameter is important for two reasons. First, it
determines the size of the region where the energy of excited oscillations is concentrated. Second, this parameter will
ultimately influence the value of the resonant frequency of the structure. And thus, the combination of these two factors
will determine on the energy characteristics of the antenna (gain, pattern, polarization characteristics).

Fig. 3 shows the dependence |S“| vs the frequency with variation of the parameter ¢ .

The analysis of the above dependences shows that in the considered frequency range all dependences have a
sharply oscillatory character. Especially noticeable are the drops of |SH| values at a small value of the parameter ¢

(t=1.5 mm, curve 1). This is explained by the factor that at close location of the screen to the coplanar line elements it
passes from the class of isolated coplanar lines to the class of grounded coplanar lines, which are characterized by a
strong dispersion dependence. Increasing this distance leads to a decrease in this dependence, while a decrease in
ripples is observed.
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Figure 3. Dependencies of ‘S“‘ vs frequency with variation ¢
By using the optimization procedure, a value of the parameter ¢+ =3 mm (curve 3) is obtained at which the ripple
of |S”| does not exceed the value of -10 dB. Further increase of the parameter ¢ does not lead to reduction of the ripple

level, and from the structural point of view the structure itself loses one of its main advantages it is planarity.

The classical version of the Vivaldi type strip antenna for excitation involves the use of a strip line segment with a
symmetric resonator. The functional purpose of the symmetric resonator is to equalize the phases of the currents
flowing along opposite sections of the slot discontinuity. The option of using for such an antenna actually a ring
resonator allows to simplify the design considerably. Fig. 4 shows the distribution of current density lines on the disk

patch element and the ground plane.
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Figure 4. Structure of current density lines on the antenna elements

The image analysis shows that the internal slot resonator is excited on one of the lowest axially symmetric
oscillation type E,,, . And the currents that come to the beginning of the exponential slot discontinuity come in the
same phase. For this reason, it can be assumed that the radiation pattern will have a single-lobe shape. The currents on
the ground plane are in anti-phase with respect to the currents on the patch element.

The topology of the exponential slot discontinuity (actually the opening angle) has a significant influence not only
on the magnitude of |SH| , but also determines the antenna gain. Fig. 5 shows two dependences of the gain on frequency

for two different topologies defined by the functions: curve 1 - 2-exp(—0.3-x)+0.1; curve 2 - 8-exp(-0.123-x)—1 for
the optimized value of the parameter =3 mm and the value of the relative dielectric constant of the substrate
£ =2.4. x isa linear coordinate along the exponential slot. The gain dependencies are plotted with respect to the gain
of an isotropic radiator (IEEE classification in dBi).

As it is obvious both dependences have oscillatory character. However, in the case of a larger opening (curve 2)
the scatter of values is smaller and amounts = 34% to 6.67 dBi from the mean value compared to a smaller opening
where the scatter amounts = 47% to 6.16 dBi from the mean value. Both dependencies have an absolute maximum, but
these maxima are quite strongly shifted in frequency relative to each other. These maxima are much higher than the
"standard" value of patch antenna gain (in general it is 5...6). But, if in known designs such values are achieved only at
some fixed frequencies (in some cases in the band of 1..2% reduced to the center frequency of this range), then,
focusing on the value of 6 dBi, the band in this case is AF =6.8 GHz (reduced to the center frequency - 86%). That is,
in this band it is possible to work with wideband signals.
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Figure 5. Dependences of the gain coefficient vs frequency at variation of the slot discontinuity opening function

Since the energy and polarization characteristics are multi-parametric dependencies, it is possible to synthesize
antennas with given parameters using various optimization procedures. As an example, in Fig. 6 one can find the
normalized radiation patterns in the azimuthal plane (as with any traveling wave antenna) at two frequencies
F =7 GHz and F =8.38 GHz for an antenna with optimized values of the parameters & and ¢. The frequencies are

chosen based on the specific use of the antenna. These two frequencies correspond to two minima in the low-frequency
part of the considered range near the minima of the |SH| function values.
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Figure 6. Directional patterns in azimuthal plane with optimized set of parameters

It is obvious that at both frequencies the directivity patterns are single-lobe, symmetric with respect to the
direction of the axis of the exponential slot inhomogeneity, the maximum of the main lobe of the pattern is observed in
the direction of this axis. The level of the rear lobes at the F' =7 GHz frequency does not exceed -18 dB. The width of
the diagram at 0.707 level depends on the topology of the slot heterogeneity (actually the maximum opening), which is
determined by the curvature change function. In this case, the diagram is given for the function (wide opening) and the
width is 35° By varying the parameters ¢,€. and the curvature change function, it is possible to form directional

diagrams of other shapes (double-lobe, cosecant quadrate, etc.).

In most cases, planar patch antennas form linearly polarized radiated fields, unless the design uses various
auxiliary elements that change the distribution of surface currents on the surface of the patch elements (e.g., short-
circuits), or uses multiport feeding with a certain phase shift. In the antenna under consideration, over the entire
operating frequency range, relatively narrow intervals of angles are observed within which elliptical polarization of the
radiated fields can be obtained. These frequencies are usually coincident (or very close) to the natural resonant
frequencies of the types of oscillations excited in the resonating volume. However, at some frequencies in the antenna
without using known techniques it is possible to obtain radiated fields elliptically polarized with an ellipticity
coefficient close to zero (according to the IEEE criterion in dB). Fig. 7 shows the angular-local polarization
characteristic of the antenna at /' =8.38 GHz. Near this frequency, a rather deep minimum with a level up to -37 dB is

observed on the amplitude-frequency characteristics (with parameter variation ¢, ) (the VSWR level of 1.029 and

direct loss of -0.001 dB are provided).
As one can see from the graph above, in the range of observation angles from 78.5° to 109.9° the ellipticity

coefficient does not exceed the value of 3 dB, i.e. polarization is close to circular. At the observation angle 8 =91.85°
the value of the ellipticity coefficient is 77 =0.053 dB. In other ranges of angle variation, linear polarization is observed.

By varying the parameters €, and ¢ the opening angle, the ellipticity coefficient can be achieved, but other important
characteristics can be significantly degraded.
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Figure 7. Polarization characteristic at the ' =8.38 GHz frequency

CONCLUSION
The paper presents the results of numerical modeling of the parameters of the Vivaldi type patch antenna.

The antenna excitation was carried out by means of a coplanar line segment. The antenna and exciter elements were
placed on a dielectric substrate and were "suspended" above a grounded base. The presence of a sufficiently large
number of variable parameters allows control of frequency, energy and polarization parameters in a sufficiently wide
frequency band. The antenna is sufficiently well matched with external circuits in a wide enough frequency range and
has a sufficiently high gain in comparison with known designs based on various planar structures. The totality of the
obtained results allows us to predict the use of this kind of antennas for operation with broadband signals.
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XAPAKTEPUCTHUKH ITATH AHTEHHU
Cepriii O. Ilorapcwskuii, Imutpo B. Maiidopoaa, Cepriii M. MuxaJjiiok
Xapxiscokuii nayionanvhuil ynieepcumem imeni B.H. Kapaszina, maiioan Ceoboou, 4, Xapkis, Yxpaina, 61022

VY crarTi IpeacTaBIeHo pe3yIbTaTH YHCEIBHOTO MOJICIIOBAHHS EJICKTPOANHAMIUYHIX XapaKTepPHUCTUK ITaTd-aHTEeH! THIy BiBanpai Ha
OCHOBI KiJIBLIEBOTO JWCKOBOTO pe3oHaTopa. MopenoBaHHsS 3IIHCHEHO 3 BHKOPHUCTaHHSIM MOJEINI HAIiBBIIKPHTOTO pPE30HATOpa
MeTonoM kiHueBux eneMenTiB (MKE), peanizoBanoro B maketi ANSOFT HFSS. 30ymkeHHs aHTeHH 3I1HCHIOBAIOCS 332 JOIOMOTOIO
BiJpi3Ka KOIUTaHApHOI JiHii. EneMeHTH aHTeHH pO3MiLTyBanucs HaJ 3a3eMIICHOIO IUIOIUHO0. J{OCTiIKEHO BIUIMB KOHCTPYKTUBHHX
mapameTpiB i QyHKIii, 10 BH3HAYa€ KPUBU3HY LIUTMHHOI HEOTHOPITHOCTI, KA EKCIIOHEHIIaJbHO PO3IIMPIOETHCS, HA YacCTOTHI,
CHEPTreTHYHI Ta MOJAPH3aLiliHI XapaKTepUCTUKU. BCTaHOBIEHO, MO 32 IMEBHOTO BHOOPY BapiaTHBHUX MapaMETpiB TaKy aHTCHY
BIA€ETHCS Y3rOAUTH 13 30BHIIIHIMHE JaHIloramu B Hiamazoni Bix 7.03 I'T'y mo 20 [T 3 piBHeM 3Hauens KCBH, 1o He mepeBUIIyOTH
BenmmuuHy 1.92. B aMInIniTyIHO-4aCTOTHOI XapakTEPHCTHII CIOCTEPIraroThbCs JOCHTh IIHUPOKI YacTOTHI CMYTH 3 MPaKTHYHO
ileaIbHAM Y3rOKeHHAM. Bubip Tuiry enemenTa 30yIKEeHHS Y BUIIAI BiIpi3Ka KOIUIAHAPHO] JIiHI1 103BOIMB BUKIIOYHTH JT0JATKOBI
€JIIeMEHTH, IPUTaMaHHi aHTeHaM TUIly BiBanbi, a came, Bigpi30K JOMOMIKHOI CMY)KKOBOI JIiHIl Ta cUMETpyIouuii pe3onarop. Takoro
poxy aHTeHa q03BoJss€ (OPMyBATH JdiarpamMu CIPSIMOBAHOCTI pi3HOT GopMH BiJ OTHOIMENIOCTKOBOI 10 KOCEKaHC KBaapaTHoi. [Ipu
L[bOMY B JESKUX IHTEepBaJlaX KyTIB CIIOCTEPEKECHHSA IOJs, W0 (OPMYIOTbCS, BUSBIAIOTBCA ENINTHYHO IOJISAPU30BAHUMHU 3
Koe(irlieHTOM eninTUYHOCTI O6JaM3bkuM 10 oguHuLi. CyKyMHICTh OTPUMAHUX PE3yJIbTaTiB I03BOJISIE MPOTHO3YBAaTH BUKOPUCTAHHSI
TaKOTo POy aHTEH JUIs pOOOTH 3 MIUPOKOCMYTOBUMH CHI'HAJIAMH.

KurouoBi cioBa: xinvyesuil pesonamop; ammena Bieanvoi; konnanapua ninis; Y32000CeHHA; YACMOMHI XAPAKMEPUCTNUKU,
eHepeemuyHi XapaKxmepucmuxu
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In the work the computer model of a cell of a system for generating fluxes of therapeutic beams of delayed neutrons, based on the use
of delayed fission neutrons, was developed in the Geant 4 environment. The principle of such a neutron source is that when a
powerful electron beam interacts with a combined tungsten target and a target containing fissile material, a fission reaction occurs; as
a result of which neutrons are emitted. If we move a target activated in this way several tens of meters into a neutron flux generation
system consisting of a heater, protection, collimator and reflector, we will obtain a compact neutron source for nuclear medicine.
A significant advantage of such a neutron source is the absence of gamma background from the electron accelerator and the
combined target, and a bulky protection system is not required. In the Geant 4 environment, the geometry of this cell was developed
and a series of experiments were carried out with 107 neutrons. The QGSP BIC HP physical sheet was used. A study of neutron
energy spectra showed that more than half of the neutrons whose fluxes are formed using such a cell of the formation system have an
energy <100 keV, which is suitable for use for therapeutic purposes. Analysis of the data obtained in a computer experiment made it
possible to develop a modified cell of the system for generating streams of therapeutic beams of delayed neutrons, which differs from
the basic one by the presence of a solid polyethylene moderator with holes for activated targets and a graphite reflector. Analysis of
the data obtained showed that in this case the number of thermal neutrons hitting the detector increases 10 times compared to the base
cell, and the energy of 80% of the particles does not exceed 5 keV, which is much better suited for therapeutic purposes.

Keywords: Therapeutic beams; Delayed neutrons; Electron accelerator; Computer model; Neutron capture therapy

PACS: 29.20.-c; 28.90.+

INTRODUCTION

As you know, cancer is one of the most common diseases in the world. According to the American Cancer
Society, more than 10,000000 people have been diagnosed with cancer worldwide in 2022, only there were
approximately 1.9 million new cancer cases in the United States, including 609,360 deaths. Despite the fact that great
progress has been made in medicine, humanity still needs to invent improved cancer therapy. One of the key challenges
is the use of nuclear medicine.

In nuclear medicine, high-energy electrons from electron accelerators are traditionally used to treat superficial
tumors. X-ray radiation and gamma therapy are used for deep-lying affected tissue areas. Other particles - protons,
alpha particles, neutrons - are used much less frequently in accordance with the characteristics and nature of the disease.
The main disadvantage of existing methods used in radiation therapy is the lack of sufficient selectivity of the effect of
radiation on malignant tumors. When exposed to ionizing radiation, both healthy and damaged tissues are affected,
especially in cases where the tumor has a complex shape or is located in several places. An alternative for the treatment
of such diseases may be neutron therapy, in particular neutron capture therapy.

In 1936, Gordon Locher hasproposed the concept of neutron capture therapy (NCT) [1]. It was proposed to inject
boron, lithium, or gadolinium compounds into the cancerous tumor, followed by irradiation with slow neutrons. NCT was
originally intended to be used to treat brain tumors. However, the results obtained over the past 10-15 years have shown
new opportunities for the use of neutron capture therapy, in particular for the treatment of melanoma. Clinical studies have
shown [2-4] that NCT may be an effective treatment for many other diseases, such as cancer of the colon and rectum,
prostate, breast, lung, oral cavity, thyroid gland and other. Thus, modern technologies using neutrons are one of the most
effective methods of treatment malignant tumors, therefore the need for sources of thermal neutrons with energy E<0.5 eV,
epithermal in the energy range 0.5 eV<E<10 keV and fast neutrons E> 10 keV in the world are continuously growing.

For many years, traditional neutron sources based on nuclear reactors [2-5] and charged particle accelerators,
including neutron sources with a subcritical assembly controlled by a pulsed electron accelerator beam, have been and
are still being used for neutron and neutron capture therapy [6,7]. The removal of neutrons from the core of such
sources is usually carried out using a neutron channel on which a slow-neutron beam former was installed.

To generate therapeutic neutrons for neutron capture therapy application, we have developed concept proposes to
use delayed fission neutrons [8,9]. They can be formed under high-power electron beam interaction with a combined
target from a tungsten and uranium dioxide. Under the photo- neutron interaction with uranium dioxide, a fission
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reaction is taken place, as a result, both prompt and delayed fission neutrons are emitted. The number of delayed
neutrons is about 1% of the total number of produced ones. If we move a target activated in this way several tens of
meters into a neutron flux generation system consisting of a heater, protection, collimator and reflector, we will obtain a
compact neutron source for nuclear medicine. A significant advantage of such a neutron source is the absence of gamma
background from the electron accelerator and the combined target, and a bulky protection system is not required.

The scheme of activated target transportation is shown in Figure 1. Activated targets are delivered to the shaper
using a conveyor. As a result, concentrated flux of therapeutic neutrons is formed on the irradiated object. After the
emission of delayed neutrons in the shaper, the uranium dioxide targets are returned to the core of the electron
accelerator for reactivation. Thus, targets are transported cyclically as many times as necessary to reach a therapeutic
dose when the object is irradiated. Proposed construction of the shaper is presented in Figure 2 in detail.

7 8
Figure 1. View of system for transporting activated targets: Figure 2. The design of the shaper of the concentrated therapeutic
1 - Electron accelerator; 2, 3 — Accelerator bunker; 4 — Active neutron flux (without a graphite reflector): 1 — Moderator;
zone; 5 — Shaper; 6 — Radiation therapy room;7 — Radioactive 2 - Radiation protection; 3 — Activated target; 4 — Channel of
waste repository; 8 — Conveyor collimator; 5 — Cadmium layer; 6 — Irradiated object. All dimensions

are in cm

After activation is completed, the target delivered to the shaper emits delayed fission neutrons with an average
energy of 0.5 MeV, as well as gamma rays caused by induced radioactivity in the target. The radiation is isotropically
distributed in all directions, including the direction of the irradiated object. Delayed neutrons passing through the
moderator (1) change their energy close to epithermal range value (from 0.5 eV to 10 keV). They are directed to a
therapeutic beam formed and focused by multi collimator system to the irradiated object located in the center of the
shaper. To suppress induced gamma radiation and fast neutrons from the source in the direction of the irradiated object,
combined blocking protection is provided.

DESCRIPTION OF THE COMPUTER MODEL OF THE CELL OF THE SYSTEM FOR FORMING
CONCENTRATED SLOW NEUTRON FLUXES

In the work, a computer model of the cell of the system for generating concentrated slow neutron fluxes on
delayed fission neutrons for nuclear medicine was developed in the Geant4 and PhysList QGSP BERT HP [10]. The
hadronic part of this physics list consists of elastic, inelastic, capture and fission processes. Each process is built from a
set of cross section sets and interaction models which provide the detailed physics implementation. The scheme of
model the basic cell of the system for generating concentrated slow neutron fluxes is shown in Figure 3.

The basic cell, presented in Figure 3 comprises the two-point isotropic neutron sources (activated samples with
uranium) with an energy of 0.5 MeV (1), a polyethylene neutron moderanor (2), a protective layer of borated
polyethylene 10 cm thick to reduce the flux of fast neutrons (3), a neutron detector with an area of 1 cm? (4).

The computer model of basic cell of the neutron source is presented in Figure 4. Using a computer model, a series
of experiments was carried out with 107 neutrons per source. In the work we investigated the change in the number of
neutrons hitting on the detector when the size of the moderator is changed. This dependence is presented in Figure 5. As
can be seen from the Figure5, the optimal size of a cubic moderator from the point of view of the formation of
therapeutic neutron fluxes is 3-4 cm.

In the work also we also determine the dependence of the number of neutrons that enter the detector on the
position of the sources relative to the moderator and protection made of borated polyethylene. It is presented in
Figure 6. From Figure 6 it can be seen that the optimal location of neutron sources is the angle formed by the edge of
the moderator and the plane of protection made of borated polyethylene. That is, close to the moderator and protection
made of borated polyethylene.
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20cm D 4

Figure 3. The basic cell of the neutron source Figure 4. The computer model of basic cell of the neutron source
1-The two-point isotropic neutron sources (activated samples with  1-The two-point isotropic neutron sources (activated samples with
uranium) with an energy of 0.5 MeV, 2- Polyethylene neutron uranium) with an energy of 0.5 MeV, 2- Polyethylene neutron
moderator, 3- The protective layer of borated polyethylene 10 cm, moderator, 3- The protective layer of borated polyethylene 10 cm, 4-

4- Thea neutron detector with an area of 1 cm? The neutron detector with an area of 1 cm?, 5 - Collimator
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Figure 5. Dependence of the number of neutrons on the size  Figure 6. Dependence of the number of neutrons on the distance
of the moderator from protection

In the work we involved calculating the energy distribution of neutrons that enter the detector from the base cell of
the shaper. The resulting spectrum is shown in Figure 7. The average statistical error was determined as the square root
of the number of registered events. A study of neutron energy spectra showed that more than half of the neutrons whose
fluxes are formed using such a cell of the formation system have an energy <100 keV, which is suitable for use for
therapeutic purposes.

In the process of working with a computer
model based on the basic cell of the neutron flux
generation system, a modernized cell was developed
400 in order to increase the number of thermal neutrons
that reach the detector. It differs from the basic cell
in the reduced thickness of the polyethylene
protection in front of the boron-free detector, the
presence of a solid polyethylene moderator with
holes for activated targets, as well as a 10 cm thick
graphite reflector.

The modernized cell, presented in Figure 8
compries the two-point isotropic neutron sources
(activated samples with uranium) with an energy of

500

300

N, Number of neutrons

o - !---. 0.5 MeV (1), a polyethylene neutron moderator (2), a
000 005 0710 0715 020 025 030 035 040 045 050 protective layer of polyethylene without boron 5 cm
E, MeV thick (3), a neutron detector with an area of 1 cm? (4),

graphite reflector (5).

Figure 7. Neutron spectra from basic cell
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20 cm
5 2 3
Figure 8. The modernized cell of the neutron source Figure 9. The computer model of modernized cell of the
1-The two-point isotropic neutron sources (activated samples with neutron source

uranium) with an energy of 0.5 MeV, 2- Polyethylene neutron
moderator, 3- The protective layer of polyethylene 5 cm, 4-
neutron detector with an area of 1 cm?, graphite reflector

In the work computer experiments using a model for a modified cell with 107 neutrons per neutron source were
also carried out. Analysis of the data obtained showed that in this case the number of thermal neutrons hitting the
detector increases 10 times compared to the base cell, and the energy of 80% of the particles does not exceed 5 keV,
which is much better suited for therapeutic purposes. Neutron spectra are presented in Figure 10 and 11.

2000 — 1500
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N, Number of neutrons
N, Number of neutrons
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o e e e o fter—r— "t
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E, MeV E, MeV
Figure 10. Neutron spectra from modernized cell Figure 11. Neutron spectra from modernized cell, E <5 keV
CONCLUSIONS

In the work the computer model of a cell of a system for generating fluxes of therapeutic beams of delayed neutrons,
based on the use of delayed fission neutrons, was developed in the Geant 4 environment. The basic cell of our neutron
source consists of a cubic polyethylene moderator, fast neutron protection made of borated polyethylene with a conical
collimator, a detector and two isotropic neutron sources with an energy of 0.5 MeV. A study of the dependence of the
number of neutrons hitting the detector on the size of the moderator face showed that the optimal size would be 3-4 cm.

A study of neutron energy spectra showed that more than half of the neutrons whose fluxes are formed using such
a cell of the formation system have an energy <100 keV, which is suitable for use for therapeutic purposes.

Analysis of the data obtained in a computer experiment made it possible to develop a modified cell of the system
for generating streams of therapeutic beams of delayed neutrons, which differs from the basic one by the presence of a
solid polyethylene moderator with holes for activated targets and a graphite reflector. Analysis of the data obtained
showed that in this case the number of thermal neutrons hitting the detector increases 10 times compared to the base
cell, and the energy of 80% of the particles does not exceed 5 keV, which is much better suited for therapeutic purposes.
Thus, the computer model developed in the work of a cell of a system for generating flows of therapeutic slow-neutron
beams allows not only to calculate the parameters of neutron flows incident on the detector, but also to improve the
design of the device itself to obtain optimal characteristics for medical irradiation.
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KOMIT’FOTEPHA MOJEJIb CHCTEMHA ®OPMYBAHHSI ITOTOKIB TEIIJIOBUX
3ANIZHAJIMX HEMTPOHIB ]I AAEPHOI METALIMHA
Cepriii I1. Tokos?, Bikrop M. l'op6au®, Bajentun M. Kacinos?, TIrogmuia M. Konakosa®,
Ouena A. JIroxtan®, €eren B. Isubko?
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B poborti B cepenoBumii Geant 4 Oyna po3poOireHa KOMIT IOTepHa MOZENb OCEpeKy CHCTEeMH (OpPMyBaHHS MOTOKIB TEpaIleBTUYHUX
ITy4KiB CIIOBUIbHEHHX HEHTPOHIB, sKa 3aCHOBaHA Ha BUKOPHCTaHHI 3alli3HUINX HeHTpoHiB noxiny. CyTHICTh TAKOTO JDKepena HeWTPOHIB
NoJIsira€ B TOMy, IO HPH B3aEMOJi IMOTY)XHOTO €JIEKTPOHHOI'O IMyYka 3 KOMOIHOBAaHOIO MIIICHHIO 3 BOJb()paMy Ta MIIICHHIO sKa
MICTHTh TOIIIBHUN Matepian, BiIOyBaeThCsl peakilisi MOAUTY; B Pe3ynbTaTi SIKOI BHUIIPOMIHIOIOTHCS HEUTPOHH. SIKIIO mMepeHecTH
aKTUBOBaHy TaKMM YMHOM MillleHb Ha JEKIIbKa AECATKIB METPIB B cucTeMy (OpMyBaHHs IOTOKIB HEWTPOHIB, siKa CKIAJAEThCs 3
OTEIUII0BaYa, 3aXUCTy, KOJTIMATopy Ta BigOMBa4ya, MH OTPHMAEMO KOMITAKTHE JDKEPENI0 HEUTPOHIB IS SAEPHOI MEIUIMHU. Baromoro
MIEPEeBaror TaKoro JHKepena HEUTPOHIB € BiACYTHICTD raMa (OHY Bill MPUCKOPIOBaYa CICKTPOHIB Ta KOMOIHOBAHOI MIllICH], TIPH LIEOMY
Oyne HemoTpiOHa rpomi3aka cucTeMa 3axucty. B cepenouime Geant 4 Oyma po3poOieHa reoMeTpist LOTO OCEpPenKy Ta IPOBEIECHA
Hu3ka excriepumentis Ha 107 meiitponis. [lpu upomy BukopuctoByBages Gisuunuii muct QGSP BIC HP. JlocitiikeH s eHEpreTHYHIX
CIIEKTPIB HEUTPOHIB JOBEJO, IO OLIbIIC MOJOBUHUA HEHTPOHIB, MOTOKH SKUX (POPMYIOTHCS 32 JTOMOMOIOK0 TaKOTO OCEPEIKY CHCTEMH
¢dopmyBanHs MaioTh eHeprito < 20 keB, sika € mpuaaTHOIO I BUKOPUCTAHHS B TEPANeBTHYHHUX IUISX. AHali3 OTPUMAHUX B
KOMIT'FOTEPHOMY EKCIIePUMEHTI [aHHX JaB MOXJIMBICTH po3poOuTH Moau(iKoBaHHII Ocepemok cHucTeMd (OPMyBaHHS MOTOKIB
TepaNeBTUYHUX ITy4KiB CIIOBUIBHEHUX HEHTPOHIB, SIKUIl BiPI3HAETHCS BiJ 6a30BOT0, HASIBHICTIO IUIGHOTO OTEILUIIOBAYA 3 MOTICTUIICHY 3
OTBOpaMH JIJIs aKTUBOBAaHMX MillleHe#, Ta BigbuBaya 3 rpadity. AHani3 OTpUMaHHX IaHMX JOBIB, IO B [IbOMY pa3i KilbKICTh TETUIOBHX
HEWTPOHIB, SIKI MOTPAIUIIIOTE Ha AETEKTOp 3pocTae y 10 pasiB B mopiBHSHHI 3 6a30BUM ocepenkoM, a eHepris 80% 4acTHHOK He
riepeBuIye 5 keB, 1110 3HaYHO Kpallie MiIXOIUTh IS TePareBTUIHHX IIiIeH.

KutouoBi ciioBa: mepanesmuuni nyuku; 3anisHini HeUmMpOHU, NPUCKOPIOBAY eNeKMPOHIE, KOMN IOMepHA MOOelb, HeumpoH-
3axeamHa mepanisi
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The advancement of aircraft technology has presented manufacturers with new criteria and problems for the functioning of their devices.
It is essential that, in order to guarantee the secure operation of aerospace machinery, the failure mechanisms be identified, and the
operational durability of critical structural components be improved as quickly as possible. New aviation materials have been developed
in the modern years. In an aviation engine, engine oil lubricates, cools, washes, maintains against rust, decreases sound, and accelerates.
The most important is lubrication. All mechanical components would burn out if not maintained. The aim of this work is to minimize
costs by extending the operational life of aircraft components (mechanical and motor parts) and enhancing fuel mileage and flying
distance. Based on the importance of the inspiration on magnetohydrodynamic Aluminum Oxide-Cobalt hybrid nanofluid flow over a
stretching surface in the existence of a porous medium, thermal radiation is investigated. In this model, we used Engine oil mixed with
Aluminum Oxide and Cobalt nanoparticles. By using the suitable self-similarity variables, the PDE is transformed into ODEs. After that,
the dimensionless equations are solved by using the Maple built-in BVP Midrich scheme. Graphs and tables explain how the operational
factors affect fluid flow efficiency. Compared to nanofluids, hybrid nanofluids have a better heat transfer rate.

Keywords: BVP Midrich scheme; MHD, Thermal radiation,; Porous medium,; Hybrid nanofluid

PACS: 44.05.+e, 44.30.+v, 44.40.+a, 47.10.ad

INTRODUCTION

The movement of heat from one location to another is a critical step in the process of either central heating or
central cooling an item. The considerable heat that is generated must be reduced to a reasonable level or dissipated in
order for a device or system to function at its highest possible standard. In order to minimize heat on equipment such as
processors and in a number of sectors such as automotive and technology, fluid refrigerants have historically been
employed [1]. However, traditional liquid refrigerants have a weak heat transfer [2]. Because of this, there is a greater
potential for creativity and technological improvement in the field of cooling. The use of nanofluid, which is a fluid that
includes nanoparticles, is one of the methods that has been established to improve the efficiency of heat transfer in
liquid refrigeration systems [3], [4]. The issue with fluid containing dispersed nano meter particles is coagulation,
deposition, and flow line blockage. The aforementioned issues might be partly addressed by employing nanomaterials
embedded as micro particles. Nanofluids are extensively employed in semiconductors, automotive, power, and
universal healthcare industries, among others, owing to their appealing high - temperature, visual, and electromagnetic
characteristics [5]-[7].

An innovative approach of mixing two or three kinds of metallic nanoparticles within the base fluid to boost
thermal performance has been developed. Hybrid nanofluid mixes metallic nanoparticles in base fluid. Using hybrid
nanofluids to chill or warm machines enhances heat transmission [8], [9]. Many researchers have studied nanoparticle
combinations in base fluids to create a refrigerant with superior thermal conductivity. Temperature distribution and heat
capacity of hybrid nanofluid are influenced by particle diameter, volume fraction, thermal efficiency, and viscosity [10].
Nanofluid improves material impact energy and is an excellent refrigerant. Among the several metals that are used in
the study of nanofluids, Alumina, due to its chemical stability and increased mechanical power, is often employed in the
investigation of hybrid nanofluids. Other types of cobalt alloys are put to use in devices like jet turbines, which need
high hardness. Electroplating is sometimes performed using cobalt metal because of its excellent standards, high level
of hardness, and excellent corrosion resistance.

Magnetohydrodynamics, reduced as (MHD), is the study of fluids that have associated electric currents and are
placed in a magnetic field. Magneto-fluid dynamics is the term that describes this process. Examples of magneto-fluids
include plasmas, ions, seawater, and liquid crystals. Hannes Alfvin was given the Nobel Prize in Physics that year,
which was granted in 1970 for his ground-breaking work in the field of MHD. The magneto-nanofluid combines the
characteristics of magnets and liquids into a single substance. The magnetic impacts not only radicalize the particles in
the liquid system but also create a modification in heat transfer. Additionally, the magnetic effects cause the absorption
to be reconstructed. Because they contain more viscous body cells than non-malignant nanoparticles and because the
cells improve blood circulation, magnetic nanoparticles are used in the biomedical industry [11]-[13]. MHD has
received a lot of attention in astronomy, healthcare, optical transplants, metal processing, geophysical disciplines, and
petrochemical engineering [14].
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Engine oil is used in power turbines, motor engines, and machines, including cars. Contact between shifting gears
in mechanical systems reduces efficiency by heating dynamic energy. Oil’s primary function is to reduce contact
between moving components. The engine oil may cool contacting parts, however. Heat transfer and thickness of engine
oil are important for mechanical cooling and lubrication. The viscosity influences pumping force and oil circulation.
This study also considers cobalt and aluminium oxide. Cobalt-based fantastic alloys are recycled in jet machines, with
military warrior planes, owing to their immovability at high temperatures. Al,O3 is a great ceramic oxide by a varied
range of uses, with aerospace manufacturing, and additional high-modernization arenas [15], [16].

MOTIVATION OF THE PROPOSED MODEL

According to the current literature, no research has been done to analyse the concept of magnetohydrodynamic
(MHD) over a stretching surface with the presence of porous medium and linear thermal radiation. The equations that
are created are in the form of PDE. To convert the PDE into ODEs, a self-similarity transformation is used. After
applying transformations, for the graphical purpose, we have used the Maple built in BVP Midrich scheme. In this study
we employ the Engine oil as a base fluid and Aluminium Oxide - Cobalt are hybrid nanofluids. This model plays an
essential role in aerospace machinery, nuclear reactor cooling, and vehicles. In the results and discussion section, graphs
for different physical significance are given. As a result, the researchers are confident that the new study is unique, will
have a considerable influence in the domains of engineering and mathematics, and has the opportunity to encourage
new investigators.

MATHEMATICAL FORMULATION

In addition to a stretched surface, a two-dimensional heat transfer representation is examined in a mixed-heat-
dispersal (MHD) aluminium oxide—cobalt hybrid nanofluid. Within the framework of the energy and temperature
equation, thermal radiation is taken into account. As can be seen in Table 1, two distinct kinds of nanoparticles, namely
Al,O3 and cobalt, are suspended in the base fluid engine oil. The velocity components u and v are measured along the
x-axis and the y-axis, respectively; the velocity is written as u,, = ax. Furthermore, the temperature of the sheet as well
as the temperature of the free stream is represented by the symbols 7, 7., which is demonstrated in Figure 1,
respectively.

Table 1. Thermophysical properties of Engine oil, 4/203-Cobalt hybrid nanofluid [19].

Property Engine oil AlO3 Cobalt
Density p (kgm™) 863 3970 8900
Specific heat C, (Jkg'K™") 2048 765 420
Heat conductivity &, Wm™'K™") 0.1404 40 100
Electrical conductivity o (Qm)™" 55%107° 1x107"° 1.602x10’
Pr 6450
y ® — 4:0;
Z > y *
" ° . W — Cobalt
T, -
*
Y ° % ° o
° *
* °
o * ©® B
- NN u,x

Figure 1. Geometry of the problem.

The governing flow equations are constructed as [17], [18]

Ju Ju
—+ =

ey, !
ox dy ()
2
2 a_”—(a—J”——"—(B) <2’
ox Iy P, \9y Pur K Puy

k . 2 »Bz
ua_T+Va_T: hnf [8_72"}_;[%}4_%”2 3)

ox dy (p Cp )hn/‘ oy (p p )hnf‘ o (,OC], )hn/'
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By Rosseland approach, we have
40" OT*
g =—r 4)
3k dy
By applying the Taylor’s series expansion of 7 about 7. and neglecting terms having higher order, we obtain

T4 =4T T -3T.°. (5

Putting Eq. (5) in Eq. (3), we get

k., 2 3 o, B
LI (a_fj_ |__1L. 0T, OwbB . ©)
oy (pc, )hhf W) (pc, )W 3k 9y? (pcp )hnf
The corresponding boundary conditions are:
aT
u=u,(x)=ax,v=0,k,, —=h|\T,-T), aty=0
u( ) hnf Jy f ( s ) y %)
u—0,T—>T, as y — oo,
The following suitable self-similarity transformations are defined as:
u=axf’(n),v= —Jav, f(n — L n=y a4 8)
T, _Tw ’ v,
Thermophysical properties of inf are
K, = My K, = Pinf K, = (pC,, )hn/‘ K, =kh—"f,K5 _ O s
My Pr (pe,)s ky Oy
_ 1
1 (1_¢1)2.5 (1_¢2)2,5 ’
Py, P,
K,= (1_¢2)|:( ¢1)+¢1[ ]:| ?,
Pr Py
(pc,), (pc,),, 9)
K,=(1-9,)|(1-9)+ ¢ | —2||+¢
= 2){( ) ‘((pcp)f Se),”

K ks +2kb/ _2¢2(kbf - kc ) kv +2kf _2¢1(k/ _kv )
— 1 52 X >1 . J >l ,
Yok, 2k, + ok —k,)  k, +2k, +¢(k, k)

o, +20,-2¢(0,-0,) " o, +20,-2¢(c,-0,)

5:

o, + 20, +¢, (0, — o, ) o, + 20, +¢ (0, - o, )

In order to create the following dimensionless ODEs, Egs. (2) and (6) are transformed using the ideal technique
indicated in Eq (8).

K ” K
rad +K2(]j’—(f)) Kf M=0, (10)

2
” 4 / KS 7?2
0| K+ RA |+ K.Pif 0+ = MEC( ') =0. (11
3

The boundaries of the change are described as:

£(0)=0,77(0)=1.K,6'(0) ==Bi(1-6(0))

£()=0.6/() =0 (2
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O-/'Bz . . 'uf(cp)/' . 40'*T: .

Note that M =———1is the magnetic field parameter, Pr=——=is the Prandtl number, Rd =——=1is the
pa k, kk,

. e . h/ Uf . . azxz . U/ .
Radiation parameter, Bi :k_ —— is the Biot number, Ec =—————1is the Eckert number, and K =—— is the
a c

f » (T/ -T. ) aK
porosity parameter.
The dimensional form of skin-friction coefficient, and Nusselt numbers are expressed as

T,
Cr=""7 (13)
pfuw
. du
Where shear stress 7,,is 7, = 4, —
dy =0
Xq
Nu= * (14)
b (T,=T.)
. T
Where heat flux g, is g, =—k,,, oar
W,
=
The Non-dimensional form of Egs. (13—14) converts are
)/ ”
ReC, =Cf =K,1"(0), (15)
Re.2Nu, = Nu=-K,8'(0). (16)
Where Re, is the local Reynolds number.
SOLUTION METHODOLOGY

The nature of the ODE system (10—-11) with BCs (12) is extremely nonlinear in its characteristics. For the purpose
of dealing with these equations, we adopt a computational approach known as the BVP Midrich method. Using Maple,
we are able to solve the control problem. The midway method's standard operating procedure is laid out in detail below.
The following is a demonstration of the overall algorithm for the technique of midpoint collocation

Z'(x)=F(x.Z(x), Z(x)=2, (17)

In the explicit midpoint approach, also known as the Modified Euler method, the formula looks like this

zZ

n+l

=Z_n+hF(xn+ﬁ,z_"+ﬁF(xn,z_n)j, (18)
2 2

The above equation / represents the step size and x, = (x, +nh).
The strategy that takes into account the implicit midpoint may be described as

- J— 1 JE—
Z,., :Zn+hF[xn+%, z,,+5(zn, z,m)j, n=0,1,2,.. (19)

At each step size, the technique for locating the midpoint has a local error of order O(h*) whereas the global error
is of order O(h?). When dealing with algorithms that are more quantifiable demanding, the algorithm-error decreases at
a quicker rate as 7 — 0 progresses, and the result gets more dependable.

RESULTS AND DISCUSSION
The non-dimensional controlling flow model (10) — (11), which are subject to the boundary conditions (12), may
be solved numerically with the assistance of Maple built in BVP Midrich scheme. We took the values of non-
dimensional parameters and evaluated. The precise solutions are obtained from Table 2, which demonstrations the
variations in skin friction coefficient. The findings of both investigations were determined to be fairly accurate. Figure 2
shows that the numerical process for BVP Midrich technique.

Table 2. Comparison table for various Prandtl numbers of the current study.

Pr Alietal. [17] Present results

0.7 0.4560 0.45532

2.0 0.9113 0.91032
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The effect of M on the velocity sketch is seen in Figure 3. It can be seen that the velocity profile has a decreasing
trend for higher M values, which indicates that the value of M is increasing. Physically speaking, an increase in M
causes a Lorentz force to be produced, which retards the movement of the liquid. As a consequence of the fact that the
Lorentz force is antagonistic to the motion of fluids, the flow velocity decreases as a consequence of the increased
resistance, which in turn leads to a drop in the velocity field. When increases the K values improves the velocity outline,
which is demonstrated in Figure 4, physically by raising the K values, a porous substance becomes more difficult to
flow across, retarding the flow of fluids. As a direct and immediate consequence of this, the dimension of the outermost

boundary layer is decreased.

Define system of ODEs
And

Boundary conditions

|

Fixing parameters |

| Dsolve (Numeric, midrich) |

4—{ Converged |
Yes l

New iteration for new value of
paramelters

Figure 2. A flow chart pictogram of BVP Midrich technique.

M=0.1,0.2,0.3 K=0.3,0.6,0.9

1 1
08 08
06 06

£(n) £1(m)

0.4 0.4
02 0.2

0 0

0 1 2 3 4 5 6 0 1 2 3 4 5 6
n n

Figure 3. Pictogram of M on f’(?]) . Figure. 4. Pictogram of K on f’(?]) .

The influence of magnetic field on temperature profile is seen in Figure 5. It states that growing the M parameter
increased the energy outline. This enhancement is due to the fact that the addition of a M into an electrically conducting
material produces a resistive Lorentz force. This kind of force has the ability to raise the fluids temperature. So, this
reason the temperature profile enhances. Figure 6 shows the radiation parameter temperature profile features.
Physically, thermal radiation is the radiant energy released by all generators above zero. Electromagnetic radiation from
heated surfaces rotates atoms in matter, generating kinetic energy. The graph demonstrates how increasing radiation
enhances heat transmission. When Rd is raised, more heat is transmitted into the liquid, strengthening the thermal
barrier. Since the mean absorption coefficient drops as radiation growths, temperature also increases. The effect of
Eckert number on energy profile is seen in Figure 7. It states that growing the Ec values are increased the temperature
outline. Physically, Ec generates the frictional forces which cause to increase the fluid temperature. The influence of Pr
on energy profile is seen in Figure 8. It states that increasing the Pr values are enhanced the temperature outline. The
thermal dissipation of the liquid essentially reduces, resulting in a decrease in temperature outline.
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Figure. 5. Pictogram of M on 6(77).
Ec=0.02, 0.04, 0.06

0

1
08
06
6(n)
04
02
1

Figure. 7. Pictogram of Ec on 6(77).

Rd=0.2, 0.4, 0.6

08
06
o(n)

04

02

0
0 1 2 3 4 5 6

n
Figure. 6. Pictogram of Rd on 6(77).
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Figure. 8. Pictogram of Pr on 9(ﬂ) .

Figure 9 and 11 displays the influence of the K and M on the Cf. It shows that the skin friction factor is

decreasing for the greater values of K and M, while the reverse nature we observed on Figure 11. Figure 10 and 12
demonstrate the inspiration of the Rd and magnetic field on the Nu profile. It shows that the Nu is enhancing in all cases
of the greater values of Rd and magnetic field. Figures 13 and 14 exhibit magnetic parameter for various values of
M = 0.5, 1.0 influences on streamlines plots. Magnetic parameter strength draws electrical conductivity molecules more

towards to the main stream.

K=40.5,10,15

Figure 9. Sway of K and M on Cf .

Rd=0.1,02,0.3

Figure 10. Sway of Rd and M on Nu .
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a0l

0
Figure 11. Sway of K and M on Cf . Figure 12. Sway of M and Rd on Nu .
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Figure 13. Stream lines for M =0.5. Figure 14. Stream lines for M =1.0.
CONCLUSIONS

The current research study explored the numerical solution for MHD of 4/,03-Cobalt/Engine oil hybrid nanofluid
over a Stretching surface. The Numerical method (BVP Midrich scheme) was used to solve the issue of velocity,
temperature and the outcome was truly solution to the model. The results are presented in a variety of graphical formats,
including a two-dimensional plot, 3D surface plots, and streamlines.

The research produced a number of interesting findings, which are listed below:

Velocity profile decreases for the increasing values of the magnetic field and porosity parameter values.
The temperature profile improved with an improvement in the radiation parameter.

The skin friction factor slowly increased for the larger values of the porous parameter.

The Nu profile enhanced, for the increasing values of the M and Rd.

Streamlines have an oscillating character, which is necessary for magnifying the magnetic field parameter.
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PO3IIUPEHUI AHAJII3 TEILIOOBMIHY MIJI-TTEPHIHOIO MIOTOKY HAHOPIIUHHA HAJT TOPUCTOIO
MOBEPXHEIO, 1O PO3TATI'YETbHCS: 3BACTOCYBAHHSA JIsS1 AEPOKOCMIYHUX XAPAKTEPUCTHUK
P. Yanapa Cexap Penai, I'ynicerti Pamacexap
Daxynemem mamemamuru, Memopianvnuii koneoxc inocenepii ma mexuvonoeii imeni Paoxcuea I'anoi (asmonomnuii),
Nandyal 518501, Anoxpa-Ilpadew, Inoia

Po3BuTOK aBiaTeXHIKM MOCTaBUB Iepe] BUPOOHHKAMHU HOBI KpuTepil Ta mpoOiemMu i GYHKIIOHYBaHHS TXHIX TPUCTPOiB. Baxximso,
mo0 11 rapaHTyBaHHS Oe31e4HO0i poOOTH aepOKOCMIYHOro OOJamHaHHS Oyno SKHAHWIIBHIIIC BH3HAUYCHO MEXaHI3MHU BiIMOBH Ta
MIOKPAIIEHO eKCILTyaTaIiifHy JOBrOBIYHICTh KPUTHYHUX CTPYKTYPHHX KOMIIOHEHTIB. Y cydacHOCTi Oynm po3po0ieHi HOBI aBiariiHi
Matepiany. B aBialliifHUX IBUTyHaX MOTOPHE MAaciO 3Mallly€, OXOJIOKYE, IPOMHUBAE, 3aXUINAE BiJl ipKi, 3HIDKYE IIYM i IPUCKOPIOE.
Meroto naHoi poOOTH € MiHIMi3allisi BUTPAT 32 PaxyHOK NPOJOBXKEHHS TepPMiHy eKCIUTyaTallii KOMIOHEHTIB JiTaka (MeXaHiYHUX i
MOTOPDHHX 4YacTHH) 1 30iIbIICHHS 3amacy MNajiBa 1 JalbHOCTI MOJBOTY. BHXOISIYM 3 BaXIMBOCTI HATXHEHHS ILOJO
MAarHiTOriJpoAMHAMIYHOTO MOTOKY TiOpHIHOT HAaHOMIIIOIMY OKCHIY aTIOMIHIIO Ta KOOAJIBTY HaJ MOBEPXHEIO, 10 PO3TAryeThes (SS) i
iCHYBaHHI MMOPUCTOTO CEPEIOBHIIA, AOCIIIKCHO TEIIOBE BUIPOMIHIOBaHHS. Y Wil MOJAENI MU BHKOPHUCTOBYBAJIM MOTOPHE Macio,
3MillaHe 3 OKCHIOM aJlfOMiHiII0 Ta HAHOYAaCTWHKaMH KoOanmbTy. BukopucToByloum BiAmoBigHi 3MiHHI camonoamioHocti, PDE
nepetBoproeTsest B ODE. Ilicas mporo 6e3po3MipHi piBHSHHS pO3B’SI3YIOTHCS 3a JIOMOMOroro cxemu Maple, BOynoBaHOi B cxemy
BVP Midrich. I'paciku Ta Tabmumi MOSCHIOIOTE, SIK po00di ()aKTOpH BIUIMBAIOTH Ha €(EKTHBHICTH MOTOKY piguHH. ITopiBHSIHO 3
HaHouIoiTaMu Ti0pHUIHI HAHO(IIIOT M MAIOTh KPallly MIBUAKICT TEILIONepeaadi.
Kurwouosi cinoBa: cxema BVP Midrich;, MIJ]; mennoge sunpominioéants,; nopucme cepedosuuje; 2IOpUOHULL HaHOPM0i0
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We have considered the refraction of surface electromagnetic waves (SEW) at the heterogeneous metasurface. The con-
sidered structure consists of three regions: mu-negative metamaterial, ordinary magnetic, and vacuum. The boundaries
between considered media are planar. A phenomenological approach was used; media were assumed to be lossless and
isotropic. In this paper, we show the possibility of total internal reflection effect for SEW of TE-polarization that can
propagate along such heterogeneous metasurface. The value of the angle of total internal reflection decreases for higher
frequency waves from the interval under consideration. The presented result may help design both research and industry
complex systems.

Keywords: mu-negative metamaterial; Metasurface; Electromagnetic surface wave; Total internal reflection

PACS: 52.35g, 52.50.Dg

1. INTRODUCTION

Artificially created composite materials called metamaterials are intensively researched [1]-[4]. Great in-
terest in metamaterials is caused by the presence of such combinations of the electrodynamic characteristics
that are not found in natural materials. The study of surface electromagnetic waves in metamaterials began
with work [5]. To date, many articles have been published that studied the properties of surface electromagnetic
waves in the structures metamaterials involved [6]-[8]. Most of research deal with a double-negative media, i.e.
both dielectric permittivity and magnetic permeability are negative.

But creating a metamaterial that only has a negative magnetic permeability is significantly easier [9)].
Recently were published the papers [10]-[12] in which study the surface electromagnetic waves at the interface
between mu-negative medium and ordinary mu-positive medium. Aim of present work is to determine how the
transition from one interface between such media to another interface formed by a different pair of media will
affect the propagation of such surface waves.

2. PROBLEM STATEMENT AND RESULTS

The geometry of the structure to be considered is as follows. The lower half-space (Z < 0) filled by the
negative permeability medium (mu-negative medium). The upper half-space (Z > 0), in its turn, consists of
two halves. One half (Z > 0, X > 0) is vacuum, another (Z > 0, X < 0) is filled with a conventional magnetic
material (see Fig. 1). The plane surface electromagnetic waves propagates in the plane (Z = 0) along interface
between the negative permeability medium and a conventional magnet. Its wave vector k; inclines to the normal
to the plane (X = 0) at an angle 6;. In addition to the reflection of this wave from the plane X = 0 separating
the magnetic material from the vacuum, a refracted plane surface wave propagates in the half-space X > 0
along the plane interface ’the mu-negative medium/vacuum’. Its wave vector ko lies in the plane X = 0 and
inclines to the normal at an angle 6,..

Maxwell’s equations admit solutions in the form of the surface wave disturbances (1-3) of TE-polarization,

e.g. with an electric E = {0; E,;0} and magnetic fields H = {H,;0; H.} [12]:

EyLQ = EyOl}Q exp[—ﬁ1,2|z\ + i(l_f’l’gf’— wt)], (1)

k N
H,0= (kuli )(exp[—k1,2|2| + i(k12F — wt)], (2)

)
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a)

Figure 1. The geometry of structure: shaded — mu-negative metamaterial, grey — magnetic material, white —
vacuum; a)-side view, b)-top view

Figure 2. The normalized wavenumber versus the normalized frequency for surface electromagnetic TE-wave

K1,2

kpy o

)

Hyi2 = (- )(exp[—r1,2|2| + (K127 — wt)], (3)

where k = w/c and k1 and ko are the skin depth in ordinary magnet and vacuum

K1 = \/k? — e1u1k?, ko = \/ k3 — eaunk?, (4)

and k1 2 are the wavenumbers of TE-modes, directed by the boundaries 'mu-megative/magnet’ and ‘mu-
megative/vaccuum’, accordingly:

k2 = (@/e)y/m(@)pn 2/ (n(w) + i 2), (5)

here indexes 1,2 refer to the regions including magnet X < 0, (e; = 1, 47 = 2.5) and vacuum X > 0 (eg =
ua = 1), accordingly. Vectors  lie in a plane Z = 0. For mu-negative metamaterial we can assume that its
dielectric permittivity equal 1, and negative magnetic permeability has a form [5]:

pw) =1 - aw?/(w? - wp), (6)

a = 0.56,wy/2m = 4GH z.
It’s easy from the well-known condition of equality of wavevector tangential components:

k1sin6@; = ko sin 0, (7)
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Figure 3. Values of the total internal reflection angle versus the normalized frequency for surface TE-wave

and sin#, = 1 to obtain value for angle of total internal reflection 6;;.;:

Bitor = arcsiny/1 + (u1 — 1) /(1 + p(w)) /v (8)

Results of calculation presented the Fig. 2,3 were obtained for normalized wavenumber 8 = cky/wo and
normalized frequency Q = w/wg. In Fig. 2 it presents the dispersion of surface electromagnetic TE-waves in
the quite narrow frequency, in which magnetic permeability of metamaterial is less 0.

K1 Kw)
K1 - p(w) v ®)

here k(w) = \/k? — p(w)k? is a penetration depth of electromagnetic surface wave energy into mu-negative
metamaterial.

As can see, this wave is slow (its phase velocity is less the speed of light in vacuum) and forward (the
directions of phase and group velocities coincide) [11].

In Fig. 3 presents dependence value of critical angle 6;;,; vs normalized frequency €. At higher frequencies
to penetrate into the area covered by the vacuum can only waves with wavevector inclined to the normal at the
angles of incidence 6; < 20°.

Certain part of energy of surface electromagnetic waves cannot escape from the mu-negative medium,
because the angle of incidence is bigger than the critical angle of total internal reflection. By choosing the ratio
of parameters of the mu-negative metamaterial and the magnetic material, it is possible to reduce the critical
angle, which will give a higher percentage of total reflection from the vacuum boundary.

This phenomenon can be used both in waveguides and resonators. Very likely to use the effect of frustrated
total internal reflection in research and diagnostics. We hope that obtained results will expand the capabilities
of the element base of modern devices. The area of possible applications are: transmission and control of signals,
charged particles movement control, photovoltaic and much more. More detailed study of this phenomenon will
be published in short time.
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The aluminum alloys D16, D16AT are widely used as construction materials in the aircraft industry. Questions connected with the
enhancement of the properties of the construction elements made of the alloys through surface modification are of great interest now.
The objects of the study in our paper are the samples of the aluminum alloy D16AT subjected to irradiation by high-current relativistic
electron beams. Leaving aside the material science aspects, in this work we focused on modeling the optical properties of the samples.
The problem is relevant because optical methods for surface analysis have become widespread due to their versatility and efficiency.
Through the treatment of the preliminary measured ellipsometry data, we obtain the optical constants of the samples and their dispersion
in the visible region of wavelength. The method used consists of an approximation of the reflection coefficient calculated from the
ellipsometry data by finding the values of the parameters in the model. The last is performed by the least squares method. The reflection
coefficient is assumed to correspond to the semibounded uniaxial medium with the optical axis perpendicular to the interface between
the medium and the homogeneous and dielectric ambient medium. The dielectric function of the semibounded medium is approximated
by the Drude-Lorentz model. The possibility of birefringence of the samples caused by the irradiation with electron beams is discussed.
Keywords: Electron beam treatment, Aluminum alloy, Optics of metals, Ellipsometry

PACS: 07.60 Fs, 61.80.Fe

INTRODUCTION

The electron beam techniques are interesting for processing and modification of a wide range of materials and
possess such useful features as energy effectivity, versatility and short technological process time.

Irradiation by electron beams becomes the widespread and effective technology used for modification of a metal
surface. In particular, hardness, wear and chemical resistivity can be improved due to changes followed the electron beam
impact, such as refinement of grain structure and solid phase transformation. Investigations in this field are intensively
continued. Comprehensive reviews of the studies are [1], [2]. Besides traditional applications for structural materials, it
can be pointed out to the studies of electron beams for the treatment of textile materials [3] and food [4]. The paper [5]
gives a survey of the applications in the rapidly growing additive manufacturing. The paper [6] reports enhancing a film
of organic-inorganic hybrid perovskite by electron beam irradiation to use it in LED applications. In [7] the influence of
an electron beam surface treatment on the dislocational substructure of high-entropy alloys was investigated.

In addition, combined technologies acquire widespread use. It is worthwhile to mention sprayed coating and electron
beam remelting treatments in the first wall of nuclear fusion devices [8], and a combined treatment of a porosity polyamide
coating by the laser and electron beams to make it waterproof [9].

The methods of the analysis and the process control have great importance for the technology. In the framework of
the simple model of a semibounded medium, we analyze rotating analyzer ellipsometry (RAE) data [10] to study D16AT
alloy samples exposed to high current relativistic electron beams.

THEORETICAL MODEL
We consider a linear absorbing medium characterized by a dielectric function &. The refraction coefficient is
expressed via the dielectric function as follows:

n=v-ix=Ae, (1)

where v and x are the real and imaginary parts of the refraction coefficient. The dielectric function of metals in the visible
and infrared wavelength ranges is satisfied well with the Drude-Lorentz model and can be approximated as

1 /9,
JTTET @
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In fact, the medium response is presented here as the sum of the impacts of the non-interacting oscillators, in which @
is the wave frequency; fy, /; are the strengths of the oscillators; ), is the free electrons plasma frequency; o, are the frequencies
of the oscillators; and 7, 7 are the inverse lifetimes of the oscillators [11]. We assume that the expressions (1) and (2) are
also acceptable for the ordinary and extraordinary refraction coefficients n, and 7. of a birefringent uniaxial medium. This is
the case when the principal axes of the permittivity tensor coincide with those of the conductivity tensor of the medium.

The Jones vector determines a fully polarized beam uniquely. It is formed from the complex electric field
components parallel (E,) and perpendicular (£;) to the incidence plane. In the general case, a reflection of the polarized
beam from the surface of the birefringent medium can be described by the reflection coefficients 7, ¥y, 7, 75, combined

in the Jones matrix of the reflected surface:
E ip — rﬁﬁ rpl“ Erp ( 3)
E is }/.'Vp rﬁé E rs .

The indexes and “7” mark the incident and reflected waves, correspondingly. In ellipsometry, however, only
relative values of the reflection coefficients are considered. Usually, the coefficients are referenced to the coefficient ry.
Denoting these normalized values through p,,, pps, psp, We can rewrite the expression (3) as:

ol (2P @
Eis E p.s-p 1 Ers

In the study, we assume that the optical axis of the birefringent sample is perpendicular to the surface. Then, the 7,
and ry, coefficients drop out, while the diagonal elements are [12]:

e
l

1/2

E. cosg—(n’—sin’ @)
=g T 77 (&)

is

cos @ +(n’ —sin’ @)

1/2

1/2 (6)

2 02
£, _nn,cosp—(n; —sin’ )

o=

rp 2 c 2
E, n,n,cosg+(n; —sin” @)

P =T/ T 0

where ¢ is the angle of incidence and n,, n. are the refraction indexes regarding the ambient medium. Therefore, only one
coefficient, p,,, encapsulates all the ellipsometry data in this case. When the birefringence of the sample vanishes, the
values ry and 7, tend to the r;and 7, of the isotropic medium as the refractive indexes n,, 1. tends to the isotropic refraction
index n. Then the coefficient p,, reads as follows:

sin* ¢ —cos @ (n® —sin’ p)"?
pgp:~z 2 _ 2 U2 ®)
sin” ¢ +cos@(n” —sin” @)

ROTATING ANALYZER ELLIPSOMETRY
Let us consider the typical diagram of the RAE instrument shown in Figure 1. The beam emitted by the source passes
through the polarizer P to obtain linear polarization, reflects from the sample surface, passes the analyzer A, and is
photometrized. The angle of incidence of the beam ¢ can vary.

Figure 1. The sketch of the typical rotating analyzer ellipsometry instrument

In addition, the spectral analysis of the beam is performed, which allows to determine the dependence of the
ellipsometry parameters on the wavelength. The detector output /(¢) varies with the time ¢ as

I(t)=1,(1+ axcos2ax + Bsin2ax), )
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where A=wt is the rotating analyzer turn angle. The values a and £ give the ellipsometry parameters y and A4:

/1+a yij
tany =,|— [tan P|, cosd= . (10)
l-o N

To extract the reflection coefficient p,, only valid in our case, we can set the polarization azimuth P of the polarizer
to 45°, so modules of the complex amplitudes E;, and Ej; of the incident beam become equal. In this condition

. E_E JE r
tany et =—L="2_B W _5 1
Ve TE TEJE x Pr (b

rs rs s

In contrast, for an arbitrary orientation of the optical axis of the sample, when the Jones matrix of the reflected
surface is off-diagonal, we should change the azimuth P of the polarizer to obtain at least three pairs of (y, 4) determining
the coefficients p,p, pPps, Psp -

Expressions (11), (7) and (8) set the interrelation between the measured ellipsometry parameters y, 4 and the
constants of the optically uniaxial medium #,, n.. Obviously, to determine the set of four unknowns, consisting the real
and imaginary parts of n, and 7., we need at least two different measurements of the set of two ellipsometry parameters
(w, 4). They are made by the incident angle ¢ changing. As experimental data contain measurement errors, all the points
(w, A) corresponded to the different incident angles ¢, should be considered to extract the values of the refractive
coefficients. By the least squares method, we find the values of refractive indexes n,, n., for which the objective function f
reaches its minimum:

. 2 .
£ = |Py (@)~ tany;, exp(id,)| — min . (12)
k

SAMPLES STUDIED
This work deals with the samples made from the D16AT aluminum alloy obtained during the wide investigations
performed to study a modification of the surface of a metal target by the high current pulsed relativistic electron beams.

Ce-tozum

Remelted _lay'er" -

Figure 2. The D16AT aluminum alloy microstructure before (a) and after (b) the irradiation [14].

Details of the preparation, processing, and postprocessing of the samples are presented in the works [13], [14],
and [15]. Generally, the interaction of the beams with metal targets represents a rather complex sequence of processes,
initiated by radiation and ionization energy losses of particles. This leads to a change in the essential operational properties
of the surface layer of irradiated samples, such as plasticity, corrosion and erosion resistance, hardness, etc. Exposure to
the electron impact results in the refinement of the grain structure down to nanoscale sizes [14], the redistribution of
elements at grain boundaries [15], etc. Figure 2 shows the changes in the surface layer of the D16AT alloy sample due to
the electron beam impact. In Figure 2(b), the remelted layer about 100 microns in depth is visible, which is characterized
by the modified structure and phase composition. Particularly, the average grain size is reduced from 11 pm to 0.8 pm,
concentrations of the alloy dopes rise by 1-3 wt% compared to the matrix values, and the dislocation density becomes
eight times greater.

High levels of pressure and temperature gradients during short-term (~1 ps) processing suggest that the sample
surface layer can obtain properties of an optically uniaxial medium. The model of a semibounded uniaxial medium should
be acceptable due to the smallness of the skin depth of metals in the visible region in comparison with the layer depth.
Figure 3 shows the angular dependencies of the ellipsometry parameters of three samples denoted as K1, K2 and K3 [10].
Sample K1 was not subjected to any radiation effects; sample K2 was irradiated with the electron beam incident
perpendicular to the surface; and sample K3 was irradiated at an angle of 45° to the surface. All the samples were made
from the same workpiece and polished in the same way.

We tried both isotropic and uniaxial models to approximate the data. It turns out that the minimum of the objective
function (12) achieved in the assumption of n, = n. = n can be improved in the framework of the uniaxial model. For
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now, we have only the ellipsometry data reconstructed from the experimental graphs, which are out of the instrumental
accuracy of 107 [10]. It makes the results ambiguous, and then the uniaxiality of the samples remains under question.
Figures 3(a), 3(b) show the angular dependencies of the ellipsometry parameters, measured at the wavelength of 633 nm.
The curves corresponding to the two models nearly coincide on such large-scale plots, so the curves for the isotropic
model are presented. The approximation of the angular dependencies gives the following isotropic refractive index values
for samples K1, K2 and K3, respectively: 1.03 - 4.51i, 1.23 - 4.331, 1.31 - 4.25i. The approximation of the spectral
dependencies shown in figures 3(c), 3(d) gives information about the parameters of the Lorentz-Drude model (2),
presented in Table 1. The data was measured with the fixed incident angle of 72°.

50 60 70 80 50 60 70 80

(d)
110

< 100}

|
()0 L

s . . . . . 80 . A A k A .
400 500 600 700 400 500 600 700
A, nm A,nm

Figure 3. Angular (a), (b), and spectral (c), (d) dependencies of the ellipsometry parameters.

Table 1. Parameters of the Lorentz—Drude model (2) for the different samples. Column A/ contains parameters for aluminum [12];
columns K1, K2, K3 contain parameters for corresponding samples of D16AT alloy. Calculations were performed in the isotropic
approximation. The frequencies wp, w; and inverse lifetimes /', [ are presented in the energetic units.

Al K1 K2 K3
hap (eV) 14.98 9.269 6.215 5.608
fo 0.523 0.158 0.312 0.915
hlo(eV) 0.047 0.093 2.709 0.035
fi 0.227 0.439 0.134 0.226
hl (eV) 0.333 0.493 1.026 0.568
hwi (eV) 0.162 0.153 1.706 0.185
N 0.050 0.149 1.683 1.120
hl (eV) 0.312 2.355 1.283 2.799
haa (eV) 1.544 2.031 1.684 1.521
B 0.166 0.007 1.132 0.001
hl3(eV) 1.351 0.860 2.106 0.007
hws (eV) 1.808 2.885 2.907 2.615
fa 0.030 0.024 0.172 0.035
hls(eV) 3.382 0.546 4.067 0.468
haws (eV) 3.473 1.701 0.258 1.723
fs 0.523 0.158 6.215 5.608
hls(eV) 0.047 0.093 0.312 0.915
hws (eV) 0.227 9.269 2.709 0.035
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CONCLUSION
The semibounded medium model suits pretty well for the RAE data of the samples of D16AT alloy irradiated by
high current pulsed relativistic beams. We calculate the optical constants of the samples and obtain parameters for the
dispersion Lorentz-Drude model of the samples. The birefringence of samples induced by the irradiation was supposed
but not proved due to the insufficient accuracy of the available data.
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AmomiHiesi crasu J[16, J16AT mupoko BUKOPHCTOBYIOTHCS SIK KOHCTPYKIIHHI MaTepianu B aBiaOyayBanHi. [IutanHs, nos's3aHi 3
MOKPAIICHHSM BJIACTHBOCTEH E€JIEMEHTIB KOHCTPYKIIM 3i cIulaBiB HuIiXoM Moaudikaiii HOBEpXHi, 3apa3 BUKIMKAIOTh BEIHKUI
inrepec. O6’ekTaMH JOCHIIKSHHS B Hailiii poboTi € 3pasku amominieBoro cruaBy J[16AT, ompomiHeHi CHIBHOCTPYMOBHUMH
PEIATHBICTCHKIMH €IEKTPOHHUMHI MyYKaMH. 3aUIIaloud OCTOPOHb MaTepialo3HaByi acleKTH, y Liif poOOTi MU 30cepeauincs Ha
MOJICITIOBAaHHI ONTHYHHX BIIACTHBOCTEH 3pa3KiB. AKTYalbHICTh MPOOJIEMH IOB’I3aHA 3 THM, III0 ONTHYHI METOJH aHaTi3y IMOBEPXHi
Ha0y/M MIUPOKOTO MOUIMPEHHS 3aBASKU CBOIH YHIBEPCAaJIBHOCTI Ta €(PEKTHBHOCTI. 3aBASIKN 0OpOOIIi MONEePEeaHBO BUMIPSIHUX TaHUX
eJINCOMeTpil MI OTPUMY€EMO ONTHYHI KOHCTAHTH 3pa3KiB Ta X Jucnepciio y BUAUMIN 00acTi JOBKUH XBIIb. Bukopucranuit meton
MOJISITAE B ampoKcuMallii KoedilieHTa BiIOUTTSI, pO3PaxXOBaHOI0 3 IAHHUX CJIMCOMETIi MUITXOM 3HAXOKCHHS 3HAYCHb MapaMeTpiB Yy
MOJICNII METOJOM HAMMEHINMX KBajpaTiB. BBaxaeTbcs, 10 KOeQili€eHT BiMOWUTTS BiINOBIAa€ HAMiBOOMEKECHOMY OJHOBICHOMY
CEpEeIOBUIY 3 ONTHYHOI BiCCIO, TIEPIICHAUKYIAPHOIO MEXi PO3MAIIYy CEepelOBHINA 3 OJHOPIMHUM 1 MiCTCKTPUIHAM HABKOJIMIIIHIM
cepenosuiieM. Jlienekrpuuna GyHKIlisI HATIBOOMEKEHOTO Cepe/IoBHIIa aIPOKCUMYEThCs Mozeiutio [pyae-Jlopeniia. OGroBoproeThCs
MOJKJIMBICTb MO/IBIHHOTO MPOMEHE3aIOMIICHHS 3pa3KiB, BUKJIMKAHOTO ONPOMIHEHHSM €1eKTPOHHUMH IIPOMEHIMH.

Kuro4oBi ciioBa: erexmponno-npomeneea 06pooka; antoMiHiesull Cnias, ONmuKa Memanie, elincomempis
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The effect of thermal treatment on the behavior of samarium atoms introduced into silicon during the growth process was studied
using the method of transient capacitive deep-level spectroscopy (DLTS). It has been shown that various high-temperature
treatments lead to the activation of samarium atoms in the bulk of n-Si and the formation of deep levels. The energy spectrum of
deep levels arising during heat treatments has been determined. The dependence of the efficiency of formation of these levels
in n-Si<Sm> on the processing temperature has been studied. It was found that the higher the content of samarium atoms in the
bulk of silicon at the same high-temperature treatment temperature, the higher the concentration of the deep level Ec—0.39 eV. From
this we can conclude that the EC-0.39 eV level is associated with the activation of samarium atoms in the n-Si<Sm> volume.
Keywords: Capacitive spectroscopy, DLTS; Silicon; Doping; Samarium,; Heat Treatment; Energy Spectrum; Deep Level; Formation
Efficiency

PACS: 71.20.-b, 71.28. +d

INTRODUCTION

It is known that the atoms of rare-earth elements introduced into the silicon lattice from the melt during growth,
possessing high chemical activity and propensity to complexation, are present in silicon in an electrically inactive
state [1-6]. The atoms of these rare earth elements in silicon can be activated by various external influences, such as heat
treatment or irradiation [7-9].

In connection with the search for semiconductor materials with special properties (increased thermal stability, radiation
resistance, etc.), interest in silicon doped with rare-earth elements has recently increased due to their essential role in the
formation of silicon properties [10-12]. The world practice shows that during the technological processing of semiconductor
wafers in the production of various structures and devices, various interactions of defects with each other occur, which are
determined primarily by uncontrolled and specially introduced point defects characterized by maximum mobility in the
lattice [13-16]. Therefore, the processes of defect structure formation of the crystal must be related to them.

In this work, the influence of various high-temperature treatments on the properties of silicon doped with samarium
atoms during the growth process is investigated.

MATERIALS AND METHODS

Studies of the energy spectrum of deep levels (DL) appearing in samarium-doped silicon after various high-temperature
treatments in the temperature range 900-1250 °C were carried out using the DLTS method on Schottky barriers created on
the basis of initial and heat-treated samples of silicon with samarium impurity. The methods of measurement and processing
of DLTS spectra, as well as the technology of Schottky barriers fabrication are described in [17-18].

The concentration of deep levels in n-Si<Sm> samples and control samples were determined from the maximum of
DLTS peaks, as well as using volt-farad characteristics [18-21].

Measurements of DLTS spectra in the original n-Si<Sm> samples, (not subjected to high temperature treatments)
showed that no deep levels were observed in appreciable concentration as well as in the original n-Si control samples. At
the same time, additional studies by neutron activation analysis indicate the presence of Sm atoms in rather high
concentrations (from 10" to 10'” cm™) in the n-Si<Sm> volume.

These facts confirm the assumption of the authors [22,23] about electroneutrality of Sm atoms in Si. According to
the same authors, the presence of Sm atoms has a noticeable effect on the thermal stability of Si.

In order to study the role of samarium in the processes of thermal defect formation in silicon and possible activation
of samarium atoms under thermal effects, we carried out high-temperature treatments in the temperature range
900+1200°C for 5+10 h. Under the same conditions (T = 900+1200°C, t = 5+10 h) thermal annealing and control samples
of n-Si (without samarium) were carried out in parallel.

RESULTS AND DISCUSSION
Fig. 1 shows DLTS spectra of n-Si<Sm> and n-Si samples heat-treated at 1200°C for 2 h followed by sharp
quenching. The spectra were measured in constant voltage mode (Usamp. =8 V) in the temperature range 77-300 K at
t; =10 ms and t, = 60 ms.
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Figure 1. Typical DLTS spectra of n-Si control samples (curve 1) and n-Si<Sm> samples (curve 2) heat-treated at T = 1200°C

The dependences 1g(0) = f(10°/T), the so-called Arrhenius plots [24], obtained from the DLTS spectra by comparing
them with the calculated curve AC/AC,ax are shown in Fig. 2. These measurements showed that two peaks with maxima
at Tmax = 110 K (peak A) and Tmax = 180 K (peak B) are observed in the DLTS spectra of silicon samples doped with
samarium during growth and subjected to high-temperature treatment.
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Figure 2. Temperature dependences of the recharge time constant of deep levels in n-Si<Sm> samples subjected to thermal treatment

From the slope of the dependences lg (0)=f (10°/T) for each of the DLTS peaks, it is obtained that the DLs occurring
in the upper half of the forbidden zone of n-Si<Sm> samples (Fig.1, curve 2) as a result of high-temperature treatment

have fixed ionization energies Ec-0.23 €V and Ec-0.39 eV and electron capture cross sections equal to 6, ~4-10"17 and
1.2-10°"> cm?, and the concentrations of these levels after high-temperature treatment at T= 1200 °C are 3.9-10'* cm™ and
1.2-10" cm’3, respectively.

The DLTS spectra of the heat-treated control samples of n-Si, which underwent the same heat treatment

as n-Si<Sm>, show one deep level with ionization energy Ec-0.23 eV, electron capture cross section o, ~ 4.10'7 and
concentration 1.0-10"%cm? (Fig.1, curve 1).

Analysis of DLTS spectra shows that the concentrations of the observed levels in n-Si<Sm> samples strongly depend
on the treatment temperature: the concentrations of DL Ec-0.23 eV and Ec-0.39 eV after high-temperature treatment at
1100°C (Fig.3, curve 1) have values of 5.7-10"* cm™ and 8.6-10'3 cm™, respectively, and after high-temperature treatment
at 1200 °C (Fig.3, curve 2) their values are 3.9:10'3 cm™ and 1.2-10" cm, respectively.

In the heat-treated control n-Si samples, the concentration of Ec-0.23 €V level was 7.9-10'3 cm™ (at T= 1100°C,
Fig. 3, curve 3) and 1.0-10'* cm™ (at T= 1200 °C, Fig.3, curve 4).
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Figure 3. Typical DLTS spectra of heat-treated n-Si<Sm> (curves 1 and 2) and n-Si (curves 3 and 4) samples
T, °C: 1100 - curves 1 and 3, 1200 - curves 2 and 4

Comparison of the obtained results shows that the higher the temperature of high-temperature treatment, the greater
the concentration of the deep level Ec-0.39 eV. On the contrary, the concentration of the level Ec-0.23 eV in n-Si<Sm>,
which is also observed in the control samples, decreases markedly with increasing high-temperature treatment
temperature. Note that at the same processing temperatures, the concentration of this deep level in the n-Si<Sm> samples,
is much smaller than in the control n-Si samples (see Table 1).

In addition, it is found that the higher the content of samarium atoms in the silicon volume at the same temperature
of high-temperature processing, the greater the concentration of the deep level Ec-0.39 eV. Hence, it can be concluded
that the level Ec-0.39 eV is associated with the activation of samarium atoms in the n-Si<Sm> volume.

Table 1. Deep level concentrations of samples at different temperatures

Samples Turr, °C DL concentration, cm™
Ec-0.23 eV Ec- 0.39eV
n-Si<Sm> 1100 5.7-1013 8.6:1013
n-Si<Sm> 1200 3.9-108 1.2-10
n-Si, control 1100 7.9-103 -
n-Si, control 1200 1.0-10 --
CONCLUSIONS

Thus, the analysis of the obtained results shows that samarium atoms introduced into the silicon lattice from the melt
during the growth process are in the silicon volume in an electrically inactive state. High-temperature treatment in the
range T = 900+1200°C during t = 5+10 h. leads to the formation of deep levels, probably associated with the activation
of samarium atoms. The dependence of the efficiency of formation of deep levels Ec - 0.39 eV on the samarium content
and processing temperature provides additional evidence that the observed deep levels are due to samarium atoms.

The level Ec - 0.23 eV is probably a defect of heat treatment, since it is observed in the control samples (heat treated
without samarium).

It should be noted that the fact that the concentration of deep levels Es - 0.23 ¢V in samples of samarium-doped
silicon is smaller than in control samples suggests that samarium atoms reduce the efficiency of formation of thermal
defects in silicon.
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€MHICHA CIIEKTPOCKOIIIA INIMBOKUX PIBHIB Y KPEMHII 3 JIOMIIIIKOIO CAMAPIIO §
Hlapida b. Yramypanosa, Xomkakoap C. danaies, lllaxpyx X. [lauieB, Ykram K. €Epyriie
ITnemumym ¢hizuxu nanienposionuxis i mikpoenexmponixu Hayionanvroeo ynieepcumemy Yzoexucmany, Tawxenm, Y30exucman

Meroznom nepexinHoi eMHicHOT ru6okopiBHeBo] criektpockomii (DLTS) nocmimkeHo BIIMB TepMidHOT 00poOKH Ha OBEIHKY aTOMIB
camapiro, BBEJICHHX y KpeMHill y porieci pocty. [Toka3ano, 10 pi3Hi BHCOKOTEMIIEpaTypHi 00pOOKH IPU3BOIATE 10 aKTHBAIIT aTOMIB
camapito B 00'emi n-Si Ta yTBOPEHHs INTMOOKUX PiBHIB. BU3HAYE€HO €HEepreTHYHUH CIEeKTpP IMIMOOKHUX PIBHIB, 110 BUHUKAIOTH IiJ 4ac
TepMiuyHHX 00poOOoK. JlocmimKeHo 3aJexHICTh e()EeKTHBHOCTI YTBOPEHHs LMX pPIBHIB B n-Si<Sm> Bix TemmepaTypu 0OpOOKH.
BusiBiieHo, 110 YUM BHILIUI BMICT aTOMIB camapiio B 00'eMi KpEeMHIiIO IPH OJHAKOBIN TeMIEPaTypi BUCOKOTEMIIEPAaTypHOI 00poOKH,
TUM BHUIAa KOHIEHTpauis riaubokoro piBas EC-0,39 eB. 3 nporo mMoxkHa 3poOUTH BHCHOBOK, 1110 piBeHb EC-0,39 ¢B nos's3anwuii 3
aKTUBAIII€I0 aTOMIB caMapiro B 00'eMi n-Si<Sm>.

Kurouosi cinoBa: emuicrna cnexmpockonia;, DLTS,; kpemHitl; nery8anus, camapii; mepmooOpoOKa, enepeemudnull chekmp, 2auboxuil
pisens, epekmusHicms hopmysanus
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TO THE THEORY OF DIMENSIONAL QUANTIZATION IN NARROW-GAP CRYSTALS
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This article discusses studies of size quantization phenomena in zero-, one-, and two-dimensional semiconductor structures. The main
attention is paid to the mechanisms of photon-kinetic effects in these structures. Despite many studies of the physical properties of low-
dimensional systems of current carriers, the size quantization of energy spectra in narrow-gap semiconductors and the associated
photonic-kinetic effects are still insufficiently studied. Therefore, this study focuses on the quantum mechanical study of size
quantization in certain cases using Kane's multiband model. The insolvability of the 8x8 matrix Schrodinger equation in the Kane
model for a potential well of arbitrary shape is analyzed. The dependence of the energy spectrum on the two-dimensional wave vector
is studied for various cases. In particular, the energy spectra for InSb and GaAs semiconductors are considered, depending on the band
parameters and the size of the potential well. Conclusions are presented on the analysis of various cases of size quantization in narrow-
gap crystals with cubic or tetrahedral symmetry in the three-band approximation. It is shown that the energy spectrum corresponds to
a set of size-quantized levels that depend on the Rabi parameter, band gap, and well size. The size-quantized energy spectra of electrons
and holes in InSb and GaAs semiconductors are analyzed in a multiband model.

Keywords: Dimensional Quantization; Narrow-Gap; Crystal; Kane model; Schrodinger equation; Electron; Subband;
Nanoelectronics,; Heterostructure, Energy spectrum
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INTRODUCTION

Modern achievements in the field of nanoelectronics and nanotechnology have made it possible to observe and study
new unique phenomena occurring in zero-, one-, and two-dimensional semiconductor structures [1-5]. The creation of
such structures contributes to the study of the mechanisms of photon-kinetic effects occurring in them [6-9].

Although many works [10-14] are devoted to the study of physical properties of low-dimensional systems of current
carriers, but dimensional quantization of energy spectra in narrow-gap semiconductors and related photon-kinetic effects
are rather poorly investigated. Therefore, this paper quantum-mechanically investigates dimensional quantization in
specific cases. The calculations are carried out in the multizone Kane model [3, 15, 16].

THE SCHRODINGER EQUATION AND ANALYSIS OF ITS SOLUTIONS FOR VARIOUS CASES

In the first part of this paper, it is shown that in the approximation of the multizone Kane model the matrix
Schrodinger equation is analytically unsolvable for a potential well of arbitrary shape. Therefore, it investigates the
dependence of the energy spectrum of the two-dimensional wave vector perpendicular to the direction of dimensional
quantization (on the Oz axis) for various cases differing in the region of current carrier energy values. As in the first part,
for simplification of calculations we will restrict ourselves to linear in terms of the summands in the Kane Hamiltonian,

k — the wave vector of current carriers. Then the Schrodinger equation in the Kane model can be represented as:

9%,
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whose solution is found in the form
912(2) = c1e™1% + c,e” ™% or @, ,(2) = dy cos(kyz) + d sin(kyz), )

where ¢y, ¢,- integration constants
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If in expression (2) we take into account the condition of continuity of wave functions at the interface of the
heterostructure: ¢, ,(z = 0) = @4 ,(z = a) = 0, then the size quantization of the energy spectrum of current carriers can
be analyzed for the following cases:

1-case. When a particle moves in the field of a potential well (U, = 0), then the dependence of the energy spectrum
on the two-dimensional wave vector is determined by the relation:

3 E(E+Eg)?
K2y (B) = 2
<Z(E+Eg)+m

—(g)) - ()" 5)

Figures 1 and 2 show the energy spectra for /nSh and Gads, calculated according to (5) for three size-quantized
subbands. In the calculations, the following values were chosen: for the InSb crystal m,; = 0.0143m, - effective mass
of electrons, a = 50 - 107°m (Fig. 1 a), a = 75 - 107'%m ( Fig. 1 b) - potential well width, E; = 0,18eV - band gap,
A = 0.803 eV - spin-orbit splitting energy, and for GaAs: m,; = 0.063m, - effective electron mass, a = 50 - 1071%m
(Fig.2a),a = 75-107"m (Fig. 2 b), E; = 1.52eV, 4 = 0,341 eV, P = g ’fnﬂ - Kane parameter.
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Figure 1. Size-quantized energy spectrum of electrons in InSb

In these figures, the region of negative values of the squared wave vector corresponds to the region of forbidden
energies, represented by dashed lines, which represent the bandgap width and the spin-orbit splitting zone. From Fig. 1
and 2 it is clear that with increasing width of the potential well, the width of the band gap decreases (due to a shift in the
energy spectrum due to size quantization) and the energy distance between close states of size quantization levels (since
the energy spectrum of size quantization is inversely proportional to the width of the well).

Therefore, the energy states of electrons in the conduction band (solid line in the region of positive energy values
(see Fig. 2)) and the subband of light holes in the valence band (solid line in the region of negative energy values in Fig. 2)
are quantized depending on the size of the potential well, and the heavy hole subband of the valence band corresponds to
a vertical line, since in Kane’s approximation it does not depend on the hole wave vector. In the calculations, the minimum
value of the conduction band was chosen as the energy reference point, so the electron energy is positive and the hole
energy is negative.
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Figure 2. Size-quantized energy spectrum of electrons in GaAs
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2-case. When the particle moves along the direction of dimensional quantization (in this case k, = 0, k,, = 0), then

the energy spectrum corresponds to a set of dimensionally quantized levels, depending on the zone parameters and the
size of the hole and is described by the expression

3 2
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In both - above-mentioned cases the expressions of dimensional quantization can be simplified in the following

Q)

way:
(a) The energy region of current carriers satisfying the condition E' + E; << 4 is defined as

k3 () = S E(E +Ey) — (ﬂ)2 %

a
from which we have an expression for the energy spectrum having two branches dimensionally quantized, which
correspond to the dimensional quantization of subzones of electrons in the conduction zone (sign "+") and light holes
(Sigl'l "_")

2
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Here and below n; = 1,2,....;
(b) at E + E; — Uy << A the dimensionally quantized levels are defined by the relation
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(c¢) Under the condition E + Eg0 >> A the dependence of the current carrier energy on the two-dimensional wave
vector is defined as
1 2
K3y (B) = Z E(E +E) — (22), (10)

from which we obtain the expression for the size-quantized energy spectrum of electrons (sign "+") and light holes
(sign "_")

E TN,
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The energy spectrum of electron size quantization calculated for InSb by expression (11) is shown in Fig. 3, where
a) for the two-dimensional case; b) for the three-dimensional case. The above values of physical quantities are chosen in
the calculations;

(d) under the condition E + E; — Uy << 4 there appear the dimensionally quantized levels defined by the relation
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Figure 3. Size-quantized energy spectrum of electrons in InSb: a) two-dimensional; b) three-dimensional case
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CONCLUSIONS

Thus, various cases of dimensional quantization in narrow-gap crystals of cubic or tetrahedral symmetry in the three-
gap Kane approximation have been analyzed.

Expressions are obtained for the energy spectrum depending on the two-dimensional wave vector when electrons
move both in the field of a potential well, directed along the interface of the heterostructure, and in the direction of size
quantization. It is shown that in this case the energy spectrum corresponds to a set of dimensionally quantized levels,
depending on the Rabi parameter, the band gap and the size of the well.

The size-quantized energy spectrum of electrons in the conduction band and holes in the subband of light holes in
InSb and GaAs semiconductors was analyzed in the three-band Kane model, where the mass of heavy holes is considered
infinite [15].
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JO TEOPIi PO3MIPHOI'O KBAHTYBAHHS ¥V BY3bKOIIIIMHHUX KPUCTAJIAX
Illapida b. Yramypanosa?, Pycram 0. Pacyiios®, Bokco6 P. Pacyios®,
Kamoaaxon K. Ypinosa®, Kaxpamon M. ®aiizyiaes?
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VY mift cTarTi po3MIIAAAIOTECS JOCIIUKEHHS SIBUI PO3MIPHOTO KBAaHTYBAaHHS B HyJb-, OJJHO- T4 JBOBHMIPHHX HaIliBIPOBITHUKOBHX
cTpykTypax. OCHOBHY yBary HnpHIiIcHO MeXaHi3MaM ()OTOHHO-KIHETHMYHUX e(eKTiB y X CTpyKTypax. He3Baxkaroun Ha YMCICHHI
JOCI/KEHHsT (DI3UYHMX BJIACTHBOCTEH HU3BKOPO3MIPHHX CHCTEM HOCITB CTpyMy, po3MipHE KBaHTYBaHHS €HEPIeTHYHUX CHEKTPIB Y
BY3bKO30HHHUX HAIIBIPOBIJHUKAX 1 MOB'A3aHI 3 HUM (POTOHIKO-KiHETHYHI €(eKTH Ile HEIOCTATHHO BUBUEHi. TaKUM YHHOM, IIe
JOCIIIDKEHHS 30Cepe/KEHO Ha KBAHTOBO-MEXaHIYHOMY JJOCII/DKEHHI PO3MiIpHOTO KBAaHTYBaHHS B [IEBHUX BHUIAKaX 3 BUKOPHCTAHHIM
Oararo3onHoi mozenm Keiina. IlpoananizoBaHo Hepo3B’s3HiCTh MaTpuuHoro piBHsSHHA Llpeminrepa 8x8 y momeni Keitna mns
MOTEHIIHHOI sIMU TOBITBHOT (popMu. JIOCITiIKEHO 3aIeXKHICTh EHEPTETHYHOTO CIIEKTPa BiJl TBOBUMIPHOTO XBHIBOBOTO BEKTOpA IS
pi3HMX BUMAAKiB. 30KpeMa, PO3IIITHYTO €HEpPreTHUYHI CIEeKTPH HamiBOpoBimHUKIB InSb Ta GaAs 3aye’xHO BijJ mapaMeTpiB 30HH Ta
po3mipy noTteHniiHOI sMu. [TofaHO BUCHOBKY IIOJIO aHANIi3Y Pi3HUX BUMAJKIB PO3MIPHOTO KBAaHTYBAHHS y BY3bKO30HHHX KpHCTaJIax
3 Ky0i4HOIO0 a0 TeTpaeIpUYHOI0 CUMETPI€I0 B TPU30HHOMY HalOkeHHi. [Toka3aHo, 110 eHEepreTHYHUH CIEeKTp BianoBinae Habopy
PO3MIpHO-KBaHTOBAaHHMX PIBHIB, sIKi 3ajiekaTh Bix mapamerpa Pa6i, 3a00poHeHOI 30HHM Ta po3Mipy sMH. Po3MipHO KBaHTOBaHi
SHEPreTHYHi CIIeKTPH eJICKTPOHIB 1 AipoK y HamiBnpoBinHukax InSb i GaAs npoaHaii3oBaHO B 6araTo30HHIN MOJEIII.
KurouoBi cnoBa: sumipne xeanmyeanna; €ysvka wyinuma; Kpucman, mooenv Keiina; pisuanna Llpedineepa; enexmpon; nio3oua;
HAHOENEeKMPOHIKA; 2emepoCmpPYKmMypd; eHepeemuyHuil CHeKmp
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In this study, a well-known Weakest Bound Electron Potential Model (WBEPM) was used to determine the exited-state ionization
potential of lithium-like elements for different iso-spectrum series such as 1s22p? Py, 152352 S1/25 1s23d? Dy, 152452 S1/2
1524p? Py;, and 1s24d? D, ;, having nuclear charges from Z = 3 to Z = 18. On the other hand, to utilize relativistic correction,
Briet-Pauli approximation has also been applied to the ionization potential using a fourth-order polynomial expression in the nuclear
charge Z. The deviation within the range of 0.1% has been observed between estimated and experimental values that are quite
remarkable. Furthermore, new ionization potentials were proposed for iso-series with Z ranging from 19 to 30.

Keywords: non-relativistic ionization potential,; lonization Potentials; Breit-Pauli approximation; Weakest bound electron potential
model (WBEPMT), nuclear charges

PACS: 31.10, +z, 31.15.—p, 31.15.Ct, 31.90.+s, 32.30.—r

INTRODUCTION

The application and properties of excited states of many electron systems have great implications in many fields of
research. The spectroscopic data signify research areas in both theoretical and experimental fields like fine structure,
transition probabilities, Rydberg levels, ionization potentials, etc. In 2022 the full core plus correlation and the Rayleigh-Ritz
variation methods were used to study the non-relativistic energies wave functions and fine structures of
high-angular-momentum states of lithium-like ions by Xin Liu and Jingchao Zhang [1].In 2019 V. Malyshev and his group
use quantum electrodynamics theory to developed a technique to calculate the two-electron recoil contributions for the 1s?
state in helium (He) like ions and the 1s%2s and 1s?2p, /2 states in lithium (Li) like ions [2]. In 2018 Shabaev et al. evaluated
nuclear recoil effect on the g factor of highly charged Li-like ions by using 1/Z perturbation theory [3]. In 2017 by using
relativistic configuration interaction (CI) method V.A. Yerokhin and his team calculated energy levels of the 15221 and
152121’ states of Li like ions for Z=6-17, their theory is more accurate for the core excited states [4]. In 2016 V. A. Yerokhin
et.al. reported a method to calculate more accurate value for fine structure constant y by employing the weighted difference
of the g factors of the H- and Li-like ions (light element) [5]. In order to gain insight into the electronic structure of various
systems, accurate determination of ionization potentials has been the subject of considerable research efforts in physics,
chemistry and related fields. Reliable data on the ionization potentials for the lithium-like sequence is particularly important
as it facilitates the interpretation of physical and chemical processes. To calculate ionization potentials for ionic or atomic
systems, several methods have been employed, such as the ‘R-matrix method’, ‘relativistic configuration interaction (CI)
method’, ‘multi-configuration Hartree Fock (MCHF) method’, ‘multi-configuration Dirac Fock (MCDF) methods’ and
‘relativistic many-body perturbation theory (MBPT)’ [6-13]. In recent past, a new method has been introduced by Zheng et
al. known as the weakest bound electron potential model theory (WBEPMT) for ionization potential, transition probabilities,
life time, quantum defects etc. The group also reported transition probability of Lithium atom and lithium like ions by using
the same theory [14-19]. In 2022, R. Siddiq et al. studied the four series of Li, by using WBEPMT they calculated energies
and transition probabilities of the series [20]. Saced et al. evaluated transition probabilities and lifetimes of the lithium levels,
and found new lifetimes using polynomial of each of the ns, np, nd and nf series [21]. In 2007, Yildiz et al. reported excited
state ionization potential for Li by using the same theory [22]. In this work, WBEPMT, Breit-Pauli approximation and the
concept of iso-spectrum-level series have been used for the precise extrapolation of ionization potentials as a function of the
nuclear charge Z. The calculated ionization potential has been compared to Yildiz’s findings, and it was discovered that they
are in satisfactory conformity. This study is a continuation of Yildiz’s work. Overall, these calculations are important in
understanding the behavior of atoms and their properties.

THEORY
In this work, weakest bound electron potential model theory was used, that were developed on the basis of separation
of weakest bound electron (WBE) and non-weakest bound electron (NWBE). In atomic and ionic system innermost
electrons containing multiple electrons or atomic core electrons are NWBE, and others that are less tightly or outermost
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electrons are known as WBE [17 new 18]. By using this model many electron systems reduce to Li-like atom, which have
a single electron in their outermost shell as WBE and the core with combination of nucleus and inner electrons become
NWBE. The electronic configuration is identical for all atomic or ionic terms within an iso-electronic series. However,
this concept alone cannot accurately determine the ionization potentials of excited states. To address this limitation, the
iso-electronic series concept is used to calculate ionization potentials. This series consists of energy levels that share the
same level symbol within a known iso-electronic series. The electronic configuration, spectrum terms, and energy levels
are all identical in this concept, except for the variable of nuclear charge Z [15].

The total energy of atomic and ionic systems can be calculated as the sum of relativistic energy and non-relativistic
energy [15-17].

1(Z) = Ir(Z) + Inr(Z)~ (1

The symbol I(Z) is used for total energy of atomic and ionic systems, I,.(Z) for relativistic energy and symbol I,,-(Z)
for non-relativistic energy. For calculation of non-relativistic energy WBEPMT is used, likewise Breit-Pauli
approximation is used for relativistic energy.

NON-RELATIVISTIC IONIZATION POTENTIALI,,,.(Z)
According to WBEPM theory [18] the weakest electron under the non-relativistic condition moves in an orbit that
has a larger period, due to which the coupling between WBE and NWBE reduces to Schrodinger equation of the weakest
electron in a similar way as the hydrogen atom. The Schrodinger equation of the i" weakest electron can be written as

1
[_gviz + V(r)lei = Eig;, (2)
d(d dl A
V@) = SR (D). 3)

The first term in equation (3) represents polarization potential which is formed due to dipole formation of ionic core and
WBE, and the second term is Columbic potential. Z*is the effective nuclear charge and defined as:

2 =JZ-0)2+g(Z—-1Z,) )

Here Zo is nuclear charge, ¢ is screening constant and symbol g is used for relative increase factor. The ionization potential
of an atom or ion can be calculated using equation (5) [16-18]:

z _ (2-0)+8(Z-Zo)
= 55= 00— ®)

2n*2 2n*2

Here n* is the effective principal quantum number and can be calculated by using quantum defect.

RELATIVISTIC IONIZATION POTENTIAL I.(Z)
To calculate the relativistic effect the Breit-Pauli approximation is applied. The relativistic corrections of the iso-
spectrum-level series could be determined by fitting fourth-order polynomial in nuclear charge. The method used to
calculate 1,.(Z) is the same as in [16]:

Ir= $toaZ ©)

The Value of Z! is used in the computation of the relativistic contribution and effective nuclear charge of an atom. The
parameters a; can be determined by using the experimental values of ionization potential ey, and non-relativistic
ionization potential I,. by using equation (1). The value of Ig, is obtained from NIST (National Institute
of Standards and Technology) website [23]. Now the total ionization potential of the iso-spectrum-level series is given
by equation number (7).

_ (Z—0)*+8(2-Zo)
- 2n2

I + YhoaiZ )
RESULT AND DISCUSSION

The excited state ionization potential for a range of lithium-like series, including 1s?2p' P, j,, 152352 S, 5,
15%3d? Dy/p, 15%4s% S5, 15%4p® Py, and 1s%4d? D, , have been determined by using WBEPM theory, and the
Breit-Pauli approximation for n = 3 to n = 30 energy levels. It is found that values of ionization potential of Lithium-Like
ions are very close to the results available in NIST [23]. WBEPM is used to calculate non relativistic ionization potential
I, equation (5). To obtain more fine results of Ionization potential, relativistic effect is introduced in the ionization
potential using Breit-Pauli approximation, equation (6). In addition to determine total ionization potential, equation (7) is
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utilized that is the combination of both relativistic and non-relativistic effect. Since the relativistic effect generally depends
on nuclear charge Z of an atom, therefore atoms like lithium to neon the relativistic effects have little impact to total
energies [24-25]. The major relativistic contributions to the ionization potential increases up to the fourth power of nuclear
charge Z of the iso-spectrum level series [26]. Different parameters of potential, in which the weakest bound electron
travels given by equation (3) is reported in Table I. In Table II(a)-1I(c) the calculated non relativistic ionization potential
is compared with experimental [23] and Yildiz [19] values. First column shows nuclear charge (Z), second column shows
experimental ionization Potential (Ieyp), third column shows Yildiz ionization potential (Iyjgi,), column IV shows
calculated non-relativistic ionization Potential (I,.) and fifth column shows the difference between loy, and I,
Figure I-11I shows the graphs between nuclear charge (Z) and non-relativistic ionization potential for different series.
The red curve shows the work of Yildiz [22], the blue curve an extension of red curve shows the ionization potential
calculated in this work. The two curves in all series perfectly overlap

Table I. The parameters required to calculate the ionization potential of Lithium-Like Sequence by Computer Program

1t series 27 series 31 series 4™ series 5t series 6 series

15%2p P12 152352812 1523d?Din 15%452S12 15%4p°P1n 15%4d*D12
c 1.9998552 1.998069833 2.000027255 2.000272688 2.000034471 2.000033207
n* 1.9905805 2.992304883 2.999200319 3.992108353 3.991755353 3.998513662
g 0.1830223 0.51920133 0.002941923 0.386424563 0.096351577 0.000799136
a0 12.401682 4.45E+00 6.04E+00 2.74E+00 3.24E+00 3.40E+00
al -1.33E+01 -5.37E+00 -6.05E+00 -3.12E+00 -3.35E+00 -3.40E+00
a2 3.43E+00 1.52E+00 1.51E+00 8.54E-01 8.54E-01 8.51E-01
a3 1.67E-08 -2.37E-07 3.14E-08 6.90E-08 -1.54E-07 1.14E-07
a4 1.14E-13 5.84E-09 -2.36E-10 -1.46E-09 3.39E-09 -3.05E-09

Table II (a). A Comparison between non-relativistic values of ionization potential with other results for series 1s?2p P12 and 1s?3s?S12
1st series (1s22p 2P112) 2nd series (1523s2S12)

z Iexp [20] Iyildiz [19] Inr (eV) Iexp —Inr z Lexp lyildiz[lgl Iy (eV) Iexp —Inr
3 | 3.54344 3.54344 3.543443 -2.79E-06 3 2.01833 2.01833 2.018324 5.70E-06
4 | 14.25066 14.32546 14.32546 -2.09E-06 4 7.27085 7.28714 7.287146 -5.95E-06
5 | 31.93084 31.97487 31.97487 3.62E-06 5 15.58641 15.59502 | 15.59503 -7.10E-06
6 | 56.49166 56.49166 56.49166 4.32E-06 6 26.94195 26.94197 | 26.94197 2.24E-06
7 | 87.90269 87.87583 87.87583 2.95E-08 7 41.33234 41.32797 41.32797 2.07E-06
8 | 126.15448 126.12739 126.1274 7.35E-07 8 58.75740 58.75303 | 58.75303 2.40E-06
9 | 171.24633 171.24633 171.2463 -3.56E-06 9 79.21710 79.21715 | 79.21715 3.22E-06
10 | 223.18138 223.23266 223.2327 -2.85E-06 10 | 102.71914 102.7203 | 102.7203 4.54E-06
11 | 281.96689 282.08638 282.0864 2.85E-06 11 129.25182 129.2626 | 129.2626 -3.65E-06
12 | 347.61269 347.80748 347.8075 3.56E-06 12 158.84802 158.8439 158.8439 -1.35E-06
13 | 420.12125 420.39596 420.396 -7.36E-07 13 | 191.47027 191.4642 | 191.4642 1.44E-06
14 | 499.54365 499.85183 499.8518 -2.90E-08 14 | 227.20910 227.1236 | 227.1236 -5.27E-06
15 | 585.84889 586.17508 586.1751 -4.32E-06 15 | 265.95539 265.8221 | 265.8221 -1.48E-06
16 | 679.10256 679.36572 679.3657 -3.62E-06 16 | 307.72651 307.5597 | 307.5596 2.79E-06
17 | 779.27514 779.42375 779.4237 2.09E-06 17 352.60836 352.3362 352.3362 -2.43E-06
18 | 886.40532 886.34916 886.3492 2.79E-06 18 | 400.57306 400.1519 | 400.1519 2.83E-06
19 1000.142 19 451.0066
20 1120.802 20 504.9004
21 1248.33 21 561.8332
22 1382.725 22 621.8051
23 1523.987 23 684.8161
24 1672.117 24 750.8661
25 1827.114 25 819.9551
26 1988.978 26 892.0833
27 2157.71 27 967.2505
28 2333.309 28 1045.457
29 2515.776 29 1126.702
30 2705.11 30 1210.986
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Table II(b). A Comparison between non-relativistic values of ionization potential with other results for series 1s?3d’Di2and 15?4s°S1/2

3rd series (1s23d2D112) [19] 4th series (1s%4s%S12) [19]
V7 Iexp[ZO] Iyildiz Inr ( (eV) Iexp - Inr V7 Iexp[ZO] lyildiz Inr ( (eV) Iexp - Inr
3 1.51291 1.51291 1.512914 | -4.30E-06 3 1.05064 1.05064 1.0506407 -6.86E-07
4 6.05316 6.05379 6.05379 1.40E-07 4 3.89488 3.90338 3.9033829 -2.85E-06
5 13.61943 13.61977 13.61977 3.16E-06 5 8.45868 8.46357 8.4635681 1.86E-06
6 24.21083 24.21085 24.21085 4.77E-06 6 14.73119 14.7312 14.731197 3.44E-06
7 37.82680 37.82702 37.82703 | -5.05E-06 7 22.70955 22.70627 22.706268 1.91E-06
8 54.46972 54.46831 54.46831 3.72E-06 8 32.39465 32.38878 32.388783 -2.75E-06
9 74.13465 74.13469 74.13469 1.07E-06 9 43.78560 43.77874 43.778741 -5.35E-07
10 96.81329 96.82617 96.82617 | -2.99E-06 10 56.87938 56.87614 56.876141 -1.44E-06
11 122.55134 122.5428 122.5428 1.52E-06 11 71.68095 71.68099 71.680985 4.53E-06
12 151.31074 151.2845 151.2844 4.62E-06 12 88.19848 88.19327 88.193273 -2.62E-06
13 183.08382 183.0512 183.0512 | -3.70E-06 13 106.52100 106.413 106.413 -2.90E-06
14 217.92139 | 217.8431 217.8431 -3.44E-06 14 | 126.39435 | 126.34018 126.34018 3.70E-06
15 255.80362 | 255.6601 255.6601 -4.60E-06 15 148.01319 | 147.97479 147.97479 -2.82E-06
16 296.67349 | 296.5022 296.5022 2.82E-06 16 | 171.41096 | 171.31685 171.31685 -2.47E-06
17 340.55864 | 340.3694 340.3694 | -1.17E-06 17 196.51987 | 196.36636 196.36636 4.76E-06
18 387.53903 387.2617 387.2617 3.42E-06 18 | 223.33434 | 223.1233 223.1233 -1.13E-06
19 437.1791 19 251.58769
20 490.1216 20 281.75952
21 546.0892 21 313.6388
22 605.0819 22 347.22552
23 667.0997 23 382.51968
24 732.1426 24 419.52128
25 800.2106 25 458.23033
26 871.3037 26 498.64682
27 945.4219 27 540.77075
28 1022.565 28 584.60213
29 1102.734 29 630.14095
30 1185.927 30 677.38722

Table II (¢). A Comparison between non-relativistic values of ionization potential with other results for series 1s*4p*P12and 1s?4d’D1/2

Sth series (1s*4p2P112) 6th series (1s?4d’D12)

z I(-‘:xp [20] Iyildiz[19] I ((eVY) I(-‘:xp — Iy V/ Iexp[20] Iyildiz[19] Inr ((eVY) I(-‘exp — Iy
3 0.86995 0.86996 0.869955 4.55E-06 3 0.85088 0.85089 0.850888 1.54E-06
4 3.48627 3.49489 3.494892 -1.90E-06 4 3.40437 3.40427 3.404271 -9.26E-07
5 7.82257 7.82757 7.827573 -3.48E-06 5 7.65991 7.65963 7.659631 -5.19E-07
6 13.86799 13.868 13.868 -1.74E-07 6 13.61696 13.61697 13.61697 2.77E-06
7 21.61960 21.61617 21.61617 -1.99E-06 7 21.27555 21.27628 21.27628 -1.07E-06
8 31.07590 31.07209 31.07209 1.07E-06 8 30.63627 30.63757 30.63757 -2.03E-06
9 42.24083 42.23575 42.23575 -9.97E-07 9 41.70082 41.70084 41.70084 -1.07E-07
10 55.10167 55.10716 55.10716 1.82E-06 10 54.46076 54.46608 54.46609 -5.31E-06
11 69.68630 69.68631 69.68631 -4.93E-07 11 68.96604 68.93331 68.93331 2.37E-06
12 86.02284 85.97321 85.97321 2.08E-06 12 85.26550 85.10251 85.10251 2.92E-06
13 103.98956 103.9679 103.9679 -4.78E-07 13 102.99906 102.9737 102.9737 -3.64E-06
14 123.74763 123.6702 123.6702 1.85E-06 14 122.60092 122.5468 122.5468 2.67E-06
15 145.64399 145.0804 145.0804 -9.53E-07 15 143.86521 143.822 143.822 1.86E-06
16 168.27704 168.1983 168.1982 1.13E-06 16 166.84025 166.7991 166.7991 3.92E-06
17 193.14794 193.0239 193.0239 -1.92E-06 17 191.56114 191.4782 191.4782 -1.13E-06
18 219.73678 219.5572 219.5572 -8.57E-08 18 217.96899 217.8592 217.8592 -3.31E-06
19 247.7984 19 245.9423

20 277.7472 20 275.7273

21 309.4038 21 307.2143

22 342.7682 22 340.4032

23 377.8403 23 375.2942
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Figure I. Graphs between nuclear charge (Z) and non-
relativistic ionization potential for 1% series 15%2p* Py,

Figure III. graphs between nuclear charge (Z) and non-
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Figure V. graphs between nuclear charge (Z) and non-
relativistic ionization potential for series 1s%4p? Py /,
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Figure VI. Graphs between nuclear charge (Z) and non-
relativistic ionization potential for series 1s*4d? Dy,

Figure II. Graphs between nuclear charge (Z) and non-
relativistic ionization potential for series 152352 S, /,

Figure IV. graphs between nuclear charge (Z) and non-
relativistic ionization potential for series 1s%4s® Sy,

The Weakest Bound Electron Potential Model Theory the Breit-Pauli approximation is used to calculate the
ionization potentials of lithium-like series. The constants in Eq. 7 are determined by using experimental data from the
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National Institute of Standards and Technology (NIST) website [23] and reported in Table I. These constants are then
used to calculate non-relativistic ionization potentials from n = 3 to n = 30 for each individual series, as shown in Table II.
The experimental values from NIST are close to the calculated values for series. The non-relativistic potential for six
series has also been compared with the work of Yildiz [22]. The agreement in the overlap area of the two works is
excellent, as can be seen in Figure I-VI. An excellent agreement with previously reported data shows the reliability of
calculation. The blue curve an extension of red curve in Fig. I-VI shows the new relativistic ionization potential calculated
in this work. This work is an extension of Yildiz’s findings.
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HEPEJATUBICTCHKHMA PO3PAXYHOK IOTEHIIAJIB IOHI3ALI Y 36YI)KEHOMY CTAHI
JUISI M TIA-MTOIBHUX I0HIB 3 BAKOPUCTAHHSM TEOPIi MOJEJI CJTABIIOTO 3B'SI3AHOI'O
EJIEKTPOHHOI'O MHOTEHLIAJTY
Myxamman Pamiz Marin?, Pyxi 3agap®, Axman Aui Pamknyr?, lllagik ¥Yp Pexman®, Myxamman Mycrakim 3axin®
“ Kagheopa ¢izuxu, Yuisepcumem Kapaui, [lakucman
b Kagpedpa pizuxu, Yuisepcumem inoicenepii ma mexuonozii NED, Kapaui, Ilaxucman

VYV upomy gocmipkeHHi n1oOpe Bimoma Mojens MOTeHIany Haicnabmioro 3B’s3ky esnekrponie (WBEPM) Gyna Bukopucrana st
BH3HAUEHHS MOTEHLIANy iOHi3alil 30yMIKEHOro CTaHy JITI€ENOAiOHMX €NeMEHTIB Ui pI3HUX cepi 130CHeKTpy, TaKuX SK
1s22p?t Py, 152352 S1/25 1s23d? Dy, 152452 S1/2s 15%4p? Py, Ta 1s24d? Dy, AIXi MaroTh 3apsiny snpa Big Z =3 g0 Z = 18.
3 iHmoro OOKy, /Ul BUKOPHUCTaHHs PEIATHBICTCHKOI MOMPAaBKM JO iOHi3amlii Takoxk Oyjo 3acTtocoBaHo HaOmmkeHHs bpie-Ilaymi
MOTEHI[iaJ]], BUKOPHUCTOBYIOUM IOJIIHOMIaNIbHUH BHpPa3 YETBEPTOrO MOPSAKY B 3apsami sapa Z. Bimxwnenns B miamasoni 0,1%
CIIOCTEpITanocss MK PO3PaXyHKOBUMH Ta CKCIICPUMEHTAIFHIMH 3HAYCHHSAMH, IO € AOCHTh NpUMITHEM. KpiMm TOro, Oymm
3aIpONOHOBaHI HOBI MOTEHIIIANN 10HI3aMii AJ1s 130-psiiB i3 Z B Aianas3oHi Bix 19 1o 30.

KawuoBi ciaoBa: nepersmugicmcvkuii nomewnyian ionizayii; nomenyianu iouizayii; anpoxcumayis bpetima-Ilayni; moodens
nomenyiany Haiciabuozo 368'a3ky enekmponie (WBEPMT); sdepHhi 3apsiou



318

East EUROPEAN JOURNAL OF PHysics. 4. 318-325 (2023)
DOI:10.26565/2312-4334-2023-4-42 ISSN 2312-4334

SIMULTANEOUS DOCKING OF ANTIVIRAL DRUGS AND CYANINE DYES WITH PROTEINS
USING MULTIPLE LIGAND APPROACH

Olga Zhytniakivska*, ©Uliana Tarabara, ®Kateryna Vus, ®Valeriya Trusova, ©Galyna Gorbenko
Department of Medical Physics and Biomedical Nanotechnologies, V.N. Karazin Kharkiv National University
4 Svobody Sq., Kharkiv, 61022, Ukraine
*Corresponding Author: olga.zhytniakivska@karazin.ua
Received October 7, 2023; revised November 10, 2023; accepted November 17, 2023

The protein-based nanosystems for targeted drug delivery of a wide array of substances, ranging from small drugs and therapeutic
proteins to nucleic acids and genes, attract increasing attention due to their biocompatibility and biodegradability, extraordinary binding
capacity for different ligands, accessibility from natural sources, effective drug protection and gentle encapsulation conditions. Due to
the multitude of binding pockets and functional groups on the protein surface, these nanocarriers seem to be highly efficient
multifunctional nanotheranostic systems that could incorporate both a therapeutic drug and a visualizing agent. This integration serves
multiple purposes, including the regulation of drug release, monitoring the alterations at the target site in response to treatment, and
offering crucial insights into the efficacy of the intervention in its early stages. The development of these advanced nanosystems
necessitates a thorough comprehension of the potential interactions within these intricate systems. In the present study we assessed the
potential of six trimethine and seven pentamethine cyanine dyes to serve as visualizing agents in the drug-protein-dye systems which
include functionally significant proteins (cytochrome ¢, serum albumin, lysozyme and insulin and four antiviral drugs, viz. favipiravir,
molnupiravir, nirmatrelvir and ritonavir. The ternary systems with the highest dye-protein surface shape complementarity were
established for all groups of the examined cyanine dyes. The influence of the cyanine dye structure on the stability of the drug-protein-
dye complexes was assessed. The obtained results indicate that the dye-protein affinity is not solely dependent on the length of the
polymethine chain. It was found that the most prospective drug delivery systems containing the trimethines and pentamethines as
visualizing agents are AK5-6-, AK5-8- and AK3-11-drug-albumin complexes.

Keywords: Protein-drug-dye complexes, Antiviral agents, Protein nanoparticles, Drug nanocarriers, Cyanine dyes, Multiple
molecular docking

PACS: 87.14.C++c, 87.16.Dg

During the past decades the field of engineering materials for drug delivery applications in cancer therapy [1-3],
central nervous system indications [4,5], antiviral therapy [6,7], inflammatory [8,9] and cardiovascular diseases [10,11]
has witnessed a growing interest in utilizing the nanostructured drug delivery systems (DDS). The evolution of these
second-generation DDSs offers a range of advantages that aim to tackle numerous challenges associated with conventional
therapies including: i) enhanced stability and solubility of drugs; ii) reduced drug toxicity; iii) uniform dosing;
iv) improved drug pharmacokinetics and distribution, to name only a few [12-15]. Among the plethora of biomaterials
and synthetic polymers explored as fundamental blocks for creating nanopharmaceuticals tailored for targeted drug
delivery of a wide array of substances, ranging from small drugs and therapeutic proteins to nucleic acids and genes,
particular attention is devoted to the protein-based nanosystems [13-15]. Their appeal lies in numerous advantageous
attributes, such as: i) biocompatibility and biodegradability; ii) extraordinary binding capacity for various drugs;
iii) abundance of proteins available from natural sources; iv) drug protection from enzymatic degradation and rapid renal
excretion; v) gentle formulation and drug encapsulation requirements; vi) capability of surface covering with ligands
specific to target tissues, vii) streamlined synthesis procedures with cost-effective outcomes [13-16]. Moreover, owing to
the presence of numerous binding pockets and functional groups within the proteins, protein nanocarriers are especially
promising for the development of effective multifunctional nanotheranostic systems merging both the therapeutic and
diagnostic properties [17-19]. Theranostic nanomedicines assume the simultaneous integration of a therapeutic drug and
visualizing agent for control of drug release, monitoring the changes at the target site in response to the treatment, and
providing valuable insights into the effectiveness of the intervention at an early stage [17-18]. The fabrication of these
advanced second-generation nanosystems requires a comprehensive understanding of the possible interactions within the
complex systems.

In our previous work, we employed the multiple ligand simultaneous docking technique to investigate the
interactions among four functionally significant proteins (cytochrome ¢, serum albumin, lysozyme and insulin), four
antiviral drugs (favipiravir, molnupiravir, nirmatrelvir and ritonavir) and a series of cyanine dyes represented by four
monomethines and two heptamethines. Our primer focus was to identify the most suitable systems for creating the protein
nanoparticles carrying both antiviral drugs and cyanine dyes as visualizing agents [20]. The obtained results indicate that
the albumin-based nanosystems functionalized by the heptamethine cyanine dyes can serve as effective carriers for
targeted delivery of the explored antiviral agents. In continuation of our previous work, in the present study we extended
our investigation to other cyanine dyes (six trimethines and seven pentamethines). The main was threefold: i) to delve
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into the interactions within the ternary protein-dye-drug complexes using the multiple ligand simultaneous docking
(MLSD) technique; ii) to identify the most promising candidates for the development of protein-based theranostic drug
delivery nanoplatforms; iii) to determine the structural features of the cyanine dyes responsible for their loading in the
multicomponent protein-based drug delivery nanosystems.

MATERIALS AND METHODS
Molecular docking studies

The three-dimensional X-ray crystal structures of the examined proteins in their native monomeric form were
obtained from the Protein Data Bank using the PDB IDs 1REX, 3140, 3ZCF, 6M4R for lysozyme (Lz), insulin (Ins),
cytochrome ¢ (Ct) and serum albumin (SA), respectively. The structural model for serum albumin was prepared by
employing the DockPrep module of UCSF Chimera molecular software [21]. This involved the removal of water
molecules and the addition of polar hydrogen atoms and Kollman charges [21]. The structure of the antiviral drugs
(favipiravir, molnupiravir, nirmatrelvir and ritonavir) [20] and the investigated cyanine dyes (Figure 1) were constructed
using the MarvinSketch (version 18.10.0) and optimized in Avogadro (version 1.1.0) using the Universal Force Field with
the steepest descent algorithm [22,23]. Notably, counterions were omitted from the dye structures to retain molecular
charges. Initially, the blind docking of the drugs or dyes (control dye-protein systems) with the proteins was carried out
using the PatchDock server (http://bioinfo3d.cs.tau.ac.il/PatchDock/php.php) which focuses on finding the maximum
surface shape complementarity while minimizing the steric clashes [24]. Subsequently, the top-scored docked drug-
protein complexes were utilized as a receptor for docking of the second ligand, which represents either a trimethine or
pentamethine cyanine dye, using the PatchDock server. To characterize the possible interactions involved in the formation
of composite drug-dye-protein systems, the protein-ligand interaction profiler (PLIP, https://plip-
tool.biotec.tudresden.de/plip-web/plip/index) was employed [25]. The selected docking poses were visualized using the
UCSF Chimera software (version 1.14), combining the docking models with the best geometric shape complementarity
in the same image to optimize visibility of the binding sites [26].
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Figure 1. Structural formulas of the examined cyanine dyes

RESULTS AND DISCUSSION
The ternary complexes with the highest scores, comprising proteins, drugs, and dyes are depicted in Fig.2 (the drugs
and dyes binding modes were identified for cytochrome c (Fig. 2), albumin (Fig. 3), lysozyme (Fig. 4) and insulin (Fig. 5).
The examined tri- and pentamethines as well as previously reported mono- and heptamethines [20] are situated in close
proximity to each other near the surfaces of cytochrome ¢, lysozyme and insulin. The binding sites for favipiravir,
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molnupiravir, nirmatrelvir and ritonavir did not change compared to our previous findings [20]. However, the distinct
binding pockets of albumin are observed for the drugs and the cyanine dyes examined here.

Favipiravir Molnupiravir
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Figure 3. The highest-score docking poses obtained for albumin using the MLSD in PatchDock
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Figure 4. The highest-score docking poses obtained for lysozyme using the MLSD in PatchDock.
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Figure 5. The highest-score docking poses obtained for insulin using the MLSD in PatchDock.

Next, the geometric shape complementarity scores and approximate interface areas for the protein-drug-dye systems
were analyzed. In the cytochrome c-drug-dye systems the antiviral agents have no impact on the docking positions
compared to the protein-dye complexes (Table 1). This observation does not hold true only in the specific cases of AK3-
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3, AK3-5, (AKS5-3), AKS-4, AKS-8, AKS5-for molnupiravir and AK3-1, AK3-7, AK3-8, AK3-11, AK5-1 for ritonavir,
where the dye-protein affinity slightly decrease (increase). The interface area slightly decreased (increased) by
molnupiravir in the systems with AK3-3, AK3-5, (AKS5-3), AK5-4, AK5-8, AKS5-9 and increased by ritonavir for ternary
complexes with the AK3-7, AK3-8, AK3-11, AK5-1. For the rest examined systems including previously reported [20],
the comparison of the docking outcomes was performed in order to detect the most prospective dyes. It was found that
the dye-protein affinity follows the order: AK7-5 > AK7-6 > AK5-6 > AK-1-2-20 > AK-1-2-19 > AK3-11 > AK5-8 (F,
N, R) > AK5-9 (F, N, R) > AK3-5 (F, N, R) > AK3-8 > AK5-3 (F, N, R), AK3-3 (F, N, R) > AK3-7 (F, M, N) > AK5-2
> AK5-4 (F, N, R)> AK-1-2-17 > AK5-1 > AK3-1 > AK-1-2-18; while the interface area decreases in the order: AK7-6
> AK7-5> AK5-6 > AK-1-2-20 > AK-1-2-19 > AK5-8 > AK5-9 > AK3-3 > AK3-11 > AKS-3 > AK-1-2-17 > AK3-5>
AK-1-2-18 > AK5-2 > AK5-4 > AK3-8 > AK5-1 > AK3-7 > AK3-1.

Table 1. The geometric shape complementarity score and approximate interface area of the complex derived for the cytochrome c-
drug-dye systems (F- Favipiravir, M — Molnupiravir, N - Nirmatrelvir, R — Ritonavir).

Cytochrome ¢
Dye Score Approximate interface area of the complex, A2
F M N R - F M N R -

- 2220 3648 4292 6062 - 237.40 384.30 576.30 797.80 -
AK3-1 4578 4578 4578 4636 4578 500.30 500.30 500.30 506.60 500.30
AK3-3 4944 4788 4944 4944 4944 616.00 593.80 616.00 616.00 616.00
AK3-5 5062 4962 5062 5062 5062 600.90 583.90 600.90 600.90 600.90
AK3-7 4780 4780 4780 4678 4780 522.80 522.80 522.80 600.80 522.80
AK3-8 5034 5034 5034 5016 5034 561.70 561.70 561.70 572.90 561.70
AK3-11 5372 5372 5372 5440 5372 614.20 614.20 614.20 647.90 614.20
AKS-1 4584 4584 4584 4666 4584 527.10 527.10 527.10 531.90 527.10
AKS-2 4736 4736 4736 4736 4736 579.10 579.10 579.10 579.10 579.10
AKS-3 4944 5200 4944 4944 4944 610.90 627.30 610.90 610.90 610.90
AKS-4 4734 4604 4734 4734 4734 563.30 582.80 563.30 563.30 563.30
AKS-6 5638 5638 5638 5638 5638 766.10 766.10 766.10 766.10 766.10
AKS-8 5266 4970 5266 5266 5266 675.10 632.70 675.10 675.10 675.10
AKS-9 5122 4932 5122 5122 5122 632.00 584.70 632.00 632.00 632.00

The drug influence on the docking parameters in the albumin-cyanine systems was found to be more pronounced
(Table 2). The docking score remains the same for the systems AK3-1 + F/M/N, AK3-3 + N, AK3-5 + N, AK3-7 + N,
AK3-8 + F/M/R, AK3-11 + F/M/R, AK5-1 + N, AK5-2 + N, AKS5-3 + all drug systems, AK5-4 + F/N, AK5-6 + F/M/N,
AKS5-8 + F/N, AK5-9 + F/N; decreases in the systems AK3-5 + F/M/R, AK3-7 + F/M/R, AK3-8 + N, AK3-11 + N, AK5-
1 +F/M, AK5-2 + F/M, AK5-8 + M/R, AK5-9 + M/R; and increases in the systems AK3-1+R, AK3-3 + F/M/R, AK5-
1+ R, AK5-2 + R, AK5-4 + M/R, AK5-6 +R. The ranking of the explored complexes according to aforementioned
parameter appeared to be as follows: AK7-5 (N) > AK7-6 > AK-1-2-20 (F, M, N) > AK-1-2-19 (N) > AK3-11 (F, M, R)
> AK5-8 (F, N, R) > AK5-6 (F, M, N) > AK-1-2-18 (F, N) > AK-1-2-17 (F, N) > AK5-9 (F, N) > AK3-8 (F, M, R) >
AK3-5 (N) > AK5-4 (F, N> AK5-3 > AK3-3 (N) > AK5-1 (N) > AK3-7 (N) > AK3-1 (F, M, N) > AK5-2 (N). The
highest albumin-cyanine interface area was observed for AK7-5 (N, R), AK-1-2-20 (F, M, N), AK7-6, AK-1-2-19, AK5-
6, AK5-8, AK3-11.

Table 2. The geometric shape complementarity score and approximate interface area of the complex derived for the albumin-drug-

dye systems (F- Favipiravir, M — Molnupiravir, N - Nirmatrelvir, R — Ritonavir)

Serum albumin
Dye Score Approximate interface area of the complex, A2
F M N R - F M N R -

- 2900 5054 6212 8412 - 343.60 553.10 719.50 1036.60 -
AK3-1 5280 5280 5280 5332 5280 600.50 600.50 600.50 626.60 600.50
AK3-3 5672 5672 5606 5672 5606 677.80 677.80 672.80 677.80 672.80
AK3-5 5824 5824 6030 5792 6030 739.20 739.20 690.50 746.80 690.50
AK3-7 5306 5306 5372 5320 5372 636.90 636.90 658.80 690.30 658.80
AK3-8 6074 6074 6022 6074 6074 695.60 695.60 730.90 695.60 695.60
AK3-11 6634 6634 6428 6634 6634 753.10 753.10 834.70 753.10 753.10
AKS5-1 5338 5338 5406 5560 5406 682.90 682.90 672.80 674.40 672.80
AKS-2 5198 5198 5208 5234 5208 634.70 634.70 639.00 647.20 639.00
AKS5-3 5854 5854 5854 5854 5854 683.60 683.60 683.60 683.60 683.60
AK5-4 5868 5870 5868 5870 5868 681.40 747.80 681.40 747.80 681.40
AKS5-6 6556 6556 6556 6960 6556 814.60 814.60 814.60 914.90 814.60
AKS5-8 6562 5922 6562 5944 6562 775.70 695.90 775.70 690.00 775.70
AKS5-9 6188 5948 6188 5948 6188 691.90 700.10 691.90 700.10 691.90
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Table 3. The geometric shape complementarity score and approximate interface area of the complex derived for the lysozyme-drug-
dye systems (F- Favipiravir, M — Molnupiravir, N - Nirmatrelvir, R — Ritonavir).

Lysozyme
Dye Score Approximate interface area of the complex, A2
F M N R - F M N R -
- 2184 3628 4690 5922 - 245.40 394.70 522.30 702.70 -

AK3-1 4212 4212 4212 4232 4212 481.80 481.80 481.80 530.10 481.80
AK3-3 4520 4646 4514 4538 4520 507.50 540.90 538.10 574.80 507.50
AK3-5 4634 4708 4606 4600 4634 548.40 557.60 493.70 605.30 548.40
AK3-7 4334 4344 4334 4462 4334 537.20 525.50 537.20 547.80 537.20
AK3-8 4872 4866 4718 4706 4872 580.60 570.50 489.30 604.30 580.60
AK3-11 5176 5198 5044 5228 5176 626.40 641.60 604.80 671.30 626.40
AKS-1 4526 4680 4502 4546 4526 510.70 554.40 584.20 569.20 510.70
AKS-2 4534 4656 4382 4428 4534 522.40 547.50 556.40 549.30 522.40
AKS-3 4812 4548 4548 4702 4812 544.30 517.40 517.40 572.10 544.30
AKS-4 4624 4580 4522 4624 4624 531.50 506.00 662.40 545.50 531.50
AKS-6 5550 5304 5304 5218 5550 652.70 614.70 614.70 628.20 652.70
AKS-8 5196 4992 4992 4992 5196 585.10 556.80 556.80 556.80 585.10
AKS-9 5004 4640 4640 4680 5004 547.40 589.50 589.50 569.10 547.40

Table 4. The geometric shape complementarity score and approximate interface area of the complex derived for the insulin-drug-dye
systems (F- Favipiravir, M — Molnupiravir, N - Nirmatrelvir, R — Ritonavir).

Insulin
Dye Score Approximate interface area of the complex, A2
F M N R - F M N R -
- 1944 2826 3544 4582 - 244.40 327.80 410.40 619.30 -

AK3-1 4096 4096 4096 3848 4096 460.40 460.40 460.40 436.70 460.40
AK3-3 4202 4202 4366 4112 4202 469.30 469.30 493.60 472.90 469.30
AK3-5 4234 4070 4208 4386 4234 476.80 457.50 480.00 564.40 476.80
AK3-7 4046 4046 4046 4072 4046 447.50 447.50 447.50 505.10 447.50
AK3-8 4560 4456 4456 4568 4560 572.40 547.80 547.80 561.20 572.40
AK3-11 4536 4536 4536 5044 4536 534.00 534.00 534.00 646.50 534.00
AKS5-1 4268 4202 4154 3946 4268 477.40 477.30 477.80 458.00 477.40
AKS5-2 4276 4010 3984 3980 4276 529.20 474.70 471.40 506.50 529.20
AKS5-3 4298 4086 4094 4320 4298 556.80 476.50 480.60 513.90 556.80
AK5-4 4242 4300 4268 4388 4242 552.50 508.30 528.00 527.20 552.50
AK5-6 4560 4844 4792 4584 4560 532.70 564.90 555.00 602.00 532.70
AKS5-8 4392 4392 4428 4330 4392 523.60 523.60 528.80 533.00 523.60
AK5-9 4392 4366 4342 4172 4392 551.00 541.80 516.20 509.60 551.00

The docking score remains the same for all lysozyme-favipiravir-dye complexes (Table 3) and for the systems:

AK3-1 + M/N, AK3-7 + N, AK5-4 + R; decreases in the systems: AK3-3 + N, AK3-5 + N/R, AK3-8 + M/N/R, AK3-11
+ N, AK5-1 +N, AK5-2 + N/R, AK5-3 + M/N/R, AK5-4 + M/N, AK5-6 + M/N/R, AK5-8 + M/N/R, AK5-9 + M/N/R;
and increases in the systems: AK3-1 + R, AK3-3 + M/R, AK3-5 + M, AK3-7 + M/R, AK3-11 + M/R, AK5-1 + M/R,
AKS5-2 + M. The dye-lysozyme affinity was found to follow the order: AK7-5 > AK-1-2-20 > AK7-6 > AK5-6 > AK-1-2-
19 > AK-1-2-18 > AK5-8> AK3-11 > AK5-9 > AK-1-2-17 > AK3-8 > AK5-3 > AK3-5 > AK5-4> AK5-2 > AKS5-1 >
AK3-3 > AK3-7 > AK3-1, while the highest protein-cyanine interface area was observed in the case of AK-1-2-20,
AK7-5, AK-1-2-19, AK7-6, AK5-6, AK3-11. The favipiravir do not exert influence on the dye-protein affinity and
interface area in the cases of insulin and lysozyme (Table 4). The score remains the same for the complexes: AK3-1 +
M/N, AK3-3 + M, AK3-7 + M/N, AK3-11 + M/N; decreases in the systems: AK3-1 + R, AK3-3 + R, AK3-5 + M/N,
AK3-8+M/N, AK5-1 +M/N/R, AK5-2 +M/N/R, AK-3 +M/N, AK5-8 + R, AK5-9 + M/N/R; and increases in the systems:
AK3-3 +N, AK3-5 + R, AK3-7 + R, AK3-8 + R, AK3-11 + R, AK5-3 + R, AK5-4 +M/N/R, AK5-6 +M/N/R, AK5-8 +
N. The dye-insulin affinity decreases in the order: AK-1-2-19 > AK-1-2-20 > AK7-6 > AK7-5 > AKS-6, AK3-8 >
AK3-11 > AK5-8, AK5-9 > AK5-3 > AK5-2 > AK5-1 > AK5-4> AK3-5 > AK3-3, AK-1-2-18 > AK3-1 > AK3-7 >
AK-1-2-17, while the interface area follows the order: AK-1-2-19 > AK7-6 > AK-1-2-20 > AK7-5 > AK3-8 > AK5-3 >
AKS5-4 > AK5-9 > AK3-11 > AK5-6 > AKS5-2 > AK5-8 > AK5-1 > AK3-5 > AK-1-2-18 > AK3-3 > AK3-1 > AK3-7 >
AK-1-2-17. The crucial contribution of hydrophobic interactions in all examined dye-protein complexes was revealed by
the PLIP analysis. The other types of interactions involved hydrogen bonds, salt and water bridges.

CONCLUSIONS
In conclusion, the present study was focused on the use of multiple ligand simultaneous docking technique to
investigate the interactions between the four functionally significant proteins (cytochrome c, serum albumin, lysozyme
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and insulin), four antiviral drugs (favipiravir, molnupiravir, nirmatrelvir and ritonavir) and the cyanine dyes (six
trimethines and seven pentamethines). The comparison with ternary complexes from our previous work (that included
four monomethines and two heptamethines) was conducted. The obtained results indicate that the dye-protein affinity
seems to be not directly dependent on the polymethine chain length. The strongest complexes with the proteins were
formed by the heptamethines (AK7-5, AK7-6), monomethines with CH3O substitution (AK-1-2-20, AK-1-2-19),
pentamethines with CH,C¢Hs and C3HuN substitution (AK5-6, AKS-8), trimethines with OC,Hs and CHj3 substitution
(AK3-11, AK3-8). Among the examined proteins, the cyanine dyes showed the highest affinity binding to the albumin
molecule, while the lowest values of the docking score were observed for insulin. The other results include: i) the cyanines
and drugs occupy the different binding sites, except the lysozyme cavity that seems to be suitable for accommodation of
both ligands (in the case of molnupiravir, nirmatrelvir and ritonavir); ii) the obtained complexes are predominantly
stabilized by hydrophobic forces.

Overall, the most prospective drug delivery systems with the trimethines and pentamethines as visualizing agents
are AKS5-6-, AKS5-8- and AK3-11-drug-albumin complexes, but, generally, the albumin-based nanosystems
functionalized by the heptamethine cyanine dyes seem to be the most effective carriers for targeted delivery of the
explored antiviral agents.
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OJTHOYACHMM JOKIHI ITIPOTUBIPYCHUX MMPEMNAPATIB TA IITAHIHOBUX BAPBHUKIB 3 BIJIKAMM 3
BUKOPUCTAHHSAM MYJbTUJITAHAHOI'O MIAXOA4Y
Ouabra XKutnskiBcbka, Yiasna Tapa6apa, Karepuna Byc, Banepis Tpycosa, 'asuna I'op6enko

Kadgheopa meouunoi ¢hizuxu ma 6iomeduunux nanomexronoziu, Xapxigcokuii HayionarvHuil yuigepcumem imeni B.H. Kapasina

M. Ceob600u 4, Xapxis, 61022, Vkpaina

Hanocucremu Ha OCHOBI O1JIKIB [UIsl IIIJILOBOT JOCTaBKH IIMPOKOTO CHEKTPY JIKAPCHKUX 3aCO0iB, IIOYMHAIOYH BiJ] HEBEIMKHX JIKIB 1
TepaneBTUYHHUX OUIKIB 710 HYKJICTHOBUX KHCJIOT i FeHiB, IPUBEPTAIOTh BCE OBy yBary 3aBIsSKH CBOil 610CyMiCHOCTI Ta 34aTHOCTI
1o Giomerpanarii, HaA3BUYAHINA 31aTHOCTI [0 3B’sI3yBaHHs Pi3HHX JIraHAiB, JOCTYIMHOCTI 3 MPUPOJHUX JXKepen, e)eKTHBHOMY
3aXUCTy JIKiB 1 M’SIKMM YMOBaM IHKAICyJISILii TOIIO. 3aBASKM YUCICHHUM LIEHTpaM 3B’s3yBaHHs Ta (DYHKI[IOHAIBHUM TpymnaMm Ha
MoBepxHi OiNKiB, IIi HAHOHOCIT € BHCOKOC(EKTHBHUMH 0araro(pyHKIiOHATHPHUMH HAaHOTEPAHOCTHYHHMH CHCTEMaMH, SIKi MOXYTh
BKJIIOYATH SIK TEPANeBTHYHUAN Tpemapar, Tak i Bisyalizyrouwii areHT. Llg iHTerpamis ciaykuTh OaraThbOM IIJISIM, BKIFOHAIOUH
peTyIIOBaHHS BUBIIBHEHHS JIIKiB, MOHITOPUHT 3MiH y IIJIbOBIH JUISHIN Y BiZITOBIb HA JTIKyBAaHHS Ta OI[IHKY €()eKTHBHOCTI BTpYYaHHS
Ha paHHIX crajisx. Po3poOka mmx mepenoBUX HAHOCHCTEM JPYrOro ITOKOJIIHHS BHMAarae JETANBHOTO PO3YMIHHS IMOTEHIIIHHHUX
B3a€EMOJIH y IIMX CKJIAaIHUX CHCTeMax. Y JIaHiii poOOTi MU OI[HWIM ITOTEHIiaJl IIECTH TPUMETHHOBUX Ta CEMH IEHTAMETHHOBHX
LiaHIHOBMX OapBHUKIB SK MOTCHUIHHMX Bi3yali3ylOUMX AareHTiB B CHCTeMax OUIOK-JIIKapChKUil mpemapaT, IO BKIIOYAIN
(YHKIIOHAIBHO BaXKIIUBI OLTKK (LIMTOXPOM €, CHPOBAaTKOBHIA anbOyMiH, JII30L[MM Ta iHCYINiH) Ta YOTUPH IPOTUBIPYCHHUX MpenapaTH
(aBimipasip, MosTHYmipaBip, HipMaTPEJIBip i puTOHaBIp). i BCIX TPy AOCIIKYBaHUX I[iaHIHOBUX OapBHUKIB BU3HAYCHI MOTPiiHI
CHCTEMH 3 HABUIIOK KOMIUIEMEHTApHICTIO (popMH MOBepXHi OapBHUK-OLTIOK, a TAKOXK TUIH cTabimizyounx B3aeMofii. [IpoBeneHo
OILIIHKY BIUIMBY CTPYKTYpH LiaHiHOBHX OapBHUKIB Ha CTaOUIBHICTh KOMIUIEKCIB JIiIKapCchKUi mpemapar-Oinok-30HA. OTpuMaHi
Ppe3yJIbTaTH BKa3yIOTh Ha T, IO CIIOPiHEHICTh GapBHUK-01I0K HE 3aJIeKHUTH O€3II0CepeAHbO Bl JOBKUHHA MOTIMETHHOBOTO JIAHIIIOTA.
BusiBiieHO, 1110 HaHOUIBII TIEPCIICKTHBHUMH CHCTEMaMH JOCTABKH JIKiB, 1[0 MICTATH PO3IVISIHYTI TPUMETHHH Ta IICHTAMETHHH 5K
Bizyaizyroui areHrty, e kommiekcu AKS-6-, AKS-8- ta AK3-11-niku-ans0ymin.

KunrouoBi ciioBa: xomniexcu 6inok-nikapcokuil npenapam-6apeHuK; npomusipychi azenmu,; OLIKO8I HAHOYACMUHKU, HAHOHOCIT NIKIG;
YiaHinogi 6apeHUKU, 0OHOYACHUI MOJEKVIAPHUL OOKIHE
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Numerical model is conducted to investigate the behavior of an incompressible Maxwell nanofluid model flow on a convectively
stretched surface, considering the effects of thermophoresis and an inclined magnetic field. The system, originally formulated as a set
of partial differential equations, is transformed into a system of ordinary differential equations using similarity transformations. The
resulting equations are solved using the Runge-Kutta-Fehlberg method in conjunction with the shooting technique. The obtained
physical parameters from the derived system are presented and discussed through graphical representations. The numerical process is
assessed by comparing the results with existing literature under various limiting scenarios, demonstrating a high level of proficiency.
The key findings of this study indicate that the velocity field decreases as the fluid parameters increase, while the fluid temperature
diminishes accordingly. Additionally, the heat transfer rate decreases with increasing fluid and thermophoresis parameters, but it
increases with Biot and Prandtl numbers.

Keywords: MHD; Nano fluid; Maxwell fluid; Thermophoresis; Activation energy

PACS: 44.05.+¢, 44.40.+a, 47.65.-d, 47.70.Fw

INTRODUCTION

Non-Newtonian fluid flow is fast growing field of interest due to its various applications in different fields of
engineering (Rivlin and Ericksen [1]). Examples of these applications include hot rolling paper manufacturing, optical
fiber production, plastic polymer processing, cosmetic procedures, and many others. In everyday life, numerous substances
such as melts, soaps, apple sauce, soaps, emulsions, shampoos, and blood exhibit the properties of non-Newtonian fluids.
Since there is no single constitutive relation that can accurately describe the behavior of such materials, researchers have
proposed various models to study the characteristics of non-Newtonian fluids comprehensively. Therefore, different
models have been developed in the forms of (i) differential-type, (ii) rate-type, and (iii) integral-type models
(Hayat et al. [2]). The rate-type model takes into account the effects of relaxation and retardation times.

Among these models, the Maxwell model belongs to the rate-type category and specifically accounts for the impact
of relaxation time, which cannot be captured by differential-type models. The Maxwell fluid model is particularly useful
for analyzing polymers with low molecular weight. In a study conducted by Sudarmozhi et al. [3], it was demonstrated that
the continuous flow of an MHD Maxwell viscoelastic fluid on a porous plate result in radiation and heat generation.
Ibrahim et al. [4] investigated the mixed convection flow of a Maxwell nanofluid with the inclusion of Hall and ion-slip
effects, employing the spectral relaxation method. Seshra et al. [5] focused on discussing the convection heat-mass transfer
of a generalized Maxwell fluid, taking into account radiation effects, exponential heating, and chemical reactions using
fractional Caputo-Fabrizio derivatives. Khan et al. [6] explored the flow of a Maxwell nanofluid over an infinitely tall
vertical plate with ramped and isothermal wall temperature and concentration. Shateyi and Hillary [7] conducted a
numerical analysis on the unsteady flow of a thermomagnetic reactive Maxwell nanofluid over a stretching or shrinking
sheet, considering ohmic dissipation and Brownian motion. In their research, Jawad et al. [8] conducted an analytical study
on the mixed convection flow of an MHD Maxwell nanofluid, considering variable thermal conductivity as well as Soret
and Dufour effects. Reddy and Reddy [9] performed a comparative analysis of unsteady and steady flows of Buongiorno's
Williamson nanoliquid over a wedge, ShRe > =—¢'(0);taking slip effects into account. Jamir and Konwar [10]

investigated the effects of radiation absorption, Soret and Dufour effects, as well as slip condition and viscous dissipation
on the unsteady MHD mixed convective flow past a vertical permeable plate. In separate studies, various
authors [11, 12, 13, 14] explored the behavior of radioactive nanoparticles with exponential heat source and slip effects on
an inclined permeable stretching surface. Additionally, authors [15, 16, 17] examined the heat and mass transfer of an
MHD nanofluid with chemical reaction on a rotating disk under convective boundary conditions.

Heat transfer plays a crucial role in various industrial and consumer products. However, traditional working
liquids like water, ethylene glycol, and oil exhibit low thermal conductivity, posing a significant challenge in improving
heat transport within engineering systems. In contrast, metals possess higher thermal conductivities compared to liquids.
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To overcome this limitation, the thermal performance of conventional working liquids has been improved by
incorporating ultrafine nanoparticles into the base liquids. The goal of adding nanoparticles to liquids is to enhance the
thermal properties of regular fluids. In their research, Huang et al. [18] focused on investigating the influence of the
Prandtl number on free convection heat transfer from a vertical plate to a non-Newtonian fluid. Rahbari et al. [19]
presented both analytical and numerical solutions for the heat transfer and MHD flow of a non-Newtonian Maxwell
fluid through a parallel plate channel. Khan et al. [20] conducted an analysis of the flow of a non-Newtonian fluid past a
stretching or shrinking permeable surface, considering heat and mass transfer effects. Liu and Liancun [22] examined
the unsteady flow and heat transfer characteristics of a Maxwell nanofluid in a finite thin film, taking into account
internal heat generation and thermophoresis. Arulmozhi et al. [22] provided an analysis of heat and mass transfer
effects, including radioactive and chemical reactive effects, on MHD nanofluid flow over an infinite moving vertical
plate. Vijay et al. [23] conducted a numerical investigation on the dynamics of stagnation point flow of a Maxwell
nanofluid, considering combined heat and mass transfer effects.

Activation energy refers to the minimum energy required to initiate a chemical reaction. Once the reaction
commences, the activation energy of the system becomes zero. The Arrhenius equation is commonly used to describe this

relationship and is expressed as. K = B(T/T.)" exp(—Ea/kT). The activation energy for a specific reaction can be

determined by analyzing the rate constant's variation with temperature using the Arrhenius equation. The concept of
activation energy finds application in various fields, including geothermal engineering, chemical engineering, oil
emulsions, and food processing. In their study, Zhang et al. [24] investigated the influence of activation energy and thermal
radiation on bio-convection flow of rate-type nanoparticles around a stretching or shrinking disk. Bhatt et al. [25]
examined the impact of activation energy on the movement of gyrotactic microorganisms in a magnetized nanofluid
flowing past a porous plate. Gangadhar et al. [26] considered the effects of nonlinear radiation, viscous dissipation, and
activation energy on a convective heat transfer in a Maxwell fluid. Dessie [27] explored the effects of chemical reaction,
activation energy, and thermal energy on the flow of a magnetohydrodynamics (MHD) Maxwell fluid in a rotating frame.
Saini et al. [28] studied the combined effects of activation energy and convective heat transfer on the radiative Williamson
nanofluid flow over a radially stretching surface, taking into account Joule heating and viscous dissipation.
Vaddemani et al. [29] investigated the effects of Hall current, activation energy, and diffusion thermo on the flow of an
MHD Darcy-Forchheimer Casson nanofluid in the presence of Brownian motion and thermophoresis.

Upon reviewing the existing research, it is evident that no prior studies have explored the axi-symmetric flow of
Maxwell fluid, combined with nanoparticles, over a radially stretched surface. Therefore, the main objective of this
study is to investigate the impact of an aligned magnetic field and activation energy on Maxwell nanofluid.
Additionally, the study will consider the passive control of nanoparticles at the surface. By conducting this analysis, a
deeper understanding of the combined effects and potential control mechanisms can be obtained.

MATHEMATICAL FORMULATION
The flow being considered is a steady axi-symmetric two-dimensional (r,z) flow of a Maxwell liquid with nano-

particles induced by a sheet that is stretched radially. The flow occurs in the region where z is greater than or equal to 0,
with a sheet velocity # =u,, = ar in the radial direction and w in the z-direction. The parameter 'a' is a positive number. An

aligned magnetic field with strength of B, is applied along the z-direction at an acute angle ¥, as depicted in Figure 1. The

effects of activation energy and chemical reaction are accounted for in mass transfer, while the convective temperature is
denoted by 7', and the heat transport coefficient is /, . Additionally, a zero-mass flux condition is enforced at the surface.

Under these assumptions, the governing equations for the flow of Maxwell nanofluid are as follows:

4

k-

Nane fluid

Figure 1. Schematic diagram of the problem
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In the given context, (u,w) represents the velocity components in the radial (r) and axial (z) directions,
respectively. o signifies the electrical conductivity, o denotes the thermal diffusivity, k, represents the relaxation time

of the fluid, v signifies the kinematic viscosity, p denotes the density of the base fluid, D, signifies the thermophoresis

diffusion coefficient, D, refers to the Brownian diffusion coefficient, and 7= represents the ratio of

(pe),
nanoparticle heat capacity to the base fluid heat capacity.
To facilitate the analysis, we introduce the following similarity transformations:
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= \E e 17(07) Javf (1) (6)

Through the utilization of Equation (6), the fulfillment of the equation of continuity requirement is achieved
automatically. Furthermore, Equations (2)—(5) undergo a transformation into a system of ordinary differential equations
(ODEs), accompanied by the imposition of suitable boundary conditions.
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In Equations (6)—(9), the key parameters are defined as follows:
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To quantify the skin friction coefficient, local Nusselt number, and Sherwood number, providing valuable insights into
the flow characteristics, heat transfer, and mass transfer properties of the system, we can follow

C,Re,” =(1+8) f"(0); NuRe, " =-6'(0);

r)r

w

Here Re, = is the local Reynolds number.

v

METHODOLOGY
The initial step in the shooting scheme (Ali et al. [30]) involves obtaining numerical solutions by fixing the value
of 77, . The shooting method aims to transform boundary conditions (BCs) into initial conditions (ICs) in order to obtain

numerical solutions for the desired system. A detailed procedure outlining the entire process can be found in Table 1,
while Fig. 2 provides a visual representation of the method.

Table 1. Mathematical steps for shooting technique

f=g1:f,=g2a f’=g3, =g, 9’=g5, ¢ =25 ¢,=g7

gl, =& gz, = &3> g4, =8s> ga/ =&

=

’

24}

’

8

’

&7

v

Figure 2. Solution chart via Matlab Procedure

For getting a clear view of the corporal problem, numerical calculations have been continued by the method
explained in the preceding section for variety values of dissimilar parameters. For illustrations of the outcomes,
numerical data are plotted in figures 3-19. To validate the present solution, comparison has been made with Xu and
Eric [31] published data from the literature to — £ ”(0) for various values of M when =0 in Table 2, and they are found

to be in a favorable agreement.



330
EEJP. 4 (2023) D. Dastagiri Babu, et al.

Figures 3—5 depict the impact of parameter M on velocity, temperature, and concentration field. In Figure 3, as M
enlarges, a noticeable decrease in velocity can be observed. This behavior is attributed to the rise in Lorentz force, a
resistive force that opposes fluid flow. Consequently, the fluid velocity decreases, and the momentum layer becomes
thinner. Figure 4 reveals that rising M leads to higher liquid temperatures, as the resistive force grows stronger. The

effect of M on the concentration profile is shown in Figure 5, where it is evident that increasing M results in an
incremental change in the profile.

Figures 6-8 illustrate the influence of the elasticity parameter  on velocity, temperature, and concentration field.

These graphs reveal that an increase in  leads to a decrease in velocity and the associated momentum layer, while the
opposite trend is observed for temperature and concentration distribution.
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The elasticity parameter B is related to the relaxation time, which represents the time required for the liquid to
reach equilibrium after the application of stress. Smaller values of B result in liquid-like behavior, while larger values
enhance liquid viscosity, causing a decline in velocity which is noticed in Figure 6. Moreover, for higher B values, the
material exhibits solid-like characteristics. In Figure 7, it is evident that an increase in B leads to higher temperatures
and a thicker corresponding layer over time. This behavior can be attributed to the influence of relaxation time, which
becomes larger as § increases. Figure 8 clearly demonstrates that the concentration field increases as the magnetic

number [} rises.
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Figures 9-11 demonstrate the influence of the velocity slip parameter (s) on the distributions of velocity,
temperature, and concentration. An observed trend is a decline in the velocity profile as the s values increase. This is

L

Figure 14. Impact 8(77) on Pr
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because higher s values result in stretching effects partially penetrating the fluid, causing a decrease in velocity, and it is
depicted in figure (9). Moreover, from figure (10), and figure (11), an increase in s values is observed to enhance both
temperature and concentration profiles. When s = 0, the fluid adheres to the boundary and slides with no
resistance s — oo . However, as s values increase, the movement of fluid particles decreases, leading to an increase in
both temperature and concentration.

Figure 12 and 13 depicts the impact of the Biot number (Bi) on temperature (0) and concentration (@) profiles. It is

evident from the figure that an increase in Bi leads to an enlargement of 8(77) as well as ¢(#7) . Furthermore, it can be
observed that an enhancement in the Biot number results in an increase in the heat transfer coefficient, which in turn
contributes to an increment in 6(77) .

Figures 14 and 15 are presented to analyze the influence of the Prandtl number (Pr) oné(77), and ¢(77),

representing temperature and thermal layer thickness, respectively. In physical terms, Pr is inversely proportional to
thermal conductivity. As a result, an increase in Pr leads to a weaker thermal diffusion. Consequently, both the
temperature 6(77) and concentration ¢(#7) profiles decrease.

0.03 T - v v . . : 0.06
002 0.05
A
0.01
0.04 W 1
ob 0.016 [ 3,
A0\
- 0.014
= = A %Y
S 001+ = 0.03 — .- q
3 = £0.012 XN
h = "
N
002 [y 0.01 » ]
. \ 0.008 U
0.01} Y 0.5 0.6 0.7 0.8 09 |
0.04 f \
\3‘ n
S ) .
0.05 : ‘ : : ‘ : 0 .
0 0.5 1 1.5 2 2.5 3 35 4 0 1 2 3 4
7 n

Figure 15. Impact ¢(77) on Pr Figure 16. Impact 6(77) on Nt

Figures 16 and 17 illustrate the impact of thermophoresis (Nt) on nanofluid temperature and concentration fields.
Both distributions show a similar trend, with an increase in Nt. However, in Figure 18, the opposite trend is observed
for the augmentation of Nb the concentration distribution. Physically, as Nt increases, more nanoparticles are
transported from the hotter surface to the colder region. This results in an increase in the temperature and concentration
of the nanofluid. On the other hand, due to the random nature of Brownian motion, the concentration exhibits a
decreasing tendency against Nb.

Figure 19 is plotted to observe the variation of @(77) with respect to the activation energy (E). It can be observed

that both ¢(77) and its layer thickness increase as E values increase. Additionally, it was noticed that higher activation

energy and less temperature decay result in a decrease in the reaction rate, leading to a decline in the chemical reaction
mechanisms. As a result, the concentration of the Maxwell nanofluid increases.
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Figure 18. Impact 8(77) on Nb
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Table 2. Comparison of —f”(0) for various values of M when =0 .

M Xu and Eric [31] Present Results
1 1.41421 1.414032
5 2.4494 2.449456
10 3.3166 3.316624
50 7.1414 7.141424
100 10.0498 10.049896
500 22.38302 22.383032
CONCLUSION

The Maxwell's nanofluid model of incompressible, hydromagnetic flow is reduced using the Runge-Kutta-

Fehlberg method with the shooting technique. This reduction is accomplished through the use of similarity variables.
Additionally, the effects of inclined magnetic strength and thermophoresis are taken into account. The numerical
analysis yields the following findings regarding the physical parameters:

The momentum boundary layer decreases as the parameter 3 increases.

An increase in the parameter M results in a decrease in the flow field f'(n), while an increase in the parameter y
elevates it.

The parameters Sc and ¢ contribute to the reduction of the concentration curves, while an increase in the parameter
M enhances the concentration field.

The thermal field 6(n) and its associated boundary layer decrease with proper increments in the parameters Pr
and y. However, the opposite effect is observed when the parameters Bi and Nt are enhanced.

The Sherwood number accelerates as the parameter 3 increases.

The Nusselt number increases with the parameters Bi and Pr.
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YUCEJBHE JOCJIJ)KEHHS E®EKTIB TEPMO®OPE3Y TA EHEPI'Ii AKTUBAIII HAHOPIJITMHU MAKCBEJLIA
HAJ HAXWIEHUM MAT'HITHUM ITOJIEM, TPUKJIAJEHUM 10O JUCKA
I. Nacraripi Baoy?, C. Benkarecapiy?, E. Kemaga Penni®
4 Kagheopa mamemamuxu, memopianoHuil Koneodxc iHxcenepii ma mexnonozii Padscusa I'anoi,
Hanowvan-518501, Anoxpa-Ilpadews, Inois
b Daxynemem mamemamuxu, inocenepnuii koredoc JNTUA,

Ananmxanypamy-515002, Anoxpa-Ilpadews, Inois
Po3pobiena uncnoBa MOZeNb Ul JOCIHIUKEHHS IOBEMIHKYM Tedii MOJeNi HeCTHCIMBOI HaHOpiMMHM MakcBelula Ha KOHBEKTHBHO
PO3TATHYTIH MOBEPXHi 3 ypaxyBaHHIM e(eKTiB TepMoope3y Ta MOXHIOro MarHiTHoro noist. Cucrema, cro4aTky chopMysiboBaHa
SK HaOlp piBHAHb y YaCTHMHHHX MOXIAHHUX, NEPETBOPIOETHCS HA CHUCTEMY 3BHYAHHHUX MU(epeHLiaTbHUX PIBHIHB 32 JIOMOMOTOI0
nepeTBopeHb moxibHocTi. OTpuMaHi piBHSHHS PO3BSI3YIOTHCS 3a Jomomoroi Merony Pynre-Kyrra-®densOepra B moeaHanHi 3
TEXHIKO cTpimbOu. OTpuMmani (i3myHI MapaMeTpH MOXiJHOI CHCTEMH IMpPEICTaBICHI Ta OOTOBOPEHI 3a IOMOMOTOI TrpadidHUX
300pakeHb. UnCeNnpHUI MpOoIeC OLIHIOETHCS IUIIXOM MOPIBHSAHHS PE3YNBTATIB 3 ICHYIOUOIO JIITEpaTyporo 3a Pi3HUMH CLEHAPisAMU
OOME)XEHHS, 0 AEMOHCTPYE BUCOKHMH piBeHb KBami¢ikamii. OCHOBHI BHCHOBKH IBOTO JOCIHI/UKEHHS BKa3yIOTh Ha Te, IO II0JE
IIBUAKOCTI 3MEHIITY€THCS 31 30UIBIICHHSIM IapaMeTpiB PiMHY, TOMI SIK TEMIIepaTypa piMHH BiIIOBIIHO 3MeHIIyeThcs. Kpim Toro,
MIBUJIKICTh TETJIOBIAAYi 3MEHIIYETHCS 31 30UIBIICHHAM TapaMeTPiB PiMHU Ta TepMOoopesy, aje 3pocTae i3 30UIbIICHHSIM YHCEIT
bio ta IIpanars.
Kurouosi cioBa: MI'/]; nanopiouna, piouna Maxceenna, mepmoghopes, enepeis akmueayii
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The article presents the results of the theoretical study of the plasma density axial distribution in a stationary gas
discharge sustained by the eigen dipolar wave that propagates in a long cylindrical plasma-metal structure. The discharge
structure consists of a column of magnetized non-uniform plasma placed in the metal waveguide of variable radius. The
study of the gas discharge is carried out within the framework of the electrodynamic model, in which the main attention
is paid to the electrodynamic part of the model. To describe the processes that take place in plasma, the model
equations are used. The influence of the metal waveguide inhomogeneity along the structure and the plasma density
radial non-uniformity on the phase characteristics of the dipolar wave, its spatial attenuation, the field components radial
distribution, the axial distribution of the plasma density sustained by this mode are determined. It is also analysed the
condition for the discharge stability and find the regions, where dipolar mode can sustain the stable discharge. The
obtained results can be useful for various technological applications.

Keywords: Gas discharge; Plasma-metal waveguide; Dipolar eigen wave; Phase and attenuation properties; Zakrzewski
criterion

PACS: 52.35-g, 52.50.Dg

1. INTRODUCTION

Till now microwave gas discharge in stationary regime that is sustained by the eigen electromagnetic wave of
the discharge structure is used as the effective plasma sources in different technological applications [1, 2, 3]. One
of the important property of such discharges that take place in cylindrical structures and sustained by the waves
with azimuthal wave numbers m = 0,41, £2 is good uniformity of plasma density axial distribution [1, 2, 4].
Theoretical modeling of plasma density axial distribution of the eigen wave sustained discharges and the study
of the stability conditions of such discharges, was carried out within the framework of the electrodynamic
approach [2], which shows a good agreement with the experimental data [1]. One of the characteristic feature
of this approach is the detailed study of the electrodynamics characteristics of the eigenwaves of the discharge
structure, such as the dispersion (phase) properties, the spatial attenuation coeflicient, and the wave field
spatial structure. According to this approach plasma is described with rather simple model equations. Such
model approach is simple but allow us to take into account the elementary processes occurring in plasma in
proper manner, that relates, among other things, with the wave energy transfer to plasma in the diffusion and
recombination gas discharge regimes [2, 5]. The number of articles were devoted to the study of the plasma
density axial distribution in the stationary microwave discharges that take place in cylindrical plasma-metal
structures with the fixed radius of metal enclosure [1, 6]. Besides it was shown that variable radius of the
metal wall of plasma — metal cylindrical discharge structure can be used as one of the mechanism to control the
plasma density value and its axial distribution in such discharges [7]. The work [8] was devoted to the study
of plasma density axial distribution in the discharges, that are sustained by the eigen waves of such discharge
structure taking into account the approximation of plasma density radial uniformity. The involving of a plasma
density radial density nonuniformity to the model leads to more accurate desctiption of the plasma density axial
distribution in the discharge. Let emphasize that long gas discharges can be sustained not only by symmetric
(m = 0), but also by the dipolar (m = +£1), eigen wave what significantly affect as the plasma density axial
profile, as the stability region of such discharge. The experiments have shown that the use of eigen dipole
(m = =£1) waves give the possibility to obtain somewhat smaller plasma density values, but axial uniformity of
plasma density profile is much better as compared with the discharges sustained by the symmetric wave [1, 2].

Previously, the study of the plasma density radial distribution for the discharges sustained by the symmetric
(m = 0) mode was carried out in the work [9] with taking into account the radial inhomogeneity of the plasma
density and changes in the radius of the metal waveguide along the discharge. The influence of the variable radius
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of the waveguide metal enclosure and the kind of plasma density radial profile on the dispersion properties, the
attenuation coeflicient and radial field structure of the eigen dipole (m = +1) wave that sustains the discharge
was studied in [10]. The aim of this work is to study the influence of the variable radius of the waveguide metal
enclosure and the kind of plasma density radial profile on axial structure of the discharge sustained by the eigen
dipole (m = +1) waves of the discharge structure.

2. TASK SETTINGS

Let us study the plasma density axial distribution in a long cylindrical discharge structure that consists of
non-uniform magnetized plasma column with radius R, that surrounds by metal enclosure of radius R,, > R,.
The thin dielectric tube that separates plasma region from metal enclosure is not presented in this model. It
is supposed that it’s influence on wave phase and attenuation properties is not very strong [11]. Plasma region
is separated form the waveguide metal wall by the vacuum (air) region with thickness (R,, — R,). The metal
enclosure is supposed to be slightly varying in the axial direction. The studied discharge is sustained by the
eigen dipolar (m = +1) wave of this discharge structure that propagates along the discharge. External steady
magnetic field B, is directed along the axis of waveguide structure.

Plasma is described according to the hydrodynamic approach as cold and weakly absorbing media. The
wave while propagating along the discharge damps due to the collisions in plasma. These collisions are char-
acterized by the effective electron collision rate v. The collision rate is supposed to be small as compared
with wave frequency w. It is also supposed that plasma density is non-uniform not only is axial, but also in
radial directions. In the gas discharge model the plasma density radial radial distribution n(r) models by the
Bessel-like profile of the form n(r) = n(0)Jy(ur), where n(0) is plasma density at the axis of the plasma column
(r = 0), Jy is the Bessel function of the first kind and p is the plasma density non-uniformity parameter. It’s
value can vary from g = 0 for the case of radial uniform plasma up to the p = 2.405 for the case of strong
radially non-uniform plasma that corresponds to the discharge in the ambipolar diffusion regime. Such choice
of plasma density radial profile give the possibility to model different gas discharge regimes [1, 9]. A detailed
description of the procedure for deriving the electrodynamic equations is given in the previous work [1, 9]. Here
we present the results that are important for the current study.

The dipolar wave (azimuth wave number m = +1) propagates along the axis of the structure in the
direction of the external magnetic field By. It was supposed that wave damps slightly while propagates along
the discharge and sustains plasma column. So, as wave field, as plasma density also slightly varies in along
the discharge on the distances of wavelength order. Thus, the solutions of the Maxwell equations system that
governs the wave propagation along the discharge structure can be found according to the WKB approach [12]:

B Hyp (%) = B H(rn2)exp | it imp - [ b’ ) (1)

20

here r, ¢, z are coordinates in cylindrical coordinate system, ks is the axial wavenumber, E and H are the
amplitudes of the electric and the magnetic wave field components, respectively. Let us suppose that changing
any quantity A value, that varies in the axial direction, along the discharge at the distances of the wavelength
order is small compared to the magnitude of this quantity ((A=1(0A/0z) < k3), where symbol A denotes FE,
H, k3, or n. Thus, in all further equations all terms of order O(kz ' (01n(A)/9z)) are neglected [12].

Taking in to the account the expression (1) the equations for radial wave components in plasma region
(r < Rp) can be obtained from the system of Maxwell equations [11] and can be written as:

mo) = -ZE ) - SE ), N
. _ ks HE (r)  mHP(r) dea(r) E? (r)
Ep(r) = keq (1)  kre, (r) B e (r)

In the approximation of slight axial varying of the plasma density the system of ordinary differential
equations for tangential wave field components in plasma region (r < R),) can be written as:
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where p (r) = &1 (1) (k3 — k?e1 (1)) + k?¢3 (1), €1,2,3 are the components of the dielectric tensor cold collisional
plasma [11].
It is possible to obtain analytic solutions for the wave field components in the vacuum region (R, < r <

R,,):

E,.(r) = Al (kr)+ AsK,, (kr),
mks Ay Ly, (k) mksAgK,y, (k1) ikAsD, (kr)  imkA4K,,
Ep(r) = K2r * K2r * K + K ’
B, (r) _ikgAll;n (kr) imksAs K, (kr) N mkAslL, (kr) n mkAs K, (k1)
" B K KT K2r K2r ’ (4)
H,(r) = Asl, (kr)+ AsK,, (1),
kAL, (k1) imkAsK, (k)  mksAsly, (k1) mksAgK, (kr)
Hy(r) = - ;n - K - + K2TL + K2y : ’
mkAi Ly, (k1)  mkAyK,, (kr)  iksAsl, (kr)  imksA4K,, (kr)
H.(r) = - 3 - 3 - + .
K2r K2r K K

The expressions for A;_4 can be obtained from the boundary conditions at the plasma-vacuum interface
(3), that consists of the continuity of tangential electric and magnetic wave field components when r = R),:

mks K, (kRp) K2R, K (KRp)

A = HRPK;n (KRp) Ef (Rp) —i Hf (Rp) +1i Hf (Rp),
2
Ay = anIm(HRp)Ef(Rp)—iMHf(RP)—iMHg(Rp), 5
5
, mksK,, (kR KR, K,, (kR
Ay = wR,K, (R HE (Ry) + i ) gy W T 5l) e
/ I ’R,1,
A = RByL, (eRy) HE (Ry) i8I Cle) ey 5 el 08) g

here the quantities EF(R,), Ef (Rp), HE(R,), Ef (Rp) are the appropriate electric and magnetic wave filed
components in plasma at plasma - vacuum interface » = R,. These components are obtained by the numeric
solution of the system of ordinary differential equations (3).

The vanishing of the tangential electric wave field components at the waveguide metal wall (E,(R,,) = 0,
E,(R.) = 0) gives the following system that can be treated as local dispersion equation:

ATy, (kRm) + Ao Ky (KR 0, (©)
Asl, (kRm) + A4K,, (kRy) = 0.

The solution of the ordinary dispersion equation gives the relationship between the frequency w of the
eigenwave of the structure and its axial wave number k3. When the analogue of the dispersion equation (so
called phase equation) (6) is studied for the discharge modelling it is necessary to mention that the wave
frequency w is fixed and its value is set externally by the wave generator. This equation connects the local
plasma density value n(z) and the axial wave number k3. The eigen wave propagates along the structure and
sustains the discharge, the plasma density changes in axial direction, the wave frequency remains unchanged,
while the complex value of the axial wave number also changes along the discharge. The real part of the
normalized wave number z = Re(ks)R, determines the wavelength, and its imaginary part a(n) = Im(ks)R,
determines the spatial attenuation coefficient of the wave in the direction of its propagation. The dependence
a(n) can be used to determine the density axial gradient dn/dz for the discharges in the diffusion controlled
regime from the relation [2, 5, 6].

According to articled [2, 5, 6, 4], the dependence a(n) can be used to determine the axial gradient of
plasma density dn/dz in discharges in the diffusion mode, using the following ratio:

dn 2na
%Z_ _ﬁdﬁ (7)
adn

When studying the axial distribution of plasma density, it is important to control the conditions of gas
discharge stability for the diffusion control regime. Such criterion was presented in one of the previous works [6]:

n da
—— (8)
It is necessary to check this Zakrzewski stability criterion because there are possible the situations when

the eigen wave has energy to sustain the discharge, but stability criterion is not fulfilled and the end of the
discharge is determined by the determined by the ending of the stability region [6, 2].

adn



339
Axial Structure of Gas Discharge Sustained by the Eigen Dipolar Wave... EEJP.4(2023)

3. BASIC RESULTS

The main aim of this work is to study the influence of the plasma density radial non-uniformity and
the slight axial variation of the waveguide metal wall radius on the plasma density axial distribution in the
discharge sustained by the eigen dipolar wave of the discharge structure. In the early work [6] it was noted
that the dispersion properties and spatial attenuation of the eigenwaves of the discharge structure strongly
determine both the axial distribution of the plasma density and the conditions for the stability of the discharge.
So, the first step in the research is the study the phase properties and the spatial attenuation of the eigen wave
considered [1, 2, 5, 8, 6, 9, 10]. The results of this step will help us to go to the next two steps: to determine the
region of the stability according to the Zakrzewski stability criterion (8) and to choose appropriate parameters
for axial plasma density profile calculation (7).

The dispersion equation (6) was solved with the help of numerical methods by introducing the following
dimensionless parameters: normalized wave frequency @ = w/w, and the complex normalized axial wavevector
ksR,, the real part of which = Re(ks)R, determines wavelength, and the imaginary part o = Im(ks)R,
determines the normalized wave attenuation coefficient. The influence of the external magnetic field value on
the attenuation coefficient o and the normalized wave frequency @ is taken into account by introducing the
dimensionless parameter 2 = wee/w (wee is the electron cyclotron frequency). The geometrical parameters of
discharge structure is introduced into the model throw dimensionless plasma column radius ¢ = Ryw/c and
the dimensionless radius of the waveguide metal enclosure n = R,,,/R,. Such normalized parameters are very
convenient for gas discharge modeling, where wave frequency w is fixed but plasma density n varies along the
discharge length. Thus let us determine such values of the parameters of the discharge structure for further gas
discharge axial structure investigation that give good axial uniformity and large area of stability.

The Figure 1 presents the influence of the normalized effective collision plasma electron frequency v/w on
the phase characteristics @ (Figure 1a) and spatial attenuation « (Figure 1b) of the m = +1 mode for the case
of radially uniform plasma. The parameters of the discharge structure were chosen to be equal: normalized
plasma radius o = 0.8, normalized external magnetic field 2 = 0.2. At a fixed frequency of the generator w, an
increase in the frequency of collisions of electrons v in the range from 0.001 up to 0.1 practically does not affect
the normalized frequency of the wave & = w/w,. A further increase of v/w from 0.1 to 0.4 leads to a slight
decrease in @ in the range of axial wavenumbers x < 0.6. The increasing of the normalize collisions frequency
leads to a significant increase in the spatial attenuation of the m = +1 mode in the entire range of axial numbers
both in the region of sufficiently small x and, especially, in the region of > 3.0 (Figure 1b). As a result, for
each studied value of v/w the dependence «(x) possesses some minimum value for some value of x.

S1a 0.4

0.60
0.551
0.501
0.451
0.401
0.351
0.3010’
0.2510-

(a) Phase properties @(x) (b) Attenuation coefficient a(z)

Figure 1. The dependence of the dimensionless phase and attenuation properties of the m = +1 mode via
the dimensionless wavenumber x for different parameter v/w values. The numbers near the curves are the
parameter v/w values. Other parameters are equal: 2 =0.2, 0 =0.3, n=1.1, p = 0.0

The influence of the normalized collision frequency v/w on the phase properties @ (Figure 2a) and spatial
attenuation « (Figure 2b) of the eigen dipolar m = —1 mode of the discharge structure under the same parameter
set as for the Figure 1 is presented in the Figure 2. Let us note that the disensionless collision frequency v has
a much smaller influence on the phase properties of the m = —1 eigen mode (Figure 2a) than on the m = +1
eigen mode ( la). At the same time, an increase in the dimensionlesss collision frequency v/w in the specified
range (from 0.01 up to 0.1) leads to a significant increase in the spatial attenuation of the m = —1 mode in the
entire range of x axial numbers (Figure 2b).

The influence of the normalized radius of the waveguide metal wall 7 on the phase properties @ and spatial
attenuation coefficient « for the discharge structure with constant radius of metal enclosure for the m = +1 eigen
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(a) Phase properties @(x) (b) Attenuation coefficient a(z)
Figure 2. The dependence of the dimensionless phase and attenuation properties of the m = —1 mode via the

dimensionless wavenumber z for different parameter v/w values. Problem parameters and curve numbering are
the same as for the Figure 1

mode is presented in the Figure 3. The parameters of the calculations were chosen to be equal 2 = 0.2, ¢ = 0.3,
v = 0.001, g = 0.0. The modelling shows that the increase of the vacuum gap size between the plasma column
and the waveguide metal due to parameter 1 variation in the following interval of values n > 1.1 and n < 1.8
leads to the increase of the normalized wave frequency @ in the entire range of axial wavenumbers x, especially
in the region when x < 2. A further increase of the parameter n up to n > 1.3 values leads to a weakening
of the parameter n influence on the phase characteristics of the dipole mode m = +1. The Figure 3b presents
the influence of the normalized radius of the waveguide metal wall 17 on the spatial attenuation coefficient « for
the m = +1 mode. The increase of the parameter 7 leads to the increase of the coefficient «, especially in the
wavenumber region x > 3 for the following range of parameter n > 1.4. It is necessary to mention the presence
of the small region where the attenuation coefficient o growth when wavenumber x decrease in the region of
small axial wavenumber values x < 0.7.
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(a) Phase properties &(x) (b) Attenuation coefficient «(z)

Figure 3. The dependence of the dimensionless phase and attenuation properties of the m = +1 mode via the
dimensionless wavenumber x for different parameter n values. The numbers near the curves are the parameter
7 values. Other parameters are equal: 2 =0.2, 0 = 0.3, v = 0.001, x = 0.0

The Figure 4 shows the influence of the value of the normalized radius 7 of the waveguide metal wall on
the phase characteristics (Figure 4a) and spatial attenuation (Figure 4b) of the eigen dipolar mode m = —1 for
the waveguide with the constant radius of metal enclosure for the same parameters suite as for the Figure 3.
The parameter n that characterises the radius of the waveguide metal wall has the same influence of the on
the phase characteristics @ and attenuation coefficient « for the m = —1 mode as for the m = +1 mode. It
should be noted that with the same parameters of the waveguide structure, the normalized wave frequency @
of the m = —1 mode is somewhat lower than the normalized frequency of the m = 41 mode for the same axial
wavenuber z value (see Figure 4a and Figure 3a). At the same time the spatial attenuation coefficient « of the
m = —1 mode is approximately in 2 — 3 times smaller than attenuation coefficient of the m = +1 mode (see
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Figure 4b and Figure 3b). Let us mention that similar to the case of dipolar m = +1 mode the region where
the attenuation coefficient o growth with the axial wavenumber x decrease also exists for the dipolar m = —1
mode in the region of small axial wavenumber values z < 0.7 (Figure 4b).

G 0.035
0.6 1 0.030
1.8 0.025 1
0.511.55
1 0.0201
1.3
0.44, 5 0.015 -
X
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0.31
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T T T T T 0.000 T w T T T
0 1 2 3 4 5 0 1 2 3 4 5
(a) Phase properties @(x) (b) Attenuation coefficient a(z)
Figure 4. The dependence of the dimensionless phase and attenuation properties of the m = —1 mode via the

dimensionless wavenumber x for different parameter n values. Problem parameters and curve numbering are
the same as for the Figure 3

For our further research, it is very important to determine the influence of the plasma column radius R,
on the phase characteristics and spatial attenuation of the eigen dipolar waves of the waveguide structure. The
influence of the normalized parameter o, that characterises the dimensionless plasma column radius, on the
eigen wave charcteristics is shown in the Figure 5 and Figure 6 for the dipoar modes m = +1 and m = —1,
respectively. It was obtained, that parameter ¢ has the same general influence on the phase characteristics
@(x) and spatial attenuation a(x) of the m = +1 and m = —1 waves, respectively. At the same time, the
normalized frequency values @ of eigen dipolar modes m = +1 for a given value of the axial wavenumber are
quite close (see, Figure 5a and Figure 6a), but the @ value of the m = —1 mode is somewhat lower than that of
the m = +1 mode. The spatial attenuation coefficient « of eigen modes m = +1 and m = —1 also possesses
similar behavior (see, Figure 5b and Figure 6b), but eigen mode with m = —1 is attenuates somewhat weaker
than the mode with m = +1, especially in the region of small axial wavenumbers x > 3. It is also necessary
to mention the the existence of the region where attenuation coefficient o decreases with the axial wavenumber
x increase (x < 1.0) for small parameter o values (o < 0.6). For the plasma columns with rather large radius
(o > 1) such region is not present.

1
0.5 0.0081
0.41
0.006 -
0.3103
0.004 -
0.2
0, 0.002 -
0.1 '
1.5
1.0 X

0.0 T T T : 0.000 1

(a) Phase properties &(x) (b) Attenuation coefficient «o(z)

Figure 5. The dependence of the dimensionless phase and attenuation properties of the m = +1 mode via the
dimensionless wavenumber x for different parameter o values. The numbers near the curves are the parameter
o values. Other parameters are equal: Q2 =0.2, n=1.1, v =0.001, & = 0.0

After the detailed study of the phase and attenuation properties of the eigen dipolar waves of the discharge
structure (see results presented above in the Figures 1-6 and also in [10]) it is necessary to choose suitable
parameters for further research and to move to the next study step. It is obvious that to obtain rather long
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discharge sustained by the eigen dipole waves with a high degree of plasma density axial homogeneity it is
convenient to choose such parameters of the system, that give moderate values of the spatial attenuation
coefficient « together with rather big value of dimensionless plasma density N = wf, Jw? = 1/&%. The analysis of
the previously obtained results shows that small parameter 7 values (n = 1.1, see Figures 3, 4) leads to the quite
small spatial attenuation coefficient value, but at the same time, in the future, it is quite possible to obtain the
problems associated with gas discharge modeling in the waveguide with metal enclosure with decreasing radius
along the discharge. The increase in the plasma column normalized radius o leads to the decrease of the spatial
attenuation coefficient « (see Figures 5, 6), but at the same time the value of the minimum permissible axial
wave number z increases. In [10] it was shown that the decreasing of the external magnetic field value (the
decrease of the parameter  value) leads to the decrease of the normalized frequency @ of the m = +1 wave
and to the increase of its spatial attenuation coefficient . In [10] it was also shown that the decreasing of the
external magnetic field value leads to the increase of dimensionless frequency @ in the region of small values of
the axial wave number x and to the decrease of @ in the region of sufficiently large x values for the dipolar wave
m = —1. In contrast to the m = +1 dipolar wave, the attenuation coefficient @ of the m = —1 dipolar mode
in the region of small = values increases but decreases in the region of sufficiently large axial wavenumbers x
with the decrease of the external magnetic field value €. As for the value of the parameter v, the smaller is the
normalized effective collision frequency of v/w, the smaller is the attenuation coefficient v (see Figure 1, 2).
Thus, taking into account the above considerations, the following normalized parameters of the waveguide
structure were chosen for further gas discharge axial structure modeling: n = 1.3, 0 = 0.8, Q2 = 0.2, v = 0.001.

0541w 0.007 A
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0.4 1
0.0051
0.34 0.004 -
0ol 03 0.0031
0.002 1
0.1 0.6 |
[ 5 0.001
0.0 19 . . . X1 0.0001 . | . . .
0 1 2 3 4 5 0 1 2 3 4 5
(a) Phase properties @ (b) Attenuation coefficient «
Figure 6. The dependence of the dimensionless phase and attenuation properties of the m = —1 mode via the

dimensionless wavenumber x for different parameter o values. Problem parameters and curve numbering are
the same as for the Figure 5
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Figure 7. The Zakrzewski stability criterion (8). The numbers near the curves are the non-uniformity param-
eter u values. Other parameters are equal: w =0.2, 0 = 0.8, n = 1.3, v/w = 0.001

The next step of the study is the determination of the & region where the discharge can be sustained
according to the Zakrzewski stability criterion (8). Some results of such study are presented in Figure 7. The
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Figure 7a and Figure 7b shows the influence of plasma density radial non-uniformity (parameter p varies in
the range p € [0.0;2.3]) on the stability criterion (8) for dipolar mode with m = +1 and m = —1, respectively.
Other parameters of calculations are equal to w = 0.2, 0 = 0.8, n = 1.3, v/w = 0.001. The criterion in the
Figure 7 is presented in the following equivalent to (8) form: Z.. = (n/a) - (da/dn) — 1 < 0, so negative value
of Z.,. corresponds to the regime of the stable gas discharge sustaining. When the parameter p increases from
zero (radially homogeneous plasma) up to p = 2.3 (the radial distribution of the plasma density is close to the
ambipolar diffusion regime profile), the maximum possible plasma density value N = wpz /w? in the discharge
that can be sustained by the dipolar mode m = £1 becomes bigger and the corresponding density range becomes
larger (see Figure Ta, 7b).

The final step of our study is the finding the plasma density axial distribution in the discharge sustained by
the dipolar m = +1 waves by solving ordinary differential equation (7). The Zakrzewski stability criterion (8)
was also under the control. The dimensionless plasma density N = wg Jw? (wy is the electron plasma frequency)
axial distributions in the discharge sustained by the eigen dipolar m = £1 mode for different plasma density
radial profiles (non-uniformity parameter g = 0.0, u = 2.0, up = 2.1, p = 2.2, p = 2.3) is presented in Figure 8.
The normalized normalized axial coordinate is equal to { = (vz)/(wR,). At this modeling the radius of the
waveguide metal enclosure is considered to be constant along the discharge. Other parameters are equal to
Q = 02,0=08,n=1.3,v=0.001.

304N
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(a) The dipolar mode m = +1 (b) The dipolar mode m = —1

Figure 8. Plasma density axial distribution in dipolar mode sustained gas discharge. The numbers near the
curves are the non-uniformity parameter p values. Other parameters are equal: 2 =0.2, 0 =08, n=1.3, v =
0.001

The Figures 8a, 8b present the normalized plasma density axial distribution N = w?/w? along the discharge
(normalized coordinate £) for a radially homogeneous plasma mu = 0 and for such values of nou-uniformity
parameter p at which the effect of radial non-uniformity becomes significant. The discharges, sustained by the
m = +1 waves in the considered discharge structure possesses the similar axial gradients and the discharge
lengths.

The Figure 9 presents the plasma density axial distribution in the discharge sustained by the eigen dipolar
mode in the case of radially uniform plasma for the metal waveguide with constant, increasing and decreasing
radius in the direction of wave propagation. The other parameters are the same as in the Figure 8. The
normalized plasma density value at the beginning of the discharge was chosen to be equal to N = 30. When
the discharge is sustained in the metal waveguide with increasing radius one can obtain the discharge length
approximately twice as long as for the discharge in a waveguide of constant radius. Besides one can obtain
significantly smaller axial gradients of density non-uniformity, especially at the end of the discharge. When the
discharge takes place in metal metal waveguide with the decreasing radius along the discharge the discharge
length decreases approximately in half, as compared with the discharge in the waveguide of constant radius.
At this case the axial gradients of density non-uniformity increases, especially at the end of the discharge. It is
necessary to note the similarity of the axial profiles of the discharges sustained by the dipolar mode m = +1.

The Figure 10 shows the plasma density axial structure in the discharge sustained by the dipolar mode in
the case when the non-uniformity parameter is equal to 4 = 2.0. The normalized plasma density value at the
beginning of the discharge was also chosen equal to NV = 30. The increase of waveguide metal radius along the
discharge gives the possibility to obtain a longer discharge than in a waveguide of constant radius. In addition
let us note that the plasma density decreases along the discharge almost linearly. In a waveguide with the
decreasing radius along the discharge one can obtain a shorter discharge with a large axial density gradient at
the end of the discharge. The model with such non-uniformity parameter possesses the similarity of the plasma
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Figure 9. Plasma density axial distribution in dipolar mode sustained gas discharge for 4 = 0.0, @ = 0.2, 0 =
0.8, n=1.3, v=0.001

density axial profiles for the discharges sustained by the dipolar mode m = +1.
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Figure 10. Plasma density axial distribution in dipolar mode sustained gas discharge for u = 2.0, Q = 0.2,
c=0.8,n=13,v=0.001

At the larger values of the non-uniformity parameter pu (u = 2.1), such similarity of the plasma density
axial profiles in the discharges sustained by the dipolar mode m = +1 starts to disappear (see Figurell). In
the discharges sustained by the m = 41 mode, the influence of the variable radius of the metal waveguide is
essential almost at the beginning of the discharge (Figure 11a). At the same time, in the discharges sustained
by the m = —1 mode, the plasma density decreases along the discharge practically according to a linear law
(Figure 11b). Besides the discharges length and the plasma density axial gradients for metal waveguides with
variable radius somewhat differ from such quantities for the discharges in waveguide structure with constant
radius n = 1.3. It is also should be noted that the length of discharge sustained by the mode m = —1 is slightly
smaller as compared to the length of the discharge in the mode m = +1.

When the non-uniformity parameter increases up to pu = 2.2, the axial profile of plasma density in the
discharges sustained by the m = 41 dipolar modes (Figure 12) become again similar, but since the discharges
on the m = 41 mode are longer than the discharges on the mode m = —1, then the corresponding plasma
density axial gradient for the discharge on the mode m = +1 is somewhat smaller.

The further growth of the non-uniformity parameter p up to p = 2.1 leads to the further discharge decrease
and to the increase of plasma density axial gradient.

4. CONCLUSIONS

This article presents the results of the theoretical modelling of the axial structure of gas discharge sustained
by the eigen dipolar (m = £1) wave of the discharge structure that consists of cylindrical magnetized slightly
collisional plasma column that surrounds by the vacuum region and enclosed by the metal wall of constant or
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Figure 11. Axial structure of gas discharge for = 2.1, 2 =0.2, 0 = 0.8, n = 1.3, v = 0.001
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Figure 12. Plasma density axial distribution in dipolar mode sustained gas discharge for p = 2.2, = 0.2,
oc=08,n=13,v=0.001

slightly varying along the discharge radius. The modelling was carried out in the framework of electrodynamics
approach taking into account slightly axial and strongly radial non-uniformity of plasma density.

For the discharge structure with a constant radius of metal enclosure it was shown that the increase of
the plasma density radial non-uniformity leads to the significant decrease of the discharge length and to the
increase of the plasma density axial gradients. It was also obtained that plasma density radial non-uniformity
has the essential influence on plasma density axial distribution starting from the non-uniformity parameter value
> 2.0. This influence is getting stronger when p — 2.3. It was also obtained that gas discharges sustained in
the waveguides with expanding along the discharge metal enclosure possesses a longer length with significantly
smaller axial density gradients at the end of the discharge as compared to a constant-radius discharge structure.
The use of a waveguide with narrowing along the discharge metal enclosure leads to the decrease of the discharge
length and to the increase of the plasma density axial gradient, especially at the end of the discharge. The study
of the simultaneous influence of the plasma density radial non-uniformity and the waveguide metal enclosure
axial inhomogeneity on the plasma density axial structure in the discharge have showed that in the discharge
structures with an expanding metal waveguide the length of the discharge sustained by the m = +1 mode is
slightly bigger than for the discharge sustained by the m = —1 mode. It was obtained that plasma density
decreases in the direction of wave propagation approximately according to a linear law when non-uniformity
parameter value p > 2.0. The carried out simulation have shown that when the non-uniformity parameter p
increases from p = 0.0 (radially uniform plasma) up to ¢ = 2.3 (the plasma density radial distribution that
is close to the profile of the ambipolar diffusion regime), the plasma density value increases and also increases
the corresponding density range of stable discharge that can be sustained by the m = +1 dipolar modes. The
obtained results can be useful for various different applications.
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AKCIAJIBHA CTPYKTYPA TAB0BOTO PO3PA/Y, IIIO IIIATPUMYETHCA
BJIACHOIO UIIOJIBHOIO XBUJIEXO METAJIEBOT'O XBUJIEBOAY 3MIHHOI'O
PAOIYCY, BATIOBHEHOT'O MATHITOAKTVNBHOIO HEO/JHOPITHOIO TIJTASMORO
Bonoaumup Oaedip?P, Onexkcanap Coopos?, Mukoja A3zapeHKOB> "
¢ Xaprisevkul nayionasvnul ynisepcumem im. B.H. Kapasina, matidan Ceobodu, 4, 61022, Xapxie, Ykpaina
® Hayionanvruti Hayxosut Ienwmp “Xapriscorut Pisuro-Texniwnutl Inemumym”,
eya. Axademiuna, 1, 61108, Xapwie, Yrpaina
B crarTi HaBeneHO pe3ysIbTaTH TEOPETUHHOTO MOCJIIKEHHS aKCIaJbHOTO PO3MOJILIY TYCTUHH ILJIa3MH B CTAIlOHAPHO-
My Ta30BOMY DO3pAni, gKUil HIATPHUMYEThCH BJIACHOIO JWUMOJIBHOIO XBHUJIEIO, IO HOIMUPIOETHCH B JOBTill IUJIIHIPWIHIN
I1a3MOBO-MeTaseBiit cTpykTypi. CTPyKTypa CKIAMAETHCA 31 CTOBIIA MArHITOAKTUBHOI HEOIHOPIAHOI IIa3MHU, MO 3HAXO-
JOUTHCS BCEPEIUHI METAJIEBOr0 XBHJIEBOLY 3MIHHOrO paziycy. JlociimkeHHs ra30BOro po3psiay MPOBOAUTHCA B PAMKAX
€JIEKTPOAMHAMIYHOI MO, B AKifl OCHOBHA yBara IPUILIAETHCS eleKTpoauHamivuniil yactuui. g onucy mpomnecis, 1mo
BiAOYBAIOTHCS B IJIa3Mi, BUKOPUCTOBYIOTHCS MOZE/IbHI PiBHsSHHS. Bu3HaueHo BIUIMB HEOIHODITHOCTI METAJIEBOTO XBUJIE-
BOY B3[IOBXK CTPYKTYPH Ta PaJiabHOI HEOJHOPIIHOCTI IyCTHHHM I1a3Mu HA (Ha30Bl XapAKTEPUCTUKN JUIIOJIHHOI XBUIII,
if mIpocTOpOBe 3aracaHHd, paJiaJbHAN PO3IOALiT KOMIOHEHT IOJId, aKClaJbHUI PO3IOILT TYCTHHY IUTa3MH, IO HiATPHUMY-
€ThCs IIEI0 MOJIOIO, TIPOBEIEHO aHAJI3 yMOB CTAIlOHAPHOCTI mpoTikanus po3pamy. OTpuMani pe3yabTaTu MOXKYTh OyTH
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Two series of multilayer coatings with different numbers of bilayers (268 and 536, respectively) were synthesised using the cathodic
vacuum-arc deposition (CVAD) with the simultaneous sputtering of two different cathodes. The first cathode was made of the
multicomponent TiZrSiY material, and the second one was made of technical niobium. The coatings were condensed in a nitrogen
atmosphere at a constant negative bias potential applied to the substrate. The resulting coatings have a distinct periodic structure
composed of individual layers of (TiZrSiY)N and NbN with the thicknesses determined by the deposition interval (10 or 20 s,
respectively). The total thicknesses of the coatings determined by the number of bilayers were 11 and 9 microns, respectively. The
formation of polycrystalline TiN and NbN phases with grain size comparable to the size of the layers has been identified for both
series of coatings. The layers exhibit a columnar structure growth with a predominant orientation (111). The hardness of the
experimental coatings depends on the thickness of the layers and reaches 39.7 GPa for the coating with the smallest layer thickness.
The friction coefficient of the obtained coatings varies from 0.512 to 0.498 and also depends on the thickness of the layers.
A relatively large value of the friction coefficient is due to high roughness and the presence of a droplet fraction on the surface as
well as in the volume of the coatings.

Keywords: Cathodic vacuum-arc deposition;, Multilayer coatings; Layer number; Texture; Microhardness; Tribological properties;
Friction parameters

PACS: 61.46.-w; 62.20.Qp; 62-25.-g; 81.15.Cd

INTRODUCTION

Modern high-tech production requires new materials with unique properties. In many cases, to provide the
required surface properties, functional coatings formed using modern technologies are used. The application of such
coatings can significantly increase equipment reliability, reduce maintenance costs, extend service life, restore working
surfaces and parts, and protect against high loads and aggressive environments.

Multilayer functional coatings are one of the most effective types of protective coatings. Its characteristic feature
is the difference in the physical, mechanical, and chemical properties of the constituent layers. Ion plasma deposition
technologies have significant advantages in terms of creating multilayer coating systems for tribological applications.

The architecture and construction of multilayer coatings, taking into account their functions and structure,
constituent materials of individual layers, their sequence, and thickness, makes it possible to control the properties of
the surface (for example, hardness and elastic modulus), and therefore its functionality. Several scientific works have
proposed a mechanism for increasing the hardness of multilayer coatings, based on the transition of the alternating layer
thicknesses to the nanometre scale, in which the formation of dislocations is suppressed, and the difference in the elastic
moduli of neighbouring layers prevent the dislocations motion [1-3].

Binary nitrides, such as TiN and ZrN coatings, have been widely used to improve the surface properties of
substrate materials. They are highly resistant to hardness, wear, and corrosion, making them useful for many industrial
applications. TiZrN coatings not only have a relatively higher resistance to corrosion, high adhesion, and low COF, but
also excellent hardness and wear resistance. One of the ways to further improve the coating system based on the TiZrN
system is to increase the number of alloying elements. Si, Y, V, Cr, and other elements can be used for this purporse.
Thus, the addition of Si leads to the formation of a nanocrystalline structure and strengthening of the coating. This is
consistent with the Hall-Petch relation, from which it follows that reducing the grain size to a certain critical value leads
to an increase in the hardness and strength of the nitride compound [4]. At silicon concentrations of 6-8 at.%, the TiZrN
coating has a nanocomposite structure characterised by the formation of an amorphous tissue SizN4 [5-8]. Coatings with
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high concentrations of Si are characterized by the formation of SiO, layers in the near-surface region, which serve as an
additional barrier to the diffusion of oxygen atoms [9].

The addition of yttrium to the coating composition helps to increase oxidation due to the possible formation of the
YO, phase at grain boundaries, as well as eliminate the formation of columnar crystals [10,11]. The simultaneous
addition of Si and Y to the coating can further improve its oxidation stability, corrosion resistance, and also reduce the
level of internal stresses [12].

Further improvement in the properties of multicomponent coatings based on monophase nitride systems
containing Ti, Zr, Cr, Si, Y, Al or other elements can be achieved under certain formation conditions under which the
increase in the hardness increases but the Young modulus decreases. Young's modulus is an important characteristic of
a material, largely determining its hardness. While increased hardness is desirable for high-performance coatings for
tribological applications, Young's modulus of such coatings must be low enough to improve strain resistance and
thermal stability.

The formulated conditions can be met when creating a multilayer coating, where one layer is a multicomponent
nitride system, for example (TiZrSiY), and the second layer is a mononitride, for example, NbN. The plastic properties
of the suggested mononitride are ensured by a decrease in Young's modulus and, in some cases, an increase in heat
resistance during the formation of a surface oxide film NbOy [13].

This article reports on the application of cathodic vacuum-arc deposition [14] for the synthesis of multilayer
nitride coatings based on niobium and a multi-element system (TiZrSiY) with nanoscale layers, as well as a study of the
influence of the structural phase state of obtained coatings on their physical and mechanical properties.

EXPERIMENTAL DETAILS

Experimental coatings were grown by cathodic arc in a non-commercial deposition system (see Figure 1). The
elemental composition of the first target was (in at. %): 72.5 Ti+ 20 Zr + 5.0 Si + 2.5 Y. The second target was made of
niobium with a purity of 98.2 at. Coating deposition was carried out in a nitrogen environment at a nitrogen pressure
(P~) of 0.53 Pa and a negative bias applied to the substrate (Uy) of 200 V. The substrates were made of AISI 321 steel
with dimensions of 15x15%2,0 mm?).

Two series of samples with coatings based on a two-layer system (TiZrSiY)N/NbN were produced. The total
thickness of the coating of the first series was about 11 um, and that of the second series was about 9 um. The sample of
the first series contained 536 layers, and the second series contained 268 layers.

1 5 6
2 :
N. I— Vac
1]
=] =~ (|| — —= Fe—

|

Figure 1. Scheme of the deposition unit used for the synthesis of multilayer coatings: 1 — vacuum chamber; 2 — automatic nitrogen
pressure control system; 3 — TiZrSiY multielement target evaporator (Me1); 4 — Nb target evaporator (Mez); 5 — substrate holder;
6 - substrates; 7, 8 — DC and pulse voltage sources.

The cross-sectional microstructure of the coatings at different magnifications, as well as morphology of the surface
after wear tests were studied using scanning electron microscopy in a Quanta 600 FEG and FEI Nova NanoSEM 450
microscopes. The phase state of the coatings was characterised using X-ray diffraction in a DRON-3M diffractometer in
Cu-Ka radiation. Identification of the phases and calculation of main crystal structural parameters was done using
Malvern Panalytical’s XRD software.

The microhardness of the coatings was measured using an automated ultramicrohardness tester, called
«Shiumadzuy, using the Vickers indentor. The applied load was 245 mN and the holding time was 10 s. The accuracy
of the measurement result according to the device’s passport indicators is + 1,5 %.

Tribological tests of the coatings were carried out in air using the ‘ball-disk’ scheme. The “Tribometer” device
from CSM Instruments was used as a friction machine. For tribological tests, coatings were deposited on the surface of
polished cylindrical samples (42 mm in diameter, 5 mm in height) made of 45 steel (surface roughness
R.= 0,088 microns). A ball with a diameter of 6.0 mm made of sintered certified aluminium oxide ALL,O3 was used as a
counterbody. The applied load was 6,0 H, the sliding speed was 10 sm/s. The tests comply with international standards
ASTM G99-959, DIN50324 and ISO 20808.
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RESULTS AND DISCUSSION

Figure 2 shows cross-sectional SEM images of multilayer coatings (TiZrSiY)N/NbN at two magnifications. Both
coatings show distinct alternating of (TiZrSiY)N and NbN layers with thicknesses of (35 +39) and (17 + 22) nm (seria
1) and (36 +45) and (31 + 39) nm, respectively. It should be noted that the thickness of the (TiZrSiY)N layers exceeds
the thickness of the NbN layers. An explanation for this fact may be, on the one hand, a higher rate of evaporation of
metals from a multielement cathode. On the other hand, the smaller thickness of NbN can also be associated with the
lower formation energy of the NbN compound (213 kJ/mol) compared to TiN (337 kJ/mol).

e HV  mag WD
20.00 kV 10000 x 8.1 mm

Cc
Figure 2. SEM cross section micrographs of multilayer (TiZrSiY)N/NDbN coatings
at low (left) and high magnifications (right): seria 1 (a, b) and seria 2 (c, d)

There is some unevenness in the thickness of the layers in depth. The alternation of layers of different thicknesses
is apparently due to the dynamics of the technological parameters during the coating deposition process. The
characteristic waviness of the forming layers is caused in part by the presence of the droplet fraction, as well as by the
influence of electromagnetic fields in the deposition area. The formation of the wavy structure of the layers is also
influenced by the initial morphology of the substrate surface.

To improve the adhesive bond between the substrate and the coating, before the coating, additional cleaning of the
substrate surface from adsorbed substances and oxide films was carried out using a stream of accelerated ions. Speaking
about oxide films, it should be emphasised that after preliminary cleaning (mechanical treatment, ultrasonic treatment,
degreasing), a layer of oxides up to 2.5 nm thick may be formed on the surface, and after heating in a vacuum to the
deposition temperature of the coating, the thickness of the oxide film can increase almost in half. To remove these
contaminants from the surface of the substrate, it is necessary to apply a negative bias voltage of about 10° V. This
parameter may ensure the cleaning at the atomic level. Surface cleaning with TiZrSiY and Nb ions occurred under a
high vacuum under the pressure of 0.001 Pa and with a negative potential on the substrate of 1300 V, which led to
heating of the substrate and its partial sputtering. As a result, a certain amount of cathode material still settles on the
surface of the substrate and diffuses to a small depth, thus forming a transition layer between the coating and the
substrate, the thickness of which is 29.5 nm (see Figure 3).
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Figure 3. High-magnification SEM image of the transition zone between the substrate and multilayer (TiZrSiY)N/NbN coating seria 2.

The results of the X-ray diffraction analysis of multilayer (TiZrSiY)N/NbN coatings are shown in Figure 4. As
one can see, the formation of complex phase structure is identified for all experimental coatings. The fcc-TiN phase
with (111) and (222) planes was revealed for (TiZrSiY)N layers and mixture of hcp-NbN-¢ phase (PDF-2 6-719), as
well as a small amount of NbN-&" (PDF-2 20-802) was identifies for NbN layers. The NbN-3" phase (space group
P63/mmc) having the anti-NiAs-type structure appears as a metastable structure during the phase transformation
NbN-6 — NbN-¢.

In the coatings of the first seria, the lattice parameter of TiN is 0.4301 nm. The grain size of TiN is 17.9 nm and
the level of microdeformation is 2.27x107. The line intensity distribution corresponds to texture (200) with the texture
coefficient Tcpoo) = 3.97. The lattice parameters of NbN-g are 0.2959 nm and 0.1140 nm. The grain size of NbN is
10.2 nm and the microdeformation level of microdeformation is 5.97x1073. Line intensity distribution of the line
corresponds to the texture (004). The lattice parameters of NbN-3" are 0.2988 nm and 0.5573 nm. Line intensity
distribution corresponds to texture (002).

o
w, g & : 70004 & :
. & +-TiN - ¢ -TiN
e o - NbN-¢ o - NbN-¢
5 V - NbN-§' 5 V - NbN-'
o * - substrate © * - substrate
450 3500
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Figure 4. Diffraction patterns of multilayer (TiZrSiY)N/NbN coatings: seria 1 (left) and seria 2 (right)

In the coatings of the second seria, the lattice parameter of TiN is 0,4295 nm. The grain size of TiN is 20.4 nm and
the level of microdeformation is 3.74x1073. The line intensity distribution corresponds to texture (111) with the texture
coefficient Tc(i11) = 6.00. The lattice parameters of NbN-¢ are 0.2959 nm and 0.1145 nm. The grain size of NbN is
26.4 nm and mm the level of microdeformation is 6.70x107. Line intensity distribution of the line corresponds to texture
(004). The lattice parameters of NbN-8” are 0.2967 nm and 0.5642 nm. Line intensity distribution corresponds to texture
(002).

During the crystallisation of niobium nitride, several phases can form [17], and in most cases, NbN films have a
mixed phase composition [18, 19]. Because of the complex composition and structure of the experimental coatings, the
diffraction patterns contain diffraction peaks from different phases with some overlapping of the peaks.

It is known that Nb atoms dissolve in the TiN lattice to form a substitutional solid solution (TiNb)N. According to
the Hume-Rothery rule, isomorphism of elements at temperatures far from the melting point appears when the
difference in atomic sizes is less than 15% (the atomic radii for titanium is 0.147 nm and for niobium is 0.146 nm).
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Therefore, for the experimental coatings, the predominant formation of a substitutional solid solution (TiNb)N is
possible at the interfaces of (TiZrSiY)N and NbN layers. For the coatings of the first seria, obtained at a 10 s interval
for the growth of each layer, the joined diffraction peak of (103)NbN-¢ and (200)TiN is found at 26 = 42.7° (see Fig.
4a). We suppose that this peak is related to the formation of a (TiNb)N solid solution (hcp crystal structure) at the
interfaces of the (TiZrSiY)N and NbN layers or even the formation of interlayer transition zones between layers.

It has been revealed that the interval for the growth of each layer to 20 s (coatings of the second seria), the line
intensity distribution from all peaks increases and broadening of diffraction peaks decreases (see Fig. 4b). The joined
diffraction peak of (103)NbN-¢ and (200)TiN as well as other diffraction peaks from NbN-¢ and NbN-&" disappear. The
line intensity of (004) NDbN-e increases dramatically. Nitride NbN-e has a homogeneity region at nitrogen
concentrations in the range of 48.0 to 50.6 at.% [17], and nitride NbN-§” exist at nitrogen concentrations in the range of
28.6 to 34.4 at.%. Based on these data, it can be assumed that an increase in the deposition time and, accordingly, the
thickness of the layer leads to a change in the nitrogen concentration in the NbN bilayers and, as a consequence, to an
increase in the volume fraction of the nitrogen-rich NbN-¢ phase. In addition, the deposition time also influences the
lattice parameters of the nitride phase. When the interval for the growth of each layer is 10 s (coatings of the first seria),
the lattice parameter of TiN is 0.4301 nm, but when the interval for the growth of each layer is 10 s (coatings of the
second seria), the lattice parameter of TiN decreases to 0.4295 nm. One can suppose that the changes in the lattice
parameter point to the change in the the nitrogen content in TiZrSiYN layers. Several studies report this dependence,
i.e. the decrease of the lattice parameter with a decrease in the nitrogen content. In summary, for multilayer coatings it
is possible to influence the phase-structural state of the growth layers by varying the interval [20].

The change in modulation period affects the state of the interfaces of multilayer coatings, which play a decisive
role in their properties [21]. Reducing the thickness of the layers while maintaining the total thickness of the coating
increases the number of interfaces between layers, which act as a barrier to the migration of dislocations and the
propagation of microcracks [22, 23]. The main mechanical properties of the multilayer (TiZrSiY)N/NbN coating as well
as thickness ratio between the constituent layers are summarized in Table 1. The ratios H/E" and H3/E?" are used to
represent resistance against elastic strain to failure and resistance to plastic deformation, respectively.

Table 1. Mechanical properties of multilayer (TiZrSiY)N/NbN coatings

Number of seria and thickness ratio Hardness H, GPa Young modulus E*, GPa H/E" H3/E*
between layers, nm
seria 1: 18/36 39.7 438 0.09 0.32
seria 2: 31/45 37.1 421 0.088 0.28

The data from the table indicate that coating with a smaller layer thickness has better mechanical parameters,
which is associated with the size effect and with the formation of incoherent (with different types of crystalline lattice)
interphase boundary in the layers.

To study the adhesive strength of the multilayer (TiZrSiY)N/NbN coatings, we performed a sclerometric study of
the best coating of the first seria using the Revetest scratch tester. The coating has been subjected to deformation
(scratching) in the elastic and elastic-plastic regions to the limiting state, followed by destruction during horizontal
movement of the indenter, previously embedded to a certain depth. The critical loads Lc, leading to the destructural
changes during the test, have been determined as follows: (1) Lc1 corresponds to the onset of penetration of the indenter
into the coating; (2) Lc2 corresponds to the appearance of the first cracks; (3) Lc3 corresponds to the appearance of
clusters of cracks; (4) Lc4 characterizes the peeling of some regions of the coating, and (5) Lc5 characterizes the
chipping of the coating or its plastic abrasion. According to the obtained data, the wear of the coating occurs quite
evenly without the formation of avalanche chips, which can be determined by the insignificant level of acoustic
emission signals with increasing load on the indenter (see Figures 5 and 6).
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Figure 5. Results of scratch test of multilayer (TiZrSiY)N/NbN coating seria 1
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The cohesive failure of the coating starts at 72.81 N, the adhesive failure is noted at 99.78 N and the full interfacial
failure is registered at 109.07 N.

The results of tribological tests at room temperature during dry friction of multilayer (TiZrSiY)N/NbN coatings
are given in Table 2. As can see, the friction coefficient of the coatings varies from 0.512 to 0.498. These relatively high
values can be explained by the high roughness and the presence of a droplet fraction on the surface and in the volume of
the coatings, the formation of which is due to the deposition technique.

L2 Le3

Lc1=65.42
Lc2=72.81
Lc3=96.67
Lc4=99.78
Lc5=109.07

Led Les
Figure 6. Images of the scratch on the surface of multilayer (TiZrSiY)N/NbN seria 1 at different loads

Table 2. Tribological parameters of multilayer (TiZrSiY)N/NbN coatings

Number of seria and thickness Friction coefficient Wear factor, mm>*xNxm™!
ratio between layers, nm initial tested counterbody (x107%) coatings (x1075)
seria 1: 18/36 0.318 0.498 2.2 1.4
seria 2: 31/45 0.341 0.512 2.0 1.5

When the wear tracks, some conclusions can be drawn about the wear mechanism. It is known that the main wear
mechanisms of coatings are (1) adhesive wear with buildup of the coating material to the counterbody, (2) abrasive
wear with the formation of grooves on the coatings surface by a more rigid counterbody, (3) tedious wear with removal
of particles of the coating’s material, and (4) plastic deformation of the coatings material.

The SEM image of the worn surface and the corresponding profile of multilayer (TiZrSiY)N/NbN coating seria 1
is shown in Figure 7.

0.5 0.6 0.7 0.8 0.9

Figure 7. SEM image of the wear track and corresponding depth profile of multilayer (TiZrSiY)N/NbN coating seria 1
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The nature of the wear track indicates the abrasive wear mechanism of the experimental coating. The bottom of the
groove has a rather ridged structure, which is obviously associated with the presence of droplet defects in the volume of
the coating.

Experimental studies indicate that under certain friction conditions, not only material transfer occurs, but also the
interaction of the environment with sliding surfaces activated by friction energy. Under non-equilibrium friction
conditions in air, it is possible to form a polyoxide tribofilm on the worn surface, which will contain oxidation products
and the interaction of the phase components of the coating and the counterbody. It indicates that tribochemical
oxidation occurred in the atmosphere.

The intensity of wear strongly depends on the hardness of the coating and the strength of the adhesive bond
between the layers. It should be noted that for multilayer composite nanostructured coatings, the grain and interlayer
boundaries are zones of intense energy dissipation. Cracks deviate from the direction of initial propagation and are
partially or completely inhibited, which is actually a strengthening of the coating material. Furthermore, grain
boundaries, which contribute to grain formation and material texture, can effectively strengthen the coating. Therefore,
coatings with a nanoscale structure and multilayer architecture are characterised by longer service life, especially under
conditions of cyclic thermomechanical stresses [24].

CONCLUSIONS

It is shown that in cathodic vacuum-arc multilayer (TiZrSiY)N/NbN coatings, a change in the thickness of
individual layers and the bilayer period leads to a change in the lattice parameter of the nitride phases. The lattice
parameter of TiN decreases with 0.4301 nm (the interval for the growth of each layer is 10 s) to 0.4295 nm (the interval
for the growth of each layer is 20 s).

Experimental coatings have the complex structural state of the fcc-TiN phase and the mixture of hep-NbN-¢ and
NbN-§” phases. The increase in deposition time and, accordingly, thickness of the layers leads to a change in nitrogen
concentration and, as a consequence, to an increase in the volume fraction of nitrogen-rich NbN-¢ phase in NbN layers.
The decrease in the deposition time results in the diffusion of NbN atoms into (TiZrSiY)N layers and the formation of a
solid solution (TiNb)N phase (hcp crystal structure).

The mechanical and tribological data indicate the advantages of the coating with thinner layers (the interval for the
growth of each layer is 10 s) and its high resistance to the initiation and propagation of cracks. This coating has a
hardness of 39.7 GPa, Young’s modulus of 438 GPa, and an adhesion strength of 99.78 N. The complete interfacial
failure of the coating occurs at a critical load of 109.07 N.

Under dry conditions, both multilayer (TiZrSiY)N/NbN coatings have high wear resistance. The friction
coefficients vary from 0.512 go 0.498. The wear mechanism of the experimental coating is mainly abrasive.
Tribochemical oxidation in the atmosphere environment is revealed.
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BAKYYMHO-AYI'OBI BATATOIHAPOBI IOKPUTTSI (TiZrSiY)N/NbN: BYJOBA TA BJIACTUBOCTI 3AJIEXKHO
BIJ TPUBAJIOCTI OCAI’)KEHHS HIAPIB, IO YEPT'YIOTBCSA
Bsiuecaaes M. Bepecnes?, Cepriii B. JInToBuenxo?, Mukoaa O. Azapenkos®’, Ounbra B. Makcakosa®,
Jlenuc B. Topox?, Boraan O. Masiain?, liana Kaiinu!, Ipuna B. Tomeukina®, Ouer B. Tiyxos'
4 Xapkiscokuil HayionaneHuil yrigepcumem imeni B.H. Kapasina, maiioan Ceoboou 4, 61022, m. Xapkis, Ykpaina
b Hayionanonuii nayxoeuii yenmp «Xapxiecoxuii (izuxo-mexnivnuii incmumymy, eya. Axademiuna, 1, 61108, m. Xapxis, Yrpaina
¢ Incmumym mamepianosuascmea, Cnosayvkuii mexuiunuii yHisepcumem y bpamucnaéi,
eyn. Ana bommy, 25, 917-24, m. Tpnasa, Cnosayuuna
4 YVorceopoOcwrutl nayionanshuil ynieepcumem, éyn. Hapoona, 3, 88000, m. Yoczopoo, Vrpaiua
¢ Xapriscokuil HayioHanbHUil asmomobdiibHO-00POJCHIl YHisepcumem, 8yi. Apociasa Myodpoeo, 25, 61002, m. Xapxie, Yrpaina
f Xapxiscokuti nayionansnuii yuisepcumem padioenexmponixu, npocnexm Hayxu, 14, 61166, m. Xapkis, Yipaina
BakyyMHO-IyroBUM CIIoco00OM IIpH OJHOYACHOMY PO3IMHJICHHI IBOX KAaTOJIB Pi3HOTO CKJIanay chopMoOBaHi 6araToriapoBi MOKPHUTTS,
IO MICTATh pi3Hy KiNbKiCTh MOABiHHHX ImapiB (OimapiB, BimmoBimHo 268 i 536). Ommn katox OyB BHIOTOBIICHHIT 3
OaraToKOMIOHEHTHOTO Matepiany TiZrSiY, a apyruii — 3 TexHiYHOTO Hio6ir0. OcaKeHHs TOKPUTTS MPOBOIMIN B A30THiH
aTMocdepi 3a HETaTUBHOTO MOTEHIIATY 3MimeHHs Ha miakiaaai. Otpumane nokputTs (TiZrSiY)N/NDN mae nepionudHy mapyBaTy
CTPYKTYpY 3 TOBIIMHAMH OKPEMHX IIapiB, [0 BU3HAYAIOThCS TpUBAicTio ocakeHHs (10 abo 20 c). 3arasbHa TOBIIMHA ITOKPHUTTS
BH3HAYAETHCS KIIBKICTIO copMoBaHuxX Oimapis. 3adikcosani y nmokpurTi ¢a3u TiN i NbN e momikpucraaigHuMH, po3Mipu 3epeH
MOXKHA TIOPIiBHATH 3 po3Mipamy ImapiB. Y Iapax CIIOCTEPIraeThCs CTOBMYACTA CTPYKTypa 3 MEpeBaKHOK opieHTtariero (111).
TBepaicth cOpMOBaHNX HOKPHUTTIB 3aJ€XKUTh BiJ TOBIIWHHU mapiB i csrae 39.7 I'Tla y mOKpUTTI 3 HalMEHIIOI 3 OTPUMAaHMX
TOBIIMHOO 1mapiB. Ha Bcix 3pa3kax 3 HOKPUTTSAM 3aJIe)KHO BiJl TOBLIMHH InapiB KoediuieHT TepTs 3MmiHtoeThes Bix 0,512 no 0,498.
HocuTpb Benmuka BenuyrHa KoedirieHTa TepTsi 00yMOBIICHa BHCOKOIO IIOPCTKICTIO Ta HASIBHICTIO KparuIMHHOT (pakiii Ha MOBepXHi Ta
B MOKPHTTI.
KirouoBi ciioBa: saxyymHo-dyeose posnuiieHHs; 6azamowaposi noKpumms, KilbKicmb wiapis;, mekcmypa, MIiKpomeepoicmb,
MmpubONOSIYHI 8IACMUBOCE, PPUKYIIHT XAPAKMEPUCTUKY
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The results of the study of the contributions of the interaction reactions of fast neutron sources of >**Pu-Be and 232Cf to the counting
efficiency of registration by oxide scintillators CdAWO4, ZnWO4, BiaGe3012 and GdaSiOs, presented. The amount of gamma quanta per
input neutron emitted from final nuclei excited in the reactions of inelastic scattering (n, n'y)in, resonant scattering (n, n)res and capture
(n, y)res and radiation capture (n, y)cap was measured. PMT R1307 operating in single-electron mode was used as a photodetector, the
background rate was ~ 5-10% s, The measured efficiency ¢ for scintillators g40x40 mm was 752 for ZWO, 532 for CWO, 37 for GSO,
and 23 for BGO in "counts/neutron" units, measurement error rate ~ 3-5%. The formation of the detector response is influenced by
the parameters of the scintillator nuclei, such as the values of the interaction cross sections in the resonance region, the density of
nuclear levels of the final nuclei, the lifetime of excited nuclear states, the upper limit of the resonance region of the cross section, as
well as the scintillation time and geometric parameters of the scintillators. A phenomenological model of the response of an oxide
scintillator to fast neutrons is proposed.

Keywords: Oxide scintillator, ZWO, BGO, CWO, GSO, Fast neutrons, 239py-Be, Resonance capture, Counting efficiency, Density of
nuclear levels, Single photoelectron mode

PACS 29; 29.40.Mc; 29.40.-n

Creation of compact, highly-sensitive detectors of fast neutrons emitted by sources of the Pu-Be, 232Cf type is
an actual task. Small-sized neutron and gamma-neutron radiation monitoring systems, designed to combat unauthorized
transportation of fissile and radioactive materials, are especially needed in such detectors.

Registration of fast neutrons is possible with organic scintillators of the stilbene type however, detectors based on
them require rather complex electronics, as a rule, they are grown in limited sizes. Detectors based on scintillation plastic
have an insignificant efficiency of recording fast neutrons, € ~ 0.1, while the necessary sensitivity is achieved due to the
increase in the geometric dimensions and mass of the detector. The shortage of *He and the high cost of manufacturing
He counters stimulate the development of detectors based on new principles of recording fast neutrons.

The development of new fast neutron detectors requires information on the contributions to the detector response of
the products of various mechanisms of interaction of neutrons with scintillator nuclei, since the energy of a fast neutron
upon interaction with the substance of the detector changes approximately 10 times, from ~ 11 MeV to 0.025 eV.
In addition, the magnitude of the detector's neutron response, in addition to the nuclear subsystem, is influenced by
the atomic subsystem of the scintillator, namely the scintillation time, which must be considered when analyzing
the contributions of mechanisms and developing new types of neutron detectors.

Fast neutrons from radioactive sources with energy E <10 MeV experience such types of interaction with scintillator
nuclei as elastic and inelastic scattering, resonance scattering, resonance capture, radiation capture. Therefore, three
conditional energy intervals are distinguished:

AE;, ~ 10 MeV — 0.5 MeV, (n, n'y)in:
ntA --> (A+1)* -> A* +n' + Yprompt > A + Ydelayed
AE;es ~ 0.5 MeV — 0.1 keV, (n, n')res and (n, Y)res:
n+tA->A+1)* >A+nsn+A->A+1)*-> (A+1)+ Ydelayed
AEcp ~ 0.1 keV —0.025 eV, (n, Y)eap.:
n+A->(A+1)*->(A+1)+ Vdelayed

Cite as: G. Onyshchenko, B. Grynyov, 1. Yakymenko, S. Naydenov, P. Kuznietsov, O. Shchus, East Eur. J. Phys. 4, 355 (2023),
https://doi.org/10.26565/2312-4334-2023-4-46
© G. Onyshchenko, B. Grynyov, I. Yakymenko, S. Naydenov, P. Kuznietsov, O. Shchus, 2023; CC BY 4.0 license


https://orcid.org/0000-0001-6945-8413
https://orcid.org/0000-0003-1700-0173
https://orcid.org/0000-0002-0194-8376
https://orcid.org/0000-0002-5585-763X
https://orcid.org/0000-0001-8477-1395
https://orcid.org/0000-0001-6063-197X
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.26565/2312-4334-2023-4-46
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334

356
EEJP. 4 (2023) Gennadiy Onyshchenko, et al.

In [1], it was shown that heavy elements can be used for calorimetry of fast neutrons, while the experimental
efficiency of registration at the lowest registration threshold was € ~ 0.4-0.5 instead of the expected € ~ 0.1. Such
a significant increase in the efficiency of the registration of high-energy neutrons was explained by the cascading action
of the generation of secondary neutrons on heavy lead nuclei in the reaction of inelastic scattering. It was shown that
the mechanism of inelastic scattering can be used to create highly efficient neutron calorimeters and neutron detectors
of a new generation. In our work, heavy oxide scintillators such as ZWO (ZnW04), BGO (Bi4Ge3012), CWO (CdWO04),
GSO (Gd28Si05) were studied [2 -3, 26].

In these works, the inelastic scattering reaction (n, n'y)i, is the starting point that generates primary instantaneous
and delayed gamma quanta from end-product nuclei and initiates the process of formation of secondary neutrons and
multiple gamma quanta arising from the decay of excited states of final nuclei and increasing the statistics of events,
generated by the primary fast neutron [4-7, 25,27-28].

At the first stages of research [8], the contribution of high-energy gamma quanta (E ~ 0.5-3 MeV) from the inelastic
scattering reaction (n, n'y) arising during the discharge of excited solid-state scintillator nuclei was carried out by small-
sized oxide scintillators, V ~ 1 cm®. At the same time, the efficiency of the registration of fast neutrons, measured by a
spectrometric path with an integration time of t = 30 us and a registration threshold of ~20keV, was
€~ 0.4 - 0.5 counts/neutron. Such a choice of the detector signal generation time was due to the need to suppress
secondary cascade gamma quanta, and the small size of the detectors did not allow neutrons to reach the resonant energy
range. Thus, for the reaction of inelastic scattering, the oxide scintillators looked practically equivalent.

In the future, in order to increase the counting efficiency of fast neutron registration, in our works [2, 3, 26] it was
proposed to register multiple (cascade) gamma quanta generated between the highly excited transitions of final nuclei
in the reactions of the interaction of neutrons with nuclei. For this purpose, it was proposed to register, in addition to
the products of the inelastic scattering reaction, also the products of the resonance scattering and capture reactions.

The basis for such an approach is that the nuclei that make up some oxide scintillators (for example, Cd, W, Gd, Zn)
have significant neutron interaction cross sections in the resonance region (~ 350 - 400 barn), while cross sections in the
inelastic region are only ~ 2-3 barn.

In addition, in the reaction of inelastic scattering and resonance capture of secondary neutrons, both instantaneous
gamma quanta from excited states of final nuclei (A+1)* with lifetimes of ~ 1074 - 10" s are emitted, as well as delayed
ones due to the lifetime consisting of final nuclei of several nanoseconds or more: — nucleus A* from the reaction
A(n, n'y)inA* and (A+1)* from the capture reaction A(n, y)res(A+1)*.

The intermediate (compound) nucleus (A+1)* receives the average excitation energy E ~ Sy+E, «in and, after the
escape of the secondary neutron, which reduces the energy of the compound nucleus by the value of the neutron separation
energy Sn, turns into the final nucleus A* with an excitation energy equal to energy of the incident neutron E, kn.
At the same time, mainly gamma quanta with an energy of about 1-3 MeV are emitted, which are confidently registered
by the electronic path even with moderate speed and sensitivity. Another secondary cascade gamma quanta is also
produced, initiated by secondary neutrons from the reaction of inelastic scattering upon capture in the resonant region.
That is why the cross section of the resonance zone becomes important.

It should be noted that in the reaction of inelastic scattering (n, n'y)in, the neutron ejected from the nucleus has
a significantly lower energy (on average ~ 1-3 MeV) compared to the initial energy (~ 4-10 MeV), i.e. there is an effective
slowing down of fast neutrons, which increases the probability of the subsequent capture of the escaped secondary neutron
in the (n, Y)rs reaction and the formation of a new compound nucleus.

In the case of capture of secondary slowed neutrons in the resonance region, it becomes possible to register additional
instantaneous and delayed gamma quanta of small energies arising during the discharge of excited states of final nuclei
(A+1)*, if the density of levels of excited nuclei is such that the distance between the levels exceeds excitation threshold
of scintillator molecules.

Our estimate of the densities of the levels included in the considered scintillators, carried out in this work on the
basis of the thermodynamic model of reactions [9, 10, 11], is consistent with estimates of the multiplicity of gamma
quanta in resonance capture reactions and the data of works [12-13, 24], the results of the evaluation indicate the existence
of low-energy gamma quanta emitted between the transitions of highly excited states of final nuclei, capable of effectively
exciting the molecules of the oxide scintillator. The energy range of incident neutrons, for which the contributions
of researched mechanisms of nuclear reactions involving neutrons can be realized, is also estimated.

To implement the possibility of registering low-energy gamma quanta from transitions between highly excited
short-lived states of nuclei when their energy is close to the excitation threshold of scintillator molecules, for example,
for ZWO, it was necessary to use a photodetector operating in the single-electron counting mode and to develop a
high-speed, low-noise amplifier path operating in the current-voltage converter mode, which has a resolution time
of ~ 1-2 ns (bandwidth Af ~ 300 MHz), a high amplification factor (~ 3000), low noise and a low registration threshold.
The average excitation energy of the scintillator molecule was estimated based on the light output of the scintillator.
For example, for ZWO, the light output is ~ 10,000 photons/MeV, so the excitation threshold of the ZWO molecule is
Ewmr ~ 0.1 keV. To ensure the necessary time separation of signals from the interaction of primary and secondary
neutrons, scintillation detectors with a sufficiently extended geometry were used, the thickness of the scintillator
is ~ 40-50 mm.
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Thus, the registration of cascades of gamma quanta of various energies in the range from a few MeV to hundreds
of eV, genetically related to the input neutron emitted by excited nuclei, in the presence of a high-speed measuring path
with a low registration threshold and a low noise level, made it possible to significantly increase the statistics of useful
events, occurring per one input neutron.

Literary data also confirm the generation of a significant number of secondary cascade gamma quanta from inelastic
scattering reactions [14], from radiation and resonance capture reactions [12, 15-16]. But, at the same time, it should be
borne in mind that the data on the multiplicity of secondary gamma quanta, if not specified, were accumulated by the
spectrometric technique during a long-time interval, and were processed in a delayed time mode.

In addition to theoretical estimates of the multiplicity of gamma quanta, this work developed a technique and
provided measurements of the efficiency of recording fast neutrons, confirming the increase in the measuremented
efficiency of the detector due to the use of secondary products of the resonance scattering reaction and capture.

The scintillator response model proposed in this paper also indicates the very significant role of the time
of scintillation of the excited states of the atomic subsystem of the scintillator. The results of the estimation of the travel
lengths of fast neutrons considering elastic and inelastic scattering point to a noticeable role of light oxygen nuclei, which
are part of scintillators, for the process of slowing down neutrons.

1. EXPERIMENT
In Table 1 shows some characteristics of the investigated scintillators.

Table 1. Main characteristics of the investigated oxide scintillators

Scintillator ZnWO0s | CdWO4 |  BisGesOi2 | GdaSiOs
nucleus (Natural abundance) (cross section, barn) part of nuclei in a molecule

Zn (Geap= 1.079; 01es=2.495; 0in=0.491; 1/6

ce=1.697; Gelires:97.22))

W (Geap= 18.11; 0res=355.1; 6in=0.485; 1/6 1/6

0e1:2.978; Gelil'eszl 1 185)

Cd (Gcap:2463; Ores=7/1 935, Gin:0.366; 1/6

Ge1=2.650; Gel rcs=85.13)

Gd (Gcap= 48700; 6res=398.3; oin=1.487; 2/8
ce=1.937; Gelires:170.6l)

Bi-209 (Geap= 0.0338 ; 61es=0.1919;6in=0.392; 4/19

Ge=2.8 1, Gelires:144.48)

Ge (Gcap: 2229, Gres:5.935; Gin:0.612; 3/19

6e1=1.686; Gel_res=120.08)

Si (6cap=0.160; 61es=0,0834; 6in=0.524;

6e1=0.734; ol res:25.38)

O (6eap= 0.00016 ; 6res= 0.00016; 6in=0.309; 4/6 4/6 12/19 5/8
Gel:o.957; Gelires:46.13)

Energy resolution,% (661.66 keV) 8.5 7 9 7.2
Density, g/cm? 7.87 7.9 7.13 6.71
Effective atomic number 61 66 74 59
Light decay time, us 20 18 0.30 0.06/0.6
Light yield, pe/MeV 10000 20000 (8-10)*10° (8-12.5)*10°
Gamma penetration depth, 1/e, cm 1.44 1.45 1.40 1.49
(Ey=0.662 MeV) 1/e, cm

Omission, (E;=0.662 MeV), a.u. (d =4 cm) 0.062 0.064 0.058 0.069
The free path length of a neutron , cm™! 0.389 0.373 0.390 0.394
2=No, (Ex=4 MeV)

Neutron penetration depth (1/e), 1/Z, cm 2.571 2.682 2.563 2.540
Omission neutrons, a.u. (d =4 cm) 0.211 0.225 0.210 0.207
Counting efficiency of registration of the fast neutrons, 574 443 19.3 222
counts/neutron, &, (n,n’y)in + (0,Y)res,

Counting efficiency of registration of the fast neutrons, 752 532 23 37
counts/neutron, &, (n,0’Y)in + (1,Y)res + (1,Y)cap

Size, mm D 52x42 0 45x42 0 40x40 18x18x42

The structural scheme for measuring the efficiency of fast neutron registration in spherical geometry is presented

in Fig. la, b [19]. In the neutron 2*Pu-Be source, accompanying gamma radiation from the reactions is present:

1) 4He + "Be > 13C* > 12C* +n > 12C + v,
2) *He +°Be -> PC* -> PC +,

(12C*, Ey = 4.43 MaB);
(13C*, Ey = 3.68 MaB).

The advantage of spherical geometry is the elimination of the need to introduce corrections for neutron scattering
in the lead sphere, which is used to attenuate the accompanying gamma radiation from the source. The measurements
used (a, n) a 2*°Pu-Be source and a 232Cf spontaneous fission neutron source with a flow of fast neutrons ~ 10° neutron-s™'.
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The source was placed inside a lead ball with a diameter of 100 mm with a channel to the center of the ball with a diameter
of 20 mm. Photomultiplier R1307 Hamamatsu is used. The detector-source distance is 1000 mm. To weaken the external
gamma background, a lead screen d = 5 mm is used.

Inelastic 1
Elastic 1 3

Inelastic 2

Elastic 2

Shield i Detector
Reaction

Figure 1a. Structural diagram of measurement of the counting  Figure 1b. The processes of scattering (—) and absorption (0)
efficiency of registration of fast neutrons in spherical geometry:  of fast neutrons in spherical geometry

1 - photomultiplier R1307; 2 - scintillator under investigation;
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The response to neutrons in the scintillators under study is formed by cascade gamma quanta emitted in the reactions
of inelastic scattering (n, n'y)i,, resonant scattering (1, n)rs and capture (n, y)res, radiation capture (1, y)cap, as well as due
to cascade gamma quanta that appear during the capture of secondary slowed neutrons. The value of the "count efficiency
of neutron registration" (CENR) by oxide scintillators CWO, ZWO, BGO, GSO was measured in units
of "counts/neutron”, i.e. in units of the ratio of the detector count rate to the number of particles falling on the entire
detector in 1s (the flow on the entire detector), i.e. CENR is the average number of pulses from the detector that fall on
one input particle.

The source of neutrons is located in a lead sphere, which effectively scatters neutrons, both in elastic and inelastic
scattering, while absorbing them very weakly, so that the number of neutrons emitted into space does not change and can
be considered. The capture cross section of fast neutrons in Pb is ~ 1.11 mb.

Scattering in the direction of the detector, i.e. into the front hemisphere is completely compensated by backscattering
into the detector from other points of the sphere, i.e. posterior hemisphere. Thanks to the spherical symmetry of the scatterer,
the number of neutrons passing through each square centimeter of the spherical surface will also remain unchanged.
Consequently, the lead spherical scatterer practically does not affect the number of scattered neutrons arriving at the detector,
with the exception of neutrons absorbed in the lead layer due to the (n, y) reaction. Thus, the scattering layer does not change
the neutron count rate in the detector, performs the function of weakening gamma quanta, which leads to a decrease in the
harmful influence of secondary gamma quanta from the Pu-Be source on the accuracy of measurements, reduces errors due
to the "accumulation factor" of gamma quanta , scattered from the walls of the room. The contribution of scattered fast
neutrons from the walls of the laboratory room was ~ 3%. Due to the increase in the effective size of the neutron source, it
is necessary to carry out measurements at somewhat larger distances (~ 1 m) compared to the "narrow" geometry. Deviation
from the law of inverse squares for a distance of 1.2 m does not exceed 3%.

The correction for the absorption coefficient of fast neutrons in the shielding sphere was measured by a Lil(Eu)
detector for a source-detector distance of 2 m and amounted to ~ 2.5%. Scintillator size SLil(Eu): @15 x 10 mm, °Li
enrichment 96%. The thermal peak (o + t) for °Lil (Eu) had a gamma equivalent of 3.98 MeV, fast neutrons were
registered in the energy range of 3.98 MeV + 14 MeV.

The additional contribution from gamma quanta with energy Ey = 4.43 MeV for the ZWO scintillator (correction
for registration efficiency of gamma) amounted to ~ 7%, while the following was assumed: the y/n ratio for the 3Pu-Be
source is 1, the transmission of gamma quanta with energy of 4.43 MeV by a lead sphere with a thickness of 50 mm ~ 9%,
absorption of such gamma quanta in ZWO with an effective thickness of 46 mm ~ 76%.

The correction for the absorption coefficient of fast neutrons in the protective sphere was also measured using a 22Cf
source. A distinctive feature of the 252Cf source is the absence of high-energy accompanying gamma radiation and
a "softer" form of the spectrum, which can affect the efficiency of the excitation of the gamma quanta generation
mechanisms. The difference in the measurement results for the ZWO scintillator was 11.8%, which can be explained by
the presence of accompanying gamma quanta with an energy of E = 4.43 MeV (7%) and a harder form of the spectrum
of the Pu-Be source, which leads to an increase in the output of secondary gamma quanta (4.8 %). The background
attenuation coefficient in the energy range of 10-150 keV by a 5-mm-thick lead shield around the scintillator was ~3.

In order to reduce the influence of fluctuations of the cosmic neutron background, the measurement
of the registration efficiency was carried out by five exposures - "100 s - background measurement, then 100 s - signal
measurement". The statistical error for each exposure was ~1%.
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On Fig. 2 shows the structural diagram of the measuring path, consisting of three channels - single-electron (counting
channel) (t ~ 1 ns), fast spectrometric (t ~ 50 ns, Amptek DPP PX-5), slow spectrometric (linear spectrometric amplifier,
T ~ 1 us). The photodetector is a Hamamatsu R1307 PMT, the rise time of the signal is ~ 7-8 ns. The single-electronic
account mode is used to lower the registration threshold, increase sensitivity, and reduce the registration resolution time.

To amplify signals from PMT, a current-voltage converter was developed, Fig. 3, amplifying signals with a rise time
of Tiis ~ 0.5 ns. The first stage is made according to the "current - voltage converter" scheme on OP type 4817, the input
bias current is 2 nanoamps, the total voltage gain of the second - seventh stages is kamp ~ 740, which made it possible to
register low-energy (E ~ 0.1 keV) gamma quanta. As the output driver, the 7th stage on the opamp type 7171 was used.

Ll L Ll
GDS-3504
T OSCILLOSCOPE
i 500 MHz

PULSE

2
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AMPLIFIER DPP AMPTEK L
G=2000 PX-5
1ns 10M 50 ns
LINE DRIVER i
G=2
1ns
AMP. G=5| | SPECTROMETER
derivation line 1us WILKINSON ADC
14 m QSO

Figure 2. Structural diagram of the electronic path for measuring the counting efficiency of registration of fast neutrons by
scintillators. 1 — neutron source, 2 — scintillator, 3 — PMT R1307, 4 — digital pulse processor

In order to reduce the dead time of the tract and quickly restore the baseline of the tract, shortening (differentiation)
of signals using a cable delay line was used.

Figure 3. Structural diagram of a broadband pulse preamplifier on OP type ADA4817. The input resistors in the OP are 100 Ohm.
The rise time of the first cascade is tris ~ 0.5 ns

The total dark noise of the PMT base line and the electronic preamplifier noise is 50 mV at a voltage of 1250 V on
the PMT. The dark loading of the measuring path in the single-electron mode for this PMF sample and a 945%40 mm
scintillator is ~ 5x10° ¢''. A DPP Amptek digital processor, signal processing time of 50 ns, and a pulse counter with
a bandwidth of Af ~ 1 GHz were used as a recorder.

On Fig. 4 shows the response of the ZWO scintillator to neutrons from the 2?Pu-Be source in the single-electron
(upper figure) and spectrometric (frise ~ 1 ps, lower figure) modes. The speed of the electronic path Tiis ~ 1 ns.

Figure 4. The response of the ZWO scintillator to fast neutrons from the 23?Pu-Be source in the single photoelectron
(trise~ 1 ns, upper figure) and spectrometric (trise ~ 1 ps, lower figure) modes. Here X is time, ps
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On Fig. 5 shows the waveform at the output of the broadband channel during the registration of neutrons from the
239pu-Be source by the ZWO scintillator. The duration of the leading edge of the signals © ~8 ns is determined by the
PMT parameters.

The hardware spectrum measured by DDP Amptek during irradiation of the ZWO scintillator with neutrons from
the 2**Pu-Be source is shown in Fig. 6. Signal processing time is 50 ns.

1 - photon peak

Log N

Figure 5. Response to neutrons from the ZWO scintillator at the ~ Figure 6. Hardware spectrum of the ZWO scintillator on PMT
output of the broadband channel. The dropout at the trailingedge R1307, HV = 1250 V.Y axis — Log(Counts), X axis — channels
of the signal is due to the shortening delay line, 2t = 20 ns. Scale

along the X axis is 25 ns/div

2. METHODOLOGY FOR THE STUDY OF CONTRIBUTIONS OF PRODUCTS OF REACTIONS
WITH NEUTRONS TO THE SCINTILLATOR RESPONSE
The processes of generation of cascade gamma quanta and secondary neutrons in the reactions of elastic and inelastic

scattering, resonant elastic scattering and capture of fast neutrons on the nuclei of the ZWO scintillator are schematically
presented as follows:
— elastic processes — (n,n")e:  nt+(A) --=> n'+ (A;\

o(n,n) = 0.957b (O-16, E=14MeV) n'->.
— inelastic processes — (n, n'y)in: n+(A) > (A+1)" > n'"*+H(A) fina

o(n, n'y)i= 0,491 b (Zn); X promt A Ydelay

o(n, n'y)i:= 0,485 b (W)
—resonance elastic scattering — (n,n')s: n+(A) ->n'+ (A\)‘

o(n', n")res=113 b (Zn); n'->...
o(n', n")es=136 b (W)

— resonance capture — (', Y)res: n'+(A) > (A+1) final > (A+1)
(1, V)res=2,495 b (Zn); Ay
o(n,y)res = 355.1 b (W)

En ~ 8 keV — 600 keV

— resonance capture — (n', y)cap: n'+(A) > (A+1)" ->(A+])

o(n, V)ep=1,079 b (Zn) Ay

(0, V)eap=18.11b (W)

In the reactions of inelastic scattering (n, n'y)i, on heavy nuclei of scintillators, such as Bi, W, Gd, Cd, neutrons can
lose energy up to 2-3 MeV on average, slowing down considerably. Along with inelastic scattering, neutrons are
effectively slowed down in the elastic scattering reaction on light nuclei that are part of oxide scintillators, such as '°O.

Secondary neutrons can re-enter the resonance capture reaction (n, ¥)rs. At the same time, the role of such nuclei as
47Zn, in which E,s ~ 0.6 MeV, can be very significant. When neutrons interact with nuclei, both excited compound nuclei
(A+1)* and final excited nuclei A* appear. In (n, n'y)i, reactions from (A+1)*, as a rule, 2-4 instantaneous gamma quanta
with different energies fly out on average, but all of them will be registered in real time as one response due to the small
the lifetime of compound nuclei.

An insignificant amount of gamma quanta with different energies from the final nuclei A* from the (n, n'y)i, reaction
can be recorded separately in real time due to the low excitation energy, because some A* nuclei can be in an excited
state for a few nanoseconds or more.

In the capture reactions (n, )rs from the final nuclei (A+1)*, due to the significantly higher excitation energy than
in the (n, n'y)i, reaction, from several tens to several hundreds of instantaneous gamma quanta fly out with different
energy, but their registration on a real time scale will depend on the life time of excited states.

In works [12, 24] the values of the multiplicity of gamma quanta arising in the radiation capture of neutrons on
nuclei are given, i.e. from excited nuclei (A+1)*. The value of the multiplicity of N, during the capture of thermal neutrons
by nuclei of average atomic weight (these are Si, Zn, Ge isotopes) fluctuates within the limits
of N, = 17-175 counts/neutron. For nuclei of high atomic weight (isotope W), the value of multiplicity varies within
N,= 75-225 counts/neutron.
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In the inelastic scattering of neutrons on the nuclei, there is also a certain multiplicity of gamma quanta emitted by
final excited nuclei A*. This is confirmed by the data of works [14, 20]. The value of the multiplicity of Ny in the
interaction of neutrons with nuclei of average atomic weight is in the range of 4-14 counts/neutron. For heavy nuclei, the
value of multiplicity Ny is in the range of 70-130 counts/neutron.

The smaller value of the multiplicity in inelastic scattering compared to the resonance capture reaction can be
explained by the fact that the final nuclei A* in inelastic scattering have a significantly lower excitation energy than the
final nuclei of radiation capture due to neutron escape, which sharply reduces the excitation energy by the amount
of nuclear binding energy.

It should be noted that separate hardware registration of cascaded gamma quanta in real time is possible only if the
lifetimes of excited states, the intervals between cascade events, and the transport delay of secondary neutrons when
moving into the scintillator material until the moment of capture are units of nanoseconds or more.

The use of a high-speed measuring path capable of processing signals with a rise time of ~ 0.5 nanoseconds,
for example, a PMT path in the single photoelectron counting mode, contributed to a significant decrease in the energy
threshold of registration to the energy of gamma quanta, which constitutes the excitation threshold of oxide scintillator
molecules, about Eg ~ 0.02 -0.1 keV.

Lowering the threshold of registration made it possible to increase the contribution to the detector response
of low-energy gamma quanta from high-lying transitions of excited final nuclei (A+1)*, especially from the reaction
of resonance capture on heavy nuclei, for example W, Gd.

This paper presents the experimental results of measurements of contributions of multiple gamma quanta generated
both in inelastic scattering and in resonance and radiation capture of neutrons by oxide scintillators. In addition, it was
experimentally confirmed in our work [3] that the growth of useful statistics of events due to cascade gamma quanta,
which are caused by incident neutrons, ultimately leads to an increase in the sensitivity of the neutron detector.

Secondary neutrons from the inelastic scattering reaction (n, n'y) have significantly lower energy and after additional
deceleration on light nuclei can be captured more effectively in the resonance region of Zn (Eres max(Zn) ~ 600 keV) and
W (Gel res=355.1 b ), which will contribute to an increase in the multiplicity of secondary neutrons and an increase in the
statistics of events.

2.1 ESTIMATION OF THE MULTIPLICITY OF GAMMA QUANTA FROM THE INELASTIC
SCATTERING REACTION

In reactions with neutrons, four types of spectra are experimentally observed: — a monoline with an energy equal to
the binding energy of a neutron, if an excited light nucleus emits a gamma quantum, it is in the ground state; — cascades
of gamma quanta with discrete, energy-separated levels for light nuclei (Si) (Fig. 7a); — cascades of gamma quanta
overlapping in the low-energy region, but still separated in the high-energy region (medium nuclei, Zn) (Fig. 7b). As the
atomic weight increases in the region of 1.5-3.5 MeV, a wide hump appears, which is formed by gamma quanta from
overlapping highly excited compound nuclei (heavy nuclei, W) (Fig. 7¢) [16].

a) si b) Zn
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Figure 7. Types of spectra observed during the interaction of fast neutrons from the reaction (n, n'y)in with nuclei of different atomic
weights:

a) — light Si nucleus; b) — the nucleus of the average atomic weight of Zn, the hump in the region of 1.5-3.5 MeV begins to form;
¢) — heavy nucleus W, a hump is formed in the region of 1.5-3.5 MeV. The Y axis is the number of counts, the X axis is the energy,
MeV [16]

The region of the spectrum in the interval 1.5-3.5 MeV is formed in the reaction of inelastic scattering by gamma
transitions of excited states of the final nucleus. In this interval, the levels in the middle nuclei of Zn are resolved by
energy. It can be seen in Fig. 7 c that in the interval of 1.5-3.5 MeV in the heavy nucleus W, the levels are not resolved
in terms of energy, therefore, the energy of gamma-quantum transitions between these levels may not be large enough for
reliable registration. This fact can be explained by the high density of excited levels in heavy final nuclei, because the
responses of the levels located in the high-density zone merge into one instantaneous response of gamma quanta.

Both excited compound nuclei (A+1)* and final excited nuclei of scintillators A* participate in the formation
of cascade gamma quanta. In addition, secondary neutrons from the reactions of inelastic scattering (n, n'y)i» and resonant
scattering (n, n)es can experience capture again, thus allowing to separate in time the cascade events initiated by the
primary neutron and increase the useful statistics of gamma quanta generated primary neutron.
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In Table 2 presents the neutron cross sections of reactions of resonance capture (n, ¥)res, €lastic resonance scattering
(n, n)res, inelastic scattering (n, n'y)in, radiation capture (n, y)cqp for a natural mixture of nuclear isotopes entering in the
compound of the studied oxide scintillators ZnWOj, BisGe;012, CdWO4, Gd»SiOs. [21-22].

Table 2. Cross sections of neutron reactions (n, n'y)in, (1, y)res, (1, n)el, (n, Y)eap for a natural mixture of nuclear isotopes included in
scintillators ZnWOs4, BisGe3O12, CAWO4 , Gd2SiO

0.0253 ¢V, (b) | eviég) MeV., 0.5 eVEé)O MeVil 14 Mev, (b) | 14 MeV, (b) |Threshold, keV|  Fres max
(1, Y)eap (1, Nres (0, Vs (n, n'y)in (n, n)et (n, n'y)in keV
@A) (A*D) @A) (A+D) @A) @A)
45Cd-nat 2463.26 85.13 71.935 0.366 2.650 247.6 8
74W-nat 18.11 1118.48 355.1 0.48505 2.798 46.7 6
30Zn-nat 1.079 97.224 2.4955 0.49025 1.697 94.7 600
%3Bi-nat 0.0342 144.48 0.19196 0.3923 2.810 900.7 200
3,Ge-nat 2.229 120.08 5.9348 0.61168 1.686 0.595 15
4«Gd-nat 48699 170.61 398.3 1.4872 1.937 54.88 8
14Si-nat 0.1604 25.378 0.0834 0.52419 0.734 1.779 1800
50-16 1.6c-4 46.13 1.6¢-4 0.3095 0.957 0.71

In our opinion, the most significant parameters of the indicated nuclei, which are used in the analysis of deposits of
neutron interaction products, are the resonance capture cross section, the density of nuclear levels of the final nuclei, and
the elastic scattering cross section in the resonance region (1, n)yes.

It should be noted that since the Gd and W nuclei have similar parameters of the resonance capture zone (sections
and the upper limit of the resonance zone), then, from the point of view of the nuclear subsystem, the GSO and ZWO
scintillators should have approximately the same CENR, but this is not observed in reality. Apparently, an equally
important role in the formation of the scintillator response is played by the atomic subsystem of the scintillator, i.e., time
of scintillation. Indeed, the ratio of the efficiencies of the scintillators ZWO — & =574 cnt/neutron and
GSO - ¢ =22.2 imp/neutron correlates with the ratio of the durations of the scintillation times: ZWO — 1 = 20 us and
GSO -1=0.6 us.

The work [13] (Fig. 8) shows the densities of the levels of final nuclei depending on the mass number of nuclei.
Ellipses highlight regions of *Zn and '®?W nuclei. The upper dashed line is the density of levels corresponding to the
transition energy equal to E ~ 0.001 keV — this is the lower threshold of the single-electron registration mode, the lower
dashed line is the average excitation energy of the ZWO molecule, E ~ 0.1 keV. It is possible to conclude that practically
all gamma quanta from reactions of inelastic scattering and resonance capture on Zn and W nuclei can be registered in
the single-electron mode and will contribute to increasing the counting efficiency of registration.
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Figure 8. Density of levels of final -state nuclei p depending on the mass number of nuclei. Here Y is the density of levels, MeV-!;
here X is the mass number of nuclei. Ellipses highlight regions of ®Zn and '®?W nuclei. The upper dotted line is the lower threshold
of registration Em~ 0.001 keV in the single-electron mode, the lower dotted line is the average excitation energy of the ZWO
molecule, E~ 0.1 keV [13]

In this paper, based on the thermodynamic model of nuclear reactions, some parameters of the levels of the final nuclei
included in the studied scintillators [9-11] are estimated. The density of the nuclear levels p of the excited states of the final
nuclei from inelastic scattering reactions (n, n'y)i» and resonant capture (n, y)res on the nuclei are estimated. The working interval
of energies of incident neutrons, in which gamma quanta are generated, registered by the photodetector, the energy of the
secondary neutron is estimated. (Table 3). The possibility of a statistical description of nuclei is associated with a large number
of system states in the energy interval of averaging, excited in compound nuclei and final nuclei during neutron capture.

The basis of the model of the reaction a + A—> C*—> b + B, passing through a compound nucleus, is the
description of the distribution of ejected particles by energy (spectrum): W(E) ~ Eb o.(E) pg(Eg, — E), where
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E is the energy of the ejected particles, o (E) is the formation cross section of the compound nucleus, pg(Eg, — E) is the
density of levels of the final nucleus, Ez = Egp, — E is the excitation energy of the final nucleus, Egj, is the energy
of particle b, EZ;** is the maximum energy b corresponding to the formation of the final nucleus B in the ground state,

E, s the energy of the incident particle.

Table 3. Comparative evaluation of the parameters of light and heavy final nuclei excited by fast neutrons in the reactions of inelastic
scattering and resonance capture

Reaction A(a, b)B %47Zn(n, y)res®Zn %Zn(n, n'y)in
The energy of the incident neutron Ea, MeV 0,01 | 0,600 1.3 | 5 | 12.5
Neutron attachment energy 7.981 7.981
1 level energy Ei - - 0.992
Excitation energy compound nuclei, M>B 7.99 8.58 8.29 12 19.5
Excitation energy end nuclei state, maxc., Eg, MeV - - 0.31 4.0 11.5
E*Bp max, max energy b, (n’) - - 0.31 4.0 11.5
End nuclei temperature, ®, MeV 1.348 1.397 0.27 0.96 1.63
Level density p, MeV-! 2201 2937 106 259 10200
Levels distance, D=1/p, keV 0.45 0.34 9.4 39 0.1
Exin. out. (), 20, MeV - - 0.53 1.92 3.26
Reaction A(a, b)B B2W(n, ¥)res W 182W(n, n'y)in
The energy of the incident neutron Ea, MeV 0,001 | 0,01 .01 |20 | 2.58
Neutron attachment energy 6.191 6.191
1 level energy Ei - - 0.1001
Excitation energy compound nuclei, M>B 6.19 6.20 7.1 8.09 8.67
Excitation energy end nuclei state, makc., Es,MeV - - 0.91 1.90 2.48
E*pb» max, max energy b, (n') - - 0.91 1.90 2.48
End nuclei temperature, ®, MeV 0.711 0.711 0.27 0.39 0.45
Level density p, MeV-! 9.6e¢+05 9.7¢+05 944 4200 9710
Levels distance, D=1/p, keV 0.001 0.001 1.06 0.24 0.1
Exin. out. (n'), 20, MeV - - 0.55 0.79 0.90

Considering the nucleus as a degenerate Fermi gas, the Weiskopf formula can be used for p(Eg) =
(C/E2) exp(2,/aEg), where Ep is the excitation energy of the final nucleus, a constant C ~ 1, the constant a was
determined by the density of single-particle compounds on the Fermat surface according to the formula a =

2
(%) (Ei) ,Ep~37 MeV. The temperature of the final nuclei B was estimated for a given excitation energy according
F

to 8 = \/Eg/a. The temperature of the compound nuclei C was estimated as 8 = |/ Efy**=\/E,/a.

The probability of recording gamma quanta from inelastic scattering reactions on W nuclei is significantly lower due
to the high density of W levels. Despite the high gamma multiplicityN, for W, from the results of the estimates given in Tab.
3 shows that the working interval of W nuclei (AE=1-2.6 MeV) is significantly smaller than that of Zn (AE= 1.3-12.5 MeV).
Only gamma quanta from the discharge of some long-lived states can contribute to multiplicity, and the registration of short-
lived low-energy gamma quanta from highly excited states requires a highly sensitive single-electron path.

From Tab. 3 shows that low-energy cascade gamma quanta with energy from E ~ 0.1 keV and higher are generated
in transitions of highly excited states of final nuclei (neutron energy range E ~ 1.3 — 12.5 MeV for Zn
and ~ 1.0 - 2.6 MeV for W). At the same time, the final nuclei of average weight Zn* in the inelastic scattering reaction
have the density of nuclear levels from 1.06*10%> MeV-! to ~1.0*10* MeV-!, which corresponds to the transition energy
from 9.4 keV to 0.1 keV. Gamma quanta in this energy range can excite ZWO molecules and be recorded in the
single-electron mode.

In the final heavy nucleus - W* in the reaction of inelastic scattering, the density of nuclear levels ranges from
944 to ~9.7*103 MeV-! in the energy interval of incident neutrons 1-2.6 MeV, which corresponds to the distance between
levels from 1 keV to 0.1 keV. Gamma quanta in this energy range can also excite ZWO molecules and be recorded in the
single-electron mode.

Consequently, model calculations indicate that in inelastic scattering reactions, the multiplicity of cascaded gamma
quanta of final nuclei of medium weight will be greater than that of final heavy nuclei due to a wider operating range
of neutron energies.

At the same time, the energy of the cascade gamma quanta of final medium-weight nuclei will be greater than for
heavy nuclei due to the lower density of levels in excited medium-weight nuclei, i.e. the reaction of inelastic scattering
from the point of view of neutron detection is more productive for nuclei of medium weight, if the threshold of registration
of electronics is big.
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The operating range of neutron energies for Zn nuclei is AE~ 11 MeV (from E~ 1.3 to 12.5 MeV), and it is limited
from below by the excitation energy, and from above by the density of nuclear levels of the order of 10* MeV-..
The operating range of neutron energies for W nuclei is much narrower, AE ~ 1.6 MeV (from E ~ 1 to 2.6 MeV) due to
the lower value of the nucleon separation energy in W (6.191 MeV) than in Zn (7.981 MeV).

2.2. ISOLATION OF THE CONTRIBUTION OF INELASTIC SCATTERING

In inelastic scattering through a compound nucleus n + A -> (A + 1)* -=> A* +n' + yp -> A + Y4el, two types of emitted
gamma quanta are distinguished. First, these are instantaneous gamma quanta of the discharge of the compound nucleus
(A+1)*, since they are emitted during the short lifetime of the compound nucleus (~ 10714 s). As a rule, the number of them
is small, from 1 to 4 counts/neutron. [20]. Their separate registration is practically impossible, all the energy of nuclear
decay is concentrated in one pulse of the scintillator. Secondly, these are delayed gamma quanta discharges of excited
long-lived states of a final nuclei, for which separate registration is possible, and which form cascades of gamma quanta.

The work [14] presents data on the multiplicity of cascade gamma quanta in inelastic reactions with fast neutrons.
For example, the gamma multiplicity of final nuclei *+%%%Zn is Ny = 18, 8, 7 counts/neutron, respectively. The gamma
multiplicity of nuclei '82134136W is Ny = 126, 71, 86 counts/neutron, respectively. The gamma multiplicity of nuclei
156.158,160.155,157G( is Ny=135, 17, 14, 11, 7 counts/neutron respectively. The gamma multiplicity of ''% 1'% 1%Cd nuclei is
Ny =62, 62, 71 counts/neutron, respectively.

Gamma quanta of the discharge of compound nuclei are quite simply isolated, for example, by using small-sized
scintillators, or by filtering the signal stream, i.e. by an integrated filter with a time constant from units to tens
of microseconds. Integration provides an efficient combination of cascaded gamma quanta into a single signal and
eliminates signal delays during the deceleration of secondary neutrons in d ~ 4-5 cm samples. As a rule, the gamma
multiplicity remains low and the efficiency does not exceed the value of 0.5-0.6 counts/neutron for small-sized (d ~ 1 cm)
of scintillators and is close to 1 counts/neutron for scintillators with a size of d ~ 4-5 cm. When using a highly sensitive
broadband preamplifier and integrating the signal with a spectrometric amplifier (t ~ 1 ns + 1 us), the counting efficiency
of registration remains practically at the same level - 3 - 4 counts/neutron for sizes d ~4 cm.

Thus, the filtration mode with the appropriate selection of the formation time value effectively suppresses cascade
gamma quanta of low energies from highly excited transitions in the final nuclei, i.e. estimate the contribution of the
inelastic scattering mechanism to the counting efficiency of registration. For example, the efficiency for small-sized ZWO
scintillators with a size of 10x10x10 mm in the spectrometric (i.e., without the use of a broadband preamplifier) mode
of ==1 us is ~ 0.73 counts/neutron, and increases to only 2.3 counts/neutron for a large-sized ZWO with a size
of @52x42 mm with the use of a broadband preamplifier (mode t=1 ns+1 us, amplification factor ~3000). Similarly, in
BGO and GSO scintillators in the filtration mode =1 ns+1 ps, the mechanism of inelastic scattering (n, n'y)i» is also
distinguished, while the recording efficiency €, ~ 1 counts/neutron for BGO and &, ~1.9 counts/neutron for GSO.

Due to the fact that the inelastic scattering reaction produces secondary neutrons with significantly reduced energy,
they are more likely to enter the resonance capture reaction on the nuclei. Also, due to the transport delay in time of the
secondary neutron until the possible subsequent capture, the use of a high-speed counting path allows to increase the
number of registered cascade gamma quanta from the capture reaction.

2.3. ESTIMATION OF THE MULTIPLICITY OF GAMMA QUANTA
FROM THE RESONANCE CAPTURE REACTION

The contribution of gamma quanta from the reactions of inelastic scattering (n, n'y)i» and resonance capture (n, )res
to the spectrum of gamma radiation on heavy and medium nuclei was studied in [16]. On Fig. 9 a, b show the averaged
spectra of gamma radiation from the reactions of inelastic scattering (n, n'y)i, at the excitation energy E,=7.5 MeV and
resonance capture (n, y).s at the neutron energy En=0.1 MeV on the heavy nucleus W and the medium nucleus weights
of Cu.

It can be seen that the N,-multiplicity from the inelastic scattering reaction (n,n"y)in on nuclei of medium and heavy
weight exceeds the Ny-multiplicity from the resonance capture reactions (n, ¥)res.

The fact that the increase in energy release after the capture of a resonant neutron with an energy of E = 0.1 MeV
for the medium Cu nucleus was noticeably higher than for the heavy W nucleus can be explained by the higher density
of the final W nucleus, which means the emission of lower-energy gamma quanta from excited levels of final nuclei W,
for the registration of which the sensitivity of the electronic path was not high enough, therefore, with the same registration
threshold, significantly less of them will be registered from W than from Cu.

This is confirmed by our estimates according to the evaporation model, which give the value of the density of the
levels of the final nuclei in the capture reaction for W —p =9.6-10° MeV-!, and for Zn—p =2.2-2.9-10° MeV-!. In addition,
model estimates performed for the inelastic scattering reaction give a value of the density of levels for Zn nuclei that is
lower than for W nuclei, and in a wider energy interval (Zn, AE=1.3 + 12.5 MeV; W, AE=1 + 2.6 MeV) (see Table 3).

It should be noted that the multiplicity of Ny, as a rule, is measured in a spectrometry mode, i.e. in a delayed mode,
so it may not agree with the value of the estimated registration efficiency, which is measured in real time.
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1004

Figure 9. Averaged spectra of gamma radiation from reactions (1n,y)rs and (n,n'y)in. a)—heavy nucleus W, solid line — (n, y)res,
dashed and dash-dotted — (n, n'y)in; b) — nucleus of average atomic weight Cu, solid line — (n, Y)rs, dashed and dash-dotted — (n,
n'y)in; The spectra were measured using a Nal crystal. The spectra (n, v) were measured at neutron energy E = 0.1 MeV. Here Y is
the number of accounts (E*p(E)), i.e. conditionally, Ny is multiplicity), and X is MeV [16].

In our experiments on measuring the efficiency of recording fast neutrons by scintillators containing nuclei
of medium and high atomic weight, the contribution of resonance capture (&= 574 counts/neutron) exceeds the
contribution of inelastic scattering (3 counts/neutron) to the experimental efficiency of registration by more than 2 orders.

This fact can be explained by the combined effect of the following factors: — high sensitivity and speed of the
electronic circuit operating in single-electron registration mode; — the generation of sufficiently slowed secondary
neutrons from the reactions of inelastic scattering and resonant scattering; — additional slowing down of neutrons on light
oxygen nuclei; — by the large resonance capture cross-section of heavy W nuclei (6rs = 361.6 b) and the emission of low-
energy, short-lived cascade gamma quanta in the transitions of highly excited states of the final nucleus; — contributions
of long-lived states of the final nucleus (A+1)*, for example, W-183, E=453 keV, 1=18 ns, W-185, E=244 keV, 7=19.3 ns;
— the contribution of a significant amount consists of a lifetime of ~ 1-2 ns; — a considerable time of luminescence of the
scintillator ZWO (20 us).

It should be noted that the low efficiency of registration in BGO can be explained by the absence of resonances in
the heavy Bi nucleus - 6,,=0.192 b and the insignificant value of the scintillation time - Tsine = 300 ns, and in GSO it can
be explained by the small value of the scintillator scintillation time - Teine = 600 ns compared to Tsin= 20 us for ZWO.
Resonance capture on nuclei of medium weight (Z,, 6rs = 2.49 b) cannot be productive due to the low cross section in
resonance zone.

Also, a significant increase in the counting efficiency of registration for ZWO — with € = 574 counts/neutron to € =
752 counts/neutron with additional slowing down of neutrons flying out of the scintillator confirms the fact that the main
mechanism for increasing the registration efficiency is capture of neutrons, primarily resonant, then, as the neutrons slow
down — radiation capture.

In addition to the fact that the density of nuclear levels plays an important role in the formation of the response of
the scintillator to neutrons, one should also consider the fact that sufficiently long-lived states can be excited in final
nuclei in the resonance capture reaction on W nuclei, for example, W-183, E=453 keV, 1=18 ns, W-185, E=244 keV,
1=19.3 ns. Also, long-lived states can be excited in the final nuclei of inelastic scattering W, for example, E=2230 keV,
1=1.4 us, E=1286 keV, 1=8.3 us.

In medium-weight Zn isotopes, long-lived states can be excited in the final nuclei of resonance capture, for example,
Zn-65, E=539keV,t=1.6us; Zn-67, E=93 keV, 1=9.2 us.

Therefore, it can be noted that the results obtained in our experiments to determine the efficiency of registration of
oxide scintillators using a high-speed electron path do not contradict the results of work [16] on increasing the contribution
to the energy release of scintillators due to the neutron capture reaction.

2.4. ISOLATION OF THE RESONANCE CAPTURE CONTRIBUTION

In resonant capture through the compound nucleus n+A -> (A+1)* -> (A+1)+y4a , as in the case of inelastic
scattering, the appearance of delayed gamma quanta of the discharge of excited long-lived states of the final nucleus
(A +1), for which separate registration is possible and which form cascades of gamma quanta, can be observed.

In work [12, 24] values of the multiplicity of gamma quanta arising in the radiation capture of neutrons on nuclei,
i.e. from excited state nuclei (A+1)*. The value of the multiplicity of N, during the capture of thermal neutrons by nuclei
of average atomic weight (these are Si, Zn, Ge isotopes) fluctuates within the limits of Ny = 17-175 counts/neutron.
For nuclei of high atomic weight (isotope W), the multiplicity varies within the range of Ny =75-225 counts/neutron. It is
necessary to keep in mind that data on the multiplicity of secondary gamma quanta, unless otherwise specified,
are accumulated by the spectrometric technique during a long-time interval, and are processed in a delayed time mode.
In this case, the registration threshold is usually ~ 1-10 keV units and higher. This leads to the fact that there is always
a significant discrepancy in the value of the efficiency € (CENR) and the multiplicity Ny.
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The estimation of the level densities in the resonance capture reaction by the studied scintillators based on the
thermodynamic model of reactions (see Tab. 3) gives a very high value of the level density for heavy nuclei —
approximately 10® MeV-!. Therefore, the value of the observed counting efficiency of registration can be explained by
the total contribution as long-lived states of the final nucleus (A+1), for example, W-183, E=453 keV, 1=18 ns, W 185,
E=244 keV, 1=19.3 ns, as well as a significant number of low-energy gamma quanta from transitions with a lifetime
of ~ 1-2 ns. In this case, the use of a high-sensitivity, high-speed, low-noise measurement path operating in the single-
electron mode (t=1 ns) makes it possible to effectively register gamma quanta of short-lived compounds, which leads to
an increase in the efficiency (CENR) of neutron registration. It should be noted that when switching to the spectrometric
mode, when suppressing short-lived gamma quanta, the efficiency decreases by more than two orders of magnitude -
from =574 counts/neutron to =3 counts/neutron for ZWO.

Also, the increase in the contribution of resonance reactions contributes to the increase in the number of slowed
down secondary neutrons from the reactions of inelastic scattering and resonance scattering, the presence of oxygen
nuclei, which participate in the effective slowing down of neutrons.

Thus, for effective registration of the products of the resonance capture reaction - cascade gamma quanta - it is
necessary to use a specialized broadband electronic path operating in the single-electron mode. In addition, scintillators
should contain nuclei with a high cross-section of resonant capture.

2.5. CONTRIBUTIONS TO THE EFFICIENCY OF RECORDING GAMMA QUANTA OF SCINTILLATOR
NUCLEI OF DIFFERENT ATOMIC WEIGHTS

Based on the experimental results of measuring the efficiency of recording fast neutrons of 2°Pu-Be and 22Cf
sources by GSO (e=22.2 counts/neutron) and ZWO (¢=574 counts/neutron) scintillators and estimates of the densities
of the levels of final nuclei according to the thermodynamic model for of Zn and W nuclei in the energy range of incident
neutrons 1 — 2.6 MeV (W) and 1.3 — 12.5 MeV (Zn), it can be concluded that nuclei of average atomic weight
(for example, Zn) provide a significant decrease in the energy of secondary neutrons from the inelastic scattering reaction,
and at the same time, they can generate gamma quanta from transitions of final nuclei with energy from ~0.1 keV to
~9.4 keV. Resonance capture on medium nuclei (Zn) can also contribute to gamma multiplicity both in the presence
of long-lived stable final nuclei and generate cascade gamma quanta from transitions of final nuclei with energy from
~0.34 keV to ~0.45 keV. But in this case, one should take into account the insignificant value of the cross section for the
inelastic scattering and resonant capture of nuclei of middle weight.

A more important role in increasing the efficiency of registration is played by heavy nuclei with a high cross-section
of resonance capture - W, Gd nuclei. Unlike BGO (efficiency €=19.3 counts/neutron), which includes heavy nuclei (Bi,
0=0.1919 b, short scintillation time — =300 ns), which do not have resonances, the ZWO scintillator (efficiency
€ = 574 counts/neutron) has a significant a higher multiplicity of secondary gamma quanta, which can be explained
by a combination of resonant capture (W, 6,.=361.6 b) and a long scintillation time (20 ps).

Heavy nuclei (W), according to estimates of the level density (Table 3), contribute to the efficiency of neutron
registration (CENR) in the inelastic scattering reaction in a narrow range of energies (E~ 1-2.6 MeV) (D ~ 1.06-0.1 keV).

The contribution to the gamma multiplicity of the resonance capture reaction on heavy W nuclei is provided by both
long-lived states of final nuclei, for example, 7=18 ns, t=19.3 ns, and a significant amount of low-energy gamma quanta
from transitions with a lifetime of ~ 1-2 ns , which is confirmed by the high density of levels (~9.6-10°).

The use of a high-speed, highly sensitive measuring path operating in the single-electron mode (t~1-2 ns) can ensure
the registration of short-lived cascade gamma quanta up to energy ~0.1 keV and below, emitted by final heavy nuclei
from the reactions of inelastic neutron scattering and resonance capture secondary neutrons.

2.6. DELAYED GAMMA QUANTA FROM FINAL NUCLEI INCLUDED IN THE ZWO SCINTILLATOR

In Tab. 4 presents data on the lifetimes of Zn and W isotopes excited in the reactions of inelastic scattering
and resonance capture, which are part of the ZWO scintillator, which were used in the analysis of the results
of measurements of the efficiency of fast neutron registration [23].

It can be noted that despite the high multiplicity of Ny, which is significantly greater than unity for heavy nuclei
and sufficiently large for nuclei of average atomic weight, the number of long-lived levels in the isotopes of the heavy
nucleus W is 18, of which 7 are excited in the capture reaction, 11 in the reaction of inelastic scattering. The number
of long-lived levels in isotopes of the middle nuclei of Zn is much smaller - 5, of which 3 are excited in the capture
reaction, 2 - in the inelastic scattering reaction. The remaining states of the isotopes of both nuclei undergo discharge for
times less than 1 ns. We note that it is due to the registration of gamma quanta of the discharge of short-lived compounds
with lifetimes T ~ 1 ns and less that the contribution of resonance capture increases, since long-lived compounds (18.4 ns,
8.3 ps, 19.3 ns, Table 4) in the final nuclei of the capture will not enough to form the necessary multiplicity
(e~574 counts/ neutron for ZWO).

Thus, on the basis of estimates based on the thermodynamic model and the analysis of the experimental data obtained
in this work, it is possible to conclude about the possibility of increasing the efficiency of recording fast neutrons by oxide
scintillators containing nuclei of high atomic weight and having a large cross section of resonant capture, due to the
registration of multiple gamma quanta of final nuclear from resonance capture reactions, if it is possible to register delayed
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gamma quanta due to the transport delay of secondary neutrons in the crystal provided by the necessary dimensions of
the scintillator crystal, especially in the presence of a high-speed, highly sensitive recording path operating in the single-
electron mode and allowing to register gamma quanta of delayed nuclear states with a resolution no worse than 0.5-1.0 ns.

For the GSO scintillator, which has practically the same cross-section value in the resonance region as that of the
ZWO (o(Gd) =398.3 b, (W) = 355.1 b), but a significantly smaller value of the efficiency of fast neutron registration —
€(GSO) =22.2 counts/neutron compared to &(ZWO)= 574 counts/neutron, this can be explained by the short time of GSO
scintillations (t ~ 600 ns, long-lived component of scintillation). It should be noted that the scintillation time plays an
important role in the formation of the registration efficiency value, and in some cases is the determining value. This is
indicated, for example, by a comparison of the neutron registration efficiencies of BGO and GSO scintillators, which
have practically comparable values of the registration efficiency, although the values of the resonance cross sections in
BGO and GSO differ by hundreds of times.

Table 4. Lifetimes, multiplicity of excited states in reactions of inelastic scattering and resonance capture of Zn and W isotopes included
in the ZWO scintillator

(n, n'y)in (n, Y)res | Abundance, % Gamma-ray energy, keV Ny [12]
Zn-64 48.6 <lns
Zn-65 0.0539 [1.6 ps] 78
Zn-66 27.9 <lIns
Zn-67 0.093 [9.3 us], 185 [1ns] 17
Zn-67 4.1 0.093 [9.3 us], 185 [1ns]
Zn-68 <lIns 175
Zn-68 18.7 <lIns
Zn-69 <lIns 33
Zn-70 0.62 <lIns
Zn-71 <Ins 79
W-182 26.5 100.0 [1.27ns], 1289 [1.04 ns], 1374 [2.2 ns], 1488 [1.7 ns], 1553 [1,3 ns],
2230 [1.4 ps]
W-183 453 [18.4 ns] 131
W-183 14.3 453 [18.4 ns]
W-184 111.2[1.3 ns], 904 [1.1 ns], 1286 [8.3 us], 1502 [2.3ns] 211
W-184 30.6 111.2[1.3 ns], 904 [1.1 ns], 1286 [8.3 us], 1502 [2.3ns]
W-185 244 119.3 ns] 75
W-186 28.4 122 [1.1 ns]
W-187 <lIns 225
3. MEASUREMENT RESULTS

Selected contributions of responses from reactions with fast neutrons (n, n'y) in, total contribution of reactions
(n, n"Y)in + (0, Y)res + (1, N)res, and total contribution of reactions (n, n'y)in + (0, Y)res + (N, N)res + (1, Y)eap in the counting
efficiency of registration &, of neutron, counts/neutron, by oxide single-crystal scintillators ZWO, CWO, BGO, GSO of
fast neutrons from the *°Pu Be source are presented in Fig. 10 and in Table 5.

The results of the response of these scintillators to gamma quanta from the '*’Cs source are also presented.
The measurement modes are as follows: tr= 1 ns - single-electron mode, t¢ = 1 mks - spectrometric mode. To increase
the contribution of radiation capture of neutrons flying out of the scintillator, a moderator with a thickness of d=1 cm was
used, surrounding the scintillator from the outside and a tape Cd-converter.

In Table 5 shows the contribution of products of reactions with fast neutrons of the 2**Pu-Be source to the counting
efficiency of registration € of neutron by single-crystal oxide scintillators ZWO, CWO, GSO, BGO.

In Tab. 5 a), the contributions of the inelastic scattering reaction (n, n'y);, are presented, the measurement mode is
spectrometric, T=1 ns +1 us.

Tab. 5 b) contains the total contribution of the reactions of the inelastic and resonance mechanisms (n, n'y)in, (1, )res,
T = 1 ns, the measurement mode is single-electron. It is possible to note a significant increase in the efficiency of ZWO
and CWO due to the contribution of the resonance capture reaction of neutrons by W tungsten nuclei.

The total contribution of reactions of inelastic scattering, resonance and radiation capture (n, n'y)in, (10, ¥)res, (1, Y)cap
is presented in Tab. 5 ¢), the measurement mode is single-electron, Tt = 1 ns. A further increase in the efficiency of ZWO
and CWO can be explained by the use of a neutron moderator with a thickness of 1 cm, which has an entrance window,
covered with a scintillator and surrounded by a cadmium converter tape. The low value of the efficiency of the GSO and
BGO scintillators can be explained by the short scintillation time of the scintillators — T = 600 ns (slow component) and
T =300 ns, respectively.

Tab. 5 d). To evaluate the efficiency of gamma quanta registration by the atomic subsystem of the scintillator, the
results of measurements with a Cs-137 source in the T = 1 ns, single-electron mode are presented. It can be seen that the
effectiveness of ZWO for fast neutrons is approximately 2.4 times higher than for gamma quanta.
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a) — contribution of inelastic scattering, (n, n'y)in, measurement mode —t¢=1 ns + 1 us;
b) — is the total contribution of inelastic scattering, resonance capture and scattering reactions (n, n'y)in + (1, Y)res + (10, N)res, Tt =1 118;
c) — is the total contribution of inelastic scattering, resonance and radiation trapping (n, n'y)in + (10, Y)res + (0, N)res + (0, ¥)cap,

tr= 1 ns — single photoelectron mode;

d) — is the contribution of the scintillator atomic subsystem, tr= 1 ns

Table 5. Values of contributions of products of reactions with fast neutrons of the 2>°Pu-Be source to the counting efficiency of
registration &, of neutron by oxide scintillators ZWO, CWO, GSO, BGO

Deposits of products BiGeO GdSiO CdwWO ZnWO
in reactions (ts¢=300 ns) ( Tsc_slow=0.6 us) (ts=18 us) (15¢=20 us)
Bi Ge [¢] Gd Si 0] Cd W 0] Zn W 0]
o(n,n"y)in 0.392 | 0.612 | 0.309 | 1.487 | 0.524 | 0.309 | 0.366 | 0.485 | 0.309 |0.491| 0.485 | 0.309
o(n,0)res 14448 120.08| 46.13 | 170.61 | 25.38 | 46.13 | 85.13 | 1118.48| 46.13 |97.22|1118.48| 46.13
o(1,Y)res 0.1919] 5.935 [0.00016| 398.3 |0.0834|0.00016| 71.94 | 355.1 |0.00016[2.495| 355.1 |0.00016
o(n,Y)cap 0.0342 | 2.229 [0.00017]48699.8 | 0.1604 | 0.00017 | 2463.3] 18.111 |0.00017]1.079| 18.111 ] 0.00017
a) &(n,n"y)in, counts/neutron, =1 nst1 us. V~ 1x1x1 cm
1.02 2.3 | 2.3 | 3.05
b) & ((n,n'y)int (n,n)rest(n, Y)res) , counts/neutron, =1 ns. V~ g4x4 cm
19.3 22.2 | 443 | 574
c) emn"y)int (n,y)rest(n, N)res + (n,y)cap , counts/neutron, =1 ns. V~ g4x4 cm
23 37 532 | 752
d) &, counts/gamma, Cs-137, ==1ns, V ~@g4x4cm
12.4 14.5 | 230 | 305

3.1. AMODEL OF THE RESPONSE OF A SCINTILLATION DETECTOR TO FAST NEUTRONS

Based on the results of measurements of the counting efficiency of registration of fast neutron, the authors of the paper
proposed a phenomenological model of the response of a fast neutron detector based on an oxide scintillator. The following
values are used as parameters of the model: cross section of resonance capture, cross section of inelastic scattering, time of
scintillation. In this case, the response of the detector can be presented in the form: R ~ [Gin+ Gres] Tscint, Where i is the
inelastic scattering cross section, Oy is the resonant capture cross section, and Tqint 1S the scintillation time. It should be noted
that for BGO, due to the high sensitivity of the measuring path, correction for afterglow was required.

On Fig. 11 compares the model estimation of the counting efficiency of registration of fast neutrons by oxide
scintillators with the experimental results obtained in this work. Calculated values of ZWO efficiency are compared
to experimental values. The measurement errors are 5%. The value of the agreement criterion was x>= 1.2.
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Figure 11. Comparison of the model estimation of the calculated efficiency ¢ of the registration of fast neutrons (solid columns)
by oxide scintillators ZWO, CWO, BGO, GSO and the results of measurements (hatched columns, our experiment)
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4. CONCLUSIONS

1. Experimental data on the counting efficiency of registration €, of fast neutron of Pu-Be sources with oxide
scintillators CWO, ZWO, BGO, and GSO were obtained, which are consistent with the experimental data of other authors
on the multiplicity of gamma quanta Ny from inelastic scattering reactions (Ny ~ 2-5 counts/neutron) and resonance
capture (Ny ~ 50-500 counts/neutron).

2. Measured contributions of reaction products of the interaction of fast neutrons from a 2*’PuBe source with the
substance of oxide scintillators to the counting efficiency of registration of fast neutron registration &, (counts/neutron).
At the same time, the technique of efficiency measurements was used using a low-noise, high-sensitivity broadband pre-
amplifier as part of a single-electron counter.

3. The following were used to select reaction deposits:

- the results of measuring the counting efficiency in the filtration mode T ~ 1 ns + 1 us, which allows to distinguish
the contribution to the efficiency of the reaction products of inelastic scattering (n, n'y)in;

- the results of measuring the counting efficiency of registration in the single-electron mode t~1 ns, which allows to
distinguish the contribution to the efficiency of the resonance capture reaction products (n, y).s on heavy nuclei due to
the registration of a significant number of low-energy gamma quanta from transitions between highly excited short-lived
(t ~ 1 ns) states of final nuclei.

- results of comparing the counting efficiency of registration of ZWO (g ~ 574 counts/neutron, Gs(W)~ 355 b,) and
GSO (e~22 counts/neutron, or(Gd)~ 404 b). It is proved that, despite the close and very large values of the resonance
capture cross sections for heavy W and Gd nuclei, the counting efficiency also depends on the scintillation time.

- the results of comparing the counting efficiency of BGO (¢ ~ 19 counts/neutr., Gs(Bi)~ 0.192 b,) and GSO
(e~22 counts/neutr., 6res(Gd)~ 404 b). The low value of the efficiency for BGO can be explained by the small value of the
capture cross section of the heavy Bi nucleus and the short time of scintillator exposure.

3. Registration of low-energy gamma quanta with energies up to Ey>0.1 keV required the development and
application of a high-speed, highly sensitive path operating in the single-electron mode. This made it possible to separately
register genetically related cascade events that occur in the detector, occurring per one input neutron, including secondary
neutrons from the resonance scattering reaction, which are subsequently captured in the resonance energy region and
increase the useful statistics of events.

4. The results of the measurements of the registration efficiency are consistent with the estimates of the
thermodynamic model for medium (Zn) and heavy (W) nuclei for the densities of the p levels of final and compound
nuclei. The high value of the ZWO efficiency can be explained by the significant value of the cross section of the resonant
capture of W nuclei, the possibility of recording in the single-electron mode with maximum efficiency not only some
gamma quanta consisting of a final nucleus with lifetimes in the interval from t > 10 ns, but also shorter-lived cascades,
T~ | ns of low-energy gamma-quanta of W nuclei emitted in highly excited transitions.

5. A phenomenological model of the response of oxide scintillators to fast neutrons is proposed, using the parameters
of the inelastic scattering cross section, the resonance capture cross section, and scintillator exposure times t. The model
can be used for the development of new efficient fast neutron scintillators.

6. On the basis of the proposed method of increasing the counting efficiency of registration of fast neutron by the
scintillator due to the use of cascade gamma quanta from the resonance capture reaction by heavy W-type nuclei and the
developed measurement technique using the single-electron registration mode, a highly efficient fast neutron detector
based on the ZWO oxide scintillator was created [3].

In the future, the proposed method will make it possible to create neutron and gamma-quantum detectors that are
more compact than the existing 3He counters for monitoring neutron and gamma-neutron fields of low intensity, for use
in search gamma-neutron dosimeters and surveillance systems.
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JIMUAJIbHA E®EKTABHICTDH PEECTPAIIIT BKJIATIB TPOAYKTIB PEAKIIIA IIBUJIKUX HEMTPOHIB
CIHAHTUWIANIAHAMA OKCUIHUMU JTETEKTOPAMH ZnWO4, BisGesO12, CAWOs Ta Gd2SiOs
Tennaniii M. Onunmenko™®, Gopuc B. I'punbos®, Isan 1. SIkumenko?, Cepriii B. Haiinenos®,
uann €. Ky3nenos?, Onexcanap I1. Hlycn?
@ Xapxiscokuti Hayionanenuii Yuieepcumem imeni B.H. Kapasina, na. Ceoboou, 4, Xapxie, 61022, Yxpaina
b nemumym Cyurnmunsyisinux Mamepianis, HTL] “Incmumym Monoxpucmanie”, HAH Yipainu, np. Hayxu, 60, 61001, Xapxie, Y«paina

¢ Incmumym Mownokpucmanie, HTL] “Incmumym Mownokpucmanie”, HAH Vkpainu, np. Hayxu, 60, 61001, Xapxkis, Yxpaina
Ipencrapieni pe3yabTaTy JOCIIPKEHHS BEIMYMHU BKIAJIIB PEAKIlili B3a€MOJil MIBUAKUX HEWTpoHiB mkepen *°Pu-Be ta 22Cf B
TMYuIbHy eeKTHBHICTh peecTparil okcuganmu cruHTHIsTOpaMu CdWOs, ZnWOs, BisGesO12 1 Gd2SiOs. BuMipsHO KINBKICTH
raMMa-KBaHTIB, IO NpPHUIAIA€ HAa OJWH BXIJHHUI HEWTPOH, BHUIYNIEHHX 3 KIHLEBHX saep, 30YMKEHHX y peakiuii HenpyKHOTro
po3ciroBaHHs (N, n'Y)in, PE30OHAHCHOTO PO3CIFOBAHHS (N, N)res 1 3aXOMICHHS (1, Y)res 1 paMiaIlifHOrO 3aXOIUICHHS (1, Y)cap. Y SKOCTI
¢oronpuiiMaua BukopuctoByeThecss PMT R1307, 1010 mparioe B 0JHOEIEKTPOHHOMY PEXUMI, (POHOBE 3aBaHTAKEHHS CKIIAIO n ~ 5*103
¢!, Bumipsina siunibHa eeKTHBHICTD € 111 CMHTHIATOPIB @40x40 MM cknana mis ZWO — 752, nius CWO — 532, ana GSO — 37 i
1t BGO — 23 B omHUIAX «IMITyJIbC/HEUTPOH», MOXHOKa BUMipIoBaHb ~ 3-5%. Ha ¢hopMyBaHHS BiATyKy JeTEeKTOpa BIIMBAIOTh TaKi
MapaMeTpH SACPHOTO CHUHTIIATOPA, SIK BEJIMYMHA B3a€EMOIi1 B PE30HAHCHIH 00JIaCTi, UIITBHICTH SIIEPHHUX PiBHIB KiHIIEBOTO Spa, 9ac
KUTTA 30yIKEHUX SICPHHUX CTaHIB, BEPXHS Me)Ka PEe30HAHCHOI oOJyiacTi mepepidy, a TaKoK 4ac BHCBIUyBaHHS Ta F€OMETPUYHI
rapaMeTpH COHUHTHIITOPA. 3alporoHOBaHa (heHOMEHOIOT1YHA MOJIENIb BIATYKY OKCHIHOTO CIHTHIIATOPA JIO IIBHKUX HEHTPOHIB.
Kurouosi cnoBa: oxcuonuii cyunmunsmop; ZWO; BGO; CWO; GSO; weuoki neiimponu,; *3°Pu-Be; pesonanchuii 3axeam; niuunvha
eexmugnicmy, 2ycmuna A0epHUX piBHis;, 0OHOENEeKMPOHHUL PEXHCUM
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The current work deals with indoor radon (**’Rn) concentrations measurements in the Calabar Study Centre of the National Open
University of Nigeria using a Corentium Arthings digital radon detector meter for seven days representing a short—term average
measurement of indoor radon gas concentration level. The geographical coordinates were recorded using a hand-held geographical
positioning system for the sample point. Measurement was taken for seven days and the following data where obtained
83+2.19 Bg/m?, 80+3.69 Bg/m?®, 86+5.57 Bq/m?3,84+1.59 Bg/m3, 82+3.59 Bq/m3, 81+4.89 Bq/m® and 85+5.59 Bg/m?>. The average
radon (**?Rn) concentration level was found to be 83 + 3.87 Bq/m® with a geometric mean of 82 + 3.54 Bg/m’. It was observed that
the radon concentration was below the reference level of 100 Bg/m? recommended by the World Health Organization (WHO).
Although the current exposure of members of the public to natural radiation is not critical, the situation could change abruptly when
other activities commenced. The excess life time cancer risk calculated for 70 years, 60 years, 50 years, 40 years and 30 years were
1.72x1073, 1.65x1073, 1.44x1073, 1.39x1073and 0.69x107 respectively. The calculated values of the excess life time cancer risk are
all higher than the set limit of 0.029 x 1073 by International Commission on Radiological Protection. However, there are no observed
cases of lung cancer epidemic in this Centre. Therefore, it is advised to use fans and effective ventilation techniques to reduce radon
levels. Identifying the regions of the country where people are most at risk from radon exposure should be the main goal of any
national radon policy.

Keywords: Indoor radon; Radon concentration; Digital Radon Gas detector, Calabar Study Centre

PACS: 92.60.Mt

1. INTRODUCTION

The human environment is continually exposed to ionizing radiation such as radon resulting from natural
radionuclides found within the earth’s crust and cosmic rays originating from outside the earth’s atmosphere [1].
Starting with uranium or thorium, radon is found in decay chains and its daughter are present everywhere [2]. When
compared to other naturally occurring radiation sources, it exposes people to the most radiation. This is the rationale
behind the numerous radon studies conducted by academic institutions [3]. The radon in groundwater, the atmosphere,
and buildings are only a few examples of the broad areas they research [4]. The radon atoms that were stopped in water
or air spread through the substance's pore space, eventually becoming the cause of radiation exposure. The main natural
source of ionizing radiation and the main factor in the amount of ionizing radiation that the global population is exposed
to is radon gas. Numerous in-depth scientific studies on the health impacts of radon, identified radon and the decay
products it produces as the second risk factor for the development of lung cancer, right behind smoking [5, 6]. Even in
the case of typical residential concentrations, recent studies have shown evidence of a link between lung cancer and
radon levels inside buildings [7]. Several authorities [6, 8] have established suitable action thresholds to reduce radon
exposure, over which households that exceeded such limits would need to take radon mitigation measures. The World
Health Organization (WHO) advised against radon levels in indoor air above 100 Bq'm™ or 300 Bq'm™ in special
circumstances [9]. The concentration of radon in indoor air has been measured in many countries and in a large number
of buildings as a consequence of the implementation of radon policies and regulation requirements. This has been done
in order to identify all radon-prone regions and to apply the proper corrective measures. Alpha track detectors exposed
for at least three months within buildings have been used in the majority of national measurement campaigns [10, 11].
The indoor radon concentration in the Cholula along the Pyramid tunnels was described by Lima Flores et al., [12].
It contributes to the understanding of the radon dynamic inside of the Pyramid tunnels and to evaluate the radiological
health risk to visitors, archaecologists, anthropologists and persons who spend extended periods inside the Pyramid.
Additionally, Nikolopoulosa and Louizi [13] provide estimates of exposure doses as well as passive and active radon
concentrations in drinking water and indoor air in Cyprus and Greece. The levels of passive indoor radon in Cyprus
ranged from (14 + 3) and (74 + 6) Bq'm>. Attica's active indoor radon concentrations varied from (5.6 = 1.8)
and (161 + 12) Bq-m 3, while those in Crete ranged from (1.7 + 0.4) and (141 £ 12) Bq-m3. In Greece, radon levels in
drinking water ranged from (0.8 + 0.2) and (24 = 6) Bq'm >, while those in Cyprus ranged from (0.3 + 0.3) and
(20 £ 2) Bq'm 3. They came to the conclusion that radon is the primary source of exposure and dose in the populations
of both Greece and Cyprus. Furthermore, indoor radon was investigated by Janik et al. [14] to be a serious threat to
people's health and one of the main factors in lung cancer. They gave a summary of radon-related surveying and
research projects carried out in recent years in western, southern, and eastern Asia. They discovered that as the human
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development index (HDI) rises, there are more indoor radon measurements per million people. Prior to the start of
mining in the Adamawa region of Cameroon in 2022, Sadou et al. [15] investigated indoor radon (***Rn) concentrations
and ambient dose-equivalent rate measurements. The 2?’Rn concentrations ranged between 175 + 16 Bqm™
and 43 + 12-270 + 40 Bq'm™, with a geometric mean of 101 + 21 Bq'm™. Most of the average values in terms of
concentration and radiation dose were found to be above the corresponding world averages given by the United Nations
Scientific Commission on the Effects of Atomic Radiation (UNSCEAR). Furthermore, using RADUET detectors and
TnP monitors, Nkoulou et al. [16] measured indoor radon (Rn), thoron (Tn), and thoron progeny (TnP) simultaneously
in the gold mining areas of Betare Oya. The WHO reference level of 100 Bq'm™ is exceeded in 76% of Rn and Tn
homes, while only 3% of homes exceed the 300 Bq m™3 threshold set by the International Commission on Radiological
Protection (ICRP). Radon has been acknowledged as a significant contributor to lung cancer and has been classified as a
human lung carcinogen. According to surveys, radon is the main source of radiation for the general population. The
biological effects of radon and its offspring's alpha emissions are greater than those of beta and gamma radiation.
Experiments on rodents exposed to radon results in similar risk, and confirm a linear relationship between risk and dose
[17]. This research therefore seeks to investigate whether or not the accumulation of radon gas within the Calabar Study
Centre of the National Open University of Nigeria (NOUN) are within WHO acceptable limits. Hence, this study will
be a guide to checkmate the challenges that may occur in the future due to the overexposure of this gas and to advise the
Government and the NOUN management on the implications of overexposure to the radon gas.

2. MATERIALS AND METHOD

The Airthings Corentium Digital Radon Detector, created in Oslo, Norway, is the radon detector utilized in this
project. The unit of measurement for radon-222 is picocuries per liter, or pCi/L. For daily, weekly, monthly, and annual
monitoring of radon concentration levels, the Airthings Corentium digital detector can be used for a minimum of 24 hours.
The radon meter operates under the premise that radon diffuses into a chamber for detection. The atoms release energetic
alpha particles as they decompose. A silicon photodiode detects the energetic alpha particles. When the alpha particle
strikes the photodiode, it produces a small signal current. The signal current is changed into a large voltage signal by using
a low power amplifier stage. An analogue to digital converter measures and samples the voltage signal's maximum
amplitude. The energy of the alpha particle that struck the photodiode determines the signal's amplitude. A micro-
controller serves as the monitor's central processing unit and logs the time and energy of each particle it detects.

The mean radon concentration for daily, weekly, monthly, and yearly time periods is determined using this data.
The Arthings digital radon detector was used to measure the indoor radon concentration in-situ at the Calabar Study
Center in Cross River State, Nigeria. The GPS was used to determine the geographic coordinates of the sample point.
Calabar study Centre is one of the many Study Centres run by the National Open University of Nigeria. The Arthings
Corentium digital radon detector was installed in the room at a distance of 0.25 m from the walls, 1.5 m from the
window, and 0.5 m from the door [18]. These positions were fixed throughout the work and were maintained since
radon levels depend remarkable on the sampling position. The detector was kept for a period of 24 hours before reading
was taken and this was repeated for seven days. The windows and doors were kept closed throughout the period of the
measurement to ensure that the indoor air is not distorted to achieve accuracy within the period of 24 hours.

2.1. EXCESS LIFE TIME CANCER RISK FROM RADON CONCENTRATION
The possible carcinogenic effects, as determined by a calculation based on the probability of cancer-induced
incidence in a population known as the excess lifetime cancer risks (ELCR). The sample location ELCR is the World
Standard probability of developing cancer over a given lifetime due to radiation or toxic chemical exposure.
According to Ref. [2] the ELCR is given as

ECLR = ApxD xRy (D

where Ag = Annul effective dose rate, D = Average duration of life (70 years), Rr = Risk Factor (0.05). By using a
tissue and radiation weighting factor, the Annual Effective Dose Rate (AEDR) from Radon Concentration was
computed [8, 10]. The inhalation dose equation takes the form:

AEDR(mS v/y) = DroXWrxWr )

where Dr, = indoor radon concentration, Wr = radiation weighting factor for alpha particles, and Wr = tissue weighting
factor for the lung [18].

2.2 STUDY AREA
The study area is located in Calabar, the capital of Cross River state, Nigeria. Administratively the city is divided
into Calabar ‘municipal and Calabar South Local Government Areas. It has an area of 406 km? and had a population of
371,022 at the 2006 census. The city is adjacent to the great Kwa Rivers and creeks of the Cross River (from inland
delta) [19]. The study area is located between longitude N4°50' to N5°00' and latitude E8°15' to E8°30' as indicated in
Figure 1 [20]. The location is Calabar study Centre, it was chosen for the study being a less populated Study Centre in
NOUN.



373
Assessment of Indoor Radon Gas Concentration in National Open University of Nigeria... EEJP. 4 (2023)

D R Pad

ewara fayn , |
L, A
-a/ Onemesi

E570C retaceous 1o recent sediments
[ IBasement Complex

==y Generalized structural trends
Z==in the \igerian basement F
= Major faults

@ Study area

’ .K 0 1?0 ?.OD km

a° 6° A° l'3° lvl’ 14°
Figure 1. Geological map of Nigeria showing the study area (after NGSA, 2004)

3. RESULTS AND DISCUSSION

The readings were obtained from NOUN Calabar study Centre in Cross River State, Nigeria. The geology of Cross
River State lies partly in the Oban Massif and the Calabar flank geological formations. These geological formations are
characterized by unique structural imprints. Geological map of Cross River State shows two types of rock formation,
the sedimentary and base complex rock. The Obudu Plateau flank and the Oban Massif in Akamkpa shows the
basement complex rocks, while the central and the southern parts of the state shows the sedimentary rocks [21]. Before
the detector is set for measurement counts or monitoring, on pressing the reset button, it calibrates itself to ensure that
the results so obtained would be same ease where under the same physical, environment, geological and meteorological
conditions. The reading was for seven days which accounted for short-term average measurement. Figure 2 shows a
chart distribution of indoor radon concentration level for seven days.
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Figure 2. A chart showing Radon distribution in Bq/m? for 7 days

The average indoor radon concentration level was found to be 83 + 3.87 Bg/m® with a geometric mean of
82 £ 3.54 Bq/m>. This shows that the rate of diffusion or exhalation of radon is higher in the study area because of
probably humidity, high temperature and exhalation and it was also found that radon concentrations was not above the
reference level of 100 Bq/m? recommended by the WHO. The distribution of radium in soil grains are described as the
key factor that affects radon emanation. Original models of radon emanation assumed that radium distribution was
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homogenous throughout the grain and that these grains were also spherical. The excess lifetime cancer risk calculated
for 70 years, 60 years, 50 years, 40 years, and 30 years are shown in Table 1. The calculated values of the excess life
time cancer risk calculated are all higher than the set limit of 0.029x107 by International Commission on Radiological
Protection (ICRP). However, there are no observed cases of lung cancer epidemic in this Centre.

Table 1. Computed values of excess lifetime cancer risk for ages of 70. 60, 50, 40 and 30 years of NOUN Calabar Study Centre

S/N ELCRx1073 ELCRx1073 ELCRx1073 ELCRx1073 ELCR x1073
70 years 60 years 50 years 40 years 30 years
1 1.72 1.65 1.44 1.39 0.69
4. CONCLUSION

In this work, 22?Rn was measured in the Calabar study Centre of the NOUN using Airthings Corentium Digital
Radon Detector. The average radon *?Rn concentration was found to be 83 + 3.87 Bg/m?® with a geometric mean of
82 £ 3.54 Bg/m’. It is abundantly clear that the exposure level is not dangerous. The situation could change in the near
future. However, the excess life time cancer risk for the study Centre was higher than the world average. The current
findings will also help with the ongoing project in Nigeria to establish national reference levels for indoor radon.
Therefore, it is advised to use fans and effective ventilation techniques to reduce radon levels. Identifying the regions of
the country where people are most at risk from radon exposure should be the main goal of any national radon policy.
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OIIHKA KOHIEHTPAIIIi PATOHY B IPUMIIIEHHSIX HAIIIOHAJIBHOMY BIIKPUTOI'O YHIBEPCUTETY
HITEPIi: MPUKJIAJ JOCJTITHALBKOI'O HEHTPY KAJIABAPA
KouaBosae M. JlaBaj, ETino I1. Inssaur, Edionr A. I6anra, ®ynminaiio Aiienyn
Daxynomem ¢hisuxu, Hayionanenuii 6ioxpumuii yrnieepcumem Hieepii, /[ocabi, A6yooca

[Morouna poGoTa CTOCYETHCS BUMIpIOBaHb KOHLEHTpallii pagony (*?’Rn) y npumimenssx y Kanabapcbkoro H0CIiHUIBKOMY LEHTPY
Hanionamsroro Binkpuroro yHiBepcutery Hirepii 3a monomoroio mudposoro pamonomerpa Corentium Arthings mpotsirom cemu
JHIB, IO IPEJACTaBIIsIE KOPOTKOYACHE CEepeHE BHMIPIOBAHHS PiBHS KOHIEHTpauii rasy pajoHy B npumimenHi. ['eorpadiuni
KOOpAWHATH OyJIM 3alMcaHi 3a JOMOMOTOI0 MOPTATHBHOI CUCTEMH reorpadiyHoro Mo3MLiOHYBaHHS TOYKH BHOIpKHM. BuMiproBaHH:
IPOBOJMIIMCS TIPOTATOM CEMHM JHIB i OysM OTpuMaHi HacTynHi gani: 83+2,19 br/m3, 80+3,69 Br/M3, 86+5,57 Br/m?, 84+1,59 Br/m>,
82+3,59 Br/m?, 81+4,89 Br/m® Ta 85 £ 5,59 Bk/mM3. Cepenniii piBens koHuenTpauii pamony (??Rn) cknas 83 + 3,87 Bx/m® i3
CepeaHIiM reoMeTpHYHUM 3HadeHHAM 82 + 3,54 bx/M3. Byso BHUsABICHO, 10 KOHIEHTpaLis pagoHy Oyja HIKYOIO 38 KOHTPOJIbHHH
pisens 100 Bx/M?, pexomennoBanuii BcecBiTHBOIO oOpraizamicio oxoponu 310pos’s (BOO3). Xoua HUHIIIHE ONPOMiHEHHS
HaCEJICHHS NIPUPOJHHAM BHIIPOMIHIOBAaHHSIM HE € KPHUTHYHMM, CHTYAIlis MOXKE PI3KO 3MIHHUTHCS, KOJIHM PO3IOYHYTHCS IHII BHAU
JismeHOCTI. Ha/UIMIKoBMi pU3KK PO3BUTKY paKy HPOTITOM JKUTTS, po3paxoBaHuit mst 70 pokis, 60 pokis, 50 pokis, 40 pokis i 30
pokiB, cranoBuB 1,72x1073, 1,65x1073, 1,44x1073, 1,39x1073 Ta 0,69x1073 BignosimHo. Yci po3paxyHKOBi 3HAYEHHS PHU3MKY
PO3BUTKY paKky NPOTATOM TPUBAJIOTO SKUTTA MEPEBHINYOTh Mexy 0,029x1073, BeraHoBieHy MiKHApOJHOK KOMICi€ 3
panionoriudoro 3axucty. OHaK BUMAAKIB emineMii paky serensb y LleHTpi He croctepiraetbes. ToMy aiist 3HM)KEHHS PiBHS PaJIOHY
PEKOMEH/IyETbCS BUKOPHUCTOBYBATH BEHTHJIATOPH Ta €(EKTHBHI METOIM BEHTWIALII. ['0JIOBHOIO MeTOI0 Oyab-iKOi HaliOHAIBHOI
PanoHOBOI MOMITUKK Ma€e OyTH BU3HAYCHHs PETiOHIB KpaiHH, Jie 01 HaHOIbIIe MiIIal0ThCsl PU3HKY BIUIMBY PaJIOHY.

KurouoBi cnoBa: padown y npumingennsax, KonyeHmpayis paoony,; yu@dposuti demexkmop 2a3y padoHy, yewmp docuioxcenv Kanabapa
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Available observational data regarding current cosmological characteristics suggest that the universe is, to a large extent,
both isotropic and homogeneous on a large scale. In this study, our objective is to analyze the Friedmann-Lemaitre-
Robertson-Walker (FLRW) space time using an perfect fluid distribution. We specifically investigate the framework of
f(R, Ly,) gravity within certain constraints. To accomplish this, we concentrate on a specific nonlinear f(R, L) model,
represented by f(R, L) = % + Ly,. The field equations are solved using the equation of state parameter of the form of
the Chevallier-Polarski-Linder (CPL) parameterization. The deceleration parameter study finds an accelerating universe
at late times. The transition redshift is found to be z; = 0.89 4+ 0.25. Also we discuss the physical and geometrical
properties of the model.

Keywords: f(R, L) gravity; Dark energy; Acceleration of universe; Equation of state parameter

PACS: 98.80.-k

1. INTRODUCTION

Recent astronomical observations have compellingly substantiated the ongoing expansion of the universe.
The concept of cosmic acceleration garners support from diverse sources, encompassing high-redshift supernovae,
the cosmic microwave background radiation (CMBR), data derived from the Wilkinson Microwave Anisotropy
Probe (WMAP), baryonic acoustic oscillations (BAOs), and the intricate large-scale structure (LSS) [1, 2, 3,
4,5, 6,7, 8, 9] of the cosmos. These observations have disclosed the presence of an enigmatic entity known
as Dark Energy (DE), which permeates the universe and accounts for approximately 70% of its aggregate
energy content. Dark Energy possesses an intriguing trait: it exerts a potent negative pressure, setting it apart
from conventional manifestations of matter and energy. This enigmatic quality enhances both the complexity
and allure of our pursuit to comprehend the fundamental mechanisms governing the universe. Dark Energy
assumes a pivotal role in propelling the accelerated expansion of the universe and is quantified by its equation
of state (EoS) parameter, symbolized as w = %, where p denotes pressure, and p signifies energy density.
A multitude of investigations have demonstrated that when the EoS parameter approaches w = —1 [10, 11], the
universe undergoes accelerated expansion. Under specific conditions, Dark Energy can manifest phantom-like
behavior, indicated by w < —1. In such scenarios, a universe governed by phantom Dark Energy is predicted
to confront an impending singularity referred to as cosmic doomsday or the big rip, a cataclysmic event where
the very fabric of the universe is torn asunder [12, 13, 14]. To illuminate and elucidate the intrinsic nature
of Dark Energy and its association with late-time acceleration, scientists have immersed themselves in the
exploration of modified theories of gravity. These alternative theories provide an intriguing avenue distinct from
conventional approaches, holding the potential to unveil the enigmatic aspects surrounding cosmic acceleration
and quintessence [15].

A recent development in the field of gravitational theories comes from Harko et al. [16], who have intro-
duced a novel generalization known as the f(R, L,,) theory of gravity. In this theory, 'R’ represents the scalar
curvature, and 'L,,’ corresponds to the matter Lagrangian density. This extension presents a fresh perspective
on understanding gravitational dynamics by simultaneously incorporating the geometric property of curvature
and the energy distribution described by the matter Lagrangian density. This intriguing interconnection be-
tween matter and geometry results in an additional force that acts perpendicular to the four-velocity vector,
leading to the non-geodesic motion of massive particles. Expanding on this concept, researchers have extended
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their investigations to explore arbitrary couplings in both matter and geometry [17]. They have conducted
comprehensive inquiries into the cosmological and astrophysical implications arising from these non-minimal
matter-geometry couplings([18, 19, 20, 21, 22]. It is worth noting that f(R, L,,) gravity models explicitly violate
the equivalence principle, which has been rigorously constrained by tests within the solar system [23, 24].

Recently, Wang and Liao conducted a study examining energy conditions within the framework of f(R, L,,)
gravity [25]. Additionally, Goncalves and Moraes analyzed cosmological aspects by considering the non-minimal
matter-geometry coupling in f(R, L,,) gravity [26]. Solanki et al. made a significant contribution to the back-
ground of f(R,L,,) by investigating cosmic acceleration within an anisotropic space-time with bulk viscos-
ity [27]. Furthermore, Jaybhaye et al. carried out an insightful study focusing on constraining the equation of
state for viscous Dark Energy in the context off (R, L,,) gravity [28]. Their research provides valuable insights
into our understanding of the nature of Dark Energy within this specific gravitational framework, thereby con-
tributing to our broader comprehension of cosmic acceleration and its underlying mechanisms. These studies
shed light on the intriguing consequences of the interaction between matter and geometry in the context of
f(R, L) gravity. Presently, there is a growing body of literature exploring the fascinating cosmological im-
plications of the f(R,L,,) gravity theory [29, 30, 31, 32, 33, 34, 35, 36, 37]. Numerous studies have emerged,
delving into various aspects and implications of this theory [38, 39, 40, 41].

In this work, we select the function f(R,L,,) to be given by:

FR, L) = 4 + L5, (1)

where R denotes the Ricci scalar and £, denotes the matter Lagrangian. If o = 0, then, as pointed out by
Harko and Lobo [16], we recover the Hilbert-Einstein Lagrangian and the field equations of general relativity.
Now the most general function for f(R, L,,) gravity is given by Harko and Lobo [43]:

FR. L) = 3 1(B) + G(Lw) a(R) 2

where f1(R) and fo(R) are arbitrary, but analytical, functions of the Ricci scalar R and G(L,,) is an arbitrary,
but analytical, function of the matter Lagrangian density L£,,. Since we are interested in a simple deviation
from general relativity, we choose the function f(R,L,,) to be given by (1). In addition, choosing the function
f1(R) to be arbitrary essntially yields f(R) gravity, and this has been extensively studied in the literature [43].
So we concentrate on the function G(L,,), and again, for simplicity, we choose fo(R) = 1 and G(L,,) = LS.
These choices are sufficient to enable the equations to be tractable, as well as to indicate broadly the differences
from general relativity.

Most studies involving Dark Energy in modified theories have to make some assumption on one of the
parameters such as the scale factor, Hubble parameter, deceleration parameter or equation of state (EoS). In
this work, we assume a form for the EoS. Our work is arranged as follows. In section II, we give a brief review
of f(R, L) gravity. Our model is discussed in section ITI. Observational constraints are imposed on the model
in section IV. Section V entails the cosmographic parameters. We discuss the physical parameters in section
VI. Section VII provides a discussion on the energy conditions. Finally, we conclude in section VIII.

2. REVIEW OF f(R,L,,) GRAVITY
The gravitational action for f(R,L,,) is given by

5= / F(R, Lon)y/~gda". 3)

Here R denotes the Ricci scalar and L, denotes the matter Lagrangian. The Ricci scalar R is obtained by
contracting the Ricci tensor R, as

R=g"" Ry, (4)
where the Ricci tensor R, can also be written in the following form:

R;w = a)\r)\ - 8HF§V + F/il/ g)\ - Fi\ar;‘ﬁd (5)

pv

with Fg 5 representing the components of Levi-Civita connection.
Now the given field equations are obtained by variation with respect to the metric tensor g,

1 1
fRR/w + (guuD - V/LVV)fR - E(f - fﬁmﬁm)guu = §f£mT;wa (6)
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Here fr = g—};, fe,, = aan and T},,, the stress-energy tensor for the cosmic fluid, is given by:

VEg o g

Now, we can obtain the following relation by using the covariant derivative in equation (6)

VAT, = 2V In( fﬁm)%. (8)

The homogeneous and spatially isotropic FLRW metric is given by:
ds* = —dt* + a*(t)(da?® + dy? + dz?), (9)
where a(t) is the cosmic scale factor. Now, the Ricci scalar for the metric (9) is obtained as:
R =6(H +2H?), (10)

where H is the Hubble parameter given by:

For a perfect fluid

T/w = (,0 + p)uuuy + P9uv- (12)

where p is the energy density and p the pressure, the corresponding field equations are given by:

3H2fR+%(f_fRR_fﬁmﬁm)‘FngR: %fﬁmm (13)
H e+ 8H fr — fr— 3Hfn 4 5 (Tea L — 1) = 3 feop (14

3. f(R,Lm) GRAVITY MODEL
Since f(R,L,,) is an arbitrary function of R and L,,, we choose f(R,L,,) as:

FR. L) =5+ L5 (15)

where n is free parameter. Following this, for that particular functional type of L,, = p [42], the universe is
given by the Friedmann equations (13) and (14):

3H? = (2o — 1)p?, (16)

2H +3H? = [(a— 1)p — ap]p® L. (17)

In cosmology, the effective equation of state parameter, often denoted as weyy is a quantity used to describe
the behavior of the dark energy component of the universe. Dark energy is a mysterious form of energy that
is thought to be responsible for the observed accelerated expansion of the universe. The equation of state
parameter for dark energy, w, relates the pressure (p) and energy density (p) of dark energy through the
equation:

_P
p (18)

(19)
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3.1. Observational Evidence and Precision Cosmology (Late 20th Century - Present)

Over the years, various cosmological observations, such as the study of Type Ia supernovae, the cosmic mi-
crowave background, and large-scale structure, have been used to constrain the value of w. Current observations
suggest that the equation of state parameter for dark energy is close to w = —1, consistent with a cosmological
constant (A). However, the possibility of a time-varying equation of state parameter (dynamic dark energy
models) has also been explored to explain the observed cosmic acceleration. In summary, the historical discus-
sion of the equation of state parameter in cosmology evolved from its early introduction by Einstein to maintain
a static universe, to its modern interpretation as a way to describe the properties of dark energy, which plays
a crucial role in the accelerated expansion of the universe.

Observational evidence and precision cosmology have helped refine our understanding of w and its impli-
cations for the nature of dark energy. In the exploration of Dark Energy (DE), researchers have introduced
various parameterizations of the Equation of State (EoS) parameter to capture its dynamic characteristics. One
commonly employed parameterization is the Chevallier-Polarski-Linder (CPL) parameterization:

w(z)=n+ %, (20)

which is derived from a straightforward Taylor expansion of the EoS with respect to the scale factor [43, 44].
While the CPL parameterization is a dependable choice for characterizing the behavior of the Universe during
early (z — 00) and present (z = 0) epochs, it exhibits singular behavior at future times. Precisely, it encounters
issues at a redshift of z = —1. Nevertheless, it is worth noting that the CPL parameterization performs
effectively at high redshifts and serves as a suitable approximation for slow-roll DE scalar field models. From
equations (17) and (18), we obtain:

3a
[da=2)
H = [(1+2)tmexp (17_:?2)} (21)

4. OBSERVATIONAL CONSTRAINTS

Observational constraints on cosmological models are crucial for understanding the nature and evolution
of our universe. One of the fundamental observations used for this purpose is the Hubble parameter (H(z))
data, which provides valuable information about the expansion rate of the universe as a function of redshift (z).
In this discussion, we will delve into the use of Hubble Data as an observational constraint in cosmology.

Hubble Parameter (H(z)): The Hubble parameter is a measure of the rate at which the universe is
expanding at a given cosmic time. It is a fundamental parameter in cosmology and is related to the Hubble
constant (Hp), which represents the current expansion rate of the universe. In a homogeneous and isotropic
universe, the Hubble parameter can be expressed as:

H(z) = Hy - B(2), (22)

where E(z) is known as the dimensionless Hubble parameter and is defined as:

E(2) = /(1 + 2)3 4+ Qq, (23)

Here, Q,,, and Q4 represent the densities of matter, radiation, and dark energy, respectively.
Using Hubble Data for Observational Constraints:
Data Collection: Observational constraints on H(z) typically involve collecting data from various astronom-
ical observations. These observations can include measurements of the Hubble parameter at different redshifts,
often obtained through techniques like supernova observations, baryon acoustic oscillations (BAO), or cosmic
microwave background (CMB) experiments.
Model-Dependent and Model-Independent Approaches:
Model-Dependent: In this approach, cosmologists assume a particular cosmological model, which may in-
clude parameters like Q,,, Q4, and others. The model’s predicted H(z) is then compared to the observed data.
Adjusting the model parameters helps find the best-fit values that match the observations.
Model-Independent: Alternatively, cosmologists can analyze the data in a model-independent way. In this
case, they use parametric or non-parametric methods to reconstruct H(z) without making strong assumptions
about the underlying cosmological model. This approach is valuable for testing the concordance model (ACDM)
and identifying deviations from it.
Chi-Square Test: To quantify the agreement between the theoretical predictions and observed H(z) measure-
ments, cosmologists often employ a statistical tool known as the chi-square (x?) test. The x? test calculates
a statistic that quantifies the goodness of fit between the model and the data. Smaller values of x? indicate a
better match between the model and observations.
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Hopsi — Hn i )?
XQZZ( obs,i 5 th,z) 7 (24)

i i

Hops,i: Observed Hubble parameter at redshift z;. Hyy ;2 Theoretical prediction for the Hubble parameter
at redshift z; based on the model. ¢;: Uncertainty (error) associated with the observed H(z) at redshift z;.
Parameter Estimation: In the model-dependent approach, the x? test helps constrain the values of cosmological
parameters, such as the matter density (Qy,) or dark energy density (24). The goal is to find parameter values
that minimize y?2, indicating the best agreement between the model and the data.

Model Testing: Observational constraints on H(z) are used to test the validity of different cosmological
models, including extensions to the standard ACDM model. Deviations between the observed data and model
predictions can provide insights into the nature of dark energy, the expansion history of the universe, and po-
tential departures from the standard model.

Cosmic Chronometers: The measurement of H(z) is often referred to as ”cosmic chronometry.” This ap-
proach allows cosmologists to track the cosmic expansion history and assess the behavior of dark energy over
cosmic time.

In summary, observational constraints using the Hubble Data in cosmology involves collecting measure-
ments of the Hubble parameter at various redshifts and comparing them to theoretical predictions. These
constraints help determine the properties of the universe, the nature of dark energy, and the validity of cos-
mological models, ultimately advancing our understanding of the cosmos. The chi-square test is a powerful
tool for quantifying the agreement between observations and models, allowing cosmologists to extract valuable
information about the evolution of the universe.

The priors that we used for the calculation of the model parameters o, m and n are obtained as follows.
From equations (16) and (17), we see that = 1 corresponds to general relativity, so we choose (0,2) as the
prior for . From the equation (20) for w(z), we see that as z — 0, w(0) = n. Since w(0) = —1 for the ACDM
model, and we do not want a large departure from the ACDM model, we take (—2,0) as the prior for n. For
m, we observe that for large z, i.e., at early times, the universe is decelerating, or w(z) = p/p > 0. Now, from
equation (20), for z — 0o, w = n + m. From the fact that w(z) > 0 at early times and bounds on the prior for
n, we choose (2,4), as the prior for m.

We now summarise our results for our parameters Hy, a, m and n using the above-mentioned tests:

MCMC Results
Dataset | Parameter | f(R, Ly,) Model | Parameter | A CDM Model

CC Hy 69 £ 0.012 Ho 67.4
a 1.5819-29 Qm 0.325231
m 4.0310°29 Qa 0.857423
n —1.71793]

o =158%3%

m = 4.03*3%

n=-17173}1

Figure 1. This graph shows the MCMC confidence contours at the 1o and 20 levels obtained from the 31 CC
datasets.
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In Fig. 1, we have plotted the likelihood contours for model parameters Hg, a, m and n at the 1o and 20
levels obtained from the 31 Cosmic Chronometers (CC) dataset. The CC dataset comprises the 31 data points,
obtained from the differential age method, spanning the redshift range 0.07 < z < 2.42. The best-fit values for

the model parameters obtained are Hy = 69 + 0.012, a = 1.587022 m = 4.03%525 and n = —1.7175 11
300
250
200
=
T 150 ]
100 s I —=— From data
= Model
50
— ACDM
8o 0.5 1.0 15 2.0 25

z

Figure 2. This figure shows our H(z) curve compared to that of the ACDM model.

In Fig. 2, we have plotted the curves of H(z) for both the ACDM and our models. To plot the curve
for our model, we made use of the H(z) equation given by (21), and values of the model parameters a =
1.58, m = 4.03 and n = —1.71 from our Table.

5. COSMOGRAPHIC PARAMETERS

Cosmographic parameters constitute a collection of cosmological quantities employed to depict the historical
expansion of the universe. These parameters are typically derived through a series expansion of scale factor
of the universe as a function of cosmic time. This cosmographic approach offers a model-independent means
of investigating the expansion of the universe, free from reliance on particular models related to dark energy
or dark matter. Among the commonly utilized cosmographic parameters are the Hubble parameter (H), the
deceleration parameter (q), the jerk parameter (j), and higher-order parameters. These parameters provide
valuable insights into the behavior of the universe at different cosmic epochs and play a role in assessing various
cosmological models.

5.1. Deceleration Parameter (g):

The deceleration parameter, denoted as ¢, stands as a pivotal cosmographic parameter characterizing
whether the expansion of the universe is slowing down or accelerating. It is defined as the negative of the ratio
between cosmic acceleration and cosmic expansion rate, expressed as:

i

q =
Here, a represents the scale factor of the universe, H denotes the Hubble parameter, and d signifies the second
derivative of the scale factor with respect to cosmic time.
We obtain the deceleration parameter in terms of redshift as:

3o ((1+m+n)f 112)

q(z) = -1+

(26)

—
(10— 2) [(1+ 2)0tmim Bap (2)]

The deceleration parameter yields essential insights into cosmic dynamics: When ¢ > 0, it signifies decel-
eration, indicating that matter and gravity predominantly influence cosmic expansion. Conversely, when g <
0, it suggests acceleration, a hallmark feature of dark energy. In cases involving a cosmological constant (A) or
forms of dark energy characterized by negative pressure, ¢ is expected to be less than zero.

We now show how we calculate the value of the transition redshift z;, = 0.89 & 0.25 as in the abstract.
The transition redshift is the redshift at which the universe transits from deceleration to acceleration, and is
given by ¢ = 0. In the table at the end of section 4, we have illustrated the best-fit values of the parameters
a,m and n from the chi-squared test using observational values of the Hubble parameter. We substitute these
values into equation (26) and put z = 0. This give us the value of the transition redshift as z;. = 0.89 £ 0.25.
By using the values o = 1.58,m = 4.03 and n = —1.71 from our table in equation (26), we have illustrated ¢(z)
in Fig. 3.
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_af == Model

Figure 3. This figure illustrates the deceleration parameter ¢(z).

It should be pointed out that values of the parameters different from our calculated ones of o = 1.58, m =
4.03 and n = —1.71 can lead to undesirable consequences, such as no transition from deceleration to acceleration
and values of the transition redshift that are inconsistent with observations. Similarly, a “bad” choice of the
function f(R,L,,) can also lead to these problems.

5.2. Statefinder Parameters:

The statefinder parameters encompass a collection of dimensionless cosmological parameters introduced
to explore the expansion dynamics of the universe in a model-independent manner. They are derived from
derivatives of the scale factor concerning cosmic time and are valuable for distinguishing between different
cosmological models and detecting deviations from the conventional ACDM model.

Two of the significant statefinder parameters are r and s defined as:

r= (27)
r—1
S 31/ @8)

These parameters depend on the scale factor (a), Hubble parameter (H), the third derivative of the scale factor
with respect to cosmic time (&), and the deceleration parameter (g).

We now wish to write the statefinder parameters (r, s) from equations (27) and (28) in terms of H(z), its
derivatives and ¢(z):

r(1+z):1—2%’(1+z)+ }IZJF(I;) (14 2)? 29)
(1+2) = g (30)

3[g(1 +2) —1/2]
where the primes denote derivatives with respect to (1 + z). To write r and s in terms of z, we use equations
(21), and its derivatives, and (26), thereby obtaining equations (29) and (30). These are plotted in Fig. 4 and
Fig. 5.

Statefinder parameters are particularly useful in discerning various dark energy models. In the context
of the ACDM model, both r and s assume fixed values (r = 1 and s = 0). Deviations from these values can
indicate the presence of alternative dark energy models or theories of modified gravity.

80

60

r(z)

== Model

201

0L, . . . . . .
-0.5 0 0.5 1.0 1.5 20 25
z

Figure 4. This figure shows the parameter r(z).
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Fig. 4 shows the curve r(z). This is obtained from equations (29), (21), (26) and the parameter values
a =1.58,m =4.03 and n = —1.71 from our table.

1500

10001

500/ == Model
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Figure 5. This figure shows the parameter s(z).

Fig. 5 shows the curve s(z). This is obtained from equations (30), (29) and (26), and the parameter values
a =1.58,m =4.03 and n = —1.71 from our table.

In summary, cosmographic parameters, including the deceleration parameter (¢) and statefinder parameters
(r and s), provide valuable insights into the dynamics of cosmic expansion. They enable cosmologists to
investigate the effects of dark energy and modified gravity theories without committing to specific models,
contributing significantly to our comprehension of the evolution of the cosmos.

6. PHYSICAL PARAMETERS

In cosmology, the behavior of the energy density and pressure plays a crucial role in determining the
evolution and dynamics of the universe. These two quantities are described by the energy-momentum tensor
and are governed by the equations of state for different components of the cosmic content, such as matter,
radiation, and dark energy. Here, we will briefly discuss the behavior of the energy density and pressure in our
model:
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6.1. Matter-Dominated Universe:

Energy Density (p): In a matter-dominated universe, such as the present cosmic era, the energy density
associated with matter (both dark matter and baryonic matter) dominates. In general relativity, the energy
density of matter scales with the volume of the universe, decreasing as the universe expands. Specifically, for
non-relativistic matter (where particles move much slower than the speed of light), the energy density scales as
p o< a3, where a is the scale factor of the universe.

Pressure (p): In the case of non-relativistic matter, the pressure is negligible (p &~ 0). Ordinary matter
particles do not exert significant pressure on the universe’s expansion. Therefore, matter contributes to cosmic
deceleration due to its gravitational attraction.
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6.2. Radiation-Dominated Universe:

Energy Density (p): In the early universe, during radiation domination (e.g., during the era of the cosmic
microwave background radiation), radiation (including photons and relativistic particles) dominates the energy
density. Radiation energy density scales differently from matter and decreases faster with cosmic expansion:
In general relativity, p oc a=*. This rapid decrease is due to the redshifting of photon energies as the universe
expands.

Pressure (p): Radiation exerts significant pressure (In general relativity, p = %p) The high pressure
associated with radiation contributes to the early rapid expansion of the universe. It leads to the deceleration
of cosmic expansion, but at a slower rate compared to the matter-dominated era.

6.3. Dark Energy-Dominated Universe:

Energy Density (p): In the current era, observations suggest that dark energy dominates the energy
density of the universe. Unlike matter and radiation, dark energy does not dilute with cosmic expansion (its
energy density remains nearly constant).

Pressure (p): Dark energy is characterized by negative pressure (p < 0), and it behaves like a cosmological
constant (A) in the ACDM model. This negative pressure drives cosmic acceleration, causing the universe to
expand at an accelerating rate. The pressure of dark energy counteracts the gravitational attraction of matter
and radiation, leading to the observed cosmic acceleration.
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Figure 6. This figure illustrates the energy density p(z).

In Fig. 6 we have plotted the energy density p(z) from equation (31), using the parameter values

a= 1.58,m = 4.03 and n = —1.71 from our table. We notice that the energy density is non-negative.
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Figure 7. This figure illustrates the pressure p(z).

In Fig. 7 we have plotted the pressure p(z) from equation (32), using the parameter values
a = 158 m = 4.03 and n = —1.71 from our table. The Fig shows that the pressure is initially positive
(deceleration), but at a redshift of z;,, = 0.89 £ 0.25, it changes sign from positive to negative, signifying a
transition from deceleration to acceleration.

6.4. Equation of State:

The relationship between energy density and pressure is often described by an equation of state parameter

(w = p/p). For matter, w ~ 0, for radiation, w = %, and for dark energy in the ACDM model, w = —1.
Different components with varying values of w have distinct effects on cosmic expansion and evolution.
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Figure 8. This figure shows the EoS w(z).

In Fig. 8 we have plotted the equation of state parameter w = p/p from equations (6.4), (32) and (31),
using the parameter values a = 1.58, m = 4.03 and n = —1.71 from our table. We notice that w(z) is positive
early on, signifying deceleration, and then flips signature to negative at the redshift z;, = 0.89+0.25, indicating
late-time acceleration as per observations.

In summary, the behavior of the energy density and pressure in cosmology is intimately tied to the compo-
sition of the universe. Matter, radiation and dark energy each have distinct behavior, and their contributions
to the energy density and pressure evolve differently with cosmic time, influencing the overall dynamics of
the expansion and acceleration of the universe. Understanding these behaviors is essential for constructing
cosmological models and explaining the observed features of our universe.

In the context of the dark energy concept, if w > —1 |, then the DE model is dubbed quintessence and if
w < —1, then the model is dubbed the phantom model. In our model, the EoS parameter is positive initially and
continues its evolution with negative values after a certain time. It evolves into the phantom region , crossing

the A CDM (w = —1) divide during late times.

7. ENERGY CONDITIONS

Energy conditions in the context of modified theories of gravity, such as those beyond Einstein’s General
Theory of Relativity (GR), are somewhat different from the energy conditions in standard GR. These energy
conditions are used to constrain and describe the behavior of energy and matter in these alternative theories
of gravity. Below are some commonly used energy conditions in modified gravity theories, along with their
physical interpretations:

Null Energy Condition (NEC):

Mathematical Form: T,,k%k® > 0 for all null vectors k%, where T, is the energy-momentum tensor.
Physical Interpretation: In modified gravity theories, the NEC is often retained. It signifies that the energy
density, as measured along null geodesics (light rays), remains non-negative. This condition ensures that light
rays do not focus or converge, similar to GR.

Weak Energy Condition (WEC):

Mathematical Form: T,,v%v® > 0 for all timelike vectors v®.

Physical Interpretation: Like in GR, the WEC implies that the energy density, as measured by an observer
at rest in any reference frame, must be non-negative. This condition helps to ensure that matter has positive
energy and does not violate fundamental energy principles. We also expect the WEC to be obeyed in order to
achieve a transition from deceleration to acceleration.

Strong Energy Condition (SEC):

Mathematical Form: (T, — (1/2)gaT)v®0® > 0 for all timelike vectors v®.

Physical Interpretation: In modified gravity theories, the SEC is expected to be violated corresponding the
the late-time acceleration of the univerrse. It implies that the gravitational effects of matter must act as a
source of attractive gravity, just as in GR.

Dominant Energy Condition The dominant energy condition stipulates that, in addition to the weak energy
condition holding true, for every future-pointing causal vector field (either timelike or null) v*, the vector field
— é’vb must be a future-pointing causal vector, i.e, mass—energy can never be observed to be flowing faster than
light. However, again with dark energy, the DEC is expected to be violated corresponding the the late-time
acceleration of the universe.

It is important to note that modified gravity theories often introduce additional terms and degrees of free-
dom into the gravitational field equations compared to GR. These additional terms can affect the interpretation
and validity of the energy conditions. Also we find the energy conditions in terms of the energy density and
pressure:
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Trace energy condition (TEC), now abandoned
Null energy condition (NEC): p+p >0,
Weak energy condition (WEC): p >0 and p+p > 0,
Strong energy condition (SEC) p+3p >0 and p+p > 0,
Dominant energy condition (DEC) p>0and —p <p<p
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Figure 9. Figure of the WEC.

In Fig. 9, we have plotted the weak energy condition (WEC) against redshift z using equations (31) and (32)
and the values of the parameters a = 1.58, m = 4.03 and n = —1.71 as in our table. We see that the WEC is

satisfied.
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Figure 10. Figure of the DEC.

Fig. 10 plots the DEC against redshift using equations (31) and (32) and the values of the parameters o =
1.58,m = 4.03 and n = —1.71 as in our table. It can be seen that the DEC is violated, in keeping with the

requirements for a transition from deceleration to acceleration.
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Figure 11. Figure of the SEC.

Fig. 11 plots the SEC against redshift using equations (31) and (32) and the values of the parameters oo =
1.58, m = 4.03 and n = —1.71 as in our table. It can be seen that the SEC is violated, in keeping with the
requirements for a transition from deceleration to acceleration.

In summary, energy conditions in modified theories of gravity serve as a tool to understand the behavior
of matter and energy in these theories. While some energy conditions may remain similar to GR, others can
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be modified or relaxed, depending on the specific theory. These conditions help physicists analyze the implica-
tions of alternative gravity theories and their compatibility with observational data and fundamental physical
principles. We note that in our model, the SEC and DEC are not satisfied, in keeping with a model with dark
energy that has a transition from early deceleration to late-time acceleration.

8. CONCLUSION

In this work, we have studied an FLRW model in f(R, L,,) gravity. After an introduction and background
to the theory, we give a review in section 2. In section 3, we present our model. The extension presents a fresh
perspective on understanding gravitational dynamics by simultaneously incorporating the geometric property of
curvature and the energy distribution described by the matter Lagrangian density. Most studies involving Dark
Energy in modified theories have to make some assumption on one of the parameters such as the scale factor,
Hubble parameter or deceleration parameter. Here we assume a specific form for the EoS, viz., equation (19),
which is not so common in the literature, and we study a solution which exhibits a transition from deceleration
to acceleration. This is illustrated in Fig-3, showing that the deceleration parameter ¢ changes sign from positive
(deceleration) to negative (acceleration) at late-times.

We now make parallels with other similar works in the literature, pointing out the differences with our
work. Jaybhaye et al [45] studied a model with a similar form of f(R,L,,) as ours, but with the addition of a
constant. However, their study was limited to the matter dominated universe only, i.e., p = 0. Hence, the energy
conditions could not be discussed. Maurya [46] used a similar form for f(R,L,,) as [45], but added a constant
coeflicient to the L&, term. There was no discussion of the energy density, pressure and the energy conditions.
The other paper that bears close resemblance to ours is that of Myrzakulov et al [47]. Those authors used the
same form for f(R, L,,), but they chose a different form for the EoS parameter. According to the deceleration
parameter, there is a transition from deceleration to acceleration, but the pressure and EoS parameter remain
negative throughout, indicating acceleration only. There is also no discussion of the energy conditions. In our
work, the energy density is non-negative throughout. On the other hand, the deceleration parameter, pressure
and EoS parameter show signature flips as required for a transition from deceleration to acceleration. We have
provided a complete analysis of the energy conditions, showing that the WEC is satisfiled, but both the DEC
and SEC are violated. Again, this is in keeping with the change from deceleration to acceleration.

In section 4, we subjected the model to observational tests, and obtained the best fit values of the model
parameters, viz., Hy = 69+ 0.012, a = 1.5870 22 m = 4.0373-2 and n = —1.717)}1. In addition, we discussed
the various cosmographic parameters in section 5 and illustrated by means of graphs. The deceleration parameter
q, and the diagnostic pair (r, s) have been discussed in section 5, and illustrated by means of figures. Then, in
section 6,the physical parameters p and p and the energy conditions are analysed. The energy density p is positive
throughout, and the pressure p has a signature flip from positive (deceleration) to negative (acceleration).
We have studied the energy conditions and showed that they are also compatible with the transition from
deceleration to acceleration, i.e., the WEC is satisfied, but the DEC and SEC are not satisfied, and exhibit a
signature flip associated with late-time acceleration.

In conclusion, we have studied an FLRW model in f(R, L) gravity by utilising a form for the EoS. The
model is compatible with obervations, and is worthy of further study. In this work, we have chosen probably the
most simple form for (R, L.,), i.e., f(R, L) = R/2+ L%, However, it allows us to study the departure from
general relativity, and what differences arise. Future prospects include extending to more complicated forms
of f(R, L), e.g., other functions of f(R) since f(R) theories have been well-studied in the literature [48]. In
addition, one can consider other forms of L.
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Hagasni mani crioctepekeHp o0 Cy9acHUX KOCMOJIOTIIHUX XapaKTEPUCTUK CBLTYATH PO Te, mo BcecBiT 3HAYHOIO Mipoio
€ i30TponHNM 1 ONHODIAHUM y BeIMKOMY MaciTabi. Y IbOMY MOCJIiIXKEHH] Hallla MeTa IIOJISra€ B aHAJIi3l IPOCTOPOBOTO
qacy ®@pimvana-Jlemerpa-Pobeprcona-Yokepa (FLRW) 3a momomororo imeanbroro posmoginy pimmaum. Mum cnemjambro
mocmimkyemo crpykrypy f(R, L) rpasitanii B mexkax mesamx obmexenb. 11106 mocarTtu nporo, Mu 30CepeIzKyEMOCH
Ha KOHKperHifl mesiniiuiit monesmi f(R,Lm), upencrasneniit ax f(R,Lm) = % + Ly, PiBasgHHA 1018 PO3B A3y I0THCS
3a ZI0TIOMOTOIO PIBHAHHS Mapamerpa ctany sumy mapamerpm3amnii [[lesamse-Tlonspeskoro-Jlimmepa (CPL). Hocmimxen-
He ITapaMeTpiB YIOBLJIbHEHHA BHUABJIAE IPUCKOpPeHHd BcecBiTy B mi3miit gac. llepeximme dWepBOHe 3MilIEHHS BUABJIEHO
ztr = 0,89 % 0,25. Takoxx mMu obroBopuian Gbi3u4Hi Ta TeOMETPUTIHI BIACTUBOCTI MOIeJI.
Kurouosi caoBa: f(R, L) 2pasimayis; memna enepzia; npuckopenns Beeceimy; pienanmua napamempa cmany
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ERRATUM: FIRST-PRINCIPLES CALCULATION OF STRUCTURAL, ELECTRONIC,
AND OPTICAL PROPERTIES OF CUBIC PEROVSKITE CsPbF3
[East European Journal of Physics. 3. 263-270 (2023)]

Zozan Y. Mohammed, Sarkawt A. Sami, Jalal M. Salih*
Department of Physics, College of Science, University of Duhok, Kurdistan Region-Iraq
*Corresponding Author e-mail: jalal@uod.ac

The purpose of this Erratum is to correct a misprint presented in the original article.

In the published article, the sentence before the last of the third paragraph in page 268 reads:

“For incident photons having energies greater than 15.67 eV, the refractive index n(w) becomes less than one
which implies that the group velocity, Vg = ¢/n, is greater than the speed of light c.”

Here, “group velocity” is wrong; it is “phase velocity”. Thus, the mentioned sentence is to be read as follows:

“For incident photons having energies greater than 15.67 eV, the refractive index n(w) becomes less than one
which implies that the phase velocity, vy = ¢/n, is greater than the speed of light c¢.”

Original Article:

First-Principles Calculation of Structural, Electronic, and Optical Properties of Cubic Perovskite CsPbF3
[East European Journal of Physics. 3. 263-270 (2023)]
https://doi.org/10.26565/2312-4334-2023-3-23
Zozan Y. Mohammed, Sarkawt A. Sami, Jalal M. Salih
Department of Physics, College of Science, University of Duhok, Kurdistan Region-Iraq

BUINPABJIEHHSI: HEPITONPUHIAIMN PO3PAXYHKY CTPYKTYPHUX, EJIEKTPOHHUX I OIITUYHHUX
BJIACTHUBOCTEH KYBIYHOI'O TIEPOBCKITY CsPbF; [East European Journal of Physics. 3. 263-270 (2023)]
303an F0. Moxammen, Capkayt A. Cami, Ixkanaa M. Camix
Jenapmamenm ¢hizuxu, Hayxoeuii konedoc, Ynisepcumem /Jyxok, Kypoucman, Ipax

MerToto 11i€1 TOMUJIKY € BUIPABICHHS IPYKapChKOT IIOMIIIKH, IIPEICTABIICHOI B OPUTIHANBHIN CTaTTI.

B omy0nikoBaHiii CTaTTi mepeIoCTaHHE PEUCHHS TPETHOTO ad3ally Ha CTOPIHIN 268 3BYYHTH TaK:

«/ns mamarounx (HOTOHIB, sIKIi MarOTh eHEprito moHax 15,67 eB, mokasHUK 3aoMIICHHS N(wW) CTa€ MEHIIMM 3a
OJMHMIIIO, 110 03HAYAE, 10 IPYNOBa MIBUAKICTh, Vg = ¢/n, OLIbIIA 32 MIBUAKICTH CBITIA C».

TyT «rpynoBa MBUAKICTE HEMPaBUIbHA; 1ie «(a30Ba MBUAKICTH». TakuM YHHOM, 3a3HAYCHE PEUCHHS BUKJIACTH B
TaKiil pemaKiii:

«Jlnst mamarounx (OTOHIB, sSKi MarOTh €HEprio moHax 15,67 ¢B, moka3Huk 3amomiieHHS n(w) CTAa€ MCHIINM 32
OJIMHUIIIO, 1110 03HAYAE, 1110 (a30Ba MBHJIKICTb, Vph = ¢/N, OlIIbIIA 32 IIBUAKICTH CBITIA C.

OpuriHaipHa CTaTTS:

HEPIIONPUHLIUIIN PO3PAXYHKY CTPYKTYPHHX, EJTEKTPOHHUX I ONITHYHUX BJIACTUBOCTEM
KYBIYHOI'O ITEPOBCKITY CsPbF;
[East European Journal of Physics. 3. 263-270 (2023)]
https://doi.org/10.26565/2312-4334-2023-3-23
303an 10. Moxammen, Capkayr A. Cawmi, Ixxanan M. Cagix
Jenapmamenm ¢hizuxu, Hayroeuii koneodoc, Yuisepcumem /Jyxok, Kypoucman, Ipax
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