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In this paper, we aim to describe the cosmic late-time acceleration of the Universe in f(R, L) gravity framework pro-
posed by Harko (2010) with the help of an equation of state for strange quark matter. To achieve this, we adopt a
specific form of f(R, L) gravity as f(R,Lm) = % + L7,, where n is arbitrary constants. Here we utilize a hybrid
scale factor to resolve the modified field equations in the context of f(R, L) gravity for an isotropic and homogeneous
Friedmann-Lemaitre-Robertson-Walker (FLRW) metric in presence of strange quark matter (SQM). Also, we ana-
lyze the dynamics of energy density, pressure and the state finder parameters and explained the distinctions between our
model and the current dark energy models in the presence of SQM. We observed a transition from an accelerating to a
decelerating phase in the Universe, followed by a return to an accelerating phase at late times. Also, we analyzed the
state finder diagnostic as well equation of state parameter and found that the model exhibited quintessence-like behavior.
The conclusion drawn from our investigation was that the proposed f(R, L.,) cosmological model aligns well with recent
observational studies and effectively describes the cosmic acceleration observed during late times.
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1. INTRODUCTION

In the twentieth century, the late-time accelerated expansion of the Universe has been a puzzling cosmic
mystery that has caused controversy among researchers. Some astronomical and cosmological observations,
including Supernovae Ia (SN Ia) [1, 2, 3, 4, 5], Cosmic Microwave Background (CMB) [6, 7], Baryon Acoustic
Oscillations (BAO) in galaxy clustering [8, 9], Large Scale Structure (LSS) [10, 11] and Wilkinson Microwave
Anisotropy Probe (WMAP) [12], all point to the conclusion that the Universe is presently experiencing accel-
erated expansion. This contradicts the prevailing theory of General Relativity (GR) on a large scale. During
the early stages of the Big Bang, radiation played a significant role in driving the expansion of the Universe.
As Universe expanded and cooled, matter took over, leading to a matter-dominated phase. However, recent
observations suggest that we are now in a new era where ”Dark Energy” (DE) is the dominant force influencing
the expansion of the Universe. The exact mechanism behind this faster expansion is still under debate. To
overcome this problem, researchers have proposed various alternative theories with one of the most common be-
ing modified gravity theories (MGT). These MGT's provide alternative explanations for the cosmic acceleration
and serve as potential substitutes for GR.

Buchadahl (1970) introduced most favorite modified gravity as f(R) gravity which provided a way to
extend Einstein’s universal theory of relativity. This theory was developed to explain the rapid expansion of
the Universe and formation of its structures. Some f(R) models were considered in [13, 14] for their ability to
pass regional tests and incorporate concepts of dark energy and inflation. Additionally, it was speculated that
f(R) gravity models could potentially describe galactic dynamics of large test particles without the need for
dark matter [15, 16, 17, 18, 19].

Harko and Lobo (2010) recently proposed the f(R, L,,) gravity theory, where f(R, L,,) is a function of
Lagrangian matter density (L,,) and Ricci scalar (R). This theory represents the most general form of Riemann-
space gravitational theories. In f(R, L,,) gravity, test particles experience non-geodesic motion with additional
forces perpendicular to their four-velocity vectors [20]. Some researchers found that the f(R,Lm) gravity
models open up new possibilities that extend beyond the algebraic structure observed in the Hilbert-Einstein
action [21]. The energy conditions in f(R, Lm) are broad and versatile, encompassing both the familiar energy
conditions in General Relativity and f(R) gravity. These conditions allow for arbitrary couplings, non-minimal
couplings, and non-couplings between matter and geometry [22]. The mass-radius relationship is explored
within the non-minimal geometry-matter coupling f(R, Lm) gravity through investigating the simplest case as
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f =R+ Ly, + RL,,, where the gravitational field is coupled to the matter field and the coupling constant [23].
The f(R,L,,) cosmological model concurs with present observations and effectively predicts late-time cosmic
acceleration for the FRW metric [24]. Some researchers [25] investigate a transit dark energy cosmological model
in f(R, Lm) gravity and using observational constraints, they establish a significant relationship between energy
density parameters. The anisotropic nature of the Universe has been explored in f(R, L,,) gravity for spatially
homogeneous and isotropic FRW cosmological model and determine the present phase of the Universe [26]. The
FRW metric solutions in f(R, L,,) gravity successfully evade the Big-Bang singularity and can predict cosmic
acceleration without relying on a cosmological constant owing to the geometry-matter coupling terms in the
Friedmann-like equations [27]. Incorporating bulk viscosity, the f(R, L,,) cosmological model offers a robust
explanation for recent observations, effectively capturing the cosmic expansion scenario [28]. Certain scholars
have explored wormhole solutions within the framework of f(R, L,,) gravity and derived the field equations for
the general f(R,L,,) function, considering the static as well spherically symmetric Morris-Thorne wormhole
metric [29].

The hybrid scale factor plays a crucial role in achieving viable cosmic dynamics without relying on any
specific relationship between the pressure and energy density of the Universe in teleparallel gravity[30, 31]. Some
authors [32] have obtained the exact solutions for LRS Bianchi-I metric in presence of holographic dark energy
using hybrid expansion law. Some scholars used a hybrid scale factor to investigate the shearing, non-rotating
and expanding character of the cosmos, which approaches anisotropy over large values of time ¢ [33]. The
(n + 2) dimensional flat FRW Universe in the framework of general theory of relativity has been investigated
utilizing hybrid expansion law with thick domain wall and bulk viscous fluid [34]. Certain scholars successfully
tackled the Einstein field equations for strange quark matter to explore a 5-dimensional cosmological model
discussed the dynamic aspects of concerning solution [35]. The Kantowski-Sachs cosmological model has been
explored in the f(R) theory of gravity with quark and strange quark matter and found that the spatial volume
V is finite at t = 0, expands as ¢ increases and becomes infinitely large as t — oo [36]. Certain authors have
successfully derived the solution for gravitational field equations using a power law relationship between the
metric potentials and equation of state (EoS) [37].

Building upon the aforementioned investigations, many scholars have extensively studied FRW cosmological
models, investigating their behavior concerning different energy sources and using hybrid expansion law as well
strange quark matter in various modified gravity scenarios. These dedicated authors have sought to unveil the
dynamic and cosmological properties of our Universe [38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48].

2. FORMALISM OF f(R,L,,) GRAVITY

The f(R, Lm) gravity model proposed by Harko and Lobo (2010) [20] is a generalization of the f(R) gravity
whose action is given by

5= / F(R, L)V =gdz (1)

Here f(R, L,,) is a function of Ricci scalar R and Lagrangian of the matter density Li,.
One can acquire the Ricci scalar R by contracting the Ricci tensor R;; as

R = ginij (2)
where the Ricci-tensor is given by
Rij = 8.5 — 0,175 + TN, — i 3)

Here I‘;H represents the components of well-known Levi-Civita connection as indicated by

7 1 i
Uiw =59 Marag + Irjw — Ginl (4)

The corresponding field equations of f(R, L,,) gravity can be derived by varying the action (1) with respect to
Ggij as,

1 1
FrBi + (950 = ViVy) fr = 5 (f = fr L) 915 = 5 L. T (5)
Where, fr = %, fr.,, = %’im), O = V,;VJ and Tj; is the Stress-energy momentum tensor for perfect

fluid, given by ( :
-2 4(v/—9Lm

T, = —————= 6

J /7_9 59” ( )
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By contracting the field Eq. (5), we find the relationship between Ricci scalar R, matter Lagrangian density
L,, and T trace of the stress-energy-momentum tensor 7;; as

1
Rfr+30fr — (f = fr,.Lm) = LT (7)
where OF = ﬁ@i (\/—ggijﬁjF) for any function of F
Now by taking covariant derivative of Eq. (5), one can acquire the following result as
. , oL
(2 s 1 m
Y% sz =2V ln(fLm) agij (8)

3. THE MOTION EQUATIONS IN f(R,L,,) GRAVITY

According to the most recent observations of Planck collaboration (2013) [49], our Universe is isotropic
and homogeneous at larger scales. Therefore, to explore the current cosmological model we consider the flat
Friedman-Lematre-Robertson-Walker (FLRW) metric of the form,

ds* = —dt* + a® (dz* + dy® + d=°) (9)

Where a(t) is the scale factor that signifies the expanding nature of the Universe at a time ¢.
For metric (9), the non-zero components of Christoffel symbols are

F(z')j = adéij,Flgj = r?o = gd;c’ for 4,5,k=1,2,3 (10)

With the help of (4), the non zero components of Ricci tensor are given by
Ry = *39, Ri1 = Roo = R33 = aa + 242 (11)
a

Hence, the Ricci-scalar (R) associated with line element (9) is found as

R6{Z+§}6{H+H2} (12)

where H = % is the Hubble parameter.
As the quark gluon plasma served as a perfect fluid, the energy momentum tensor (EMT) for strange quark
matter (SQM) is given by

Tij = (psq + Psq) witly + Psq8ij (13)

Here psq and ps, are energy density and thermodynamic pressure of the SQM. and u® = (1,0,0,0) components
of co-moving four velocity vectors in cosmic fluid with u;u? = 0 and w;u* = —1.

Psq = pq + Be Psq = Pqg — Be (14)

Following the assumption that quarks are non-interacting and massless particles, an the pressure is ap-

proximated by an EoS of the form
_Pa
-3

Therefore, psq = % (psq — po) is the linear EoS for SQM with po is the density at zero pressure. If py =
4B,, the EoS for strange quark matter in the bag is reduced to
Psq — 4B,

3

Pq (15)

Psq = (16)

where, B, is the bag constant.
The modified Friedmann equations which describe the dynamics of Universe in f(R, L,,) gravity are given
by
9 1 : 1
3H fR+§(f7RfR7fLmLm)+3HfR:ifmesq (17)
and

B4 3H s — fo— 3H S+ & (FrLon — )= & fr00 (18)

The overhead dot (.) depicts the derivative corresponding to time t.
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4. COSMOLOGICAL SOLUTIONS FOR f(R,L,,) GRAVITY
To examine the dynamics of Universe we employ the functional form of f(R, L,,) gravity [26, 28, 29] of
the form "
J(R L) = 5 + L, (19)

where n is any arbitrary constants and one can retain to standard Friedmann equations of GR for n =1
For this particular functional form of f(R, Lm) gravity, we have considered Lm = p [50] and hence, for
matter-dominated Universe, the Friedmann equations (17) and (18) yields,

2H +3H* = (n —1)pf, — np"'pyg (20)
and
3H? = (2n —1)p2, (21)

5. HYBRID SCALE FACTOR

The hybrid scale factor presents a transition in the cosmic evolution, shifting from early deceleration to
late-time acceleration. In the early phase, the cosmic dynamics are dominated by power law behavior, while in
the late phase, the exponential factor takes over. In the early stages of the Universe, the scale factor becomes
zero, implying the absence of an initial singularity. Consequently, the chosen scale factor yields a time-dependent
deceleration parameter, which effectively characterizes the transition of the Universe over time.

Therefore, to derive exact solutions for Friedmann equations (20) & (21) which involves three unknowns
namely H, psq and psq, we employed the hybrid scale factor [51, 52, 53] as

a=e*'t" (22)

where, o and 7

are positive constants. Also, when 1 = 0, the scale factor reverts to the exponential law and when a = 0,
the scale factor reduces to the power law.
So with this scale factor, we found the following time dependent kinematical properties as,
The Spatial Volume (V') given by

V=ad= (e‘”t")3 (23)

The deceleration parameter (q) plays a crucial role in understanding the past and future evolution of
the Universe. In cosmology, the deceleration parameter (¢) is a measure of the rate at which expansion of
the Universe is changing.For a universe dominated by matter and radiation, ¢ > 0, indicating a decelerating
expansion. On the other hand, if the Universe is dominated by dark energy with negative pressure, the g < 0,
implying an accelerating expansion.
The Deceleration Parameter (q) is

n
= 24
¢ (at +n)? (24)
The Hubble Parameter (H),
H= O‘tj 1 (25)
Scalar Expansion (0)
t
9:3H:3<a ;”7) (26)
Using Equ. (25) in Equ. (21) we obtained
Energy Density (psq) for SQM as
1
1 at+n\?|"
sq = 2
Psq [(2% _ 1) ( t ) ( 7)

Pressure (psq) for SQM is

2 1 at+n\°
Psa =02 (2n—1) t

The equation of state (EoS) for SQM is

gﬁ[# at+n 2} 1 (at+n)2
w:pﬁ: n t2 (Qn—l)( t ) (21n—1)( t ) (29)

. [ (=52)"]

- (2n171) (at:rnf (28)
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from Equ. (14) the density and pressure for quark matter is given by

" l(znl—n ()

n—1
2 1 at+n\°
Pa= 0 (2n—1) t

6. STATEFINDERS DIAGNOSTIC

Statefinder parameters are cosmological diagnostic tools used to study the expansion dynamics of the
Universe. They were introduced as a way to probe the nature of dark energy, the mysterious force driving
the accelerated expansion of the Universe. These statefinder parameters were proposed by Sahni et al. (2003)
in their paper titled ”Statefinder—a new geometrical diagnostic of dark energy” [54]. During this research
they were discusses how these parameters can be useful in distinguishing between various dark energy models,
including quintessence and cosmological constant models, by examining their trajectories in the {r, s} plane. By
measuring these statefinder parameters from observational data, cosmologists can gain insights into the nature
of dark energy and fate of the Universe, helping to test and refine our understanding of the fundamental laws
governing the cosmos.

The statefinder pair {r, s} is defined as

1
n

B, (30)

and

a (inf 1) (atjn>2+Bc (31)

i
- 2
aH?3 (32)
and
r—1
§= ———— (33)
3(q—3)

We analyze the statefinder parameters (r,s) for our cosmological f(R,L,,) model. The values (r,s) =
(1,0) and (1,1) are representative of the ACDM (Lambda Cold Dark Matter) and CDM (Cold Dark Matter)
models, respectively. However, s > 0 and r < 1 correspond to dark energy (DE) models, such as the phantom
and quintessence models. On the other hand, when r > 1 and s < 0, it reflects the behavior of the Chaplygin
gas model.

With the help of Equ. (22), (24) and (25), above equations can be written as

3n 2n
" (at + )2 + (at +n)3 (34)

~ 2n[3n(at +n) — 21
5= 3(at +n) [3(at +n)2 — 21] (35)

When time (t) is zero, the statefinder pair attains the values
3n—2 2
{r.sp = {1- 22, 2}

From the figure we have observed that,

e Figure 1, clearly demonstrates that the average scale factor and spatial volume maintain a constant
value at the initial time point (¢ = 0). However, as time progresses, both parameters show a steady
and consistent growth, eventually extending towards infinity for prolonged periods (¢). This remarkable
observation indicates an ongoing and continuous expansion of the Universe.

e From Figure 2, it is depict that the deceleration parameter (q) decreases as cosmic time increases and
approaches —1 for large values of ¢, indicating the accelerating phase of the Universe which coincident
with the observations of type Ia supernovae [2].
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e In Figure 3, it is shown that both the Hubble parameter and scalar expansion parameters exhibit diversity
during the early stages of the Universe. As time approaches infinity, these parameters tend to zero. The
graph indicates that the Universe initially experienced rapid and infinite expansion, but later settled into
a constant expansion rate during a later epoch.

e Figure 4 exhibits the variation of pressure from significantly large negative values to reaching zero intrigu-
ing negative pressure phenomenon is commonly referred to as dark energy (DE), playing a crucial role in
driving the accelerated expansion of Universe.

e According to Figure 5, the energy density fallows an interesting trend, starting with a substantial value
initially. However, as time progresses, the energy density gradually diminishes and eventually approaches
zero as t — oo. This striking behavior strongly suggests the expansion of Universe.

e The Figure 6 depicts the evolution of equation of state (EoS) over time (¢). It illustrates a transition from
an accelerating to a decelerating phase, eventually returning to an accelerating phase of the Universe over
late time.
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e Yet it is clear from the aforementioned traits that the evolutionary trajectories split depending on different
parameter choices and vary from one model to another. Particularly noteworthy is Figure 7, which shows
how to plot the r — s planes. Compared to looking at the r and s evolution separately, analyzing the
r — s plane is clearer. This clarity is very helpful when comparing various cosmological models. Given
this situation, the » — s planes’ usefulness increases because of their clear evolutionary paths and obvious
directional cues, which make differentiating between discrepancies easier.

e Figure 8 is a r — ¢ plane, which vividly demonstrate the consistency with the characteristics deliberated
upon in this section. Moreover, it is noteworthy that the most suitable-fit model within this category
showcases the capacity to transition from an initial phase of decelerating expansion to a subsequent phase
of cosmic acceleration in the late stages of the Universe’s evolution.

e We have observed from Figure 7 and 8 that, in the long run, they both have a tendency to evolve in a
way that resembles a ACDM model, i.e., {r,s} = {1,0} and {q,r} = {—1,1} in future.

7. DISCUSSION AND CONCLUDING REMARKS

In this article, we investigates the late-time cosmic accelerated expansion of the Universe using a specific
form of f(R, L,,) gravity as non-linear model, f(R, L,,) = % + L7, where n is free model parameter. During

this study we derived the motion equations for the isotropic and homogeneous FLRW cosmological model with
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strange quark matter (SQM). We have obtained cosmological model using hybrid scale factor and exhibited a
smooth transition of the Universe from accelerating phase to decelerated phase and retain to accelerating phase.

The results of this study are extremely persuasive, leading to the formulation of the subsequent conclusions:

e We have noted that the average scale factor and spatial volume (V) remain bounded around ¢ = 0,
progressively expanding as time (¢) advances, ultimately approaching an infinitely large value as ¢ — oo,
as depicted in Figure 1. This signifies that the expansion of the Universe initiates with a finite volume,
progressively extending as time unfolds and results matched with [55, 56, 57].

e The deceleration parameter (g) is a measure of the rate at which the expansion of Universe is changing
over time (). It is used to describe the acceleration or deceleration of the universe’s expansion under the
influence of gravitational forces and other factors. In our study, we observed the deceleration parameter
(¢) is decreasing function of cosmic time (t) and approaches —1, it suggests that the expansion of the
universe is accelerating, and we got the AC DM model.

e We noticed that, the Hubble parameter (H) and scalar expansion () both initially have large value and
as time progresses i.e. t — 0o, the values of H and 6 approaches to zero. This reflects that, in the initial
moments after the Big Bang, the Universe expanded rapidly and as time progresses the expansion rate
begins to decreases which is good agreement with results [58, 59].

e Our study reveals that the Universe’s pressure for SQM (psq) experiences growth with cosmic time (¢). It
starts at a highly negative value and gradually approaches zero at the current epoch. Recent cosmological
findings attribute the Universe’s accelerated expansion to dark energy, characterized by negative pressure.
Consequently, the model aligns well with observations of the type Ia Supernovae [1].

e In the study, it was determined that the energy density for SQM (ps,) consistently remains positive
and decreases as cosmic time. Initially, the energy density remained constant during the early epoch.
The Universe could potentially reach a steady state in the distant future, as the (ps4) tends to diminish
significantly over extended periods of time.

e Initially, as time (¢) approaches zero, the cosmological model exhibits a Phantom phase with w < —1, sig-
nifying an accelerated expansion. After a finite period, the model converges towards w = —1, representing
the cosmological constant (A) and aligning with the ACDM model, characterized by continued accelerated
expansion. Subsequently, the model enters the quintessence region with w > —1, maintaining this state
for a certain duration. Beyond ¢ = 1.1, the model transitions from an accelerating to a decelerating phase
(for transition phase of the universe one can refer [60]), but it later reverts to an accelerating phase.
Ultimately, the model reenters the quintessence region, where it persists during late times.

e In the present paradigm, we have conducted an assessment of the statefinder parameters and subsequently
depicted the graphical representations of the r — s and r — ¢ planes. Our investigation has yielded results
indicating that {r,s} = {1,0} and {q,r} = {—1,1} respectively, providing a striking manifestation that
the current model aligns closely with the characteristics of the de Sitter point, a foundational feature of
the ACDM cosmological framework.
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KOCMOJIOTI'IA FLRW I3 I'ilbPUIHUM MACIIITABHUM KOE®IIIIEHTOM
VY f(R,L,,) TPABITAIIII
Bacyneo IMarin®, I>xusan ITasne?, Paxys Manapi®, Cauin Barmape®
¢ Tenapmamenin MamemamuKky, MUCmeyms, HayKky ma mopeieai xoaedocy Jixzandapa
oxpye Ampasami (MS), India-444807
b Menapmamenm mamemamuxu, Jeporcasnut nayrosuts xoaedoc, Taduipoai (MS), India-442605

¢ Daxyavmem mamemamuru, Tyswupam [atixead Ilamia Koredstc aneaiticvkol mosu ma mexrnonoil,
Haznyp (MS), India-441122

V wiff cTaTTi MU MaEMO 3a METy OnmcaTH IMi3HE KOCMiTHE IPUCKOPeHH:A Beecity B rpasiraniiiniii cucremi f(R, Ly, ), 3anpo-
nonosaniit Xapko (2010) 3a gonomororo piBHaHHS CTaHy IuBHOI KBapKOBOI MaTepil. 1106 mocarTy mporo, Mu NpUiMAEMO
nesuy dopmy cumm tsaxinas f(R, L) sk f(R, Lpy) = g + Ly, ne n € DOBiIbHA KOHCTAHTA. TyT MM BHKOPHCTOBYEMO
ri6pumamit MacmTabamit KoedimienT i BupimenHa MoauGIKOBAHUX PIBHAHD MOJIA B KOHTEKCTI rpasitamii f (R, Ly,) mus
isoTponHOi Ta omHOpimHOI MeTpukn Ppimvana—J/lemerpa—Pobeprcona—Yokepa (FLRW) y mpucyTHOCTI TuBHOI KBAPKOBOT
marepii ( SQM). Kpim Toro, Mu ananizyemMo auHaMIKy IIIBHOCTI €Heprii, THCKY 1 mapaMeTpis IyKada CTaHy Ta MOSCHIO-
€MO BIAMIHHOCTI MiXkK HAIIOI MOJIEJUIIO Ta MOTOYHUMHU MOJe My TeMHOI enepril 3a HasBaocti SQM. Mu cnocrepiraau
nepexin Bix da3u npuckopenss 10 dhasu yunosinbHeHHs y Beecsiti, a motiMm noBepHeHHs 10 (a3u MPUCKOPEHHS y Ii3HI-
muit vac Kpim Toro, Mu mpoanasizyBasM JiarHOCTUKY BH3HAYHMKA CTAHY Ta PIBHSHHS MapaMeTDPIB CTaHy Ta BUSBUIIM,
10 MOE/Ib MPOJEMOHCTPYBaJIa KBIHTECEHIHY moBeainKy. Haire mocstimkeHHd TR0 BUCHOBKY, IO 3aIlIPOITOHOBAHA
KocMogtoriara Mozaeas (R, Ly,) mobpe y3rompKy€eThCs 3 HENIOJABHIMM CIOCTEPEKHUMU JOC/TLPKEHHAMEA Ta, e(HEKTUBHO
OIMCy€ KOCMIYHE MMPUCKOPEHHS, iK€ CIOCTEPITAI0CS B OCTAHHI 9acCH.

Kurouosi ciioBa: xocmonoziuna modeav; f(R, Ly) epasimauia; duena K6aprosa mamepia; 2i6pudnud macumabnud
paxmop
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The present work aims to study the previously unstudied Ultraluminous X-ray sources (ULXs) in the galaxy NGC 3585
at its various epochs of Chandra observation. We report here the detection of two new ULXs viz. CXOUJ111306.0-
264825 (X-1) and CXOUJ111325.3-264732 (X-2) with their bolometric luminosity > 10*%erg s~ in its various Chandra
observations. X-1 was found to be a spectrally hard ULX in both the epochs where it was detected. However in the
ULX, X-2, a slight hardening of the spectra was observed within a period of 17 years. Assuming isotropic emission and
explained by disk blackbody model, the spectrally softer epoch of X-2 with an inner disk temperature, kT;,, ~ 0.79 keV
and bolometric luminosity ~ 2.51 x 103%erg s~ implies for X-2 to be powered by a compact object, necessarily a black
hole of mass, Mpy ~ 44.85752:0) M, accreting at ~ 0.42 times the Eddington limit. The Lightcurve of X-1 and X-2
binned at 500s, 1ks, 2ks and 4ks has shown no signature of short-term variability in both the ULXs in kilo-seconds time
scales. Overall, both the detected ULXs seem to be almost static sources both in long-term (years) as well as short-term
(kilo-seconds) time scales with the presently available Chandra Observations.

Keywords: Accretion; Accretion disks; Galazies: individual(NGC 3585); X-rays: binaries
PACS: 97.10.Gz, 98.52.-b: 98.56.Ew, 95.85.Nv, 97.80.Jp

1. INTRODUCTION

Ultraluminous X-ray sources (ULXs) are defined as point-like, non nuclear X-ray sources with an X-ray
luminosity exceeding the Eddington limit for a 20 Mg black hole (BH) [1]. ULXs have X-ray luminosity
> 107 erg s~!, which may even rise upto 10*? erg s~! in the 0.5-10.0 keV energy range. In early days, these
X-ray sources detected in the external galaxies with isotropic luminosities > 103 erg s~! were unclear and
they were thought to be - underluminous accreting supermassive black holes (SMBH) or overluminous X-ray
binaries (XRBs) located near the galactic nucleus, or rather a totally new class of astrophysical object [2]. The
first such individual luminous X-ray sources were detected in nearby external spiral galaxies by the Einstein
satellite in the 0.3 - 4.0 keV energy range [3]. Since their first discovery with the Einstein Observatory [4],
ULX remained mysterious object for more than two decades. The mass accretion rate in ULXs and also the
mass of the compact object harbored by ULXs have been controversial, and still it is in debate. However recent
observations with Chandra, XMM-Newton, NuSTAR etc. have given clear visions of these sources by detecting
many of its kind. Now many ULXs, above 1800 in numbers, have been detected and its population is also well
studied [5, 6, 7, 8, 9, 10].

Various models came up to explain the high luminosities of ULXs, such as - (i) Super-Eddington accretion
onto stellar mass blackholes with mass, Mgy ~ 10Mg [11, 12], (ii) sub-Eddington accretion on to Intermediate
mass blackholes with masses, Mgy ~ 10% — 10° Mg, [13, 14] and (iii) relativistic and geometric beaming from
an anisotropic super-critical accretor [15, 16].

In its early days, ULXs were considered to be extragalactic X-ray binaries (XRBs) with stellar-mass black
hole (BH) accretors [17] like the XRBs observed in our own galaxy. From their spectral and variability studies,
they were suggested to be accreting compact objects in binary systems. Later again, ASCA X-ray spectral
studies of many ULXs gave the evidence that they display the characteristics of accreting blackholes. ULX
spectra are now studied more precisely by using high quality data from various missions such as that of XMM-
Newton, NuSTAR, also data from the very high resolution detectors of Chandra etc.. Advanced studies of
ULX spectra and variability of individual sources indicate that some ULXs can represent different spectral
states in analogy with those observed in X-ray binaries [7]. Again in some ULXs, transitions of luminosity
were also observed such as that of XMMU J004243.6+412519 in M31 which changed from X-ray binary state
(Ly ~ 2 x 10%erg s71) to ultraluminous state ( L, ~ 103%erg s=1) and then returned to binary state [18].
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These transitions suggest that ULXs can also be an ultraluminous state of accreting compact objects like XRBs.
Also in many ULXs, spectral state transitions between two spectral states have been reported such as that in
NGC 1313 X-1 [19] and in NGC 247 where spectral state transition occur from soft ULX to super-soft ULX in
the brightest ULX source [20]. All these clearly points towards some ULXs being quite closely related to black
hole binaries. If ULX sources are indeed accreting compact objects, then their very high luminosity should favor
them to harbor massive (stellar mass) black holes. Afterwards, many future works have given the evidence for
these ULXs to be powered by accretion on to stellar mass black holes, such as that of Avdan et al.(2016) [21] who
studied X-ray and optical properties of the ULX, X-6, in the nearby galaxy NGC 4258 (M106). They reported
that the compact object in this ULX is most likely a stellar-mass black hole. Singha and Devi (2017)[22] studied
the spectra of the ULXs in NGC 5643 and NGC 7457 and reported that some ULXs were found to be accreting
at a sub-Eddington rate and some ULXs were accreting at super-Eddington rate on to stellar mass BHs. They
also studied seven ULXs in NGC 2276 and they suggested that the compact objects associated with these seven
sources are in the stellar mass BH range [23].

Although the high luminosity of some ULXs were well explained by stellar mass black holes, some ULXs
which are very luminous, having luminosities above 104! erg s~!, could not be explained by super-Eddington
accretion onto stellar mass black holes. Indeed, they require black hole mass greater than the stellar mass to
explain their high luminosities. Black holes having mass range, Mgy ~ 10?2 — 10* M, are called intermediate-
mass black holes ( IMBHs) and it express the missing component of the black hole mass spectrum in the gap
between those of stellar mass black holes found in Galactic X-ray binaries and those associated with active
galactic nuclei (AGN ), Mpy ~ 10° — 10°M, [24]. Farrell et al (2009) [25] discovered the most luminous hyper
luminous X-ray source (HLX), HLX-1, in the spiral galaxy ESO 243-49 having peak luminosity of the order of
102 erg s—!. Their analysis suggest that HLX-1 harbour black hole with mass, M, 3000 M, < M < 10° Mg,
which is the range of IMBHs. The review of Miller & Colbert (2004)[26] and Miller (2005)[27] discussed various
arguements regarding the evidence for IMBHs in ULXs. Many other bright ULXs such as M82 X-1 [28, 29], M51
ULX-7 [30] and NGC 2276-3c [31] also give evidence for ULXs harboring IMBHs. Many other such HLXs with
bolometric luminosity greater than 10*! erg s=! such as the HLXs reported in Singha and Devi (2019)[14] highly
points towards these extremely luminous X-ray sources to be powered by accretion on to IMBH. Sanatombi et
al. (2023)[32] reported the super-soft ULX, CXOUJ132943.34+471135, in the galaxy M51 to harbor a black hole
with mass ~ 10* M where they have also reported that even with extreme beaming case, the mass of the black
hole harbored by this source is ~ 103M,.

Another breakthrough discovery for ULX model is the ULX pulsar. Pulsations are recently detected in
many ULXs, so they are also sometimes modelled as an accreting system in which the compact object is a
neutron star with mass ~ 1 - 2 Mg , accreting at extreme super-Eddington rates. NuSTAR observations of
the starburst galaxy M82 reported the first ULX pulsations [33], later on many other ULXs were confirmed
to present pulsations [34, 35, 36, 37]. Doroshenko et al.(2020)[38] reported the first Galactic pulsating ULX -
Swift J0243.6+6124. King et al. (2023)[16] has reported for a kind of recently reported system in which
some high mass X-ray binaries (HMXBs) ocassionally becomes ULXs like the system A0538-66. Here, they
pointed out that a normal Be X-ray Binary which is a HMXB, makes regular transitions between normal Be
X-ray binary states to PULXs and back again. These Be X-ray binaries in their PULXSs states have very high
super-Eddington accretions even though they behave as normal Be X-ray systems when it is in its usual Be
X-ray binary state. Thus, in recent years, deep X-ray studies of ULXs have shown that the ULX population is
dominated by supercritical accretors which may be either a stellar mass BH or a neutron star. However, the ULX
population appears to remain heterogeneous with some candidate Intermediate mass black hole (IMBH) also.

In this paper, we present the spectral study of the non-nuclear X-ray point sources in NGC 3585 from all
its available Chandra observations. The NGC 3585 group is known to include NGC 3585 itself, which is an
E6 galaxy and the brightest galaxy in the group [39]. NGC 3585 has not been studied extensively in X-rays.
In this work, we also investigate for any signature of kiloseconds variability of the sources detected. Also, we
have investigated for any long term variability of the point sources at the available different epochs of Chandra
observation of NGC 3585. The distance to the galaxy, NGC 3585, is adopted to be 20 Mpc [40].

The observation and data analysis are described in Section 2. Results and discussion are presented in
Section 3 and summarized in Section 4.

2. OBSERVATION AND DATA ANALYSIS

In the present work, we have carried out spectral and timing analysis of the point sources in NGC 3585 as
detected by Chandra ACIS-S detector. NGC 3585 has been observed by Chandra ACIS-S detector five times-
first in the year 2001 (Obs ID 2078), second in the year 2008(Obs ID 9506) and then three times in the year
2018 (Obs ID 19332, Obs ID 21034, Obs ID 21035). The detail Chandra observational log of NGC 3585 is
given in Table 1. The data reduction and analysis were done using CIAO 4.14 and HEASOFT 6.30.1. For
each of the observation data sets, using acis_set_ardlib, observation-specific bad pixel lists were set in the ardlib
parameterfile. Figure 1 shows a three-color X-ray image of the galaxy NGC 3585 which is created by using CIAO
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Table 1. Chandra ACIS-S Observation log for NGC 3585

Galaxy Distance Obsld* Exposure Observation Year N(> 100)**

(Mpc) (ks)
NGC 3585 20.0 2078 36 2001-06-03 2
9506 60 2008-03-11 1
19332 62 2018-03-13 1
21034 30 2018-03-14 -
21035 30 2018-03-15 -

*ObsID - Chandra Observation ID ; **N-number of sources with net counts > 100

tools dmcopy and dmimg2jpg. The soft X-rays with energy = (0.3 — 1.0keV'), medium X-rays ~ (1.0 — 2.0keV)
and hard X-rays =~ (2.0 — 8.0keV) are represented in red, green and blue respectively. X-ray point sources were
extracted from the level 2 event lists by using the CIAO source detection tool Wavdetect. Using a combination of
CIAO tools and calibration data, the source (and background) spectrum were extracted. Spectra were grouped
and rebinned so that each bin had a minimum of 15 counts. The spectral analysis was done using spectral
fitting package XSPEC version 12.12.1, available in the Heasoft package. Sources with counts > 100 are chosen
for the spectral analysis so that spectral parameters could be constrained properly while using two-parameter
model. With this criteria, we detected two new Ultraluminous X-ray sources - CXOUJ111306.0-264825 (X-1)
and CXOUJ111325.3-264732 (X-2). The spectra of the two sources are fitted in the energy range 0.3 -8.0 keV
using two empirical spectral models - the absorbed power law and an absorbed disk-blackbody. XSPEC model-
phabs was used to take into account the absorption in the spectrum. While fitting the spectra, the hydrogen
column density (ng) was generally set free to vary, however for those cases when the estimated ny was much
lower than the average Galactic value, it was frozen to the Galactic value ~ 4.96 x 102°cmn 2. Since the number
of counts in each sectrum was typically low, C statistics were used for the analysis. A measure of the goodness
of fit is determined by C-stat/(degrees of freedom(dof)), which should be approximately one. The intrinsic
bolometric luminosity is a good parameter for the study and identification of the ULXs, so from the model
parameters and the distance to the galaxy, the bolometric luminosity of the point sources are estimated for the
disk-blackbody model. However for power-law model, the luminosity in the 0.3-8.0 keV range are estimated.
Using the disk blackbody model, the mass of the compact object harboured by the ULXs can be indirectly
estimated. So, for ULXs at few mega parsec, to roughly estimate the black hole mass, we assume the inner-disk
radius, R;, ~ 10 GM/ c2. The inner disk radius, R;, is then computed from normalization of the disk black
body component using the distance to the source D=20 Mpc, and taking the viewing angle, cos i=0.5, and color
factor, f=1.7 [14]. Thus the mass of the compact object harbored by the corresponding ULX is estimated.

Figure 1. Three-colour X-ray image of NGC 3585 (ObsID 2078): Red represents soft X-ray emission (0.3
1 keV), green represents medium-hard X-rays (1-2 keV) and blue denotes hard X-rays (2-8 keV). X-1 is repre-
sented by the circle in cyan and X-2 by the box in cyan.

3. RESULTS AND DISCUSSION

Two new Ultraluminous X-ray sources - CXOUJ111306.0-264825 (X-1) and CXO-UJ111325.3-264732 (X-
2) were identified whose details are tabulated in Table 2. Both the sources were estimated to have X-ray
luminosities, L,,> 103° erg s~!, probably considered both the sources to be ULX. The spectral properties of
the ULX sources as estimated by the two models are tabulated in Table 3.
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Table 2. Details of the X-ray sources

Source Source name R.A* Decl.** Obsld  Counts
X-1 CXOUJ111306.0-264825 +11:13:06.04 -26:48:25.34 2078 220
9506 358
X-2 CXOUJ111325.3-264732 +11:13:25.32 -26:47:31.67 2078 142
19332 124

*R.A - in (hours, minutes and seconds); **Decl. in (degrees, arcminutes and arcseconds)

Table 3. Spectral properties of the two ULXs (X-1 and X-2)

Powerlaw

Disk-blackbody

Source Obs Id. ng r log(Lg) C'stat/dof ng KT, log(Lg) C'stat/dof
(1022em—2) (ergs s~ 1) (1022em—2) keV (ergs s~ 1)

@) (2) 3) 4) (5) (6) €] (®) ) (10)
X-1 2078 0.0496* 1.6970-20 39447500 13.78/10 0.0496* 0.9876-25 39.6910-07 34.19/10
X-1 9506 0.07F00%  1.7a%030 30507005 12.31/19 0.0496* 0.9510-1¢ 39.6910-01 26.37/19
X-2 2078 0271019 2651075 30.4670-3% 4.64/5 0.03T5:0%  0.797539 39.4219-08 6.40/5
X-2 19332 0537972 2177097 39.33%0-58 5.83/4 0.0775-28 1.3410-68 39.3779-99 6.63/4

* Freeze to the Galactic hydrogen Column density ~ 4.96 X 1020¢cm —2

Columns: (1): Source (2): Observation ID. (3): nj, equivalent hydrogen column density. (4): I',the powerlaw photon index. (5):(Lz),X-ray luminosity

in the 0.3 -8.0 keV energy range, (6): Cstat/Degrees of freedom. (7): nyy, equivalent hydrogen column density. (8): KT}, ,the inner disk temperature.

(9):(Lg), bolometric X-ray luminosity. (10):Cstat/Degrees of freedom.

detected ULXs are discussed below.
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The observed normalized net count distribution of these sources as fitted with powerlaw model and disk

blackbody model are shown in Figure 2 and Figure 3. The detail study and findings of the the two newly
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Figure 3. Disk blackbody Spectra of the two ULXs (X-1 and X-2) at different epochs

3.1. CX0UJ111306.0-264825 (X-1)

CXOUJ111306.0-264825 (X-1) has been detected in two of the Chandra observations of NGC 3585. In the
year 2001 observation (Obsld 2078), the spectrum of X-1 is found to prefer the powerlaw model than the disk
blackbody model. In this epoch of observation, X-1 is found to be spectrally hard with a powerlaw photon
index (') ~ 1.69. However, both the models estimate the X-ray luminosity of this source to be in the ULX
range with few times 103 erg s~!. After a period of 7 years in the year 2008 observation (ObsId 9506) also,
the spectrum of X-1 remains hard with powerlaw photon index (I') ~ 1.74, while the inner disk temperature
(kT;n), as explained by the disk blackbody model remains around ~ 1 keV in both the observations. In the
later observation, both the models could well explain the spectra of X-1, but with a slight preference to the disk
blackbody model. In both the two epochs, the luminosity of X-1 is almost consistent.

The radiative mechanism of this hard ULX, X-1, may be due to inverse comptonization of soft photons
near the accretion disk. But, if we try to explain the spectra of X-1 with the disk blackbody model as being
seen to slightly prefer this model in the case of ObsID 9506, then with the assumption of isotropic emission,
the mass of the compact object harbored by this ULX is estimated to be in the stellar mass BH which is likely
accreting at sub-Eddington rate.

3.2. CX0UJ111325.3-264732 (X-2)

CXOUJ111325.3-264732 (X-2) has been detected in four Chandra observations - ObsId 2078 of the year
2001, Obslds 19332, 21034 and 21035 of the year 2018. However the net source counts in the observations -
Obslds 21034 and 21035 were only 57 and 38 respectively. So due to this very low counts, the spectrum could
not be fitted properly as the number of variable parameters exceeds the number of bins. Hence for the present
study, we consider the spectra of X-2 only in the two epochs of observation with Obslds - 2078 and 19332.
The spectra of X-2 can equally be well explained by both the models in both these epochs of observations. In
the year 2001 observation, its spectra was relatively soft with an inner disk temperature, kT;, ~ 0.79 keV as
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Figure 4. Spectral state transitions in X-2

explained by the disk blackbody model, which after a period of nearly 17 years in the Obsld 19332, the spectra
becomes slightly harder with kT;,, ~ 1.34 keV (Figure 4).

However, within error limits, this hardening of the spectrum within a period of 17 years is not very signifi-
cant. In both the epochs of observation, the powerlaw photon index(I") ~ 2, within error limits. The luminosity
of X-2 almost remain consistent in both the epochs. With the assumption of isotropic emission and explain by
disk blackbody model, the spectral parameters of X-2 in its relatively softer state with kT;, ~ 0.79 keV and
bolometric luminosity ~ 2.51 x 103%erg s~!(ObsId 2078), estimates a black hole of mass, Mp ~ 44.85752 53 M,
accreting at ~ 0.42 times the Eddington limit.

3.3. Temporal property of the ULXs

As investigated in its various epochs of observation, the two detected ULXs were found to have no long-
term variability in their luminosity . Bachetti et al.(2014)[33] reported for a variable ULX spatially coincident
with a pulsating neutron star whose X-ray luminosity can reach upto 1.8 x 10*°erg s=! in the 0.3 -10 keV range.
This implies for certain variable ULXs to be neutron star candidates which are super-accretors. As such, to
check the presence of any short-term/kiloseconds variability for the two ULXs detected in the present study,
temporal analysis was carried out. The lightcurve of X-1 and X-2 binned over 0.5, 1, 2 and 4 ks for each of
the Chandra observations in which these two ULXs are detected, are shown in Figure 5 and Figure 6 respectively.

For CXOUJ111306.0-264825 (X-1), in all these time bins, the probability for the count rate being a con-
stant during the observation with ObsID 2078 is all greater than 0.045 and that in the observation with ObsID
9506 is all > 0.31. Likewise for CXOUJ111325.3-264732 (X-2) also, in all these time bins, the probability for the
count rate being a constant during the observation with ObsID 2078 is all > 0.73 and that in the observation
with ObsID 19332 is all > 0.24. For, the sources to be variable, their variability probability should be > 99% or
rather the probability for their count rate being constant should be less than 0.01 (1 %), which is not so in case
of X-1 and X-2 in the present study. This clearly shows the absence of any short-term variability in kilo-seconds
time-scales in both the two newly detected ULXs- CXOUJ111306.0-264825 and CXOUJ111325.3-264732 with
the currently available Chandra data. So, it is indicative that these two ULXs in NGC 3585 is more likely to
be static sources both in long-term (years) as well as short-term (kiloseconds) scales.

However, due to limited timing capabilities of many sensitive X-ray instruments aboard X-ray satellites,
the transient nature of pulsations of many variable sources have eluded detections. So, a more detail future
work with high quality data from other missions may enable us to ascertain the real physical nature of these
two ULXs and many more such ULXs in more details.
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Figure 5. Lightcurve of CXOUJ111306.0-264825 (X-1) in its two epochs - ObsID 2078 and Obsld 9506, in
different time bins (500 s, 1000 s, 2000 s and 4000 s)
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Figure 6. Lightcurve of CXOUJ111325.3-264732 (X-2) in its two epochs - ObsID 2078 and ObsId 19332, in
different time bins (500 s, 1000 s, 2000 s and 4000 s)
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4. CONCLUSION

We present the results of spectral and timing analysis of the X-ray point sources in the galaxy NGC 3585
as observed by Chandra in different epochs. NGC 3585 is least studied in X-rays and the point sources in NGC
3585 are hardly reported. Two point sources- CXOUJ111306.0-264825 (X-1) and CXOUJ111325.3-264732 (X-2)
with net source count > 100 were detected and thus considered for the present study. The spectra of the two
sources were fitted with two empirical models - the absorbed power law and an absorbed disk black-body. The
ULX source, X-1, was observed in two Chandra observational epochs with a gap of nearly 7 years. In both the
epochs, X-1 is found to be spectrally hard with an inner disk temperature, kT;, ~ 1 keV as explained by the
disk blackbody model and a powerlaw photon index, I', ~ 1.69 as explained by the powerlaw model.

However in both the epochs, its bolometric luminosity was nearly constant at around 4.89 x 103%erg s~ 1,
showing an absence of long term variability with the available Chandra data. ULX source, X-2, is being studied
here in two Chandra epochs at a gap of nearly 17 years. X-2 seem to have some sort of spectral hardening within
a period of 17 years, however this hardening of the spectrum is not very significant within error limits. In both
the epochs, X-2 also have almost nearly consistent bolometric luminosity around 2.51 x 103%erg s~!, thereby
showing no evidence of long term variability in years scale. The spectral parameters of X-2 in its relatively softer
state with kT;, ~ 0.79 keV (Obsld 2078), estimates a black hole of mass, Mpy ~ 44.85752:31 M, accreting at
sub-Eddington limit. Timing analysis of both X-1 and X-2 reveals no short-term/kilo-seconds variability in these
two ULXs. Hence with the available Chandra data, both the two detected ULXs seems to be nearly static sources
both in long-term as well as short-term scales. However, a more detail future work with high quality data from
other missions may enable us to ascertain the real physical nature of these two ULXs and many more such ULXs.
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CIIEKTPAJIBHE TA YACOBE AOCJITI2KEHHSA HEITTOJABHO BUABJIEHUX
JA2KEPEJI YJIBTPACBITOBOT'O PEHTTEHIBHCOT'O BUITPOMIHIOBAHHSA B NGC 3585
3 BUKOPUCTAHHAM PISBHUX Chandra CIIOCTEPE2KEHD
C. Pira Jegi*, A. Cennopura Jesi’, Arpi Jemamyxnsa®
® Accamevruti ynisepcumem, Ciauap, Accam, India
® Mawinypcorud ynisepcumemn, Kawwinyp, Mawinyp, India
IIs po6GoTa Ma€ HA METI BUBYMTH paHiNIe HEBUBYEH] /PKEepeNa yabTPACBITOBOTO PEHTreHiBChbKoro unpominosanasa (ULX)
y rasakturi NGC 3585 y pisni enoxu i ciocrepexkennss Chandra. Tyt mu nosimomiisiemo npo Bugsnenns asox Hopux ULX,
a came. CXOUJ111306.0-264825 (X-1) i CXOUJ111325.3-264732 (X-2) 3 ixupoto Gosomerpusamnoio caitmictio > 1039 571
y pisuux cuocrepexennsax Chandra . Byso Buassieno, mo X-1 € cuekrpasibuo xopcrkum ULX B 06uasi enoxu, Ko Bin
6y BusiBsienuii. IIpore 8 ULX, X-2 crmocrepirasiocst HeBeJINKe IMOCUJIEHHS CHEKTpiB mpoTsiroMm 17 pokis. IIpumyckaiotun
130TpOIIHE BUNPOMIHIOBAHHST Ta MOSICHIOIOMI MOJIEJIb T0PHOTO TijIa IUCKA, CIIEKTPAIHHO M SKIINA eroXa X-2 i3 BHYy TPIIIHBOIO
Temmeparypoio aucka kTy, ~ 0,79 keB i 6omomerpuumoio ceitaicTio ~ 2,51 X 1037 57! o3mauae, mo X-2 KuBUTHCS Bix
KOMITAKTHOTO 00’€KTa, 000B’I3KOBO YOPHOI mipu 3 Macoio Mpp ~ 44, 85fg§:;§M@ 36impmyeTbes y ~ 0,42 pasu Big mexi
Enginrrona. Kpusa csitiaa X-1 i X-2, srpynosana ua 500 ¢, 1 k¢, 2 Tuc. i 4 tuc. 3aranom obuasa sussieni ULX e maiixke
CTATUYHUMU JPKEPEJIAMH K y JOBrOCTPOKOBOMY (POKH), TaK i B KOPOTKOCTPOKOBOMY (Kinocekynam) 1acoBomy macurradi

3 HASBHUMMU HA JIAHUNH MOMEHT criocTepexenusmu Chandra.
KuarouoBi caoBa: axpeyis, axpeauitini ducku; 2asaxmuru: oxpemi (NGC 8585); penmeeniccori npomeni: inapmi


https://doi.org/10.1093/mnrasl/sly030
https://doi.org/10.1093/mnrasl/slz086
https://doi.org/10.48550/arXiv.1906.04791
https://doi.org/10.1051/0004-6361/201937036
https://doi.org/10.1051/0004-6361/201937036
https://doi.org/10.1051/0004-6361/200913651

29
EAST EUROPEAN JOURNAL OF PHYSICS. 4. 29-36 (2023)

DOI: 10.26565/2312-4334-2023-4-03 ISSN 2312-4334

KINEMATIC CALCULATION OF THE %0O(v,4a) REACTIONT

Serhii Afanasiev"
National Science Center “Kharkov Institute of Physics and Technology”
1, Akademicheskaya St., 61108, Kharkiv, Ukraine
* Corresponding Author e-mail: afanserg@kipt.kharkov.ua
Received October 6, 2023; revised October 31, 2023; accepted November 10, 2023

The event distribution over the excitation energy of a system of two a-particles (E;) is measured for the reaction
160(7,4&). It is found that an intermediate excited 3Be nucleus is formed, and the channels of the ®Be nucleus ground
state (GS) formation are extracted. After the separation of the GS ®Be nucleus, a broad maximum with a center
at ~ 3 MeV appears in the distribution of E,, which may correspond to the first excited state of the ¥Be nucleus. There
are two possible channels for the formation of this state in the reaction - v + 0 — a1 + 2C* = a1 + a2 + 8Be* —
a; + az + az + ag and v + %0 — 8Be* + 8Be* — (a1 + a2) + (a3 + aa). Each decay mode is reduced to several
two-particle systems. For a comprehensive study of the channel for the formation of the first excited state of the Be
nucleus in the 160(’7,4@) reaction, a kinematic model for calculating the parameters of a-particles has been developed.
The model is based on the assumption of a sequential two-particle decay with the formation of intermediate excited states
of ®Be and '2C nuclei. For the kinematic model of the ®0O(y,4a) reaction, a graphical application was created in the
Python programming language. The matplotlib library is used for data visualization. To generate random values, a set
of functions from the standard random library of the Python programming language is used. Monte Carlo simulations
of several distributions for one parameter with a given numerical function were performed. Several excited states of the
12C and ®Be nuclei can contribute to the reaction. The created scheme allows us to choose the relative contribution for
each channel of decay, as well as the contribution of a separate level in each channel. To correctly comparison of the
experimental data and the results of the kinematic calculation, the a-particles were sorted by energy in such a way that
Tl > T2, > T3, > T4 ... As a result of comparing the experimental and calculated data, it was determined that
predominantly occurs the process v + 0 — a1 + 2C* = a1 + az + ®Be* — 4a with the formation of the >C nucleus
in states with Eg = 13.3 MeV, Eo = 15.44 MeV, and the 1°! excited state of the 8Be nucleus with Eg = 3.04 MeV. The
conditions for the identification of a-particles in the experiment for each decay of the stage are determined.

Keywords: photonuclear reactions; diffusion chamber; the excited states of Be and 2 C nuclei

PACS: 25.20.-x

1. INTRODUCTION

The study of photonuclear reactions of total a-decay is of particular interest for studying the properties
of virtual a-cluster structures in nuclei [1, 2], their influence on the mechanism of nuclear reactions and on
the dynamics of a-synthesis in the Universe [3]. In particular, the study of 8Be, 2C, and 190 nuclei as 2-, 3-,
and 4-a-cluster structures, respectively, is important for estimating the abundance of elements in the Universe
through the process of stellar nucleosynthesis. The a-shaped cluster is the most probable because it has the
highest binding energy and is compact enough to fit into the inter-nucleon distance in the nucleus [4]. In
addition, the a-particle is a crucial ingredient in the concept of the Tkeda diagram [5], where highly clustered
states are predicted by excitation energies around energy thresholds for decay into specific cluster channels.

In recent years, the interest in understanding the structure of a-cluster nuclei (}?C and '°0) has been
significantly renewed and numerous theoretical calculations have been performed using various non-relativistic
macroscopic and microscopic methods - the antisymmetrized molecular dynamics (AMD) [6], the fermionic
molecular dynamics (FMD) [7], the Bose-Einstein condensate cluster model [8], the no-core shell model [9], the
algebraic cluster model (ACM) [10] and others. Despite the general agreement on the structure of the ground
state of nuclei, there is no consensus on the structure of the excited states of the nucleus. The models do not
necessarily contradict each other; it is just that each model is too narrow in scope.

Also, in theoretical calculations, there are differences in the interpretation of the reaction mechanism,
taking into account the possible realization of partial channels: 4c, a+'2C*, 8Be*+8Be*.

The experimental study of the °0O(y,4a) reaction has been repeatedly carried out under irradiation of
nuclear photographic plates with both monochromatic y-quanta from reverse reactions and radioactive sources,
and exposed to a beam of bremsstrahlung photons [11-15]. The previously obtained data have low statistics
and a significant scatter over the full cross section. In the study of the reaction, the relative contribution of the
channels for the formation of intermediate excited states of ®Be nuclei was mainly estimated.
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In the present work, we continue [16, 17] the study of the 10(v,4a) reaction. The results given here were
obtained by using a diffusion chamber [17] placed in a magnetic field and exposed to a beam of bremsstrahlung
photons, their endpoint energy being 150 MeV. Earlier, a narrow near-threshold maximum was found in the
excitation energy distribution of the 2a-particle system for all events, which corresponds to the formation of
the ground state (GS) of the ®Be nucleus. In [16], a partial channel for the formation of the ground state
was identified and it was determined (distribution by the excitation energy of the 3a-particle system) that an
intermediate excited state of the 2C nucleus could be formed in two levels (Eq = 7.65 MeV and 10.3 MeV).

The excitation energy of a system of several a-particles (n) was defined as

Ex(n . OZ) = Meff - (Tl M — Qn-a) (1)

where M®// is their effective mass, m, is the mass of the a-particle, and Q.o is the decay threshold. The
histograms in Fig.1 shows the distribution of the dependence of events on the excitation energy for: a) two a-
particles E;(2a) and b) three a-particles E; (3a). In Fig.1 shows the distributions of events without combinations
that correspond to the formation of GS [16].

For the four final a-particles, there are 6 combinations of 2a-particle system (one resonant and 5 back-
ground) and 4 combinations of 3a-particle system (one resonant and 3 background). From these combinations,
for each event, it is impossible to choose in advance a combination that can correspond to the production of
excited 8Be and '2C nuclei. Therefore, the distributions in Fig.1 shows all values of the combinations for each
event.

o)
2

number of events

E (3a), MeB

Figure 1. Distribution of events by excitation energy: a) 2a-particles, b) 3a-particles.

It should be noted that in Figs.la and 1b, no obvious resonance structure is observed and all possible
combinations lie in a wide range both in terms of E;(2a) and E,(3«).

2. METHOD OF KINEMATIC CALCULATION OF THE !%0(y,40) REACTION

To determine the decay channel and reliably identification of a-particles in the experiment, a program for
calculating the kinematic parameters of a-particles was created. Under the assumption of sequential decay with
the formation of intermediate excited states, multiple reactions can be represented as a sequence of two-particle
acts. In this case, the calculation of the reaction kinematics can be reduced to several tasks of generating particle
parameters. In the system of the center of mass of a two-particle reaction, the kinematics is determined by the
fact that, regardless of the specific type of interaction, the reaction products scatter at an angle of 180° and
have an equal modulus momentum, and their energies depend only on the masses of the particles and the total
energy of the system. For the reaction of 10(v,4a), sequential two-particle decay is possible via two channels:
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¥4+ 100 = a; + 2C* = a; + as + %Be* — a; + as + az + ay (1)

v + 160 — 8Be* + ¥Be* — (a1 + a2) + (az + a4) (II)

Each decay mode is reduced to several two-particle systems:

- (v + '60) - the initial,

- (a1 + 12C*) or (®Be* + ®Be*) — the first intermediate,

- (az + 8Be*) — the second intermediate,

- (o + @) — the final.

The mathematical calculation is based on the literature data on the parameters of the levels of 2C and
8Be nuclei and the corresponding assumptions about the angular distributions in the center of mass (c.m.) of
the reaction and the particles in a system at rest (s.r.) of the intermediate nucleus.

For the kinematic model of the ®O(v,4a) reaction, a graphical application was created in the Python
programming language on the platform of the Tkinter graphics library.

The matplotlib library is used for data visualization.

To generate random values, a set of functions from the standard random library of the Python programming
language is used. Monte Carlo simulations of several distributions for one parameter with a given numerical
function were performed.

For the initial system, the distribution of the number of events from the energy of y-quanta N(E,) was
taken from this experiment, and random values of E., were generated by the random.choice() function.

Several excited states of the 12C and ®Be nuclei can contribute to the reaction. The created scheme allows
us to choose the relative contribution for each channel (I) or (II), as well as the contribution of a separate
level in each channel. For this purpose, the random.randint(0,100) function was used, which creates arbitrary,
uncorrelated numbers evenly distributed in the range from 0 to 100.

The excitation curves f(E,) of the states of the nuclei >C and ®Be were taken as Gaussian functions
with the maximum position Eg and the half-width at half-height I" from the compilation of spectroscopic data.
Random values were generated by the random.gauss(Eq,I') function.

In Fig.la shows that the events are concentrated at Eg(2a) ~ 3 MeV, which coincides with the 1°¢ excited
state of the ®Be nucleus (Eg = 3.04 MeV, I' = 1.5 MeV [18]). To describe E¢(3a) in Fig.1b, two broad levels
of the '?C nucleus with Eg = 13.3 MeV, I' = 1.7 MeV and Eg = 15.44 MeV, I = 1.77 MeV were chosen [19].
These levels have spin-parity 4T and 27 with isotopic spin T = 0, which is important for a-particle decay.

The parameters of the particles at the first intermediate stage were determined. In the non-relativistic
approximation, in the case of a two-particle channel, the law of conservation of energy is E; = Tp1 + Tpa +
E, + Q, where T is the kinetic energy of particles P; and Py (P; = ay, Py = 2C or P; = 3Be, Py = ®Be),
E, is the excitation energy of the intermediate particle (E,(12C) in the case of channel (I) or E, = E,(®Be;) +
E.(®Beg) for channel (I)), and Q is the energy threshold of the corresponding channel.

Using a two-particle channel and an unambiguous connection between the particles, we obtain:

Mp,

Tp = —————
P17 Mpy + Mps

(B, —Q— E,) (2)

The polar (f) and azimuthal (¢) angles were generated and the kinematic parameters Py and Py in the
c.m. were fully determined.

At the second stage, the kinematic parameters of the decaying particles were determined in a similar way,
but in the s.r. of the intermediate excited nucleus (2C* — ay + 8Be* for channel (I) or ®Be; — a1 + a9 and
8Bey — a3 + a4 for channel (II)). Using the value of the intermediate excited nucleus in c.m. determined at
the first stage of decay, the parameters of decaying particles were also converted to c.m.

If necessary, at the third stage, the kinematic parameters of the final decaying particles were determined
in the s.r. of the next intermediate excited nucleus (for channel (I), the final two-particle system ®Be — a3z +
a4, which were converted to c.m. using the parameters of the excited nucleus determined at the second decay
stage according to the above scheme.

Further, for both channels, the kinematic parameters of a-particles were converted from the c.m. reaction
to the laboratory reference frame and the laws of conservation of energy and momentum were checked. An
event was considered to be formed if it complied with these conservation laws.

In Figs.la and b, the solid curve represents the distributions of all combinations of 2a- and 3a-systems
for channel (I), and the dashed curve for channel (II). We generated 10° events for each of the channels. The
results of the kinematic modeling are normalized by the area per experiment. It is clear from the figures that
qualitatively the simulation results for channel (I) better describe the experimental data.

3. SORTING o-PARTICLES BY ENERGY. ANGULAR AND ENERGY CORRELATIONS
OF aa-PARTICLE PAIRS

To correctly comparison of the experimental data and the results of the kinematic calculation, the a-
particles were sorted by energy in such a way that T! ., > T2 , > T3 , > T?

sor sor sor sort*
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Consider the relative contribution of the sorted a-particles to the total reaction energy, which was defined
as To = E - Q, where Q is the energy threshold of the reaction under study. The experimental value of the
energy T*¢" was determined for particles falling into the MeV interval Ty, the points are placed in the middle
of the interval. In Fig.2 shows the distribution of T%¢": squares for T} ., circles for T2, ,, triangles for T2,
and stars for T? .

The linear function fit was performed and the coefficients of the relative contribution of particles to the
total energy were determined to be 0.409, 0.303, 0.190, and 0.098 for T! ., T2 ., T2,.,, T4 .., respectively.
It should be noted both the linear dependence of the distributions and some consistency (change to ~ 0.1) in
these coefficients.

The results of the kinematic calculation with the above sorting procedure are shown in Fig.2 - solid lines
for channel (I) and dashed lines for channel (IT). The figure shows that qualitatively, for all 4 a-particles, the

best agreement is observed in the case of channel (I).

Figure 2. Distribution of events by the average energy of the a-particles. Dots - experimental value, solid
lines - channel (I), dashed lines - channel (II).

For a more detailed comparison of the modeling results, a comparison was chosen by the angle of departure
and relative energy of the a-particles pair. Two maximum and two minimum pairs were chosen as reference
pairs: (al,,., a2,,,) and (a2 ., o ), which may show different types of dependencies.

The angle of departure of two a-particles (i and j) was defined as

, _ BB,
EARRTARA

where P is the momentum vector of a-particles, and P is their momentum modulus.
The relative energy of a pair of a-particles was determined as
T + T}

To

(4)

Eij =

In Fig.3a, the dots represent the distribution of the dependence of the number of events on the angle of
departure of the 2a-particle system 6,,, and Fig.3b - the distribution of events by the relative energy of the
2a-particle system €,,. Open points are ol ,+a2 ., closed points are a2, ,+a? ,. The solid lines represent
the results of the calculation within the channel (I), and the dashed lines represent the results of the calculation
within the channel (IT). The modeling results are normalized to the experiment by area.

The general conclusion can be drawn as follows: the distributions within channel (I) are in good agreement
with the experimental data, while the distributions within channel (II) for both 6, and &, differ in terms of

the position of the maxima.

4. IDENTIFICATION OF o-PARTICLES IN THE DECAY CHANNEL
OF THE '°O(y,a)!?2C* REACTION

After choosing the most probable decay channel, the main task is to identify a-particles in the experiment,
taking into account the fact that a sequential two-particle decay is taking place. It should be noted that this
decay leads to a direct relationship of the kinematic parameters in the c.m. reaction. At the first intermediate
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Figure 3. a) distribution of events by the angle of departure of the 2a-particle system, b) distribution of events
by the relative energy of the 2a-particle system. Solid lines - channel (I), dashed lines - channel (II).

stage for Ty from Eq.(2):

Mioc

T = —--F—
! Ma+M12C( 7

— Qarzc — B.(?0)) (5)
There is also a relationship at the second intermediate stage:

TaQ + TSBe - %Tal = Em(uc)) - Eac(sBe)) - QaSBe (6)
12C

where Mo — the mass of carbon, and Qu12¢c = 7.16 MeV and Qusge = 7.37 MeV — the decay thresholds of the
160 — a + 12C and 2C — a + ®Be reactions, respectively. The discrete levels of Be (Eq = 3.04 MeV) and
12C (Eg = 13.3 MeV and Ey = 15.44 MeV) [18, 19] lead to the appearance of some special values of a-particle
energy. Thus, at low E, one should expect a small To1 (Eq. 5); and with the growth of E, there is a significant
increase in the value of T, and, accordingly, a change in the growth rate of Tyo (Eq. 6).

In Fig. 4a shows the distribution of the average energy (T*"¢") of a-particles depending on the total energy
To in channel (I) - v + 10 — a3 + 2C* — a1 + az + ®Be* — a1 + az + az + ay. In this figure, unlike to
Fig.2, the numbering of a-particles corresponds to their sequence of formation. The distribution is shown for:
To1 - squares, Tyo - circles, Ty3 - triangles, T4 - stars.

The average energy distributions of a-particles can be divided into three intervals: Ty < 7 MeV, Ty = 7—
11 MeV, and Ty > 11 MeV. And while there is a certain regularity in the behavior of the distributions in the
first and third intervals, the second interval is characterized by a sharp increase in the relative contribution
coefficient of T,;. The behavior of as-, as-, as-particles is due to the fact that they are formed in the process
of decay of discrete levels of 2C and ®Be nuclei. Therefore, their dependence has a low growth rate.

At the first stage of the identification, the conditions for the identification of two a-particles (a3, ay)
forming the ®Be nucleus in the 1%¢ excited state with Eg = 3.04 MeV were chosen.

All a-particles are reliably identified at Ty < 7 MeV: - the ay-particle has the minimum energy, while the
ag, ay-particles have the maximum energy (their distributions are close in value).

Furthermore, the figure shows that at Tg > 11 MeV, all a-particles are also reliably identified: the a;-
particle already has the maximum energy, while a3-, ay-particles have the minimum energy.

In the range of 7-11 MeV, the as-particle has the maximum energy. In the narrow interval (9-11 MeV),
when E, - Qai2c > E;(*2C) (Eq. (5)), the relative contribution of the a;-particle increases rapidly and all
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Figure 4. a) distribution of events by the average energy of a-particles in the channel  + 2C*, b) distribution
of the relative magnitude of 7 from the total energy Ty.

a-particles account for the same contribution of total energy. It was assumed that a pair of a-particles (as, ay)
is the pair with an excitation energy closer to Eq(8Be) = 3.04 MeV. Statistically, less than 7% of all events are
in this range.

Thus, at the first stage of identification, two a-particles corresponding to the formation of the 8Be nucleus
were identified with high confidence.

At the second stage, the angle of departure in the a; + as + ®Be system (6;;) was used to correctly identify
ai- and ao-particles. At low energies (Tg < 11 MeV), the as + 8Be the angle of departure should be larger
(since the two-particle decay 2C* — as + ®Be occurs) and, obviously, larger than the a; + ®Be scattering
angle, which is close to the phase distribution. At high energies (Tg > 11 MeV), due to the high energy of T,1
and to fulfill the laws of conservation of energy and momentum, the angle of departure of o; + ®Be is already
larger than the angle of departure of as + ®Be.

In Fig. 4b shows the distribution by the relative value of 7 = ¢;;-60,;/180°, where ¢;; and 6;; were determined
by (Eq. 3) and (Eq. 4), respectively. For the correctness of comparison, the angle of departure was normalized to
180°. Open circles are for the pair o;; +8Be, closed circles are for the pair as+8Be. As expected, the distributions
have different angles of change and, therefore, the a1- and ais-particles can be separated in different T intervals:
at Tg < 10.5 MeV - 7(a;+%Be) > 7(a1+°Be), and conversely at T > 10.5 MeV.

Thus, conditions were obtained under which experimental a-particles can be identified with high confidence
in the decay channel a; + 2C* — ay + as + 3Be* = a1 + as + a3 + ay.

In Fig. 5 shows the experimental [16, 17] distribution of events by excitation energy: a) 2a-particles,
b) 3a-particles. The distributions were obtained using the set of conditions defined above for the identification
of a-particles. Compared to Fig.1, only resonant combinations are shown.

The fitting with Gaussian functions was performed and the positions of the maxima and their widths were
determined: Eg(2a) = 3.06 + 0.22 MeV, I' = 1.95 £+ 0.14 MeV (Fig. 5a); E¢'(3a) = 13.13 £ 0.26 MeV,
't = 1.64 £ 0.31 MeV and Eg?(3a) = 15.56 £ 0.27 MeV, I'? = 1.86 + 0.33 MeV (Fig. 5b), which are consistent
with the data of spectroscopic studies [18, 19] within the error.

5. CONCLUSION

In the %0(y,4a) reaction, a detailed study of the formation of final particles has been performed. For the
events, after the channel for the formation of the ground state of the ®Be nucleus has been isolated, distributions
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Figure 5. Distribution of events by excitation energy: a) 2a-particles, b) 3a-particles. The decay channel 7
+ 160 =5 a3 + 12C* -5 a1 + a9 + 8Be* — a1 + ag + as + ay.

of 2 and 3 combinations of a-particles have been constructed. Due to the inseparability of a-particles, it is
difficult to separate the resonant combination from the background ones.

To determine the most probable decay channel and identify the particles at each stage of decay, a kinematic
model of the 0(v,4a) reaction was created assuming a sequential two-particle process with the formation of
intermediate excited states of ®Be and '?C nuclei. To compare the experimental data and modeling results,
a-particles were sorted by energy T! , > T2 , > T3 , > Ti , inboth data sets (experimental and calculated).

It was determined that the experimental data can be mainly described within the process v + 60 —
a1 + PC* =5 aq + ag + 8Be* = a1 + as + a3 + a4 with the formation of the "C nucleus in states with
Eo = 13.3 MeV, Eq = 15.44 MeV, and the 1°¢ excited state of the 8Be nucleus with Eg = 3.04 MeV.

The identification of a-particles corresponding to each stage of the chosen decay process was performed.
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KIHEMATUYHUN PO3PAXYHOK PEAKHIi 160(7,40[)
Cepriit Adanacren
Hauvionanvrut Haykosutl Lenwmp “Xapriecoruti Pisuxo-Texnivunut Inemumym”,
eya. Axademiuna, 1, Xapxis, 61108, Yrpaina

B peaxmii '°0(v,4a) sumipsHO po3momin moziii 3a emeprieo 36ymxenns (E;) cucremu npox a-vacTmHOK. Busmaueno,
IO yTBOPIOETHCSI IPOMIKHE 30y/KeHe s1po SBe, BUIiIEHO KAHAI yTBOPEHHS OCHOBHOIO CTAHY (OC) ampa 8Be. Ticas
suginennss OC siapa SBe y posnosini 3a E, nposiBisierscs MUPOKUH MAKCUMyM 3 LeHTpoM npu ~ 3 MeB, mo moxe
BioBigaTy nepmomy 36yzkeHoMy crany siapa SBe. B peakiii MOXK/IMBO [Ba KaHAJly yTBOPEHHSI LbOIO CTAHy - 7 -+
0 = a1 + 2C* = a1 + @z + ®Be* = a1 + az + a3 + ag iy + %0 — ®Be* + ¥Be* — (a1 + a2) + (a3 +
a4). Koxna Moma posmasy 3BOIUTHCA 70 KLIBKOX JBOYACTHHKOBHUX CHCTEM. [[JIT KOMTIEKCHOTO JTOCI/IXKEHHS KAHAJTY
yTBODEHHS TepuIoro 36ymxeHoro crany sapa SBe B peaxmii °0(7,4q) po3pobiieHo KiHeMATHYHY MOIETh PO3PAXYHKY
HapaMeTpiB a-uacTuHOK. MoJesb CTBOPEHO B IPUILYIIEHH] IOC/II0BHOIO ABOYACTUHKOBOTO po3nay sapa °0 3 yrsope-
HHSIM OPOMIKHUX 36yzKenux cranis suep SBe i 2C. Tns kinemarwasoi Mozeni peaxiii 160(7,4&) cTBOpeHo rpadidmne
3aCTOCYyBaHHA MOBOIO mporpamyBanug Python. /Iis Bizyasizamil manux BHKOPHUCTOBYEThCa Oibsiorexa matplotlib. lna
reHeparil BUMaIKOBUX 3HAYEHb BUKOPUCTOBYEThCS Habip (yHKINI cTanmapTHoi 6i61ioTekn random MOBH TpOrpaMyBaH-
us Python. IIpoBogunocs momemoBanus meroqom MonrTte-Kapsio KiIbKOX pO3MOIIJIiB 32 OJHUM MapaMEeTPOM i3 33JaHOI0
ancerpHOI0 GyHKIHE0. Y peakrii MOK/IMBHi BRI MeKiIbKOX 30ymKernx cranis axep 2C i *Be. CTBopema cxema, mo
J03BOJIsI€ BUOUPATH BIIHOCHUN BKJIAJT 9K I KOXKHOIO KaHAJIy PO3MaJa, TaK 1 BKIaJ OKPEMOro PIBHSA B KOXKHOMY KaHa-
mi. JIjisi KOPEKTHOTO TOPIBHSHHS €KCIePUMEHTAIPHAX TAHUX 1 Pe3y/IbTaTiB KIHEMATUIHOTO PO3PAXyHKY OyJI0 BUKOHAHO
COPTYBaHHS (-JACTHHOK 33 €HEPri€i0 TAKUM UUHOM, IO Tlowe > T2 > T30 > T 0. Y Pe3y/IbTATI MOPIBHAHHS €KC-
MIepUMEHTATHHIX 1 PO3PAXYHKOBUX JAHUX BU3HAUEHO, IO MEPEBAXKHO HJIe TpoIec v + 0 = oy + 12C* 5 a1 + az +
8Be* — 4a 3 yrBopennsim smpa 2C y cramax 3 Eg = 13.3 MeB, Eg = 15.44 MeB Ta mepuroro 36ymI:KeHOr0 CTaHy sapa
8Be 3 Eg = 3.04 MeB. Buszatueno YMOBH [Tt imeHTH(IKaIl (-9aCTUHOK B €KCIEPUMEHTI Ha BiIOBIIHICTH KOKHOMY
eraiy po3mnay.

Kurouosi cioBa: gomoadepri peakyii; dudysaitna xamepa; 36ydsceni cmanu adep SBe i 12C
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This paper presents the analysis and implementation of the least-squares method based on the Gauss-Seidel scheme
for solving nuclear mass formulas. The least-squares method leads to the solution of the system by iterations. The
main advantages of the discussed method are simplicity and high accuracy. Moreover, the method enables us to process
large data quickly in practice. To demonstrate the effectiveness of the method, implementation using the FORTRAN
language is carried out. The steps of the algorithm are detailed. Using 2331 nuclear masses with Z > 8 and N > 8, it
was shown that the performance of the liquid drop mass formula with six parameters improved in terms of root mean
square (r.m.s. deviation equals 1.28 MeV), compared to the formula of liquid drop mass with six parameters without
microscopic energy, deformation energy and congruence energy (r.m.s. deviation equals 2.65 MeV). The nuclear liquid
drop model is revisited to make explicit the role of the microscopic corrections (shell and pairing). Deformation energy
and the congruence energy estimate have been used to obtain the best fit. It is shown that the performance of the new
approach is improved by a model of eight parameters, compared to the previous model of six parameters. The obtained
r.m.s. result for the new liquid drop model in terms of masses is equal to 1.05 MeV.

Keywords: Nuclear masses; Numerical methods; Binding energy; Shell correction; Pairing correction

PACS: 02.60.-x, 02.60.Cb, 02.60.Ed, 21.10.Dr, 21.60.-n, 31.15.Ct

1. INTRODUCTION

The determination of nuclear masses is one of the most crucial tools for accessing the binding energy within
the nucleus, and therefore the total of all forces affecting the interior of the nucleus. Experimentally, there are
a number of techniques for measuring masses in the fundamental as well as the excited state. When discussing
the mass models, we're interested exclusively in theoretical models intended to calculate the nuclear masses
of all bonded nuclei. At different levels, these models require experimental values for their calculations. The
purpose of these models is to predict all quantities related to the nucleus: mass, binding energy or deformation
energy, separation energy....etc. The three most common categories of existing models are: semi-empirical,
macroscopic-microscopic and microscopic, plus two models of a different type [1]. These models have a property
that applies to all nuclei globally with Z, N > 8. Among the models there are: SEMF: The Semi-Empirical
Mass Formula and the LDM: Liquid-Drop Model. The macroscopic-microscopic models include the MS-LD:
Myers and Swiatecki model [2], a Strutinsky-type approach [3], the FRDM: Finite-Range Droplet Model, the
FRLDM: Moller’s Finite-Range Liquid-Drop Model [4], the TF: Thomas-Fermi nuclear model [5] or the ETFSI:
Extended Thomas-Fermi plus Strutinsky Integral [6], and the LSDM: Lublin-Strasbourg Drop Model [7]. The
models that are only microscopic are: Hartree-Fock-Bogoliubov (HFB21) approach [8], that employs Skyrme
interactions, and the HFB strategy, utilizing the advantage of Gogny forces (GHFB) [9]. With the existence of
two other models proving its effectiveness in nuclear mass calculations: the model of DZ: Duflo and Zuker [10]
and that of KTUY: Koura et al. [11].

In nuclear physics, the first SEMF, known as the Weizsécker formula or the Bethe-Weizsécker formula [12],
is used to estimate atomic mass in relation to mass number A and atomic number Z. The SEMF was proposed
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by Carl Friedrich Von Weizsécker, in 1935 [13], [14], where the nucleus is seen as a liquid droplet containing
protons and neutrons moving in a disorderly fashion. SEMF’s reference formula for all macroscopic approaches
has been able to retrieve a large number of nucleus properties such as nuclear masses, binding energies, separa-
tion energies, nuclear fission, although it does not provide for magic numbers. Next, a significant improvement
in the LDM liquid droplet model was made after the incorporation of phenomenological microscopic corrections
to the macroscopic terms. In fact, Myers and Swiatecki took (made) the first step in this approach in 1966,
who added layer correction and pairing corrections to the binding energy of the liquid drop [2]. This new
microscopic-macroscopic model was very successful in reproducing nuclear data (masses, quadrupole moments,
heights of fission barriers, ...etc.), when the layer corrections were more precisely evaluated using a method
proposed by Strutinsky [15], [16], and the matching correction obtained in the Bardeen-Cooper-Schrieffer (BCS)
approximation [2], [17], this introduced a simple algebraic layer correction, plus an attribution to a ”clustering”
effect of the novel equidistant distribution of individual particle levels, subsequently generating a series of gap
band intervals at the observed magic numbers. In addition to this microscopic addition, Myers-Swiatecki’s final
mass formula featured an empirical odd-even correction (pairing coefficient), and diverged from spherical sym-
metry through the incorporation of a shape dependence into the surface and Coulomb terms of Von Weizsécker’s
semi-empirical equation.

Later, Strutinsky’s theorem [3] appeared, that can be seen as an approximation of the Hartree-Fock (HF)
approach [18], which offers an even more stringent microscopic formulation of Strutinsky’s layer correction
method [19]. Total binding energy is now decomposed into a macroscopic term and a microscopic term (denoting
the layer and the pairing corrections), both of which are a function not only of A and Z, it also depends on
a set of deformation parameters (3, featuring the shape of the core. The significance of these upgrades was
astonishing since the squared deviation (r.m.s) between theory and experiment decreased [20].

Recently years, a significant number of studies have been published on the subject of nuclear masses such
as the published papers [21]-[27]. Interestingly, to date no researcher has discussed the proposed LDM formula
of eight parameters with making a comparison between three models. Hence this work aim to presents the
LDM formula of six parameters, the LDM formula of six parameters without (microscopic energy, deformation
energy, and congruence energy), and the proposed LDM formula of eight parameters. The idea is based on
adding two coefficients to the six-parameter LDM formula, which are the shell correction coefficient and the
pairing correction coefficient. Correction coeflicients are added to improve the root mean square value. Then,
the Least Squares Method (LSM) is implemented to determine the parameters of the theoretical formulas. LSM
is one of the widely employed methods for data fitting [24], where the method for different experimental cases is
detailed in [28]. Two categories of least-squares problems can be distinguished: linear and non-linear, based on
whether all unknown residuals are linear or non-linear. In statistical regression analysis, the linear least-squares
problem has a closed-form solution.

The non-linear problem is generally solved by iterative refinement, where each iteration approximating the
system by a linear system, so the basic calculation is similar in both cases [29]. This work is very significant con-
sidering the following merits: (1) an improved LDM formula of eight parameters is proposed. (2) A comparison
between three liquid-drop models and comparison with other previous works are discussed. (3) A step-by-step
tutorial for determining the parameters of nuclear masses formulas is presented using the least squares method.
This paper will add to the information contained in the previous studies and give a new perspective about the
application of the LSM with improved nuclear masses formulas.

This paper is divided into five sections, the second of which describes the implemented three liquid drop
mass formulas. Next, principle of the least squares method is presented. In the fourth section, the theoretical
and experimental results are shown and compared. Finally, the fifth section provides the conclusions of the
study.

2. DESCRIPTION OF THE LIQUID DROP MASS MODELS

In this section, three LDM models are detailed; the six parameters LDM formula, the six parameters LDM
formula without (microscopic energy, deformation energy, and congruence energy), and the proposed eight
parameters LDM formula.

2.1. The six parameters liquid drop mass formula

In nuclear physics, the liquid drop mass formula is well known. LDM sometimes called the Liquid Drop
Model, or Myers-Swiatecki Liquid Drop (MS-LD) formula, it was developed by Von Weizsdcker [12], [30]. In
accordance with the usual rules of the liquid drop model approaches, the mass of an atom with Z protons and
N neutrons is described by the following relation [2], [5].
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Mineo(Z,N,def) = ZMy + NM, — 0.00001433223°
+ bvol (1 - kvol-[2) A
+ bsurf (1 - ksurfl2) A2/3 (1)
+ bcoul ZQ/Al/B - f;DZQ/A
+ Eshell(Z7 N) + Epair(Z7 N) + Edef(Za N) + Econg(Z; N)

Where:

A, Z and N: are the numbers of atoms, protons and neutrons, respectively (A = Z + N).
My is the hydrogen-atom mass excess, My = 7.288970613 MeV

M, is the neutron mass excess, M,, = 8.071317133 MeV.

Z239: is the binding energy of electrons.

buot(1 — kyorI?)A: is the volume energy term.

bourf (1 — ksurpI2)A%/3: is the surface energy term.

bcoul(Zz/A1/3): is the Coulomb energy term.

f»(Z?/A): is the Proton form-factor correction to the Coulomb energy term.

beou, Ro, €2: are quantities defined by:

3 e?
bcou = T 5 2
'S B R (2)
Ry: is the nuclear-radius constant, its value Ry = 1.16 fm.
e2: electronic charge squared, its value e?= 1.4399764 MeV.fm.
I: is the relative neutron excess, defined by:

N-Z 3
TN+ Z

Eqcf(Z,N): is the deformation energy, the difference between a nucleus’s macroscopic energy at equilibrium
deformation and its energy if it were spherical [7]. The deformation energy is given by:

Eaey(Z,N) = E(B) — E(8 = 0) (4)

[: is a set of parameters defining the deformation of the nucleus, 8 = 0 representing the spherical defor-
mation (undeformed nucleus).
Econg(Z,N): is the congruence energy is described as:

Econg(Z,N) = —10exp (—4.2 |I|) (5)

Eshe(Z,N) , and Epqir(Z,N) : are the corrections of shell and pairing, respectively.
The microscopic energy is given by:

Emicro(Za N) = Eshell(Za N) + Epair(Za N) (6)

Eiero containing the contributions from shell and paring effects coming from the protons and neutrons.
For simplifying the calculation, we put:

U(Z7N7d€f) = Eshell(Z;N>+ Epair(ZaN)"_ Edef(ZaN)+Econg(ZaN) (7)
+ZMy + NM,, — 0.00001433 Z3-39

So, the model of the standard liquid drop can be expressed as follows:

Mtheo(Za N, def) = byol (1 - kvolIQ) A
+ bsu'r‘f (1 - ksurfIQ) A2/3 (8)
+beow Z2JAY3 — [,72 /A
+U(Z, N, def)

In literature, the least squares method is one of the best methods for solving the liquid drop model Eq. (1)
in order to find the six parameters (byor , kvol, bsurfs Ksurfs Deouts fp), the steps of the method are illustrated in
the next section, and results are discussed in the 4th section.
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2.2. The six parameters liquid drop mass formula without (microscopic energy, deformation
energy, and congruence energy)

In this part, we eliminate microscopic energy (the corrections of shell and pairing), deformation energy,
and congruence energy to observe their impact on the root-mean-square value. So, the new liquid drop model
can be expressed as follows:

Mipeo(Z,N,def) = ZMpg + NM, — 0.00001433223
+ bvol (1 - kvolIZ) A 9
+ bsurf (1 - ksurflg) A2/3 ( )
b 22/ AV — [,72/A

In order to find the six parameters (byor ; kvots Dsurfs Ksurfs beouts fp)s the Least Squares Method (LSM) is
used. The steps of the method are illustrated in the next section, and results are discussed in the 4th section.

2.3. The proposed eight parameters liquid drop mass formula

In this part, we add two coefficients to the previous equation Eq.1, which are the shell correction coefficient
bsn, and the pairing correction coefficient by,. The microscopic corrections for pairing and shell effects treated
as in Ref. [23]. Correction coefficients are added to improve the root mean square value. So, the new liquid
drop model is described by the following relation:

Mineo(Z,N,def) = ZMpy + NM, — 0.00001433223
+bvol (1 - kvoll2) A
+bsury (1 = kgursI?) A2/3 (10)
+beow Z2JAV3 — £,7%/A
+ bsh Eshell(Za N) + bpa Epair(Za N) + Edef(27 N) + Econg(Za N)

The Least Squares Method (LSM) is used to find the eight parameters (byor ;, kvol, Dsurfs Esurfs Deouts fp,
bsh, bpa). The steps of the method are illustrated in the next section, and results are discussed in the 4th
section.

3. THE LEAST SQUARES METHOD

The Least Squares Method is traditionally credited to Carl Friedrich Gauss, with origins dating back to
1795 [31], [32]. LSM finds utility across a range of scientific disciplines including statistics, geodesy, economics,
optimization and more. The current study suggests utilizing LSM for optimizing the semi-empirical mass for-
mula, or formulas with similar characteristics. Examples of models in this category include: (a) The FRDM and
the FRLDM, which involve comprehensive calculations of shell and pairing corrections, along with consideration
of various nuclear deformations [33], (b) The ”Pomorski-Dudek Model” with shell and pairing corrections [7],
(c) The ”"Royer Model” with shell and pairing corrections but no nuclear deformation [34], and (d) The ”Myers
Droplet Model based on the Thomas-Fermi Approximation” with or without shell correction [35]. These nuclear
mass formulas play a vital role in assessing certain ground-state properties, nuclear reactions, and predicting
the neutron/proton drip lines. All these formulas can be optimized using the same method, which is described
by the following procedure.

A) Define the root mean square deviation (R.M.S).
The root mean square deviation (R.M.S) is defined by:

Tmax

R.M.S = GTT(bvol, kvol; bsurf7 ksurfa bcoul7 fp) = E Z [Mexp(i) - ]M’theo(i)]2 (11)

i=1

where:

n: is the total number of nuclides.

Mipeo(i): are the mass computed at a specific value of Z and N.

M qp(3): are experimental values of nuclear mass that calculated using the mass excess values found in
on the recent updated Atomic Mass Evaluation, i.e. AME table, published in [36]. M.,,(i) are given with
MeV by the following formula:

Mexp (i) = Massexcess + A.u (12)
u: The atomic mass unit, 1u = 931.49410242 MeV.
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B) Replacing the My.,(i) by its expression in the RMS deviation formula.
In this step, we calculate Mypeo(i) by the given Eq.8, and replace results in Eq. 11. So, the root mean
square deviation is described by:

]. imax Mcx Z - bvo
RM.S==%" < »(?) o (1
coulZQ/A + prQ/A

C) Define the objective.
According to LSM, the goal is to reduce the error in Eq. 11 to a minimum, thus:

n

i=1

Oerr (bvola kvola bsurfa ksurf, bcoul; fp)

— koot1?) A; —

=0

D) Construction of the model.
The equations of model are given by:

Where:

Tmax

Zmdx

i=1

Tmax

i=1
Tmax
Tmax

i=1

Tmax

derr _
abvol - 2 Z (
derr _
Okyor - 2
derr —
absqu
derr _
Oksury 2
derr _
Obcoul - 2
derr - _
Ofp
aMtheo( )
byl
a]\lfhpo(l)
dkvol
BA/[theo(i) —
Obsurt
OMineo(d)
Oksurt
OMineo ()
8bcoul
OMineo (i
dfp

E) Solve the equations of model.
Solutions of the model given by Eq. (15) are determined as follow:

kvol =

ZAMexp /) —

i=1

i=1

5 fp

— Mineo(i)) “gpece®

6bvol

— Mineo(i)) Pgce®

Bk'uol

— Mneo(i)) et

81797.” I

— Mipeo(i )) OMipeo(i)

Oksury

— Mipeo(i )) OMipeo(t)

O0bcoul

Mtheo( )) OMipeo(t)

0fp

(Ai (1 = kvall?))
= — Z?:f (bvar Ail?)
e (A2/3 (1 kot ] ))
imix (bsurfAz/?)IZQ)
_ szx (ZZ/Al/S)
-y (22 A)

%urf Z A5/3 + ksurfb%urf Z Af/BIE*

Coule2/3ZQ+prZQ ZA U -

volbsurf Z A?/BIE - kvolksurfbsurf Z Af/SI;l‘i‘

kvolbcoul Z Af/?’leZvQ

4

bsurf (]- - ksurf-[2) A2/3
(Z7,7 NZ) def)

VOIZA I Mexp( )+

Fvolfy 21222 + kol ZA I2U;

¥

2 A7

fZAJ?Mcxp +bv012A21 +bsuerA5/312

beoul ZA2/312Z2 fo 21222 - ZA 12

EETD A2I2 TR, A214

surfbsurf Z Af/3]14+

vol Z A2I4

(13)



42
EEJP.4(2023)

Hadj Mouloudj, et al.

37 AT Mesp (i) = buot D AT + bvotbyor S AV 12 — beow Y AP 22+
Jo 3 AT 22 = 30 ATV — bt D AT I Moy (i)

ksurfbvol Z Af/slf - ksurfkvolbvol Z Af/BI;l + ksurfbcoul Z Azl/sjf ZiQ_

ksurffp Z A;1/3112Z22 + ksurfz A?/glfUz

bsurf =
Z A4/3 - 2ks‘lrfz A4/3I2 + k%urf Zz Af/3174
ST AP I Mo () + buot D AYPIZ — kyorbyor Y AV I+
burt O AT 4 boow D AP ZE — 1,37 ATVRI2Z2 + 3 AP
ksurf _ 7 7 7 7

bsurf Zz A?/?)I;l
Z A 1/322Mexp( — byol Z A2/3Z2 + Kvolbyol Z A2/31222 — bsurt Z Al/dZQ

Fsurtbsure Y AV I2Z2 4 f, Z ATz -3 A;l/ S 72U,

i

bcoul =

S A3 7

[ i

- Z A;1Z12Mexp(i) + bvol Z ZE - kvolbvol Z ZEIE + bsurfz A;l/BZ?_
ksurfbsurf Z A;1/3112212 + bcoul Z A;4/3Zz4 + Z Az_lzzzUl

> ATz

fp:

(19)

(20)

(22)

The Gauss-Seidel approach involves performing successive calculations of (byoi, Kvots bsur s Esurfs beouts fp)-
At each iteration, the new value supersedes the previous one. Use Eq. (17) to determine the unknowns by
an iterating sequence, where we choose the initial values (b7, k9op, 02y, 5 Kour 5 bo0urs fo)) @ppropriately, the

steps are as follows:

bBol’ k80l7 bSurf’ kgurf’ bgouh fO - bquol
bg)ol7 kSol’ bgurf’ ksurf7 coul? fO - kiol
b’L1]Ol7 k11)0l7 bgurf’ kgurf’ bgoul’ fO - biurf
bil)ol7 k1110l7 b.iurf7 kgurf’ bgoul’ fO - k;urf
bql)ol’ k11)0l7 biurf’ ksurf’ coul? f - brlzoul
bvol’ kvol7 bsurf’ ksurf’ bioul’ - 1}
bil)ol7 k7110l7 biu7f7 kiurf’ bzouh fl - biz)ol
b12)0l7 k11;0l7 biurf’ k:urf’ biouh fl - k?}(}l
b12)ol7 kvol7 b;urf’ ksurf’ coul? fl - bgurf
b’L2)Ol7 kvol’ bsurf’ ksurf’ bcoul’ fl - k.gurf
b1210l7 kvol7 bsurf’ ka urf bcoul’ fl - bzoul
b%ol’ kvol’ bgurf’ ksurf’ coul? fl - 3
(bzoh k?}ol’ bgurf’ surf? coul’ f ) - bgol

(23)



43
Estimation of Nuclear Mass Formulas Coeflicients using Least-Squares... EEJP.4(2023)

F) Update the values.
The process is repeated till convergence is reached, i.e. until a stable set (b,’l‘jol, k,ffol, b’:,w.f, kfm.ﬁ b’j()ul, fzf)
after a sufficient number k of rounds, where k is a whole number.

4. RESULTS AND DISCUSSION

The LSM is made with FORTRAN code to solve the equations systems Eq. 8, Eq. 9, and Eq. 10 for 2331
nuclides. The achieved results are discussed in this section. Table 1 demonstrates the coefficients obtained using
LSM for the discussed three models. (SP — LDM);: The Six Parameters LDM formula. (SP — LDM)y: The
Six Parameters LDM formula without (microscopic energy, deformation energy, and congruence energy. (EP —
LDM): The proposed Eight Parameters LDM formula.

Table 1. The coefficients obtained using LSM for the discussed three models.

Coefficients (MeV) | (SP —LDM), | (SP—LDM)y | (EP — LDM)
byol -15.9727 -15.5986 -16.0498

kol 1.8397 1.6954 1.8272

bsurs 19.8832 18.9262 20.3437

Fesury 1.9206 1.5061 1.8925

beoul 0.7327 0.7231 0.7390

o 1.2344 2.0543 1.4446

bsh, - - 0.7275

bpa - - 0.6637

RMS 1.28 2.65 1.05

Table 2 demonstrates the obtained values versus iterations for the proposed eight parameters LDM
Formula. Figures la, 1b, 2a, 2b, 3a, 3b, 4a, 4b depict the convergence of the eight coefficients
bvola kvola bsurf; ksurfa bcouh fp; bsha bpa; TeSpeCtinY

Table 2. Iterations and convergence of the eight coefficients formula.

Iterations bool kvol bsm-f ksw-f beoul fp bsh bpa

50 -14.641376 | 1.428979 | 11.660317 | -1.163253 | 0.615636 | -3.215885 | 1.174006 | 1.226985
100 -14.644251 | 1.483173 | 11.849770 | -0.891092 | 0.600652 | -3.450187 | 1.040020 | 0.985133
150 -14.644095 | 1.523160 | 11.929214 | -0.605908 | 0.598580 | -3.431418 | 1.030725 | 0.960194
300 -14.643833 | 1.613897 | 12.185625 | 0.088771 0.596867 | -3.240858 | 1.021870 | 0.929168
500 -14.647650 | 1.689492 | 12.587653 | 0.723691 0.598327 | -2.852138 | 1.005048 | 0.896717
700 -14.658353 | 1.733695 | 13.025564 | 1.143882 | 0.602349 | -2.394916 | 0.985021 | 0.870226
1000 -14.688660 | 1.768886 | 13.703765 | 1.541319 | 0.610902 | -1.689191 | 0.953279 | 0.837541
1500 -14.773100 | 1.792807 | 14.806025 | 1.893609 | 0.627683 | -0.629695 | 0.903030 | 0.794445
4000 -15.410877 | 1.818667 | 18.649300 | 2.180657 | 0.698445 | 1.792211 0.757456 | 0.683832
7000 -15.896930 | 1.826270 | 20.206447 | 2.018919 | 0.733131 | 1.874165 | 0.720209 | 0.657450
10000 -16.040475 | 1.827507 | 20.432650 | 1.922742 | 0.740038 | 1.596387 | 0.721804 | 0.659292
50000 -16.049779 | 1.827150 | 20.343749 | 1.892542 | 0.739009 | 1.444598 | 0.727491 | 0.663692
100000 -16.049779 | 1.827150 | 20.343749 | 1.892542 | 0.739009 | 1.444598 | 0.727491 | 0.663692
500000 -16.049779 | 1.827150 | 20.343749 | 1.892542 | 0.739009 | 1.444598 | 0.727491 | 0.663692
1000000 -16.049779 | 1.827150 | 20.343749 | 1.892542 | 0.739009 | 1.444598 | 0.727491 | 0.663692
10000000 -16.049779 | 1.827150 | 20.343749 | 1.892542 | 0.739009 | 1.444598 | 0.727491 | 0.663692
50000000 -16.049779 | 1.827150 | 20.343749 | 1.892542 | 0.739009 | 1.444598 | 0.727491 | 0.663692
100000000 | -16.049779 | 1.827150 | 20.343749 | 1.892542 | 0.739009 | 1.444598 | 0.727491 | 0.663692

The experimental values of nuclear mass are calculated using the mass excess equation given by Eq. 12.
The experimental masses values are taken from the recently updated Atomic Mass Evaluation, i.e. AME table,
published in [36]. The number of total iterations was set at 100,000,000 (100 million of iterations) to illustrates
the convergence of parameters. However, despite the number of iterations, the execution time is of the order
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Figure 1. Convergence of b,,;, and k,,; coefficients versus iterations.
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Figure 2. Convergence of by, s, and kgyry coeflicients versus iterations.

of a few seconds for this case where only eight quantities varied. Coefficient values were recorded for a certain
number of iterations (see Table 1). Results for all the eight coefficients are stable from 50,000 iterations onwards.
Here, stability is defined by requiring that the 6 digits after the decimal point no longer change. With these
stabilized values, we obtain a root-mean-square deviation given by Eq. 11, i.e. 1.05 MeV in the nuclear mass.
As a result, shell and pairing corrections are necessary in these kinds of formulas. Root mean square deviation of
0.864 MeV has been achieved in our improved equation, published in [27], (which is not the subject of our study
in this paper). On the other part, it should be pointed out that the direct comparison between the different
types of mass formulas proposed in the literature is only a relative significance, as very often the ”basis”, i.e.
the set and number of nuclei aren’t the same. Other factors come into consideration, such as the fact that
microscopic corrections are model-dependent. What’s more, in some serious calculations, the root mean square
deviation is weighted by a measurement error,... etc. The root mean square deviation can be improved by
increasing the number of corrective terms and the introduction of the shell and pairing corrections.

5. CONCLUSION

A new liquid drop model of eight parameters has been proposed in this paper. The main advantage of
this proposed model is adding only two coefficients to the common six parameters model to improve the root
mean square value. A comparative analysis of the proposed model with some proposed models in literature
have been presented. A simple and fast algorithm based on the least squares method is used to find the eight
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parameters. The steps of the method are described in detail, where it is characterized by the maximum of
simplicity in the procedure. The performance of the proposed model was verified using developed FORTRON
program and checked with experimental nuclear DATA from Atomic Mass Data Center. A close concordance
between theoretical and experimental values has been obtained. The results demonstrate that r.m.s. value for
the new liquid drop model in terms of masses is equal to 1.05 MeV. Also, finding a mathematical formula for a
liquid drop model that is close to reality is still a good problem for research because this will open way to new
perspectives in the study of nuclei. The results of the present work join a growing body of literature in the field
of theoretical physics, and the information presented opens new avenues for further studies on other models.
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The work analyzes the dependence of the diffusion index of high-energy negatively charged particles on the energy of
their transverse motion in oriented crystal. The crystal had an axial orientation relative to the direction of particle
incidence. The analysis was carried out using the example of 7~ mesons with a momentum of 100 GeV/c that impinged
on a silicon crystal, which corresponds to the conditions achievable on secondary beam of the the CERN SPS accelerator.
The analysis showed that the dependence under consideration is not monotonic. It has a minimum in the energy region
slightly exceeding the value of the potential energy of particles at the saddle point of the potential of crystal atomic
strings. At higher values of the energy of transverse motion of particles | , the diffusion index increases with increasing
E ., due to the increase of the average absolute value of the velocity of particle motion in the plane orthogonal to the
crystal axis, near which motion takes place. The increase in the diffusion index at low values of F | is associated with
the manifestation of incoherent scattering of particles on thermal vibrations of crystal atoms. The analysis carried out in
the work is of interest both for a deeper understanding of the process of high-energy negatively charged particle beams
passage through oriented crystals, and for improving methods for charged particle beams steering with a help of straight
and bent oriented crystals.

Keywords: Channeling; High-energy charged particle; Diffusion; Oriented crystal
PACS: 61.85.+p

1. INTRODUCTION

In 1963, M.T. Robinson and O.S. Oen [1] based on computer simulations showed that the orientation
of the crystal has a significant effect on the nature of fast charged particles diffusion in the crystal. Since
then, orientation effects in the scattering of particles in crystals have been studied for many decades. In 1965,
J. Lindhard [2] developed a theory of the channeling phenomenon, which describes a motion of fast charged
particles at a small angle to crystal atomic strings or crystal atomic planes. With such motion, the impact
parameter changes slightly when the particle is scattered on neighboring atoms of the string or plane, and
correlations in the scattering on neighboring crystal lattice atoms become significant. Due to such correlations,
coherent effects in the scattering of charged particles on crystal atomic strings and planes arise. Correlations in
scattering allow positively charged particles to move in a crystal without approaching close distances to atomic
strings and planes, since at small distances the field of atomic nuclei is not completely screened by the field of
atomic electrons (especially if some of the electrons are valence) and positively charged particles are repelled
from the nuclei of neighboring atoms in the same direction. The fact that positively charged particles, when
moving at a small angle to atomic strings or planes, do not come too close to the atoms leads to the fact that
stable modes of motion (planar and axial channeling) for positively charged particles in an oriented crystal are
significantly more resistant to incoherent scattering of particles on thermal atomic vibrations than in the case of
negatively charged particles which are attracted by atomic nuclei. That is why oriented crystals, including bent
ones, have recently been more often used to deflect the direction of motion of positively charged particles [3-15].
The process of passage of negatively charged particles through oriented crystals is more difficult to describe.
At the same time, the relevance of research into this process is determined by the possibility of using oriented
crystals to control beams of negatively charged particles, which is an important problem in accelerator physics.
Recently, a number of both theoretical [16,17] and experimental [18-20] studies have been carried out on the
process of motion of fast negatively charged particles in oriented crystals. These studies were devoted mainly
at finding optimal conditions for deflecting beams of negatively charged particles. Our work aims to expand
the study of the process of negatively charged high-energy particles passage through oriented crystals.

In [22] the possess of diffusion of fast negatively charged particles was studied for one given value of the
transverse energy of particles in the field of crystal atomic strings. It was shown that diffusion in this case is
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anomalous. However, a study of the diffusion process in the case of an arbitrary value of the transverse energy
of particles in the field of crystal atomic strings has not yet been carried out. Such a research is the subject of
the current article.

2. MOTION OF NEGATIVELY CHANGED PARTICLES IN THE FIELD OF CRYSTAL
ATOMIC STRINGS

To find the trajectory of a fast charged particle in a crystal, it is necessary to solve the three-dimensional

equation of motion
P )

dt ’
where p and 7 are particle momentum and coordinate, U () is particle potential energy in the field of crystal
atoms. However, if the particles move at a small angle to one of the main crystalline axes (let’s call it the z
axis), the atoms along this axis are arranged into strings, and correlations in scattering on neighboring string
atoms make it possible to simplify the equation of motion. This simplification consists in the transition from
the potential of individual atoms to the continuous potential of atomic strings. In such an averaged field, the
potential energy of charged particles is written as follows:

U =1 [ Uy 2

— 00

where L is the thickness of the crystal, z and y are the coordinates of the particle in plane orthogonal to the z
axis. In this approximation, we can write the equation of motion of high-energy charged particles in the form
of a system of equations

dx 2 0

e —E*H%U(%y),
d?y 0

a2 _?H@U(x’y)’
d?z

where E|| = cy/p? + (mc)?, m is the mass of the particle, and c is the speed of light in vacuum. It can be
shown [21] that for system of equations (3) the quantity

_ puy?
2

EJ_ +U($,y),

is the integral of motion (v is the absolute value of the particle’s speed, and % is the angle between the speed
of the particle and the axis of the atomic strings). This quantity is called the energy of transverse motion.

If we now numerically solve equations (3), then we will find the trajectory of the particle in the field of
crystal atomic strings, as was done in [22]. It is important that this approach ignores the incoherent scattering
of particles on atomic thermal vibrations and the electronic subsystem. For positively charged particles, such
scattering in thin crystals can be neglected due to the fact that, because of repulsion from atomic nuclei,
positively charged particles move most of the time in an oriented crystal, not approaching the strings at close
distances, at which thermal displacements of atoms relative to the nodes of the crystal lattice are significant.
However, negatively charged particles are scattered by thermal vibrations of atoms much more intensely, since
these particles are attracted by atomic nuclei. For this reason, for negatively charged particles, incoherent
scattering cannot be neglected even in thin crystals, and in equations (3) we must take into account incoherent
scattering. This could be done by adding to the equations of motion along the x and y axes a random force [23,24]
which is maximum at the points where atomic strings are located in the (z,y) plane and is distributed near
these points according to the Gaussian law with a standard deviation equal to the standard deviation of atoms
from the nodes of the crystal lattice [25]:

d%z ¢ 0

e *E*”%U(l“,y) + fas

d?y 2 0

W__ET@T/ (z,y) + fy- (4)

The explicit form of this force is given in [26].
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We calculate the potential of atomic strings in the Doyle-Turner atomic potential model [27], as was done
in [17]. In this model potential energy of a particle with a charge, that equals to the charge of an electron, in
the field of atomic strings (100) of a silicon crystal can be written as

oh? & z 8,+ B y B+ B
Ulz,y) =———— Zaﬂg {w,exp (— J ﬂ 03 {W,exp <— E )] + U, (5)
medd? = ds 4d? ds 4d?

where m. is an electron mass, d is the distance between neighboring atoms in the atomic string, ds is the
distance between closest neighboring atomic strings, «; and S; are coefficients found in [27] for a large number
of elements, B = 87%r2, rp is the rms atomic thermal vibration amplitude in one direction (r7 ~ 0.075 A for

Si at 293 K), 03(u,q) = >0 ¢"" exp(2nui) is the Jacobi theta function of the third kind [28], i2 = —1. U
is a constant that is determined from the condition that the value of the potential energy of a particle at a
point equidistant from the two nearest neighboring atomic strings (i.e. at the saddle point) is taken as zero.

Equipotential lines of potential energy (5) are shown in Figure 1.

B

Figure 1. Equipotential lines of continuous potential energy of a 7~ meson in the field of (100) atomic strings
of a silicon crystal in a plane orthogonal to the (100) crystal axis. The numbers next to the lines show the
potential energy value along these lines in eV.

In order to show the importance of taking into account the influence of incoherent scattering on the process
of diffusion of negatively charged particles in an oriented crystal, let us consider the trajectories of ten 7~ mesons
with p = 100 GeV /¢, which move in the field of (100) atomic strings of a silicon crystal. These trajectories are
plotted in the (x,y) plane. The impact parameters and angles of entry of these particles into the crystal are
chosen randomly, but so that for every particle the energy of transverse motion immediately after entering the
crystal E ¢ is 1 eV. Figure 2a shows trajectories calculated without taking into account incoherent scattering.
These trajectories were found by numerically solving equations (3). Figure 2b shows the trajectories of the same
particles, calculated with taking into account incoherent scattering on thermal vibrations of crystal atoms and
on electronic subsystem, obtained by solving equations (4). The crystal thickness in both cases was 100 pm.
The presence of incoherent scattering leads to the fact that £/ ceases to be an integral of motion. This leads to
the fact that when incoherent scattering is taken into account, the motion of negatively charged particles in the
field of one atomic string becomes unstable and the particles, on average, move faster away from the incidence
point in (z,y) plane.

3. DEPENDENCE OF THE DIFFUSION INDEX ON THE ENERGY OF TRANSVERSE
PARTICLE MOTION

Knowing the trajectories of a large number of particles in the field of crystal atomic strings, we can
determine the diffusion index of a particle beam. In the same way as it was done in [22], we assume that the
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Figure 2. Trajectories of 7~ mesons with p = 100 GeV /¢, which move in the field of (100) atomic strings of a
silicon crystal a) without and b) with taking into account incoherent scattering. £, o =1 eV

mean square distance of particles from the entry points in (x,y) plane can be written as

(p*) = al”, (6)

where [ is the thickness of the crystal, u is the diffusion index, a is the proportionality factor. In work [22], the
diffusion index was determined from the relation

In ((0*),/(p*);,)
ST "

where [g is the normalization thickness of the crystal (lgp < ). This method of determining g has a large
error, since the diffusion index is determined from the values of the mean square deviation at only two points
(at two crystal thicknesses: [ and lp). In the present work, however, we used a different method, namely, we
approximated the dependence of (p?) on the crystal thickness by function al*. In this approach the value of the
diffusion index is determined taking into account all points of the dependence of (p?) on I, which significantly
increases the accuracy of the calculations.

To obtain the dependence of the diffusion index on the initial value of transverse particle motion energy
E | o we carried out a number of simulations. In each of them, solving numerically the equations of motion (4),
we found the trajectories of 10° 7~ mesons with p = 100 GeV /c and with the same E| g in the field of atomic
strings (100) of a silicon crystal with [ = 100 pm. Simulations were carried out for 1 eV < E |5 < 200 eV with
a step of 1 eV. For each value of E |, the dependence of (p?) on the crystal thickness was determined from the
found trajectories. To determine p as a function of F o, each of the obtained dependencies was approximated
by the function al* using the nonlinear least-squares Marquardt-Levenberg algorithm [29,30]. The results are
shown in Figure 3, which shows the dependence of the diffusion index p on the energy of transverse particle
motion. The obtained dependence is not monotonically increasing, as could be expected, taking into account
that with increasing the initial value of transverse particle motion energy, particles should move faster in the
(z,y) plane. This is indeed the case for F ¢ 2 20 eV, but for smaller values of E there is an increase in
w as o decreases. This unusual behavior is explained by the fact that as F,, approaches the value of the
potential energy of particles at the saddle point (which we set equal to zero), the rate of exit of particles from
the potential well without taking into account incoherent scattering decreases significantly. The motion in this
case is similar to the finite motion in the field of one crystal atomic string. In this case, due to the smallness of
FE g, the particle, with each oscillation in the field of the atomic string, approaches the string at close distances
of the order of r. At such small distances, there is a high probability of particle scattering at large angles
under the influence of incoherent scattering by thermal vibrations of the string atoms. This scattering at large
angles leads to an increase in £ and an increase in u. Note that for channeled particles for which £, ¢ < 0,
the diffusion index tends to 2 due to incoherent scattering at large angles. At large values of F |, the kinetic
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energy of particles in the (x,y) plane becomes much greater than the potential energy and the diffusion index
tends to 2 at E |y — 0o, which corresponds to rectilinear motion in this plane.

0 50 100 150 200
ELoleV]

Figure 3. The dependence of the diffusion index on the energy of transverse particle motion

4. CONCLUSIONS

In the article, the dependence of the diffusion index of high-energy negatively charged particles on the
energy of the transverse motion in axially oriented crystal was determined. The type of this dependence turned
out to be non-monotonic. It has a minimum in the energy region slightly exceeding the value of the potential
energy of particles at the saddle point of the potential of crystal atomic strings. At higher values of the energy
of transverse motion of particles F |, the diffusion index increases with increasing F, , since this increases the
average absolute value of the velocity of particle motion in the plane orthogonal to the crystal axis, near which
motion takes place. The increase in the diffusion index at low values of E'| is associated with the manifestation
of incoherent scattering of particles on thermal vibrations of crystal atoms. The found dependence is of interest
both for a deeper understanding of the process of high-energy negatively charged particle beams passage through
oriented crystals, and for improving methods for charged particle beams steering with a help of straight and
bent oriented crystals.
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MOJYJIsI MBUAKOCT]I PyXy YACTHUHOK Y IJIOIIWHI, OPTOTOHAJIBHIN A0 KpUCTAMIIHOL Oci, 6is skol BinOyBaeThbCs pyx. 30iab-
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HUX KPUCTAJIB.
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Instability of ion cyclotron waves(ICWs) is investigated in presence of lower hybrid drift waves(LHDWS) turbulence.
Plasma inhomogeneity in the Earth’s magnetopause region supports a range of low frequency drift wave turbulent fields
due to gradients in density in different regions of the media. One of these drift phenomena is identified as lower hybrid
drift waves(LHDWSs)which satisfies resonant conditions w — k - v.= 0. We have considered a nonlinear wave-particle
interaction model where the resonant wave that accelerates the particle in magnetopause may transfer its energy to
ion cyclotron waves through a modulated field. In spite of the frequency gaps between the two waves, energy can be
transferred nonlinearly to generate unstable ion cyclotron waves which always do not satisfy the resonant condition
Q — K - v # 0 and the nonlinear scattering condition 2 —w — (K — k) -v # 0. Here, w and € are frequencies of
the resonant and the nonresonant waves respectively and k and K are the corresponding wave numbers. We have
obtained a nonlinear dispersion relation for ion cyclotron waves (ICWs) in presence of lower hybrid drift waves (LHDWSs)
turbulence. The growth rate of the ion cyclotron waves using space observational data in the magnetopause region has
been estimated.

Keywords: lon Cyclotron Waves; Lower Hybrid Drift Waves; Wave Amplification; Density Gradient; Nonlinear wave-
particle interaction

PACS: 52.35.Hr, 52.35.Qz,52.35.Kt,05.45.-2,52.35.-g

1. INTRODUCTION

Plasma covers nearly 99.9% of the universe. A wide range of electrostatic waves and electromagnetic waves
dominate the nature of plasma.But, in general a real plasma can never be entirely homogeneous. Plasma is
made up of different boundary layers which are very dynamical and active regions comprising many waves. One
of them is the LHDWSs which are supported by the free energy reserved in density gradients. The LHDWs are
strong plasma waves found in Earth’s Magnetosphere. According to some scientists, LHDWSs cause anomalous
resistivity and thus initiate magnetic reconnection (MR).It transfers the energy stored in the magnetic field to
particles, further heating and accelerating them|[1]. Many observations of the LHDWSs have been made in the
magnetosphere [2, 3] as well as in laboratory plasmas [4, 5].

For many decades,electrostatic and electromagnetic ion cyclotron waves have been observed, [cf. Gurnett
and Frank, 1972; Kintner et al., 1978] in the terrestrial auroral zones.Recently from the data, [cf. McFad-
den et al.,, 1998; Carlson et al., 1998; Lund et al., 1998; Cattell et al., 1998; Chaston et al., 1998] it was
found that these waves are the source ion heating (conics)and parallel electron acceleration in the auroral zone.
Ton cyclotron frequency is common in the terrestrial magnetosphere. Broughton et al., has also reported the
observation of ion cyclotron harmonically related waves in the vicinity of the plasma sheet boundary layer [6].

In Tokamak, LHDWSs heating has attracted maximum attention for heating and toroidal current drive
efficiency. Here, the ions are directly heated at the lower hybrid resonance layer where they can convert the ion
waves into fast ion waves and the latter are strongly Landau damped on ions. Several experiments of tokamaks
have disclosed that LHDWS give rise to parametric excitation of ion cyclotron modes [7].

Huba et al., [2] proposed that in various confinement systems of magnetic fusion [e.g., Davidson et al.,
1976; Comrnisso and Griem, 1976], the lower hybrid-drift instability [Krall and Liewer, 1971], operates over a
large area of magnetotail. Furthermore, it plays a significant role in the development of field line reconnection as
a source of anomalous resistivity.Gurnett et al., carried out some experimental observations [1976] considering
the theoretical studies of the lower-hybrid-drift instabilities .He found some strong evidence for the existence of
lower hybrid drift instability in terms of existence criteria, spectral characteristics, and amplitude of fluctuations.

In the magnetosphere and plasmasphere very often different wave modes are observed at the same time.
For example, in the Freja mission,the data analysis of the waves shows a close relationship between Alfven wave
activity and ion acoustic wave activity within auroral energization regions [Wahlund et al., 1994]; similarly,lower
hybrid wave (LHW) activity has been observed at the same time with ultralow-frequency waves [Olsen et al.,
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1987; LaBelle and Treumann, 1988; Pottelette et al., 1990]. Again, simultaneous wave activity has also been
observed in the active ionospheric sounding rocket experiments [Arnoldy, 1993; Bale et al., 1998]. Colpitts
[2015] reported that the Van Allen Probes observations show very strong modulation of whistler, magnetosonic,
and lower hybrid waves by EMIC or ultra low-frequency waves. He relates this modulation to wave-wave and/or
wave-particle interactions [8].

The inhomogeneous plasmas like the solar corona or planetary magnetospheres one can observe drift waves
to propagate extensively. The electrostatic drift waves propagate perpendicular both to the ambient magnetic
field and to the gradient due to density gradients or temperature gradients. But, they become unstable during
collisions or electron Landau damping. Hence these waves may play an important role in the destabilization
process of the magnetotail before a substorm. Fruit et al., 2017 proposed a kinetic model with trapped bouncing
electrons for the electrostatic instabilities in the resonant interactions. Thus, in the period of electron bounce
period a linearized Vlasov equation is solved for electrostatic fluctuations and through the quasineutrality
condition, a dispersion relation is obtained [9].

Singh and Deka (2005) studied the plasma maser effect in inhomogeneous plasma in the presence of drift
wave turbulence. Here they studied the growth rate of the high frequency Bernstein mode in presence of the
spatial density gradient parameter [10].

Borgohain and Deka (2010) studied the instability of electrostatic waves in inhomogeneous plasma in
presence of drift wave turbulence. Here, they studied the interaction of ion acoustic waves with drift waves [11].
Deka and Senapati (2018) studied the amplification of upper hybrid waves in presence of lower hybrid waves in
an inhomogeneous plasma through a non linear wave particle interaction. Here,they studied the energy transfer
from the accelerated electrons which are in phase relation with the LHDWSs turbulent field to the unstable upper
hybrid through a modulated field nonlinearly. On the other hand, dissipation of unstable upper hybrid wave
energy is possible through radiation phenomenon after conversion while propagating through inhomogeneous
plasma [12].

Deka and Deka (2022) [13] studied the growth rate of whistler mode in presence of kinetic alfven wave
turbulence through nonlinear wave—particle interaction. Here, in this model he considered an external force
F which helps to create a drifting motion.

Kumar et al., (2022) [14] studied the effect of dust charge fluctuations on the parametric upconversion of a
lower hybrid wave into an ion cyclotron wave and a side band wave in a two-ion species tokamak plasma. Here,
the lower hybrid wave becomes unstable and decays into two modes: an ion cyclotron wave mode and a low
frequency lower hybrid side band wave. Here, the growth rate decreases with the increase in the size of dust
grains and electron cyclotron frequency.

Our present investigation is based on the lowest order mode-mode coupling process in a turbulent plasma
which was proposed by Nambu [19]. This mode-mode coupling and wave energy conversion process was also
suggested by Tsytovich [16] simultaneously. This process suggests that even though there is a large frequency
difference, wave energy exchange may be possible. Nambu and Tsytovich proposed that if in a plasma both
resonant and non-resonant waves are present, wave energy from resonant mode may be transferred to non-
resonant waves. By resonant wave, we mean that the Cherenkov resonant condition w —k-v =0 is satisfied
whereas for non- resonant waves both the resonant condition and nonlinear scattering conditions are not satisfied,
ie. Q—K-v#0and Q—w— (K—k)-v#0. Here, w and Q are frequencies of the resonant and the
nonresonant waves respectively and k and K are the corresponding wave numbers. The LHDWSs operates in
the frequency range[l] where both ion and electron dynamics play a crucial role: we; € w < wee . The wave
oscillate at a frequency in between the ion and electron gyroradius.

In this present paper we have studied the interaction of high frequency ICWs with low frequency LHDWSs
turbulence. Here, we have used a zeroth- order distribution function that satisfies the time independent Vlasov
equation. There is a non zero current associated with the drifts; this current represents a free energy that can
drive instabilities and further we obtain the dispersion relation as well as estimate the growth rate of ICWs.

2. FORMULATION

We consider a non-uniform electrostatic LHDWSs turbulence to be present in the system with propagation
vector k= (ky,0,k/,) . We consider a weak density gradient perpendicular to By of the form [17]

1 (y) = n;(1 + eny) (1)

So, the density gradient is taken along the y — direction and the external magnetic field
B = By(y) is taken in the z — direction. €, is the density gradient scale length n.
The particle distribution function is considered as

) = 2 v 22 e () 8

(27rvj)%
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The first and second velocity moment of the above distribution are
0 N
Tl = NjUn; Y (3)

J

n; Ty = n;T;(1+ €ny) + o(es,) (4)

Where the density gradient drift speed of the j* species [17]is

Unj = Qj (5)

Here, §; = % is the cyclotron frequency.Here the subscript j refers to j7 =4 for ions and j = e for
electrons.
Now,

The interaction of the high frequency ICWs with low frequency LHDWSs turbulence is well explained by
the Vlasov-Poisson’s equation

a a e VvV X B 8
[c’)t+v.arm(E+ p )'8v} Foi(r, v, t) =0 ©
V- -E = —dren; / Joi(r, v, t)dv @

The non-perturbed distribution function and fields are considered according to the linear response theory
of the plasma.

Foi = foi + €f1i + € fa (8)
EOi = GEZ + €2E2 (9)
B, = By (10)

where ¢ is a small parameter associated with LHDWs turbulence field E; = (E;1,0,E;;/). fo; is the space
and time average parts, fi; , fo; are the fluctuating parts of the distribution function. E, is the second
order electric field. By is the total magnetic field in the system in presence of LHDWSs turbulence.But LHDWSs
is an electrostatic turbulent that doesnot contribute turbulent to the system.

From eq.(6), we have

0 0 e VvV X B() 0
|:6t + V~§ - E (EEZ + 62]'32 + C> 8V:| [fOi(rvvv t) + Efli(rvvat) + €2f2i(rvva t)} =0 (11)

To the order of €,we have

0 0 e (v x By 0 e 0 _
|:8t “rVa — a ( c ) 8\;] fli(l',V,t) = %El.a—vf()z(r,v, t) (12)

To find f1;, we use Fourier transforms of the form

H(r,v,t) = > H(k,w,v)expli(k.r — wt)] (13)
k,w
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The Fourier component of f1;(k,w) is given by-

ie enTik | O foi
Sk, w) = (*) {Tlﬂ Eu{l + (w — kv — e, ) " b}fm Ez//a Py (14)
where
/ —
o w—k//v//—aQi
o = kivy (16)

To this quasi-steady state, we consider high frequency electrostatic ICWs with propagating vector K =
(K1,0,0) with electric field 6E = (§F},0,0) and a frequency 2. So, we have Q =~ Q; This high frequency
non resonant ICWs acts as the perturbation to the system.

Thus the total perturbed electric field and the distribution function are

§f = b fn + ped fin + pe’ Af (17)
OE = pdE;, + pedEy, + pe2 AE (18)
§B =0 (19)

where JE;;, AE are the modulation fields, ¢ f; is the fluctuating part, 0 f;n, Af are the particle distribution
function due to modulating field and g is the smallest parameter for the perturbed field, which is also smaller
in compared to e.

Linearizing the Vlasov-Poisson equation to the order u, je, pe?, we have

e 0
Péfn = E(SEh-afvai (20)
0 0 0
Pé fin = £5Elh-7f0i + £5Eh-*f1i + EEl-*(;fh (21)
m ov m ov m  oOv
e 0 e 0
PAf = EEZ-EWUL + EéElh'aivf“ (22)
where the operation P is given by-
70 0 e (vxBy\ 0
P= |5 +v ar_m( - )'av} (23)

Now, we evaluate the various fluctuating parts of the perturbed distribution function using the Fourier
transform and integrating along the unperturbed orbits to obtain the nonlinear dielectric function of ICWs in
presence of the LHDWSs turbulence.

Now,
expii 0}y 0
§fh—f5EhZZ —aél( a) }% 0i (24)
Kle
h =
where « o,
Again
6.flh = Illh + Ilzh + Ilgh (25)
where

ie o) Jy(a)exp{i(b— a)0} af); 00 fr, 00 fr,
Ilh_( )ZX}): k//'l)//— Q w)—aQ {ElL((KL—kL)’UL) 8'UL +E//8v// (26)
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j. (Ze)zz o) Jyle"ep{ib = )9} 6Fu (K — F) e o O , 1 Oho] o

k//v//f Q w)—aﬂ |RZ,?| Klka)UL)).a’UL //81)//

df1; e:vp{Z( a)d}
3 _
Ilh - ( ) 81}L Z Z — — CLQ (28)
Here
o (Ki—Fki)vy K v,
Again ' '

_ e Jo (&) Jp(a")exp{i(b — a)0} afl; 0 fin, 0 fin,
Af_(m)zz kjw ) —afl; —Q {E“‘((KJ_—kJ_)vJ_)' vy + By, 81)//}

5E1h K o) Jy(a"exp{i(b— a)0} all; Of A frs
G )ﬁzz Fypopy = afi = {KL((KL*kL)’UL)) oL +k//8v//} (29)

Here, from Poisson’s equation we find the modulated field dE;;, (K — k)

V‘dElh = —47Teni-/5flhdv (30)

o) (" exp{i(b— a)0} al; 9 fin
6Elh(K k) |K k| LK k /ZZ k//’U//* Q w)faQ {EZL((KLka)’UL). a’UL

85flh ea:p{z( —a)f} Ofi
E E . 1
By, /5 hZZ ~ ) —al adeV 3D
where
o) Jp(a)exp{i(b — a)f} afl; 9 foi 9 foi
K-k K : k d
( ) ‘K k|/zz k//'l)//— —w)—aQi { L((KJ__ICJ_)'UJ_)) 8vj_+ //811//} v
(32)
Again, using the Poisson equation we obtain the dielectric response function :
V.0E;, = —4men; /[5fh + Afldv (33)
we have
0EL(K,Ven (K, Q) =0 (34)
The dispersion relation €, (K, Q) of ion cyclotron wave is evaluated using the equation given as-
en(K, Q) = (K, Q) + (K, Q) + ¢,(K, Q) (35)

where ¢y (K, )is the linear part, ¢;(K, Q) is the direct coupling part and €,(K, §2) is the polarization coupling
part.
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So, we have

2
oK, Q) =1+ = |2/ 211+ (O U’”KL ) foil ZZ fxgg( D) 4y (36)

2
Here, vy,; = % is the density gradient drift speed of the j** species. The subscript j represents ions, j =1 .
J
vn; bears the sign of e; , there is a non-zero current Jy associated with these drifts; this current represents
a free energy that can drive instabilities.

alK.0) = u‘f’P( PIBL P e o) o [t Gy o o 211+ (2= 21255
foi}}+5a,bai (w—kyvy — %)}}Tp qu]dv |;§2( )|y, Popg— 0
Qs,taf//{z-zu,v;j[um L) o)+ ST g b (37)
where
"
Py = ZZ k;]/’v ” _ezg{l( 5 a)6} (38)
D k/;;f;_ ae @

) “Q’ —exp{i(v —u)0}

ZZ v (40)

exp{i(b—a)f
-X Y fi;;)_ij;( i m
a)exp{i(q — p)0} "
p,q ZZ wfk//v//faQ ( )
Again
an‘ ()°
ep:_Ki\K—kPL(K—k)[(A—i_B)X(C+D)] (43)
where
, o)) (e ZiyerJexp{ib — )8} 9 ra (o) (" Vexp{i(t — )0}
|Ell| /ZZ k//v//—aQ-—Q X%[ k//v//—sQi—(Q—w)
s dfoi 9 foi ") Jy(a)exp{i(b— a)0}
{KL((KJ_—]fJ_)UJ_)a’UJ_ k//a d +/22b: kyvsp—afl; — (2 —w)
ex 0} 0fo; uf; 0
[ZZ Llejeonito - o) s g o+ 1B (4
9 o) Jp(a"exp{i(b— a)0} 9 1Js(a")J(a")exp{i(t — s)0}
|El//| /ZZ k//v//—aﬂ - Q X ﬁfu//[ k//’l)//*SQ'*(wa)
Q; O foi O foi Yexp{i 0 o 9
{KWKﬁmRaﬁ R DIy e e (CHSSEN



60
EEJP.4(2023) Raksha Mundhra, et al.

0 enT KJ_ a)exp{i(q — p)o}
%{Tkll—‘r(w_k//v//_ ZZ wfk//v//faQ }f }
exp{l(q p)9} 9 foi
+1By| f{Z Z} - ,W// O A (45)
o/ J(aMexp{i(t — s)6} s82; 0 0
¢= /Zzt: k://v//—sQ —(Q w) [{((KL—kL)UL)(%—’_W//)
a)exp{i(v —u)b} 8f0Z o) Jp( )((Ki%)exp{i(b —a)f}
ZZ Qw0 avl dv JFKL/ZZ kv, — a%; —

a)expli(g —p)0} O foi
8’Ul ZP:Z w—k//v//—aQ 8’0//)dv (46)

GTKJ_)
ms;

ewp{@(q p)o} a)exp{i(g — p)0} O foi
ZZ wfk//v//faQ + 40 }fz ZZ UJ7]C//U//*(IQ + 40 ﬁv//}dv

o)y (o )exp{i(b— a)b} af); 0 0
/ZZ k;//v//—aQ - [{KL((KJ_—ICJ_)'UJ_) aUJ_+k//aU//}

enTK exp{i 0
(0 k= g ) S5 B P v ()

D= /ZZ expjlég = afl[TKL{H(“_k//“//_

Tilﬂ

3. GROWTH RATE
We have obtained the growth rate by using the formula:

Yh Ime —+ 10
- [W]ﬂzﬂi (48)

The second part of the expression of the growth rate is due to the reverse absorption effect, which is in our
case is given by-

0% expii a)f Un; K 1 0 foi
o = G [ [y ARGl s T e o

n;

After partial integration,we find that the contribution of ggg’t in the growth rate becomes zero due to
the reverse absorbtion effect.

Now,we consider the plasma maser interaction between the ICWs and LHDWSs turbulence. The condition
for the plasma maser is w = k;/v/, and assuming (2 < Kwv,, .Here firstly we estimate the linear part of the
dielectric function of the ICWs from eq™(36) . Considering the fact that for the ICWs, the most dominant
contribution to Bessel sums come from the term a=b=1,s=t=u=v=p=q=1.

We have evaluated the linear part of the dispersion relation of the ion cyclotron wave as-

w2, Q; A1
=1 L
e =1+ KL 0_ Qz (50)
So, we have
860 wgi _Algi
0 _ Tt 1
20~ K2 ((Qme) (51)
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The imaginary part of the direct coupling term after partial integration, we have obtained-

Imeq(k, Q) =0 (52)

Again,
For evaluating the imaginary part of the polarization coupling term, we have-

wh (&)
I K Q) =--2 n A x ImD + C x ImB]d 53
mep (K, Q) Ki|K—k|2L(K—k)/[ x ImD + C x ImB|dv (53)
Now,
Q; 0 s8); U Vi K1 af(h
:EQPaiieKi—JlQ—J k
1 | Pl G o) s 9 K ey e (@ = P2 ok )
n; UWKJ_ ufd; 8Ru7v 5 ORy 4
stl—[1 E 2mdv, d 54
+/Q ,t[vj[ + (€ " H{IEL (( _kJ_)UJ_) o, +1By/1" o0, }]} mdvydvy, (54)
Here, after partial integration the first part of the product is contributing zero. So, we have-
A=0 (55)
Again
Agn \/> (KLka)Z 2 Un‘Kl
ImB = |E,;,|? J K +k 1+ e -
B =R 1= k1)y; Uz|k//|[{ o & v 20t Q-2+ KL—/H))( n; &
Vd \2 VT Ay kypva — Q2 2 2y € 2204
—(— — E E — 4+ 2|F, 56
eon{= AP = o e g (B P+ By P+ 218y P (56)
_ 4k// Q? (QQ + QZQ) Agﬁ(ﬂ 3 GU?KJ_ ﬁ 4K | , k;//vd —Q (57)
KJ_'U? (KJ_ — kj_) (QQ — 912)3 Uy ani ’Ud‘k//| 'Ué (k//vd — Q)2 - Q%
Where,
A1 = fooo QWUng(ai)foe(’UJ_)d’UJ_ 5 A2 = fooo 27T’UiJg(Oéi)foe(’UJ_)d’UJ_
Vg = k‘;’—/ is the phase velocity.
ve is the electron thermal velocity.
9foe (v, /) (
v A foe(v ) _ 2ﬁ w
T e =g dvr = = J oo M0 = hyyop )75, 15 = S8 T et
So, we have the growth rate as-
Jp _ @
a=3 (58)
where
R ) R S 59
"Rk P )
(960 A Q
=0—= Q m —_—
b= OQ ((Q 0,)? ) (60)
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4. DISCUSSIONS AND CONCLUSIONS

In earlier studies, Tang et al., (2015) [28] in the THEMIS observation of electrostatic ion cyclotron(EIC)
waves and associated ion heating found that the gradient in plasma density are the possible sources of free energy
for the EIC waves. Rosenberg et al., (2009) [29], in his paper discussed that wave frequency increases, the growth
rate of higher harmonic EIC waves tends to increase within certain parameter ranges. Khaira et al., (2015) [30],
considered the Kappa distribution function and discussed the growth rate with respect to wave vector and its
effects.

Here, we have considered the inhomogeneous plasma model for which the particle distribution function is
constructed on a zeroth order distribution function that satisfies the time independent Vlasov equation. We
assume a weak density gradient perpendicular to By and we may take the magnetic field to be uniform. Here,
we have considered v,; is independent of m; . We have considered the instabilities driven by the ion density
drift. vy,; carries a nonzero current Jo which represents free energy that can drive instabilities. The ion density
drift wave satisfies w, ~ kyvn; at kya; <1 and w, remains less than §); . At perpendicular propagation, we
have ICWs at w, > Q; .

Here, we have the effect of density gradient parameter in all the fluctuating parts of the particle distribution
function. The study have been performed space plasma and investigated the amplification process of the non-
resonant wave by estimating the growth rate considering only the dominant terms, neglecting other terms.
Though the wave amplification process is mostly affected by the dominant term but we cannot neglect the
influence of other terms involved in the calculation of growth rate.

Now, we consider the observational data in magnetopause of magnetosphere [32], [33]-

K, = 171m™ 1, wpi = 1.32 x 10°Hz , w; = 2.1 x 10Hz , vy ~ 10ms™ | E; = 1.4 x 10~ *om™! |
By = 10%vm~!, & =1.75 x 101 Ckg~" , k,y =2m x 107°m=t |, k; ~1073m™! | v, =419 x 10°ms~! |

m

Q= 5x 10°Hz,Q;=56x10Hz, A =1, Ay =0,
For the regions of plasma with very weak density gradient (e, = 0) as-

Tp -6

_— Y 1 .

g ~ 10 (63)
The growth rate with a gradient (e, # 0) , we have
For (e, =0.1),

Tp -3

— ~107". 4

10 (64)

So, this shows that due to the presence of density gradient, free energy become apparent and thus influences
the amplification process of ICWs in presence of LHDWSs turbulence.
Now, we have plotted the graph of & vs 2. for ICWs with different values of the density gradient

parameter.
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Fig.A.1: Growth Rate

Again, we have plotted the graph of %" vs vn; for ICWs with different values of the density gradient

parameter.
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Fig.A.2: Growth Rate vs density drift speed

So, it has been clear from the Fig.A.1, that for different values of ¢, , we have growth rate increases with
the increase in the value of the density gradient parameter. The growth rate is faster with the increase in value
of €, . We can also say from Fig.A.2, that the growth rate increases for different density drift speed. Here,
drift speed increases, frequency of the drift wave increases with successively higher ICWs and thus yields larger
growth rate with the help of non-linear approach and these agrees with the earlier results of Gary in terms of
linear approach [31]. Thus, we can say that there is an amplification of waves due to the interaction of ICWs
and LHDWs. So, for the study of ICWSs instability, we have identified that the density gradient and the density
drift speed may play a significant role.
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HECTABIJIbBHICTHh IOHHUX IINKJIOTPOHHUX XBI/IJ'HB (ICW) 3A PAXVHOK
EHEPTII TYPBVYJIEHTHOCTI HU2KHIX TIBPUIHUX APEUP®OBUX XBUJIb (LHDW)
Pakimma Mynaxpa, II.H. Heka
Daxysvmem mamemamury, Yrnieepcumem Jibpyzapz, Accam, Inodis
Jlocmimkeno HecTabLIbHICTE 10HAUX MuKI0TpoHEX XBuyh (I11X) 3a HASBHOCTI TYpPOYIEHTHOCTI HIPKHBOTIOPUIHIX APEii-
dbosux xpuwms (HI/IX). HeomaopigaicTs TIa3mu B 00/1ACTI MarHiTOmay3m 3eMJli MiITPUMYE iama30H HU3bKOIACTOTHIAX
XBUJIb ApeiidoBux TypOyIeHTHUX IIOJIiB epe3 IPAJi€eHTH IYCTHHU B pi3HUX 00sacTax cepenosumia. O e 3 nux siBULL Apeii-
by inenrudikosano ak mux«i ribpumai apeiidosi xpur (LHDWS), axi 3amoBonbaa0Th yMOBI pe3onancy w —k-v = 0.10
Mu po3r/IgHyIN HETHINHY B3a€MO/II0 XBWIL T YACTUHOK MOJEJNb, /1€ PEe30HAHCHA XBUWJ/Is, KA IIPUCKOPIOE UACTUHKY B
MarHiTonay3i, MOXKe IIepeJaBaTh CBOIO €HePriio I0HHNM NUKJ/IOTPOHHAM XBHJISAM Yepe3 MOyJ/iboBaHe mose. He3pakaoun
HA JaCTOTHI TMTPOMIKKHU Mi¥XK JBOMA XBUJISIMHU, €HEPTist MOYKe TepeaBaTUCs HeJIHIHHO 1JIs reHepariil HecTablIbHIX 10HHIX
IUKJIOTPOHHUX XBUJIb, sIKi 3aBXKIM He 33I0BOJIbHSIOTH yMOBI pe3oHancy ) — K -v # 0 Tta ymoBi HesiHiifiHoro po3ciio-
Bamaa ) —w— (K —k)-v#0. Tyr w i @ — me 9acTOTH PE30HAHCHOI Ta HEPE30HAHCHOI XBWJIb BiAMOBiAHO, a k Ta
K — Bignosigai xermpoBi uncra. Orpumano HemiHIEE qucnepciiiie CHIBBIAHONIEHHS A8 I0HHUX OUKJIOTPOHHMX XBHJIb
(ICW) 3a masBHOCTI TypOyneaTHOCTI HEKHIX ribpuaanx apetidosux xsunbp (LHDWs). Ouineno mBuakicTh 3pOCTaHHS

I0HHUX IUKJIOTPOHHUX XBUJIb 3 BUKOPUCTAHHAM JAHUX KOCMIYHUX CIIOCTEDEKEHb B 00JIaCTi MarHiTOmays3u.
KurouoBi ciioBa: (0HHI YUKAOMPOHHE TEUNM; HUNACHT 216pUOHT Opetiho6l TeUN, NOCUNEHHA TEUAD; 2PAIIEHM 2YCNUHU;
HENTHITNG 83GEMO0LA TOUAA-LACTNUHKG
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This paper presents a comprehensive study on the numerical simulation of the one-dimensional modified Burgers’ equation
in dusty plasmas.The reductive perturbation method is employed to derive the equation, and a numerical solution is
obtained using the explicit finite difference technique.The obtained results are extensively compared with analytical
solutions, demonstrating a high level of agreement, particularly for lower values of the dissipation coefficient.The accuracy
and efficiency of the technique are evaluated based on the absolute error.Additionally,the accuracy and effectiveness of
the technique are assessed by plotting L2 and Lo error graphs.The technique’s reliability is further confirmed through
von-Neumann stability analysis, which indicates that the technique is conditionally stable. Overall, the study concludes
that the proposed technique is successful and dependable for numerically simulating the modified Burgers’ equation in
dusty plasmas.

Keywords: Dusty plamas; Reductive perturbation method; Modified Burgers equation; Finite difference explicit technique;
von Neumann stability analysis

PACS: 02.70Bf, 52.27Lw, 52.35Fp, 52.35Tc

1. INTRODUCTION

Wave propagation in dusty plasmas [1] has gained significant attention in recent years due to its relevance in
astrophysical and space environments, as well as in the lower ionosphere of the Earth [2, 3, 4, 5, 6]. The presence
of charged dust particles in dusty plasmas has a notable impact on the spectra of normal plasma waves [7], giving
rise to the emergence of two kind of low-frequency waves [8] in dusty plasmas, including dust acoustic waves
[9, 10] and dust-ion-acoustic waves [8, 9].Dust-acoustic waves (DAWSs) have numerous industrial uses, including in
laboratory plasma equipment, semiconductor chip manufacturing, and fusion reactor systems [11, 12]. Numerous
researchers have investigated the characteristics of nonlinear wave propagation in dusty plasmas. Tamang and
Saha [13] presented dynamic transitions of dust acoustic waves in collisional dusty plasmas. Dev et al. [14] have
derived the nth-order three-dimensional modified Burgers’ equation, considering non-thermal ions with varying
temperatures.Tian et al.[15] analyzed a new (3 + 1)-dimensional modified Burgers’ equation with the electron
distribution in the presence of trapping particles and the kinetic equation of charge of dust particle. This paper
investigates the one-dimensional modified Burgers’ equation in a dusty plasma medium. The MBE has the
strong non-linear behaviours and also has widely been utilized in physical phenomena [16].The MBE equation
is a nonlinear advection-diffusion equation [17].The primary objective is to numerically solve the equation and
explore the diverse characteristics of shock waves. Numerous authors in the literature have suggested and
applied diverse numerical techniques to approximate the solution of the modified Burgers’ equation.A summary
of the suggested numerical techniques for approximating the solution of the modified Burgers’ equation includes
the following:

Zeytinoglu et al.[18] investigated an efficient numerical method for analyzing the propagation of shock
waves in the equation. Bratsos [19] employed a finite difference technique as a computational method to
solve the equation. Ramadan et al. [20] employed a septic B-spline collocation approach for solving the
equation. Irk [21] have applied the sextic B-spline collocation technique for solving the equation. Saka and Dag
[22] used quintic B-splines collocation technique to solve the equation. Duan et al.[23] implemented Lattice
Boltzmann method to solve the equation. A Chebyshev spectral collocation method is applied by Temsah [24].
Roshan and Bharma [25] applied the Petrov-Galerkin method for solving the equation. Kutluay et al.[26]
implemented a cubic B-spline collocation technique for solving the equation. Also, Ucar et al. [27] used
finite difference technique for solving the equation. Gao et al. [28] developed a high bounded upwind scheme
within the normalized-variable formulation to approximate the equation. Grienwank et al. [29] introduced a
non-polynomial spline-based method for solving the equation. Bratsos et al. [30] employed the explicit finite
difference scheme to numerically solve the equation.Numerical solution of nonlinear modified Burgers’ equation
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is obtained using an improvised collocation technique with cubic B-spline as basis functions in [31]. The authors
in [32] provided an orthogonal collocation technique with septic Hermite splines as basis function to obtain the
numerical solution of non-linear modified Burgers’ equation. A numerical method based on quintic trigonometric
B-splines for solving modified Burgers’ equation (MBE) is presented in [33]. The arrangement of the manuscript
is as follows. Section 2 of the manuscript discusses the governing equations of the dusty plasma model, along
with the derivation of the modified Burgers’ equation in dusty plasmas. Section 3 presents the explicit finite
difference technique. The stability analysis of this technique is presented in Section 4. Section 5 includes the
results and discussion, while the conclusion is provided in Section 6.

2. GOVERNING EQUATIONS AND DERIVATION OF MODIFIED BURGERS’ EQUATION
The governing equations for the dusty plasma model are:

on
87; + V. (ndud) =0 (1)
Oug Zae Vpa
o .V =—VU¥ - —— 2
ot + (1a-V)ua mqg mqng 2)
The Poisson equation is expressed as follows
V2 = drene + Zgng — ni — nan) (3)

where ug represents the fluid speed, Z; denotes the dust charge number, my represents the mass of the dust
particle, ¥ represents the electrostatic potential, and ng represents the dust particle number density. Addition-
ally, n;; represents the ion particle number density at lower temperature, n;;, represents the ion particle number
density at higher temperature, and n, represents the electron particle number density.

The electron density, as well as the ion densities at both low and high temperatures, are provided as follows:
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The charge equation is written as [35, 36]
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—= 4+ vQq = |Leo| N0 Zao | — + — — —
dt nil0 TR0 Te0

(7)

with Qq = Qq + Qao where Qg and Qg are the charged of the dust particle at perturbed and equilibrium states

respectively. The natural decay rate v is defined as v = % [KB;SH + Nio} and Ng = kpTerr — eWyo, with

W 4o is the floating potential at equilibrium.
The effective temperatures T.ss for two types of ions, namely, ions at low temperature and ions at high

temperature, are provided.
1 Neo | Milo | Miho ) ] -
Terr = |—— + + 8
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The equations 1, 2, 3 and 7 can be expressed in their normalized form as follows:
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% 2V = w—"d and Ny is the number density of dust particle and is normalized by ngg, Uy is the
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fluid velocity which is normalized by ¢4 = \/%fe”,w is the electrostatic potential which is normalized by

1
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P = KBeTeff and charge density Z; is normalized by Zj9.x is normalized by the dust A\p = (m) and
1

time variable ¢ is normalized by the dust plasma frequency wpq = (%) *. The adiabatic index £=3

for the one dimensional geometry of the system.
For employing reductive perturbation theory, the space and time stretched coordinates are as follows:
C=e(x—Vyt);1 =€ (13)

where € represents a small quantity that characterizes the nonlinearity in the system, and V), is the phase speed
of the wave. The variables Ny, Z; , ¥ and Uy, are expanded as power series in terms of € as shown below:

Ny=1+eNV + NP 1+ NP 4. (14)
Zo=1+eZ + 270 + 20 + ... (15)
P = e 4+ p@ 1 Sp® 4. (16)
Uso = eUSY + UY + U + ... (17)

After substituting the relations 13-17 into equations 9-12 and performing some algebraic manipulations,
the following equation has been obtained [14] as:
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The nonlinear coefficient A is given in the form
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and the dissipation coefficient B is represented by
Vir
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The equation 18 is commonly referred to as the one-dimensional modified Burgers’ equation in dusty
plasmas. It serves as a fundamental model for describing various phenomena, including shock wave solutions,
mass transport, gas dynamics in plasma, and fluid dynamics.

The travelling wave solution [14] of 18 is derived as

o0 = fon -t (D]} o
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Here, 9, = 2‘%12 = % represents the amplitude of the shock wave, and § = 2553 = # represents its

width. In these equations, [ denotes the direction cosines, and V is the speed of the shock wave. Substitut-
2

ingv=C_,l—Vi,, = % and 0 = % in 21, the travelling wave solution of modified Burgers’ equation becomes

]fm%ﬁgﬁ} )
\%

3. EXPLICIT FINITE DIFFERENCE METHOD
For convenience, we consider (") (¢, 1) = u(x,t) and I = 1. The equation 18 is rewritten as

\%
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— 2
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with the initial condition,

and the boundary conditions

u(1,t)={2X [1—tanh4‘; (1-2)” (27)

In order to discretize the modified Burgers’ equation 23,we apply the forward difference approximation to

replace the partial derivative % and the central difference approximation to replace the partial derivatives %

2 . . .
and 2% as described in reference[34], i.e.
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which simplifies
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4. STABILITY ANALYSIS OF THE EXPLICIT FINITE DIFFERENCE METHOD

The von Neumann analysis method is employed to assess the stability of a numerical approach for both
linear initial value problems and linearized nonlinear boundary value problems [37]. The Von Neumann stability
theory in which the growth factor £ is defined as

ui ;= fjelkhi _ gjefai (33)

where I = v/—1 ,&7 is the amplitude at time level k and h = Az.The equation 32 has been linearized by putting
u? = M to check the stability.
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Substitute 33 in 35, we get
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The stability criteria for the numerical technique is || < 1,which means —1 < & < 1 where

2kB kKAM . 2kB
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5. RESULTS AND DISCUSSION

Upon evaluating the von Neumann stability condition, we explore different values of B (specifically, B =
0.001,0.005,0.01,0.05,0.1,0.5) for given step sizes h = 0.001,0.01 and & = 0.01,0.05,0.0001,0.0005. The
coefficient A is influenced by various plasma parameters, and within these parameters, we consider a specific
range of A values, namely A = 0.2 to A = 4. The validity of the present technique is evaluated using the
absolute error which is defined by

Analytical i

u nalytical uf\’umemcal (38)
Also,Ls and L, error norms, defined by
N 2
L2 — h E u?nalytical _ unumerical (39)
=1
lytical i

Loo = max u;na yticat u;}umemcal (40)

are presented graphically for various values of nonlinear coefficient and dissipation coefficient for chosen space
and time steps to check the accuracy and effectiveness of the method.
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Figure 1. Analytical and numerical solutions, as well as the absolute error, Lo error norm, and L., error
norm,at A =1, B =0.01, h = 0.01, and k£ = 0.005.
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Figure 2. Analytical and numerical solutions, as well as the absolute error, Ly error norm, and L., error norm,
at A =2,B =0.05,h =0.01,k = 0.001.
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Figure 3. Analytical and numerical solutions, as well as the absolute error, Ly error norm, and L., error norm,
at A=2.5,B=0.1,h =0.1,k = 0.0005.

Figures 1-3 demonstrate that the greatest absolute error is observed on the left side of the solution domain
for B = 0.01 and B = 0.05. This suggests that there is a significant discrepancy between the numerical and
analytical solutions in that region for these specific values of B.Conversely, the highest error for both the Lo
and L, norms is found on the right side of the solution domain, again for B = 0.01 and B = 0.05. This implies
that the overall accuracy of the numerical solution deteriorates more prominently towards the right side for
these particular values of B. Furthermore, by examining Figures 1-3, it can be concluded that as the dissipation
coefficient decreases, the wave curves exhibit interesting behavior. Specifically, they become progressively flatter
and steeper. This observation suggests that reducing the dissipation coefficient has a noticeable impact on the
shape and steepness of the wave curves, indicating a stronger influence of convection effects in the system.
Therefore, it can be concluded from the analysis of Figures 1-3 that the dissipation coefficient plays a crucial
role in shaping the behavior of the wave curves.
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Figure 4. The numerical solution at various time stages using different values for A and B.
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Figure 4 demonstrates that the wave propagation accelerates as the dissipation coefficient decreases. Fur-
thermore, the figure also illustrates that as the value of the dissipative coefficient decreases, the wave front tends
to exhibit a sharper steepness. In other words, with lower values of the dissipation coefficient, the wave profile
becomes more pronounced and intense, indicating a stronger and more distinct wavefront. Figure 4 provides a
visual representation of the behavior of shock wave profiles at different time intervals, while considering various
values of the dissipation coefficient.
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Figure 5. The numerical and analytical solution for various values of A and B (red - analytical, blue -
numerical)
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Figure 6. The numerical and analytical solution for various values of A and B (red - analytical, blue -
numerical)

Figure 5 and 6 present a comparison between the numerical and analytical solutions at different time points,
considering various values of A and B. Upon examination, it can be observed that the graphs representing the
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numerical results closely align with the analytical results, particularly when B takes on the values of 0.005 and
0.001.

6. CONCLUSION

In this research, we numerically solve the one-dimensional modified Burgers’ equation in dusty plasmas,
considering the presence of non-thermal ions with different temperatures. The explicit finite difference technique
is employed to solve the equation and investigate the characteristics of shock wave profiles. To assess the
accuracy of our approach, we compare the numerical results with analytical results and find that the numerical
graphs closely match the analytical ones. Moreover, our numerical solutions outperform those obtained by
other methods described in the literature. The results indicate that the accuracy and efficiency of the technique
depend on the value of the dissipation coefficient. Specifically, smaller values of the dissipation coefficient yield
better results. The research also explores the behavior of shock wave propagation for varying values of the
nonlinear coefficient and dissipation coefficient. It is observed that as the dissipation coefficient decreases, the
wave front becomes sharper. To assess the accuracy and efficiency of the proposed technique, the absolute error
is calculated. The findings indicate that the technique’s accuracy and efficiency depend on the value of the
dissipation coefficient, with improved results obtained when the dissipation coefficient is smaller.
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YNCEJIBHE MOAEJIFOBAHHA TA AHAJII3 MO,Z[UI/I(I)IKOBAHOFO PIBHAHHA
BIOPTEPCA B 3AIIOPOIIIEHIA IIJIA3MI
Xapexkpimnua Jeka?, I>xuaangiiori CapmaP
@ HMeporcasruti eidxpumuts ynisepcumem K. K. Xandixi, Xananapa, I'yeaxami, 781022, Indis
®Konedowe P.I. Bapya, Pamacua Ambapi, Nysazami, 781025, India

Y 11b0My TOKYMEHTI IpeCcTaBjIeHO BCEOIUHE MOC/IIIZKEHHS YHCEIHHOTO MOE/IIOBAHHS OJHOBUMIPHOTO MOIM(iKOBAHOTO
piBusiaHs Bioprepca B 3amoporieniit mima3mi. st BuBeeHHsT PIBHSIHHS BUKOPUCTOBYETHCS METOJ BiTHOBHUX 30ypeHb, a
YUCII0BE DPIlIEHHS OTPUMAHO 32 JOIMOMOIOI0 siBHOTO METOJy KiHueBux pisuuib. OTpuMani pe3yibraTu [eTajabHO MOPiB-
HIOIOTHCH 3 AHAITUYHUMH PIOIEHHAMHU, JEMOHCTPYIOYN BUCOKHU PIBEHB Y3TOI2KEHOCTI, 0COOIMBO I MEHIINX 3HAIEHb
koedimienTa mucurnarii. TouHICTE 1 e(PeKTUBHICTH METOIUKH OIHIOIOTH 32 a0COIOTHOIO TMOXUOKO0. KpiM TOr0o, TOUHICTH
i eeKTUBHICTH METOIUKHM OIHIOETHCS MIIAXOM I00ymoBu rpadikiB moxubox Lo i L. HagifiaicTs MeTOmmMKY 101aTKO-
BO MiATBEPIXKYETHCS aHAMI30M cTabiimbHOCTI 3a ¢on-HeilimanoMm, sxuit BKa3ye Ha Te, I[0 METOAMKA YMOBHO CTablibHA.
Baranom mociiKenHs poOUTh BUCHOBOK, IO 3AlIPOINOHOBAHA METOMKA € YCIIIIHOI Ta HAJIIHHOIO /I YUCETHHOIO MO-
JeoBaHHdg MOau(pIKOBaHOIO piBHAHHA Bioprepca B 3ammieHiil mia3mi.

Kuro4oBi ciioBa: nu.aosa naazma; pedykmuenut memod 36ypens; modugdikosane pienanna Bropzepca; memod ckinuen-
HOT PIBHUYL 68 ABHOMY 6U2AADL; aHaMi3 cmitikocmi on Helimana
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This research paper investigates the effects of thermal stratification on unsteady parabolic flow past an infinite vertical
plate with chemical reaction. Using the Laplace transform method, analytical solutions are derived to simulate the
physical process of the flow. The study considers the effects of thermal stratification on the flow field, as well as the
effects of chemical reaction on the velocity, and temperature field. The results of the stratification case are then compared
to the case of no stratification of a similar flow field. The results of this research can be used to improve understanding
of the unsteady parabolic flow in thermal stratified environments and provide valuable insight into the effects of chemical
reactions on the temperature field.

Keywords: Thermal Stratification; Chemical Reaction; Parabolic Flow; Vertical plate

PACS: 47.55.P-, 44.25.+f, 44.05.4e, 47.11.j
NOMENCLATURE K Non-Dimensional Chemical Reaction Parame-
Q Thermal Diffusivity ter

Volumetric Coefficient of Thermal Expansion K1 Chemical Reaction Parameter

B* Volumetric Coefficient of Expansion with Con- Pr Prandtl Number
centration . . . .
S Non-Dimensional Thermal Stratification Pa-
n Similarity Parameter rameter
~y Thermal Stratification Parameter Sc Schimdt Number
v Kinematic Viscosity t Non-Dimensional Time
T Non-Dimensional Skin-Friction T’ Temperature of the fluid
0 Non-Dimensional Temperature t Time
c Non-Dimensional Concentration T, Temperature of the fluid far away from the
c’ Species Concentration in the fluid Plate

C!,  Concentration of the fluid far away from the T, Temperature of the Plate

Plate U Non-Dimensional Velocity

, .
Cuy Concentration of the Plate u Velocity of the fluid in 2’ direction

D Mass Diffusion Coefficient o Velocity of the Plate

Acceleration due t it
g ceeleration que to gravity Y Non-Dimensional Coordinate Normal to the
Gc Mass Grashof Number plate
Gr Thermal Grashof Number y Coordinate Normal to the Plate

1. INTRODUCTION
The study of parabolic flow is significant because it helps to reduce energy losses in flowing fluids by
decreasing viscous interactions between neighboring layers of fluid and the pipe wall. Additionally, parabolic
flow is simpler to model and calculate than unstable flow, which includes the fluid’s random and unpredictable
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Figure 1. Physical Model and coordinate system

motion. One of the uses for parabolic flow is in mass and heat transfer procedures using an infinite vertical plate.
The plate may be subjected to a variety of boundary conditions, including constant or variable temperature,
constant or variable heat flow, constant or variable concentration, etc. The study of these problems has a lot of
attention because they are important in engineering and industrial processes, such as cooling electronic devices,
sun collectors, chemical reactors, combustion chambers, etc.

The first study on the parabolic starting flow past an infinite vertical plate was done by [1]. In addition,
the MHD Parabolic flow for an infinite vertical plate was investigated by [2], while [3] studied the flow around
an accelerating vertical plate. The present research is the first work to look into the combined effects of thermal
stratification and chemical reaction on parabolic flow past an infinite vertical plate. [4, 5] and [6] investigated
unsteady flows in a stably stratified fluid, focusing on infinite plates. Furthermore, buoyancy-driven flows in
a stratified fluid were examined by [7, 8]. [9] came up with an analytical solution to describe how fluid would
flow past an infinite vertical plate that had been affected chemically. In their studies, [10] and [11] examine
the results of applying a chemical reaction to an infinite vertical plate under different situations. The articles
[12] and [13] investigate the impacts of chemical reaction and thermal stratification on MHD flow for vertical
stretching surfaces. In a similar manner, [14] investigated the effects of non-Newtonian fluid flow across a porous
material on both effects. The study conducted by [15] focuses on analysing the collective influence of thermal
stratification and chemical reaction on the flow of a fluid relative to an infinitely vertical plate. Furthermore, [16]
conducted an investigation to examine the impact of thermal stratification on the unsteady flow of fluid past an
accelerated vertical plate, while also considering the presence of a first-order chemical reaction. [17] conducted
an investigation to analyse the impact of thermal stratification with velocity slip, and changing viscosity on the
magnetohydrodynamic (MHD) flow of a nanofluid across a disc.

The work presents the derivation of the special solutions for the situation Sc = 1 and the classical solutions
for the case S = 0, where no stratification is present. In order to compare these solutions to the original solutions,
graphs are utilized to show the variations. Physical parameters that affect the concentration, temperature, and
velocity profiles are discussed and illustrated graphically. These parameters include the S, K, Gr, Gc, and time t.
The conclusions of this study have numerous uses across several industries and chemical plants.

2. MATHEMATICAL ANALYSIS

We examine at the unstable parabolic flow over an infinite vertical plate of a viscous, in-compressible,
stratified fluid with first order chemical reaction effects. To study the flow situation, we employ a coordinate
system in which the 3’ axis is perpendicular to the plate and the z’ axis is chosen vertically upward along
the plate. At first, both the plate’s initial temperature 7" and fluid’s initial concentration C’_ are the same.
At time ¢’ > 0, the plate is moving at the velocity ugt'? in its own plane relative to the gravitational field.
Additionally, at time ¢’ > 0, the concentration level is raised to C!, and the plate temperature is raised to T,.
All flow variables are independent of z’ and only affected by 3’ and t’ since the plate has an infinite length. As
a result, we are left with a flow that is only one dimension and has one non-zero vertical velocity component, u’.
The Boussinesqs’ approximation is then used to represent the equations for motion, energy, and concentration
as follows:
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o’ . o/

9w gB(T" = TL)+gB*(C" = CL) + Vay/g (1)
o1’ 02T’

w oo g @
oc’ o2C’

o D Dy’ - KiC' (3)

with the following initial and boundary Conditions:

W =0 T =T ' =c, iy ¥ <0
u' = ugt’ T =T, C'=Cl, at y' =0,t' >0
w =0 T — T, ' — O as y' — oo,t’ >0
dr’, d

where, v = + Ci denotes the thermal stratification parameter and ;;f denotes the vertical temperature
P

dx’

convection known as thermal stratification. In addition, & represents the rate at which particles in a fluid do
P

reversible work due to compression, often known as work of compression. The variable () will be referred to as

the thermal stratification parameter in our research because the compression work is relatively minimal. For the

purpose of testing computational methods, compression work is kept as an additive to thermal stratification.

And we provide non-dimensional quantities in the following:

1/3 ' ’ ’ ’
_ (U 1/3 o uf?) B /<@>1/3 T =T O -0 _ v
U7u< ) , tt< s ¥=v {3 , eiiTl’u—Téo’ 0770{1;_0&’ Prfa

* /3
98T, —T,) 98" (Cy, — CL) v A% W
Gr="—7"—>> Ge="——"—"7"~ Sc=—, K=K |— S=—n———
R IVER u)? 0 T D ) > uo(T%, — T7)
The non-dimensional forms of the equations (1)-(3) are given by
ou 0%U
— = Grl+GeCH+ — 4
o O 5 )
00 1 0%
oC 1 9%°C
— = —— —KC 6
ot Sc 0y? (6)
Non-dimensional form of initial and boundary Conditions are:
U=0 0=0 C=0 Yy, t <0
U=t =1 =1 aty=0,t>0
U=0 6 —0 C—0 as y — 0o,t >0 (7)

3. METHOD OF SOLUTION
The non-dimensional governing equations (4)- (6) with boundary conditions (7) are solved using Laplace’s
transform method for Pr = 1. Hence, the expressions for concentration, velocity and temperature with the help
of [18] and [19] are given by

C = % [e‘Qnmerfc (77\/@ — \/ﬂ) + eQnmerfc (n\/§ + @)] (8)
) ) 1A . . Ge . .
U = [fa(iA) + fa(=iA)] + 25 {f1(i4) — fi(—iA)} + 23Ce—1) [C1{f1(iA) + f1(—iA)}



80
EEJP.4(2023)

Rupam Shankar Nath, et al.

+(C2 —iC3) {f2(iA, B +iB1) + fo(—iA, B +iB1)} + (C2 +iC3) { f2(1A, B —iB1)

Ge

+fa(=iA, B—iB1)}] + o [(D1 = 1) {/1(i4) — fi(=iA)} + (D2 +iDs) { (14, B +iB1)

2iA

—f2(—iA, B +iB1)} + (D2 — iD3) { f2(iA, B — iBy) — fo(—iA, B —iB1)}]
—7(;0 [Cl {e‘2nmerfc (77\/§ - \/ﬁ) + eQnmerfc (n\/STc + \/E) }

(Sc—1) | 2
+(C2 —iC3) {f3(K, B+ iB1)} + (C2 +1C3) { f3(K, B — iB1)}]

SGe

s
iA 2iA(Sc—1) [

0 = o IAGA) ~ LA+ 5 LAGA) + A(-iA)) +

SGe

—fa(—iA, B —iB1)}] + m

+fo(—iA, B+iB1)} + (B2 +iE3) { f2(i4, B — iBy) + f2(—iA, B —iBy)}]
SGe {El {67277\/@67‘]0(} (7]\/57 — \/Ft> + eznmerfc (7]\/@ + \/?t)}

iA Ci{f1(A) — fr(=iA)}
+(C2 —iC3) {f2(iA, B +iB1) — fo(—iA, B +iB1)} + (C2 +iC3) { f2(iA, B —iB1)
5 [E1{f1(GA) + fi(—=iA)} + (B2 — iE3) { f2(iA, B+ iB))

(Se—1)2 | 2
+(FB2 —iE3) f3(K,B+iB1) + (E2+ iE3) f3(K, B — iB1)
where,
Y ScK A SGr
W VSGr, Se—1" 'TSe—1 Se—1
—B —B; B2
= —— = — Di=—
2 2(B? 4+ B2)’ Cs 2(B2+ B?)" ' (B2+ B?)’
BB; 1 -1

ST B2+ B2 ' (B2+B?) ? 2(B®+BY)’

Also, f;’s are inverse Laplace’s transforms given by
e~ Yyvstip

S

filip) = L1 { } . faolip, 1 +igo) = Lt {

Q1 +ige) = L1 .
f3(p q1 QQ) {s+q1+zq2

Dy—=———1
> 7 2(B? + B2)

By=—
2B,(B? + B?)

s+ q1 +1ig2

)
}, falip) = L {

(10)

We separate the complex arguments of the error function contained in the previous expressions into real and

imaginary parts using the formulas provided by [18].

4. SPECIAL CASE [FOR Sc = 1]

We came up with answers for the special case where Sc = 1. Hence, the solutions for the special case are

as follows:

C = g [ Ferse (1= VET) A erie (114 VET)
—Q(Kfi% [eiznmerfc (77 N m) + e e fe (77 + \/ﬁ)]
+{faiA) + fa(—iA)}

o méfffm (i) = A=)+ (1 i Kfch?) {f1A4) + fi(=iA)}

SGc {6*2’7@61"]”6 (7] - \/[E) + e2VElep £ (77 + \/E)}

(K2 + A2)
P UA) — a(-id))

) [F1(GA) = Fi(=iA)}

(11)

(13)
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5. CLASSICAL CASE (S =0)

We derived solutions for the classical case of no thermal stratification (S = 0). We want to compare
the results of the fluid with thermal stratification to the case with no stratification. Hence, the corresponding
solutions for the classical case is given by :

0. = erfe(n) (14)
Ue = %gc {2erfc (n) = e {me/th@TfC (77 - \/TBt) + eQm/TBterfc (n + \/—7315> }

— {e‘Qnmerfc (n\@ - \Uﬁ) + 627"/%6#0 (n\/§ + \/ﬂ)}

+e Bt {6_217\/m67’f0 (n\/§ — \/M)
421V K =B)t oy p (7}\/§ + \/M) H + 2tnGr {e\/;: —nerfc (77)}

—I—% {(3 + 1207 + 4n*) erfe(n) — % (10 + 4n*) e_"z} (15)

5.1. Skin-Friction

The non-dimensional Skin-Friction, which is determined as shear stress on the surface, is obtained by

_dau
dy

y=0

The solution for the Skin-Friction is calculated from the solution of Velocity profile U, represented by (9), as
follows:

t A t(ry +72) (ri—r2) sinAt \/7
= ty/—=cos At + t* \/> —7r9) + + — -
' \E p )t A Y avea 2 Vs

Ge cos At A o f— Sc x4
+ﬁ Cl {\/H + 5 (7“1 7“2) ScK 67“f( Kt) Ee }
cos At Sc
+202 { \/7Tt 7T1f6 }

—l—e_Bt {(CQPl + Cng)(Tg cos Byt + ry4 sin Blt> + (CgPl — CQQ1>(’I“4 cos Byt — r3sin Blt)}
+€_Bt {(CQPQ - CgQQ)('I"E, (¢0)] Blt —Te sin Blt) - (CgPQ + CQQQ)(’I’G (o)) Blt + 75 sin Blt)}

—2e~ B/ Sc{(CaP3 — C3Q3)(r7 cos Byt — g sin Bit) — (C3P5 + C2Q3)(rs cos Byt + 77 sin Blt)}}
A | sin At A Ge —sin At A 2D, sin At
+ oD D) A — (D1 -1 S () p - 22T
S { Vit 2 (rs TQ)} A (D1 ){ Vit 2 (ry TQ)} Vit

—l—eiBt {(Dgpl — D3Q1)(’I“4 cos Byt — rgsin Blt) =+ (D3P1 =+ DQQl)(Tg cos Byt + rysin Blt)}
—l—e_Bt {(D2P2 + D3Q2)(’I“6 cos Byt + r5 sin Blt) — (D3P2 — DQQQ)(T5 cos Byt — rg sin Blt)}]

The solution for the Skin-Friction for the special case is given from the expression (12), which is represented

by
t A t(ry +72)  (ri—re) sinAt [t KGce cos At
* =ty =cos At + 1%/ = (r1 — 7o) + + - =+
" \/; I Yy Y Wy Y W S C Iyl R
A e Kt 1 Ge sin At A
—(r1 — - VK Kt) — — Al = —1/ =
+\/2(7"1 ro) — VK erf(VKt) \/H}+ (S+K2+A2>{ N \/2(r1+r2)}
The solution for the Skin-Friction for the classical case is given from the expression (15), which is represented
by

re = o P /5K~ B) erf (K~ B)Y) ~ VB erf(v-B1)} ~ VSeK erf(VEI)]



82
EEJP.4(2023) Rupam Shankar Nath, et al.

where,

B (A B Bs=VB T (ATBE Bi= (k- BE+Bt Pi=( 220

) 1 —=
| B +B Bs — B /B3 + B By — K B
2 32 QQ 32 P3 P4 — K — D)

B K B
Q3 = %), V—B+i(A—By) =P +iQi, /-B+i(A+ B1) =P +iQ>,

VK —B+iB; = Ps+iQs, erf(ViAt) =ri +iry, erf(PiVi+iQuVt) = rs + iry,
erf(PaVt +iQov't) = 15 +irg, erf(PsvVt+iQ3Vt) = r7 +irs

5.2. Nusselt Number

The non-dimensional Nusselt number, which is determined as the rate of heat transfer, is obtained by

do

Nu= ——
dy y=0

The solution for the Nusselt number is calculated from the solution of Temperature profile 6, represented by
(10), as follows:
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+

The solution for the Nusselt number for the special case is given from the expression (13), which is repre-
sented by

Nu* = SKGec —sinAt+ é< o b (14 SGe cosAt+ é( )
YT A Jm Vet Ky az)\vm V2T

t . A try —r2)  (ri+re)  cosAt [t
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The solution for the Nusselt number for the classical case is given from the expression (14), which is
represented by

Nu, =

1~
5
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5.3. Sherwood Number
The non-dimensional Sherwood number, which is determined as the rate of mass transfer, is obtained by

dcC

Sh=——
dy

y=0

The solution for the Sherwood number is calculated from the solution of Concentration profile C', represented
by (8), as follows:

Sh = chKerf(\/E)+\/%eKt

The solution for the Sherwood number for the special case is given from the expression (11), which is represented
by

Sh* = \/Eerf(@)—i—\/%e_lﬁ

6. RESULT AND DISCUSSIONS

We calculated the velocity, temperature, concentration, Skin friction, Nusselt number, and Sherwood
number for various values of the physical parameters S, Gr, Ge¢, Sc, K and time ¢ from the solutions we obtained
in the previous sections. This allowed us to get a better understanding of the physical significance of the
problem. Additionally, we portrayed them graphically in Figures 2- 15.

—8=0.2 7 —— Gr=5, Ge=5

$=05 Gr=5, Ge=10
e §20.9 et / — Gr=10, Gc=5
$=0 / \

Figure 2. Effects of S on Velocity Profile for Gr = Figure 3. Effects of Gr and G¢ on Velocity Profile for
5,Gc=5,t=1.7,5¢=06,K =02 S=04,Sc¢=06,t=17,K=0.2

Sc=0.1 5
——Sc=06 [
—— Sc=1 N\

oo

AXRAARX

wa00

0 0.5 1 1.5 2 25 3 35 0 0.5 1 1.5 2
n n

Figure 4. Effects of Sc on Velocity Profile for Gr = Figure 5. Effects of K on Velocity Profile for Gr =
5,Ge=5,5=04,t=17K =02 5,Gc=15,8=04,Sc=0.6,t=1.7

The Figure 2 displays the changes in velocity profiles brought upon by thermal stratification (S5). It can
be seen that thermal stratification decrease the velocity. An increase in the thermal stratification parameter(S)
leads to a decrease in the convective potential efficiency between the hot plate and the surrounding fluid. The
reduction in the buoyancy force consequently leads to a decrease in the flow velocity. As seen in Figure 3, a rise
in Ge results in a rise in velocity, but a rise in Gr results in a decline in velocity. The fluid’s velocity for various
values of Sc and K are represented in figures 4 and 5. As Sc and K values grow, the fluid velocity falls.
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Figure 6. Effects of S on Velocity Profile against time Figure 7. Effects of S on Temperature Profile against
for Gr =5,Gc=5,5¢=0.6,y=1.6, K =0.2 time for Gr =5,Gc=5,5¢=0.6,y =1.6, K =0.2
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Figure 8. Velocity Profile at different time for Gr = Figure 9. Temperature Profile at different time for
5,Ge=5,5=04,5=06,K =02 Gr=5,Gc=5,5=04,5c=0.6,K =0.2

The impact of thermal stratification (S) on fluid velocity and temperature are plotted against time in
Figures 6 and 7. When there is no stratification, the velocity increases indefinitely with time; but, when
stratification exists, the velocity progressively approaches a stable state. The present research is more realistic
than earlier ones without stratification because it applies thermal stratification, which lowers velocity and
temperature in comparison to the classical scenario (S = 0). The figures 8 and 9 represent time-varying velocity
and temperature characteristics. We have seen that the velocity rises with time and falls to zero as the distance
from the plate increases.On the other hand, Temperatures decrease with time and eventually attain absolute
zero as one moves away from the plate.

; ——Gr=5, Ge=5

e Gr=5, GE=10
08 e Gr=10, GE=5
06

0.4 A
02 N

-0.2
-0.4
-0.6
-0.8

0 0.5 1 15 2
n

Figure 10. Effects of S on Temperature Profile for Figure 11. Effects of Gr and Gc¢ on Temperature
Gr=5,Gec=5,,5¢c=0.6,t=0.6,K =0.2 Profile for S =0.5,S¢=0.6,t=1.1, K = 0.2

The impact of thermal stratification (S) on the temperature distribution is seen in Fig. 10. The presence
of thermal stratification(S) will result in a decrease in the temperature gradient between the heated plate and
the surrounding fluid. Therefore, the thermal boundary layer experiences an increase in thickness, resulting in
a decrease in temperature. As the value of thermal stratification parameters (S) increases, it has been observed
that the temperature drops. The impacts of Gr, Ge, Sc, and K are displayed in 11, 12, and 13, respectively. The
temperature decreases as the value of Gr, Sc, and K is reduced, while the value of Gc is increased. The results
of thermal stratification (5) on skin friction and Nusselt number are presented in Fig. 14 and 15, respectively.
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They increase in presence of thermal stratification (S) compared to special case with no stratification. Thermal
Stratification (S) contributes to an increase in the oscillation of the Nusselt number.

— Sc=01
e S=0.6
o 86=1.0

25 3

Figure 12. Effects of Sc on Concentration Profile for Figure 13. Effects of K on Temperature Profile for
Gr=5,Gec=5,5=05t=11,K=0.2 Gr=5,Gc=5,§=05,5c=06,t=1.1

Figure 14. Effects of S on Skin friction for Gr = Figure 15. Effects of S on Nusselt Number for Gr =
5, Gec=5,5¢=0.1,K =0.2 5, Gec=5,5¢=0.1,K =0.2

7. CONCLUSION

We looked at the effect of thermal stratification (S) on the parabolic flow through an infinite vertical plate
when a chemical reaction is present. The outcomes of the current investigation have been compared with those
of the classic case, which assumes that there is no stratification. The velocity of the fluid reduces as the values of
S, K, and Gr grows, but it increases as the value of Gc grows. The use of thermal stratification, which reduces
velocity and temperature compared to the classical situation (S = 0), makes this study more applicable than
earlier ones. Temperature drops as K, Sc, and Gc go down; it rises when S, Gr, and time go up. The temperature
is highest at the plate and then drops till it becomes zero farther away. The existence of stratification raises
both the skin friction and the Nusselt number in contrast to a situation with no stratification. Furthermore,
thermal Stratification (S) causes the Nusselt number to oscillate more frequently.
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This study looks at how thermal and mass stratification affect the unsteady flow past an infinitely fast-moving vertical
plate when the temperature is changing and there is exponential mass diffusion in a porous medium. By applying
the Laplace transformation method, we determine the solutions to the equations that govern the system for the case
of unitary Prandtl and Schmidt numbers. Graphical representations of the concentration, temperature, and velocity
profiles, as well as the Nusselt Number, Sherwood number, and the Skin friction are provided to facilitate discussion of
the cause of the different variables. To see the effects of thermal and mass stratification on the fluid flow, we compare
the classical solution (Fluid with out stratification) with the primary solution (Fluid with the stratification) by using
graph. The combined effects of the two stratification lead to a quicker approach to steady states. The outcomes can be
helpful for heat exchange design and other engineering applications.
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1. INTRODUCTION

Many fields, including geology, thermal hydraulics, combustion, and environmental engineering, are pro-
foundly affected by the phenomenon of mass and heat movement in porous material. The discovery of new
energy sources has sparked a growing interest in the challenge of controlling the flow of mass and heat through
porous materials. The focus of this work is to investigate the influences of thermal and mass stratification on
the dynamics of unstable flow across an infinite vertical plate moving at high speed through a material that
is permeable with changing temperature and exponential mass diffusion. Analytical approaches are applied
to determine the solutions to the problem’s governing equations. The outcomes are carefully examined and
discussed. The paper also sheds light on the relevant physical processes that control the flow’s behavior.

Natural convection of MHD mass and heat transport, when a chemical reaction is present was explored by
Hemant Poonia and R.C. Chaudhary [1] through the use of an infinitely accelerated plate in a porous material
that is positioned vertically. A. Selvaraj and E. Jothi [2] studied MHD and the absorption of radiation of a
stream of fluid passing a vertical plate moving at an exponentially increasing rate, when warmth and mass diffuse
exponentially across a porous material, and the influences of the source of heat on these variables. R.K. Deka
and B.C. Neog [3] conducted research to find a precise solution to the problem of natural convection movement
that fluctuates in one dimension passing an endless vertically accelerated plate while the plate was immersed in
a thick fluid with layers of different temperatures. Researchers Kumar A.V., S.V.K. Varma, and R. Mohan [4]
studied how the chemical processes and radiation affect the flow of MHD free convection through a plate that is
vertical and accelerating at an exponential rate, where both the temperature and the rate of mass diffusion were
variable. Using a porous materials and a magnetic field, Mondal S., Parvin S., and Ahmmed S. [5] examined the
impact of chemical processes and radiation on the transfer of mass in unstable natural convection flow across
an infinite perpendicular plate moving at an exponential pace. The unstable, incompressible, one-dimensional
natural convective flow across an indefinitely rotating vertical cylinder with combined buoyancy effects of mass
and heat transfer along with thermal and mass stratification was investigated by Deka R.K. and Paul A. [6].
Muthucumaraswamy R. and Visalakshi V. [7] investigated the impact of heat radiation on the motion of a fluid
with a high viscosity and low compressibility through a vertically infinite plate moving at an exponential rate,
subject to a homogeneous mass diffusion and changeable temperature. Rajesh V., Varma S.V.K. [8] did a study
to find out how heat radiation affects the flow of natural convection over an infinitely long perpendicular plate
that is speed up exponentially in a magnetic field and with mass transfer. Rajesh V. and S. Varma [9] considered
the impact of a heat source on MHD flow. The flow was studied as it went through a porous medium at several
temperatures and past an exponentially accelerating vertical plate. R.S. Nath and R.K. Deka [18] looked into
how thermal stratification affected a fluid’s ability to pass through an infinite vertical plate while experiencing
a first-order chemical reaction.

Since no studies have been conducted on the impact of mass and thermal stratification on an infinite vertical
plate started by an impulse in a porous material with exponential mass diffusion and temperature change, we
were inspired to fill this area of knowledge.

2. MATHEMATICAL ANALYSIS

The fundamental equations of momentum, energy, and mass conservation are used to develop the system
of equations that describes unsteady flow via a porous materials with exponential mass diffusion and fluctuating
temperatures across an indefinitely accelerated vertical plate. Fig. 1 depicts the problem’s physical layout. We
assume a Cartesian coordinate system to discuss the flow problem where the infinite plate is to be the 2’ — axis,
and the ¥’ — azis to be transverse to it. At the start, the fluid and plate are both at the identical temperature,
T!. , and the concentration, C’_ , is uniform across the entire surface. At time t’, the plate began to speed
up with a velocity of u' = wugt’ in its own path. The plate’s temperature grew in a linear fashion with time ¢,
while the level of concentration close to the plate achieved a value C” + (¢}, — .. )e®t . Therefore, the following

equations characterize the unsteady flow using the standard Boussinesq approximation:

o/’ . v v

R gB(T" =T, + g8 (C/—Céo)‘FVW - yul (1)
o1’ 0T’

ot @ Dy’ -’ (2)
oc’ 92!

ot D Dy’ —&u (3)

with the following initial and boundary Conditions:
u =0 T =T, c'=C vyt <0

v = uot! T =T + (T, — T )At' C'=C 4+ (C, —C)er aty' = 0,t' >0
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u'=0 T — T, C'— CL, asy — oo, t' >0 (4)

Non-Dimensional Quantities:
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v

LR
where, A = (—D) is the constant.

Using the non-dimensional quantities, equation (1) to (3) reduces to

ou 02U 1

00 1 6%

oC 1 9%*C

9 = Seap TV (7)

Boundary and initial conditions in dimensionless form are:

u=0 0=0 C=0 Vy,t <0
u=t 0=t C=e aty=20,t>0
u=0 6 —0 C—0 as y — o0o,t >0 (8)

3. METHOD OF SOLUTION

The Laplace Transform is implemented to find the solutions of the coupled equations mentioned above.
Using Laplace transform technique for Pr=Sc=1 and with the help of (8), equation (5) to (7) reduces to,

27T 1 o _ o
Cflyg—(s—i-m)U—i—Gr@—&-GcC:O (9)
x’

Concentration Boundary Layer

Thermal Boundary Layer
/ Porous medium

7

o Cor
u’ o T g
©)
//V @)
Vertical plate o
0 Ty

Figure 1. Physical model of the problem
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.
%y‘j 9= ST (10)
and -
% —sC=FU (11)

Where ’s’ is the Parameter for the Laplace transform and U,  and C are the Laplace transform of U, ©
and C respectively.

Now this set of differential equations were solved using boundary and initial conditions and taking inverse
Laplace technique we obtained the expression for velocity, concentration and temperature as follows:

1 Gr Ge
U = -5 BhB)-Bu(R)} - =5 {h(B) - h(R)} = 5—5 {ha(B) — ha(R)} (12)
Cc = LZG;: e_QW\rerfc ( \/(R) + 62"‘/Eerfc (77 + \/&)} - FBth (1+ 27]2) erfe(n) — y\e/;it
g U (B) = (R)) = ™ (R (B) = Bin(R)}
g (Rha(B) - Ba(1) (13)
and
0 = FBG]? (1+20%) erfe(n) — y\e/;; - SQGBc;:” [e’2nmerfc (77 — \/E) + 2 Valer fe (77 + \/&)}
SGr
+B_R{h1(3) —hi(R)} - m{Rhl( ) — Bhi(R)}
SGce
“BR(B—R) {Rh2(B) — Bha(R)} (14)
Where,
Bt/ B - ASGr + FGe) L 4(SGr + FGe)
Y 1 1
n= oy BR=SGreFGe BtR=po, B—RZ\/DCLQ—ZI(SGT-I-FGC)

Also h;’s are inverse Laplace’s transforms given by

[P [P
hl(P)—L 782 and hg(P)—L 78—0,

3.1. Classical Case (S =0,F =0)
For classical solution, we first put v = 0 in equation (2) and & = 0 in equation (3). After that they are
non-dimensionalized by using same group of dimensionless parameters. Thus the solutions of concentration,
temperature and velocity are obtained as follows:

O = 5 (e Eer e (n — al) + @Voler fe (n + V)| (15)
0 = [(1 +20%) erfe(n) — yj;t} (16)
. Gr Ge Gr.t ye
Ut — (1_ B+R> h(B+R) - B+ R+ g (1+20%) erfe(n) — \/E]
G e g (7)) W



91
Thermal and Mass Stratification Effects on Unsteady Flow Past an Accelerated... EEJP.4(2023)

3.2. Skin-Friction

Non-dimensional determinations of the plate’s skin friction (relative to momentum transfer) is given by

av
dy |,—o

T=—

So, using the expression of velocity profile in equation (12) we get,

T = BiR [t (33/2 erf (\/ﬁ) — R erf (@) . B.e Bt —R.e—R-t>

Vit
VBerf (V?t) —VRerf (\/m)
+

Gr
5 —BiR[t(\/ﬁerf(vB.t)—\/Eerf(vR.t)
e—Bt _ o—Rt erf (vB.t) erf (\/R.t) Ge .
+ + - - “"(Va+B + B)t
i ) 2/B 2R 5o (Va+Bers (Via+By)
e—Bt _ Rt
_\/a-l-R €Tf ( ((I+R)t)) + \/H:| (18)
Similarly the expression of skin friction for Classical case is given by -
au* Gr te~ (BHR)t
= — = 1-— tvB+R B+ R)t _
7 dy |, ( B+R>[ FRerf (VB+RY) + e
Lt (VEFR) e \F
2B+ R (B+R)Vm
Ge . ef(BJrR)t
T e B B A
T [e Va+ —I—Rerf( (a+ +R)t) Sy
Ge + 1
@ — 1
“BTR {e “”f(‘/a)*m] (19)
3.3. Nusselt Number
Non-dimensional determinations of the plate’s Nusselt number (relative to heat transfer) is given by
Nu = fﬁ
dy y=0
So, using expression of temperature in equation (14) we get,
2FGe |t SGc| 4, 1 S
Nu = BR\/;_ BR [e aerf(\/(ﬁ)—i— 7rt [ (\/Eerf(VB.t)
1 erf erf (\/R.t)
Rerf(vRt)—i— >+2 - NG
R.e Bt _ Be Rt
— B BVR
BRB BR(B—R) [t(R erf ) Rt)+ e )
+1 Reerf (\/B.t> - B.erf (\/R.t> - SGe [R_B—B.t _ Be Rt
2 VB VR BR(B — R) V't
+e {R\/a +Berf ( (a+ B)t) — BVa+ Rerf (\/(a + R)t) H (20)

Similarly the expression of nusselt number for Classical case is given by -

do*
dy =0

t

™

Nu* = —
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3.4. Sherwood Number

In non-dimensional form, expression for the Sherwood number (relative to mass transfer) is given by,

dC

h= ——
S y

y=0
So, using expression of concentration in equation (13) we get,

_ SGr[ 1] 2FGr \F
Sh = BR [e aerf(\/a)+\/ﬁ} e V=

"B_R {t (\/E erf(@)\/ﬁerf(\/m)Jrem\ﬁT:m)

2 VB VR

2
FGr Re Bt —Be it
s [t (R\/E erf(VBI) - BVR erf(VRI) + - >

_’_1 <R.erf(\/m) B B.erf(@)) FGe [R.eB't — B.e Rt

1 (eTf(\/ﬁ) B erf(@))

2 VB VR - BR(B-R) Vrt
et {RVa+ B erf(v/at B)t) - BVat Rerf(v/{a+ B} (21)

Similarly the expression of Sherwood number for Classical case is given by -

_dce
dy

= e\a erf(Vat) + 1

Sh* =
y=0 vt

4. RESULT AND DISCUSSIONS

We computed numerical values of temperature, concentration, velocity, Nusselt number, Skin friction, and
Sherwood Number from the solutions obtained in the sections that came before this one, for a variety of values
of the physical parameters Gr,Gc, S, F, Da and time t. This allowed us to get a better understanding of the
physical significance of the problem. In addition to this, we showed them using graphs, which can be found in
Figures 2 through 22.

The velocity profile with and without stratification for various values of S, F, Gr,Ge, Da and time (t) are
shown in the Figures 2 to 6. A stratified fluid is observed to move more slowly than a comparable volume of
unstratified fluid. The velocity diminishes as the values of S and F', which represent the temperature and mass
stratification, are raised. The increase in velocity is proportional to the rise in thermal Grashof number (Gr)
and mass Grashof number (Gc). The rise in velocity is caused by an increase in buoyancy forces. With time,
the classical velocity keeps on rising, but in the presence of stratification, it stabilises. All of these results were
found to be similar to those obtained by Deka RK and Paul A. [6]. Figure 6 clearly shows that the velocity
grows up with the growing Darcy number(Da). The reason behind this is that a higher Darcy number indicates
a more permeable porous material, which in turn reduces the resistance to the flow of the fluid and increases
its velocity.

The temperature and concentration profile (with stratification and with no stratification) against y for
various values of S, F,Gr,Gc, Da and t are depicted graphically in Figures 7 to 16. Diagrams show that at
the plate, the concentration and temperature are at their highest, and as time progresses, they decline toward
zero. Concentration reduces with rising F but increases with rising S, and temperature rises with rising F'
but drops with rising S. Compared to the non-stratified fluid, the stratified fluid has been found to have lower
concentration and temperature. As the thermal and mass Grashof numbers (Gr and Ge) go up, it is also evident
that both concentration and temperature fall. In the absence of stratification, the traditional concentration and
temperature also increase gradually over time. From Figures 9 and 14 it is seen that as Darcy number(Da)
grow up, temperature and concentration fall down.

For a set of variables governing the mass and temperature stratification, Figures 17, 19, and 21 shows
the time-dependent pattern of the momentum transfer rate, the Nusselt number, and the rate of mass transfer,
including the classical case. While skin friction steadily decreases for an unstratified fluid, it approaches a steady
state for a stratified one and as the temperature and mass stratification parameters rise, so does skin friction.
Plate and fluid interaction generates skin friction. More extreme differences in fluid temperature or density from
the plate surface are observed when the thermal or mass stratification parameter rises. Skin friction increases
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as a result of increased fluid interaction with a plate as a result of a change in fluid temperature or density. The
Nusselt number increases over time, and the Sherwood number initially drops before rising again. Also with
the increase in S, Nusselt number increases but it decreases as mass stratification parameter (F) increases and
the result is opposite for Sherwood number. Skin friction decrease as Gr and Gc increases. All of these results

were earlier predicted by Deka RK and Paul A. [6]. However, the Nusselt and Sherwood numbers are decreases
with increasing Gc but increases as Gr increase.

u
----- S=0,F=0
— S=0,F=0.4
----- Gr=5,Gc=5
— $=0.6,F=0
— Gr=10,Ge=5
— S=0.6,F=04
— Gr=5,Gc=10
— S=0.8,F=04
— $=0.6,F=0.8
5 s ¥ 1 2 3 4 3

Figure 2. Influences of S and F' on velocity profile for

Figure 3. Influences of Gr and Gec on velocity profile
Gr=5Gec=5Da=1,a=0.1,t=1.5

for S=04,F=02,Da=1,a=0.1,t=1.5

u
U
10 R S=0,F=0
8 — S=0,F=0.4
ol — s=06Ff=0 -~ S~ Gr=5,Gc=5
\ $=0.6,F=0.4 — Gr=10,Gc=5
 —8=08F=04 — Gr=5,Gc=10

2 ;" —

= = — S=0.6,F=0.8

- t
1 2 3 4 5

Figure 4. Influences of S and F' on velocity profile

Figure 5. Influences of Gr and Gc on velocity against
against time for Gr = 5,Gec =5,y = 1.4, Da = 1,a =

time for S =04, F =02,Da=1,y=14,a=0.1

0.1
u ]
25
..... S=0
20r — Da=05
— $=0.6,F=0
1.5 — Da=1
NN N e $=0.6,F=0.2
— Da=15
1.0 — $=0.8,F=0.2
— Da=2
05 — S=0.6,F=0.8
< y
1 2 3 4 5 6 y

Figure 6. Influences of Da on velocity profile for

Figure 7. Influences of S and F' on temperature pro-
Gr=5Gc=55=04,F=02,a=0.1,t=1.5

file for Gr =5,Gc=5,t=1.5,Da=1,a=0.1

5. CONCLUSION
Based on the results derived from the preceding discussion, the following are the conclusions of this study:

(i) As S and F grow, velocity drops, while rises with Gr, Gc and Da. Compared to unstratified fluid, the
speed of thermally and mass-stratified fluid is slower.
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— Da=0.5
----- Gr=5,Gc=5

— Da=1
— Gr=10,Gc=5

----- Da=1.5
— Gr=5,Gc=10

— Da=2

Figure 8. Influences of Gr and Gc on temperature for Figure 9. Influences of Da on temperature for S =
S=04,F=02,a=0.1,Da=1,t=1.5 04,F=02,a=0.1,t=15,Gr=5,Ge=5

----- Gr=5,Gc=5
— Gr=10,Ge=5

— Gr=5,Ge=10

Figure 10. Influences of S and F on temperature Figure 11. Influences of Gr and Gc on tempera-
profile against time for Gr = 5,Gc = 5,Da = 1,y = ture profile for S =04, F =0.2,Da =1,y = 1.4,a =

14,0 =0.1 0.1
..... F=0
— F=048=0 TN Gr=5,Gc=5
— F=04,5-06 — Gr=10,Ge=5
..... F=04,5=0.8 — Gr=5,Gc=10
— F=0.8,5=0.6
s y

Figure 12. Influences of S and F' on concentration Figure 13. Influences of Gr and Gc¢ on concentration

profile for Gr =5,Ge=5,t =15,a=0.1,Da =1 for S=04,F=02,a=0.1,Da=1,t=1.5
c

----- F=0
— Da=05

— F=0.4,8=0
—— Da=1

— F=04,8=06
..... Da=15

— F=08,5=06
— Da=2

— F=0.4,8=0.8

y

Figure 14. Influences of Da on concentration profile Figure 15. Influences of S and F' on concentration
for S = 04,F = 0.2,a = 0.1,Da = 1,t = 1.5,Gr = against time for Gr = 5,Gc = 5,a = 0.1,Da = 1,y =
5Gc=5 1.4

(i) Increasing Gr, and Ge causes temperature and concentration to drop. The temperature falls as S rise
and rises as F’ rise, the result is opposite for concentration. Fluid that is stratified has a lower temperature and
concentration than fluid that is not stratified.
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— Gr=5,Gc=5
—— Gr=10,Gc=5

— Gr=5,Gc=10

Figure 16. Influences of Gr and Gc on concentration

against time for S = 0.4, F =02, y=14, a =
0.1, Da=1
T
L t
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Figure 18. Influences of Gr and Gc on Skin friction
for S=04,F =0.2,a=0.1,Da=1
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— Gr=10,Gc=5
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Figure 20. Influences of Gr and Gc on Nusselt num-
ber for § =04, F =0.2,Da=1,a=0.1

Figure 22.
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Figure 17. Influences of S and F' on Skin friction
for Gr =5, Ge=5,a=0.1, Da=1

— S$=0.4,F=0

— S$=0.4,F=0.2

s U — S=0.6,F=0.2

— 8=0.4,F=0.6

Figure 19. Influences of S and F' on Nusselt number
for Gr =5,Ge=5,a=0.1,Da =1

Sh

Figure 21. Influences of S and F' on Sherwood num-
ber for Gr =5,Ge=5,Da=1,a=0.1

— Gr=10,Gc=5

—— Gr=5,Gc=10

Influences of Gr and Ge¢ on Sherwood

number for S =0.4,F =0.2,a =0.1,Da =1

(iii) When stratification is present, the velocity, temperature, and concentration progressively stabilise,
whereas without it, they continue to increase gradually with time. A more rapid approach to steady states is
achieved due to the cumulative impacts of the two stratification.
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(iv) It is shown that, unlike in the classical condition, skin friction approaches a fixed value as time
progresses for stratified fluid. When S and F' are both high, skin friction rises. Additionally, as Gr and Gc
grow, skin friction decreases.

(v) Increasing the thermal stratification value leads to a greater Nusselt number, whereas increasing the
mass stratification parameter causes a decline in the Nusselt number; however, the inverse is true for the
Sherwood number. Increasing Gc reduces the Nusselt number and the Sherwood number, but increasing Gr
raises them.
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BILJINB TEPMIYHOI TA MACOBOI CTPATI/I(I)IKAHIT HA HECTAI_[IOHAPHI/Iﬁ IIOTIK
II0B3 IMTPUCKOPEHY HECKIHYEHHY BEPTUKAJIBHY IIJIACTVHY 31 SMIHHOIO
TEMIIEPATYPOIO TA EKCIIOHEHIITAJIBHOIO MACOBOIO /IN®Y3IC€IO B
IIOPUCTOMY CEPEIOBUIIII
Ximanrimmy Kymap, Pyapa Kaura Jeka
Daxyavmem mamemamury, Ynisepcumem Iayzami, Nyeazami-781014, Accam, Inodis
V 1OMY JOCTIIKEHHI PO3T/ISIIAETHCS, IK TEPMIYHA Ta MAaCOBa CTPATH(MIKAISA BIJIMBAE HA HECTAIIOHAPHUIN TOTIK TOB3
BEPTHKAJIBHY IJIACTUHY, IO HECKIHYEHHO IIBUIKO PYXAETHCs, KOJM TEMIIEPATYPA 3MIHIOETHCS Ta BiAOYBAETHCS E€KCIIO-
HeHIlaJbHA Au@dy3is Macu B MOPUCTOMY CepeIOBHINi. 3ACTOCOBYIOUMN METO[ IIepeTBODeHHs Jlamraca, MU BH3HATAEMO
PO3B’sI3KM PiBHSHB, MO KEPYIOTh CUCTEMOIO, /s BUNAIKY yHiTapaux gucesa [Iparamis ta [llmigra. I'padivne nmpeacras-
JieHHsI TIPOMLIiB KOHIIEHTPAIIil, TEMIIEPATY P Ta MIBUIKOCTI, a Takoxk unciia Hyccenbra, uncaa [Ilepsyaa ta moBepxHEBOTO
TEPTA HAJMAIOTHCH JJIsd IIOJIErIIeHHs 00roBOpeHHs npuydrH piduux 3minaux. 11106 mobauuTy BrimB T€pMIYHOI Ta MacOBOI
crpatudikariil Ha TOTIK PiIMHU, MU MTOPIBHIOEMO KJIACHYHE pimeHHs (pianna 6e3 ctparndikarii) 3 MepBUHHNM PITIEHHIM
(pimmma 3 crpatudikamieio) 3a momomoroio rpadika. Kombinosanuii edexT aBox crparndikariii Mpu3BOAUTD 0 TIBU-
mroro Hab/IMXKEHHs O CTifikux cTaHiB. Pe3ysbraTti MOXyTh OyTH KOPUCHUMU TSl IPOEKTYBAHHS TEIUIOOOMIHY Ta IHIIHX

IHXKeHepHHX 3aCTOCYBAHb.
KurouoBi ciioBa: HecmabiavHul, nomik; nopucme cepedosuue; mMepmiuia Cmpamudikayis; Maco8e po3uapyearhs;
NPUCKOPEHA NAAGCTIUHG
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A numerical study of the heat and mass transfer of a micropolar nanofluid flow over a stretching sheet embedded in a porous medium
is carried out in this investigation. The main objective of this work is to investigate the influence of Arrhenius activation energy, heat
source and viscous dissipation on the fluid velocity, microrotation, temperature, and concentration distribution. The equations
governing the flow are transformed into ordinary differential equations using appropriate similarity transformations and solved
numerically using bvp4c solver in MATLAB. Graphs are plotted to study the influences of important parameters such as magnetic
parameter, porosity parameter, thermophoresis parameter, Brownian motion parameter, activation energy parameter and Lewis number
on velocity, microrotation, temperature and concentration distribution. The graphical representation explores that the velocity of the
liquid diminishes for increasing values of magnetic parameter, whereas the angular velocity increases with it. This study also reports
that an enhancement of temperature and concentration distribution is observed for the higher values of activation energy parameter,
whereas the Lewis number shows the opposite behavior. The effects of various pertinent parameters are exposed realistically on skin
friction coefficient, Nusselt and Sherwood numbers via tables. A comparison with previous work is conducted, and the results show
good agreement.

Keywords: Arrhenius activation energy; Viscous dissipation;, Brownian motion; Thermophoresis;, Micropolar nanofluid; Porous
medium

PACS: 44.05.+¢; 44.30.+v; 44.20.+b;47.85.-g

INTRODUCTION

The flow and heat transfer characteristics of specific fluids such as polymeric fluids, colloidal fluids, fluids with
additives, animal blood, paints, and fluids with suspensions cannot be adequately explained using conventional Newtonian
or non-Newtonian fluid flow theories. As a result, Eringen [1] introduced the concept of microfluids, which focuses on a
particular category of fluids that demonstrate specific microscopic effects originating from the local structure and micro-
motions of the fluid elements. These fluids have the capability to accommodate stress moments and body moments, and
their behavior is influenced by spin inertia. Subsequently, Eringen [2] further developed a subclass of these fluids known
as micropolar fluids. These fluids exhibit micro-rotational effects and micro-rotational inertia, but they do not possess the
ability to undergo stretch.

The study of magnetohydrodynamics (MHD) focuses on the interaction between the fluid velocity field and the
electromagnetic field. In recent years, numerous authors have studied about MHD due to its various applications in
engineering and industry. For instance, MHD can be utilized in power generators, accelerators, harnessing energy from
geothermal sources, and crystal growth. Eldabe er al. [3] conducted a numerical study on the heat transfer in
magnetohydrodynamic (MHD) flow of a micropolar fluid over a stretching sheet with suction and blowing through a
porous medium. They employed the Chebyshev finite difference method (ChFD) to obtain the solution. Using the same
method, they [4] also investigated the heat and mass transfer in a hydromagnetic flow of a micropolar fluid past a
stretching surface in presence of Ohmic heating and viscous dissipation. Nadeem and Hussain [5] examined the motion
of a viscous fluid in a magnetically induced shear field towards a nonlinear porous stretching sheet. Bhattacharyya [6]
investigated reactive mass transfer and stable boundary layer flow in an exponentially flowing free stream. Muhaimin and
Khamis [7] investigated the heat and mass transport in the context of nonlinear MHD flow of the boundary layer over a
shrinking sheet, considering the influence of suction. Mandal and Mukhopadhyay [8] studied the impact of surface heat
flux on fluid flow through an exponentially stretching porous sheet. Elbashbeshy [9] examined the heat and mass transfer
over a vertical surface with varying temperature in presence of magnetic field.

Hassanien and Gorla [10] conducted a study on the numerical solution for heat transfer in a micropolar fluid over a
non-isothermal stretching sheet. Pal and Chatterjee [11] observed the flow of a micropolar fluid in a porous medium
toward a heated stretched sheet considering the influence of thermal radiation. Abd El-Aziz [12] examined the influence
of viscous dissipation on the mixed convection flow of a micropolar fluid past over an exponentially stretched sheet.
Hussain et al. [13] investigated the effect of radiation on the thermal boundary layer flow of a micropolar fluid towards a
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stretched sheet with permeability. Pal and Mandal [14] investigated the effects of thermal radiation and MHD on the
boundary layer flow of a micropolar nanofluid over a stretching sheet with a non-uniform heat sink/source. Kumar [15]
performed research on a stretched sheet, employing finite element analysis to examine the heat and mass transfer in a
hydromagnetic micropolar flow. Goud et al. [16] studied Ohmic heating and the influence of chemical reactions on the
MHD flow of a micropolar fluid over a stretching surface.

Micropolar nanofluid is a unique and fascinating class of fluid that combines the characteristics of micropolar fluids
and nanofluids. It is a fluid that consists of a base fluid, such as water or oil, in which tiny nanoparticles are dispersed.
The presence of nanoparticles in the micropolar nanofluid alters its thermophysical properties, such as thermal
conductivity and viscosity. The nanoparticles, due to their small size and large surface area, significantly enhance heat
transfer and fluid flow characteristics compared to conventional fluids. This makes micropolar nanofluids highly attractive
for various applications involving heat transfer, such as cooling systems, thermal management, and energy conversion
devices. Atif ef al. [17] examined the characteristics of a bio-convective MHD micropolar nanofluid with stratification.
They observed that the density distribution decreases when both the density stratification and mixed number parameter
are increased. Zemedu and Ibrahim [18] investigated the flow of a micropolar nanofluid with nonlinear convection and
multiple slip effects. They concluded that increasing the solutal nonlinear convection parameter results in an increase in
velocity.

The flow and heat transport phenomena of nanofluids have attract the researchers due to its various applications in
science and engineering. The results of viscous dissipation in a hybrid nanofluid flow with magnetic effects were analyzed
by Waini et al. [19]. The study found that the Nusselt number decreases for higher values of the Eckert number and
radiation parameter in a hybrid nanofluid. In their research, Sharma et al. [20] investigated the combined effect of
thermophoresis and Brownian motion on magnetohydrodynamic mixed convective flow over an inclined stretching
surface, considering the influence of thermal radiation and chemical reaction. Bhatti et al. [21] investigated the electro-
magneto-hydrodynamic Eyring-Powell fluid flow through microparallel plates, considering heat transfer and non-Darcy
effects. Khan et al. [22] conducted an investigation on the flow of micropolar base nanofluid over a stretching sheet in
the presence of thermal radiation and a magnetic dipole. Recently, Khan et al. [23] studied the unsteady micropolar hybrid
nanofluid flow past a permeable stretching/shrinking vertical plate. Kausar et al. [24] investigated the impact of thermal
radiation and viscous dissipation on the boundary layer flow of micropolar nanofluid towards a permeable stretching sheet
in porous medium. The influence of thermal radiation and viscous dissipation on a three-dimensional MHD viscous flow
were examined by Akbar and Sohail [25].

Activation energy is a critical threshold that must be reached for a chemical reaction to occur. It represents the
minimum energy required for the reactants to form products and can be found in the form of kinetic or potential energy.
Without this energy, the reaction cannot proceed. Activation energy finds diverse applications in various fields such as
geothermal engineering, chemical engineering, oil emulsions, and food processing. In recent years, several researchers
have explored their research on the influence of Arrhenius activation energy in boundary layer flow, particularly in the
context of non-Newtonian fluid flow, considering different physical aspects. Devi ef al. [26] studied the impact of various
factors, including thermal radiation, buoyancy force, chemical reaction, and activation energy, on the behavior of MHD
nanofluid flow past a vertically stretching surface. Li ef al. [27] observed chemical reaction and activation energy effects
on unsteady MHD dissipative Darcy-Forchheimer squeezed flow along a horizontal channel in the context of Casson
fluid. In the study conducted by Dessie [28], this study aims to investigate the effects of heat radiation, activation energy
and chemical reactions on MHD Maxwell fluid flow in a rotating frame. In a MHD nanofluid flow with double
stratification, binary chemical reactions were studied by Anjum et al. [29]. Gautam et al. [30] explored their investigation
on the influence of binary chemical reaction and activation energy in a porous medium for the MHD flow of Williamson
nanofluid.

Motivated by the above study, our objective is to investigate the effects of activation energy, viscous dissipation and
magnetic field on boundary layer flow of micropolar nanofluid in a porous medium along a stretching sheet in the presence
of a heat source. The study of combined influences of activation energy and viscous dissipation in micropolar nanofluid
flow induced by a stretching sheet in the presence of heat source and magnetic field is quite a novel problem. The
introduction of porous medium along with a magnetic field and heat source makes the physical problem more interesting
and attractive in scientific and application viewpoints. Also, numerical solutions are obtained for the governing equations
using MATLARB inbuilt function ‘bvp4c’. The graphical and tabular form of the computed results shall be presented and
discussed.

MATHEMATICAL FORMULATION
We have considered a steady two-dimensional laminar flow of an incompressible micropolar nanofluid caused by
the motion of a stretching sheet. The sheet is immersed in a quiescent, electrically conducting fluid with an electric
conductivity represented by o. A magnetic field B, is applied to the stretching sheet. We neglect the influence of the

induced magnetic field due to the assumption that the magnetic Reynolds number is too small. Additionally, we assume
that there is no impressed electric field and neglect the Hall effect.

Let us define the coordinates such that the x-axis aligns with the sheet and the y-axis is perpendicular to it. The
surface originates from a narrow opening at the origin. The velocity components in the x and y directions are represented
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by u and v, respectively while N represents the microrotation component. It is assumed that the speed of a point on the
sheet is inversely proportional to its distance from the opening. Furthermore, we consider the fluid properties to be
isotropic and constant. The flow geometry of the problem is depicted in Figure 1.
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o Figure 1. Flow geometry of the problem

Using the typical boundary layer approximation and following Saidulu ef al. [31] and Rehman et al. [32], the
governing equations can be expressed as follows:
Continuity Equation:

du Bv
=0 1
o By M
Momentum Equation:
2 2
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Concentration Equation:
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The suitable physical boundary conditions are:

u=u,=bx, v=0, N=—sa—u, T=T,,C=C, at y=0
dy }
u=0, N=0, T=T, C=C. as y—>oo ()

2
In the above governing equations (4) and (5), the term O-—léouz represent Ohmic heating effect and the term
Py

n E
T ——a
kf [T_J e o7 (C —Cm) depicts the modified Arrhenius function, in which the reaction rate is provided by kf , the

activation energy by E,, the Boltzmann constant by £=8.61x107 el /K, and the fitted rate constant by ‘n’, which
ranges between —1 and 1. Also the spin gradient viscosity, given by Rees and Pop [33],is y=(u+x/2)j, where j is

the microinertia density given by j=u/b that represent the reference length.

To convert the governing equations into a system of ordinary differential equations, we will employ similarity
transformations and introduce dimensionless variables as follows:
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We have y = aa_l//’ v= —a—w, where y is the stream function, which gives u = xbf’(n) and v=—\/bv f(n)
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We observe that equation (1) is satisfied automatically and equations (2) — (5) are simplified to the following
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Corresponding boundary conditions are reduced to the following:

fm=0.7(m=1,Gm==sf"(n), 6(m=1, ¢(n)=1 at77=0}
fm=0,  Gm=0,  8(m=0.  ¢(n)=0 asn-e (12)
The non-dimensional parameters are defined as follows:
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K is the material parameter, M is the magnetic parameter, K, is the porosity parameter, Pr is the Prandtl number, Ec
is the Eckert number, N, is the thermophoresis parameter, N, is the Brownian motion parameter, Le is the Lewis

number, A is the reaction rate parameter, £ is the activation energy parameter, O is the temperature difference parameter.

PHYSICAL QUANTITIES
In this problem, the important engineering physical quantities are Cr(=skin friction coefficient), Nu (=local Nusselt
2

number) and Sh (=local Sherwood number) respectively are defined below with Re = bx” as local Reynolds number.
v

d
The shear stress at the surface is determined by the equation 7, = [( M+ K)a—u +&xN } .
Y =0

The skin friction coefficient (C; ) can be defined as C ;= T_“z where u, = bx is characteristic velocity.

i

w

This gives

[1+(1-5)K]/"(0)

The couple stress (M, ) at the surface is defined by the following equation:

oN K
M, = 7—] = w(H—jG’ 0).
[ayw (15 ) 0)

The local surface heat flux ¢, (x)can be expressed using Fourier's law as:

0=k (2] =k Eoo).

The local surface heat flux transfer coefficient 4#(x) can be given by:

q,(x) _ b,
h(x)—m— —kj.\/;é’ (0).
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The local Nusselt number can be expressed as:

x h(x) b , . . Nu ,
Nu=—=== —x,[— 6’(0) which gives =-6'(0
r, A gives —==-6'(0)
L oC
The local mass flux J,, is givenbyJ, =-D R
Y ) o

The Sherwood number can be expressed as follows:
xJ Sh

Sh =D(T1Cw): —x\/g ¢’(0) which gives T =—¢'(0)

METHOD OF SOLUTION
The nonlinear ordinary differential equations, represented by equations (8) to (11) and subject to the boundary
conditions (12) are numerically solved using MATLAB inbuilt function ‘bvp4c’. It utilizes a finite difference approach
with fourth-order accuracy.
To employ the solver effectively, the equations need to be transformed into a system of equivalent first-order
ordinary differential equations. This transformation is achieved through the following substitutions:

yH)=r
y()'=f=y(2)
y(2)'=f"=y(3)
[y(2)* - y(1) »(2)- K y(5)+(M +1/ Kp) y(2)]

NOEVAE S
y@=G
y(4)'=G"= y(5)
S5y = 67 LAY Y5 + K2y @) +y())]

&

y(6)=0
w(6)'=6"=y(7)
W7 =6"=-Pr y(1)y(7)-(1+ K) Pr Ec y(3)* - Pr Ec M y(2)* - Pr Q y(6) - Pr Nb y(7) ¥(9) - Pr Nt y(7)°
y@)=9¢
@8 =¢"=y(9)

YOy=¢"=-Ley()y(9)-(Nt/ No) y(7y |+ y(8) e JLeA(1+6y<6))"

The corresponding boundary conditions are reduced to:
y0(1)=0; y0(2) =1; y0(4) +5 y0(3); y0(6)—1; yO(8)—~1; y1(2)=0; y1(4)-0; y1(6)-0; y1(8)-0.

RESULTS AND DISCUSSION

The system of non-linear coupled governing boundary layer equations (8)—(11) along with the corresponding
boundary conditions (12) is numerically solved using the ‘bvp4c’ solver in MATLAB. The ‘bvp4c’ solver is a commonly
used tool for solving boundary value problems. This solution satisfies the specified boundary conditions and provides an
approximation for the desired variables in the problem. The findings are compared with the findings obtained by
Saidulu et al. [31], Grubka and Bobba [34] and Seddeek and Salem [35] to verify the accuracy of the present numerical
scheme as shown in Table 1 and Table 2.

Figures (2) to (17) depict the variation in velocity distribution, angular velocity distribution, temperature distribution,
and species concentration distribution for various flow parameter.

Figures (2) to (5) illustrate the effect of magnetic parameter M on the velocity, angular velocity, temperature and
species concentration profile respectively. Figure 2 shows that as the magnetic parameter M increases, the velocity
decreases. This is due to the presence of a transverse magnetic field, which creates a resistive force called Lorentz force
that acts in the opposite direction to the fluid motion. This observation indicates that a stronger magnetic field has the
effect of slowing down the movement of the fluid. Consequently, the thickness of the velocity boundary layer decreases
with an increasing M. Figure 3 indicates that angular velocity increases with the increasing values of M. Figure 4 depicts
the temperature distribution with respect to the magnetic field parameter. It is observed that the temperature increases as



103

Effect of Arrhenius Activation Energy in MHD Micropolar Nanofluid Flow... EEJP. 4 (2023)

M increases. This observed phenomenon can be attributed to the influence of the Lorentz force, which resist velocity of
the fluid, as a result a rise in temperature. Figure 5 depicts the influence of magnetic parameters on the concentration
profile. It is found that the fluid concentration is rising as the magnetic parameter rises.
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Figures 69 illustrate the impact of the porosity parameter Kp on various fluid properties, including fluid velocity,

angular velocity, fluid temperature, and fluid concentration respectively. It can be observed from figure 6 that as the
porosity parameter increases, the fluid is provided with more space to flow, resulting in an increase in fluid velocity. On
the other hand, Figures 7-9 clearly demonstrate that an increase in the porosity parameter leads to a decrease in the flow
profiles of the micro-rotation, temperature and concentration. Physically, the porosity parameter influences the generation
of internal heat within the flow, which contributes to the observed trends in temperature profiles. Additionally, the
rotational effects in the flow can contribute to the depreciation observed in the temperature and concentration fields.

1

0.9+

0.8 |

1.4

0.8

Z osf i = N
- 9] \
06F
0.4} 4 Q
|
0.3+ . 7 0.4
0.2} 4
> - 0.2F
0.1 \\\ i
—
0 . L T — == 0 . . . . B —
0 0.5 1 15 2.5 3 0 0.5 1 1.5 2 25

Figure 6. Velocity profile for different Kp

Figures 10 and 11 depicts the impact of activation energy (£) on fluid temperature and fluid concentration,
respectively. From Figure 10, it can be observed that an increase in activation energy (E) leads to an increase in the

Figure 7. Angular velocity profile for different Kp
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temperature profile. As the temperature increases, the speed of molecular motion increases, resulting in more frequent
collisions between molecules. Additionally, the molecules possess higher kinetic energy at higher temperatures.
Consequently, the proportion of collisions capable of surpassing the activation energy for the reaction also increases with
temperature. Also Figure 11 exhibits that activation energy (£) enhances the fluid concentration. The increasing values
of activation energy (E) retard the Arrhenius energy function, which result, increasing the rate of the generative chemical
reaction that enhances the concentration.
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The Lewis number, which is a dimensionless quantity measuring the rate of temperature spread compared to mass
diffusivity, plays a role in the temperature and concentration profiles. In Figure 12 and 13, it can be observed that as the
Lewis number (Le) increases, the temperature and concentration profiles decrease. Higher values of Le indicate stronger
molecular motions, which ultimately lead to an enhancement in fluid temperature.
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Thermophoresis refers to the particle diffusion phenomenon resulting from a temperature gradient. The
thermophoretic force is the force that causes nanoparticles to deposit into the surrounding fluid due to the temperature
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gradient. For higher values of the thermophoresis parameter N, , it is observed from the graphs 14 and 15 that both the

concentration and temperature profiles are increases. Physically, when 8 () increases, it leads to a higher thermal gradient,
which in turn increases the intermediate force. This relationship is evident in the increasing values of the thermophoresis
parameter.
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Figure 14. Temperature profile for different V, Figure 15. Concentration profile for different N,

The Brownian motion is created by the random collisions between small particles. The parameter N, quantifies

the level of random motion of suspended nanoparticles within the nanofluid. It is observed that increasing convection
leads to enhanced heat transfer, as depicted in Fig. 16. Moreover, the concentration profile decreases as the distance from
the surface increases, as shown in Fig. 17. Physically, an increase in temperature results in higher particle energy, leading
to greater random movement and faster collisions, thereby increasing the Brownian motion. Conversely, increasing the
concentration reduces the available space for particle movement, thereby decreasing the probability of collision.
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Table 1 illustrates the changes in skin friction coefficient, Nusselt number and Sherwood number due to the
parameter M, K and s. It is found that the skin friction coefficient increases with higher values of M, K and s, while
opposite effect is observed for the Nusselt number. Also, Sherwood number decreases with an increase in M, but increases
with K and s. Table 2 provides a comparison of —8(0) for various values of Pr in the absence of other influencing factors.

It is observed that Nusselt number increases with Pr.

Table 1. Comparison of skin friction coefficient, Nusselt number, and Sherwood number for various parameters.

-(1+K)/"(0) -6'(0) -¢'(0)
M K s Saidulu et al. Present Study Saidulu ef al. Present Study Saidulu et al. | Present Study
[31] [31] [31]

0.5 0.5 0.5 1.632309 1.632313 0.301208 0.301234 0.418950 0.418943
1 1.874420 1.874426 0.223923 0.223941 0.400290 0.400297
2 2.276598 2.276568 0.104321 0.104335 0.375010 0.375025
0.5 1 1.983995 1.983981 0.293786 0.293759 0.430439 0.430424
2 2.576759 2.576779 0.280081 0.280065 0.448508 0.448521
0.5 0.7 1.983995 1.983967 0.293786 0.293771 0.430439 0.430446
1 2.295365 2.295332 0.286817 0.286829 0.440171 0.440147
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Table 2. Comparison of —’(0) for different values of Pr

Pr Grubka and Bobba [34] Seddeek and Salem [35] Saidulu and Reddy [31] Present Study
0.72 0.4631 0.46134 0.4632 0.4637
1 0.582 0.58197 0.5819 0.58192
3 1.1652 1.16524 1.1652 1.16528
CONCLUSIONS

In this study, the two-dimensional MHD micropolar nanofluid flow over a stretching sheet embedded in a porous
medium in the presence of Arrhenius activation energy, heat source is studied. The governing partial differential equations
were transformed into a system of ordinary differential equations using a set of similarity transformations. These equations
were then solved numerically using the ‘bvp4c’ solver available in MATLAB. The results of the study led to the following
conclusions:

e For increasing values of the magnetic field parameter (M), the velocity profile decreases. However, the
microrotation, temperature, and concentration profiles are strengthened.

e  The fluid temperature and concentration profile are enhanced with the increasing values of thermophoresis
parameter (V).

e The temperature profile increases with the strengthening of the Brownian motion parameter ( N, ), while the

concentration profile decreases with N,.

e Anincrease in activation energy (£) leads to an increase in the concentration and temperature profiles.

e Increasing values of the Lewis number (Le) result in decreasing temperature and concentration profiles.

e  The rate of heat transfer decreases with an enhancement of the magnetic parameter and material parameter.

e The rate of mass transfer, in terms of Sherwood number, decreases with an increase in M, but an opposite effect
is observed with K.
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BILIUB EHEPI'Ii AKTUBAIIII APPEHIYCA B MI'] IOTOLI MIKPOIIOJIAPHOI HAHOPIIMHHU B3J10BK
MOPUCTOT'O PO3TATIHYTOI'O JIUCTA 3 B’AI3KOIO TUCUITALIETIO I JXKEPEJIOM TEILJIA
Kewmad Bopax?, :xxanas Konu®, llbsimanta YakpabopTu®
@ lenapmamenm mamemamuxu, Yuisepcumem I'ayxami, I'veaxami-781014, Accam, Inoisn
b Jlenapmamenm mamemamuxu, koneorc Hemaoarci, Jemadonci-787057, Accam, Inois
¢ UGC-Llenmp possumxy nepconany, Yuisepcumem I'ayxami, I'yeaxami-781014, Accam, Inoisa

VY oMy JOCHIIKEHHI TPOBEAEHO UHCEIbHE IOCII/PKEHHS TeIUIo- Ta MAacooOMiHy IOTOKY MIKPOIOJISIPHOTO HAaHOMIIOiMy HaxX
PO3TATHYTUM JIMCTOM, BOYIOBaHHM Y mopucte cepenopuine. OCHOBHOIO METOIO i€l poOOTH € JOCIiDKSHHS BIUIMBY €HEprii akTHUBaLii
AppeHiyca, Jpkepena Telvla Ta B’sS3KO0i AMCHIANil Ha IIBHIKICTh PIAMHH, MIKpOOOepTaHHs, TEMIIEpaTypy Ta PO3MOALT KOHIIEHTpAILLi.
PiBHSIHHSL, 1110 KEPYIOTh IOTOKOM, IIEPETBOPIOIOTHCS Ha 3BHYAHI Ar(epeHIianbHi PIBHIHHS 32 JONOMOTO0 BiIIOBIIHUX MEPETBOPEHb
MOAIOHOCTI Ta PO3B’A3yIOTHCS YHMCENIBHO 3a JOMOMOroto po3s’s3yBada bvpdc y MATLAB. I'padiku OyayroThes 1715 BUBYCHHS BILIHBY
B)XJIMBUX MApaMETPiB, TAKUX SIK MAarHiTHUH MapaMeTp, HapaMeTp HOPUCTOCTI, MapaMmeTp TepModopesy, mapaMeTp OpOyHIBCEKOTO pyXy,
mapaMeTp eHeprii akTuBamii Ta yucio JIproica Ha MBHAKICT, MiKpOOOEpTaHHS, TEMIEPaTypy Ta PO3MOILUT KOHUeHTpamii. ['padidne
MIPEJICTABIICHHS IIOKa3ye, IO IMIBUIKICTH PIOWHM 3MEHIIYETHCS 31 30UIBIIEHHSAM 3HAUCHb MArHITHOTO IIapaMeTpa, TOAI SK KyTOBa
MIBUJIKICTH 30LTBIIYETHCS pa3oM i3 HUM. Lle mociimKeHHs TakoX MOBIOMIISE, 10 TOCHICHHS PO3MOALTY TEMIIEPAaTypH Ta KOHLEHTPALIii
CIIOCTEPIraeThCsl ULt OUTBII BUCOKHMX 3HAUCHB ITapaMeTpa eHeprii akThBaLil, ToAi K 4ncio JIproica IeMOHCTPY€e NPOTHIICKHY ITOBEIIHKY.
BrutiB pi3HHX BiJIIOBITHNIX MapaMeTpiB pealicTUYHO BiJoOpaskeHO Ha KoedilieHTi HoBepXHEBOro TepTs, uncnax Hyccenpra Ta lllepsyna
3a JOoMororo tabnuis. [IpoBeeHo NOPIBHAHHSI 3 MOIEPEIHBOI0 POOOTOIO, i pe3y IbTaTH MOKA3aIN XOPOLIHii 30ir.

KurouoBi cinoBa: enepeisn akmusayii Appeniyca; 6'a3ke posciiogannsi;, 6poyHi6coKull pyx; mepmogopes; MikponoiapHui Hanoguoio;
nopucme cepedosuuye
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The objective of this study is to investigate, through numerical simulations, the flow and heat transfer characteristics of Al2O3, Cu,
TiO2, and SiC water-based nanofluids flowing over micro-cylinder groups arranged in an inline configuration. The simulations were
carried out under laminar flow conditions, and the analysis considered seven different low values of the Reynolds number, with a
constant volume fraction of 2 %. The aim of this investigation was to determine how nanofluids, i.e., suspensions of nanoparticles in
water as the base fluid, can affect the pressure drop and heat transfer performance in micro-cylinder groups. To accomplish this, the
finite volume method was employed to evaluate the impact of the nanofluids on pressure drop and heat transfer characteristics in the
micro-cylinder groups. The study results demonstrate that, for all the nanofluids studied, the pressure drop and friction factor of the
micro-cylinder groups increased with increasing Reynolds number. This behavior can be attributed to the interaction between the
nanoparticles and the wall, which results in an increase in friction. Furthermore, the Nusselt number was found to increase with
increasing Reynolds number. The SiC/Water nanofluid exhibited the highest Nusselt numbers among the four nanofluids tested,
indicating that it provides better heat transfer performance than the other nanofluids. These results are consistent with experimental
findings, indicating that the numerical simulations were accurate and reliable.

Keywords: Nanoparticles;, Micro-cylinder-group,; Heat transfer enhancement, Convection, Laminar regime

PACS: 02.70.—c, 02.60.Cb, 05.70.—a, 44.15.+a, 44.27.+g, 47.10.A—, 47.11.Df, 47.15.—x, 47.15.Rq, 47.27.Te

INTRODUCTION

The electronics industry is a constantly growing industry worldwide. With the increasing demand for energy-
efficient technologies, research in this field has focused on minimizing the heat generated by electronic chips and
maximizing their efficiency. Several innovative technologies have been developed to enhance heat transfer, including
microchannel cooling technology and nano-technology. Microchannel cooling technology was first introduced by
Tuckerman and Pease [1] in an attempt to transfer maximum heat in minimum volume. The technology uses micro-sized
channels to circulate cooling fluids close to the heat source, which results in an effective cooling system. In addition to
microchannel cooling technology, researchers have explored the use of micro-finned surfaces to improve heat transfer
efficiency. Mizunuma et al. [2] conducted experimental and numerical studies to investigate the forced convective heat
transfer from a micro-finned surface. They found that micro-finned surfaces can be effective in improving heat transfer
performance in microchannels. Overall, the development of innovative technologies such as microchannel cooling and
micro-finned surfaces has opened up new possibilities for enhancing heat transfer and improving the energy efficiency of
electronic devices. Kosar et al. [3] conducted an experimental investigation on the pressure drops and friction factors
associated with the forced flow of de-ionized water over staggered and in-line circular/diamond-shaped micro pin-fin
bundles. The study aimed to determine the pressure drops and friction factors in micro pin-fin heat exchangers. In a similar
vein, Galvis et al. [4] have studied several models of pin-fin heat exchangers. The results show that the micro pin-fin heat
exchanger’s thermal performance always exceeded that of the smooth channel and that pin-fin heat exchangers can be
highly effective in enhancing heat transfer in electronic cooling systems. Moreover, Ohadi et al. [5] have investigated
thermal managements techniques for cooling high-flux electronics. The techniques included immersion cooling, jet
impingement, spray cooling, and ultra-thin film evaporation (UTF), which are used primarily for hot spot cooling of the
chip. The study aimed to develop effective cooling techniques that can prevent overheating and improve the overall
performance of electronic devices. Liu and Guan et al. [6,7] conducted a numerical analysis of the relationship between
vortex and temperature distributions in in-line and staggered arranged micro-cylinder groups. They suggested that the end
wall effect and the vortex distribution have a significant impact on the thermal performance of micro-cylinder groups.
This study aims to improve the understanding of the heat transfer mechanisms in micro-cylinder groups to optimize their
thermal performance. In addition, nano-technology has become an important area in the field of heat transfer. Nanofluids
are fluids containing nano-scale particles added to a base fluid such as water, ethylene glycol, or oil. They have various
applications in microelectronics, fuel cells, heat exchangers, micro-electro-mechanical systems, and pharmaceutical
devices. Choi [8] conducted a theoretical examination of the thermal conductivity of a fluid with Cu nanoparticles, which
is later referred to as a nanofluid. The study aimed to enhance the understanding of the thermal conductivity of nanofluids,
which is crucial for designing efficient heat transfer systems. Furthermore, Abu-Nada et al. [9] carried out a numerical
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study on the natural convection of different nanofluids in horizontal concentric annuli. They found that the addition of
nanoparticles to the base fluid leads to higher thermal conductivity and better heat transfer, especially at high Rayleigh
numbers. Mohammed et al. [10] performed a numerical study on the flow and heat transfer of an alumina-water nanofluid
in a microchannel heat sink. Their results showed that increasing the volume fraction of nanoparticles led to an increase
in both heat transfer coefficient and wall shear stress, while the thermal resistance decreased. In another study, Akbani et
al. [11] compared single-phase and two-phase models of a nanofluid for turbulent forced convection. They concluded that
the single-phase model was more suitable due to its less expensive numerical integration and its simplicity of
implementation. Moraveji et al. [12] developed a numerical model of the flow of nanofluids in a mini-channel heat
exchanger with TiO, and SiC nanoparticles, considering various concentrations. Their study found that heat transfer
extended with increasing volume fraction and Reynolds number.

Adriana [13] conducted a numerical analysis of the flow and heat transfer characteristics of water- Al;O3 nanofluid in
a horizontal tube. They found that the heat transfer coefficient increased by 2.33% to 26.45% compared to pure water and
that uncertainties in the properties of the nanofluid have a significant effect on the results. Said et al. [14] investigated the
thermal performance of TiO,-water nanofluid for different mass flow rates and volume fractions. They concluded that an
increase in energy efficiency of up to 76.6% was observed for a volume fraction of 0.1% and a flow rate of 0.5 kg/min. In a
study by Bouhazza et al. [15], the heat transfer of nanofluids containing Cu and TiO, nanoparticles was simulated at various
volume fractions. The results revealed that increasing the volume fraction led to enhanced heat transfer and that the Cu-water
nanofluid exhibited the best heat conductivity. Dabiri [16] conducted experiments and found that using SiC nanofluid in a
circular tube led to an increase of up to 8.88% in the Nusselt number. Bowers [17] experimentally investigated the flow and
heat transfer of silica and alumina nanofluids in micro-channels and found that at low volume fractions of both nanofluids,
there was an improvement in heat transfer which increased with rising Reynolds number and hydraulic diameter. Goodarzi
[18] employed the finite volume method to investigate the natural convection of nanofluids containing Cu, MWCNT, and
Al O3 nanoparticles in a two-dimensional closed cavity. The study revealed that the presence of nanofluids led to heat transfer
in the cavity with distinct regions of low and high temperatures. On the other hand, Zhang et al. [19] utilized both nanofluid
and micro-channel technologies to experimentally investigate the heat transfer of SiC-water nanofluid in micro-cylinder-
groups under laminar flow with varying volume fractions and two different arrangements. The results indicated a decrease
in the Nusselt number with increasing volume fraction and a heat transfer enhancement factor above 1 for volume fractions
0f 0.02 and 0.05. Kamini et al. [20] conducted an experimental study on the convective heat transfer of SiC-water nanofluid
in a shell and tube heat exchanger. The results showed that the presence of SiC nanoparticles increased heat transfer by
19.8%. Zheng et al. [21] also carried out an experimental investigation on the flow and heat transfer of nanofluids containing
Al O3, SiC, Cu, and Fe3;04 in water. They found that the Fe;O4-water nanofluid had the greatest thermal enhancement, and
empirical relations were developed to predict the thermal behavior of nanofluids. Ahmad [22] performed a simulation and
experimental analysis on the effect of twisted tape and nanofluids on heat transfer in a circular tube at high Reynolds
numbers. Two types of nanofluids (SiC/Water and Al,O3/Water) at various volume fractions were used, and the results
showed that the heat transfer efficiency was improved by up to 10% with the use of SiC/Water nanofluid. Presently, there
has been significant scholarly interest in exploring the flow and heat transfer characteristics of nanofluids in microchannels.
Researchers from various fields have conducted investigations to understand how nanofluids behave in different types of
microchannels. However, there remains a noticeable gap in the literature regarding the heat transfer behavior of nanofluids
in micro-channels that consist of micro-cylinder groups. This specific configuration has received limited attention in research
studies thus far. Moreover, the existing studies that have examined the heat transfer phenomena in micro-cylinder groups
using nanofluids have primarily relied on experimental approaches [19] rather than numerical simulations or modeling.
Furthermore, there is a dearth of conclusive evidence regarding the accuracy and reliability of numerical models in replicating
the flow and heat transfer characteristics of nanofluids in micro-cylinder groups. The capability of numerical models to
accurately predict the behavior of nanofluids in this particular micro-channel configuration has not been firmly established.
As a result, further research and investigation are needed to evaluate and enhance the performance of numerical models in
capturing the intricate flow and heat transfer phenomena exhibited by nanofluids in micro-cylinder groups.

In the current study, the four different water-based nanofluids containing SiC, Cu, Al,Os, and TiO; nanoparticles were
simulated numerically to investigate their flow and heat transfer characteristics in the micro-cylinder groups arranged in an
inline configuration. The simulations were conducted under laminar flow conditions, with low Reynolds numbers. The
volume fraction of the nanoparticles was set to 0.02. This work also examines the agreement between the experimental and
numerical results and the ability of these simulations to reproduce the physical phenomena acting in this geometry in the
presence of nanofluids. Conducting this research will also help to provide prime predictions on the potential applications of
these different nanofluids in such heat transfer systems. The effects of the nanoparticles on the flow and heat transfer
characteristics, such as velocity profiles, temperature distributions, and heat transfer coefficients, were analyzed and
compared to those of pure water.

PHYSICAL MODEL AND MATHEMATICAL FORMULATION
The physical domain of the micro-cylinder groups is shown in Figure (1). It consists of thirty circular cylinders
arranged in line, placed in a micro-channel filled with four different water-based nanofluids in a laminar flow regime.
The dimensions of the micro-cylinder-groups, including the diameter of the micro-cylinders (d), the length and width of
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the micro-channel (L and W, respectively), and the height of the micro-cylinders (M), are presented in Table 1. To analyze
the forced convection of the nanofluids, the continuity, momentum, and energy equations were solved using both the
single-phase approach and the two-phase mixture approaches.
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Figure 1. The physical domain of the micro-cylinder-group

Table 1. Detailed dimensions of the micro-cylinder-groups

d(mm) S/d N M(mm) L(mm)
0.5 2 10 0.5 40
Single Phase Approach

The single-phase approach is a modeling approach that treats nanofluids as a single homogeneous liquid with
effective thermophysical properties. In this approach, the continuity, momentum, and energy equations are solved for the
nanofluid as a single-phase fluid. The effective properties of the nanofluid are obtained by using the volume fraction of
nanoparticles and the properties of the base fluid. The equations are:

Continuity:
V.(pV)=0 (1
Momentum:
V.(pVV)=-V.P+V.(uVFV)+pg 2
Energy equation:
V.(pVH)=-V.q-7:V.V (3)
Reynolds number
Re = 2ol ()
%

In order to solve the above equations, accurate effective thermo-physical properties must be involved. The literature
contains various models allowing us to theoretically calculate the nanofluid’s hydrothermal properties. The expressions
used to define these properties used in this work are: for the homogeneous single-phase model with constant properties,
density and heat capacity of nanofluid, are estimated by using classical models [23,24,25] as follows:

Density:

P =(1-9)(pCp), +o(pCp), (%)
Specific heat:
(pCp) ,,=1-)(pCp) ;+9(pCp), (6)
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Thermal expansion coefficient:

(pB) = U=0)pB) +o(pB),

Dynamic viscosity (Brinkman [26]):
M,
(1-9)*°

On the other hand, nanofluid thermal conductivity is determined by the correlation reported by Maxwell [27]
Thermal conductivity (Maxwell [27]):

'unf=

k,, (-@)k +2k )+3pk,

o _

k,  (1-@)(k,+2k ) +3pk,

Table 2. Thermo-physical properties of water and nanoparticles [28], [29], [30], [31]

Thermo-physical Density (Kg/m?) Specific heat Thermal conductivity
properties
Water 997 4179 0.673
Al203 3970 765 40
Cu 8933 385 401
Tio2 4250 686.2 8.4
SiC 3160 723 490

Mixture Two-Phase Approach

)

®

&)

The mixture model considers the nanofluid as a two-phase fluid where water is considered as the continuous liquid
first phase while the nanoparticles as the dispersed solid secondary phase. The continuity, momentum, and energy
equations are solved for the mixture at the same time an additional equation: the mass conservation equation or volume

fraction equation is solved only for the second phase.

Continuity equation for the mixture:
V.(p,V,)=0

Momentum equation of the mixture:
V. (pml7ml7m ) =-V.P + V.[,u V. +kZ: (p,cpvk_vkj +p,8+ V[g qokkad,)ka,)kJ
Energy equation of the mixture:
V.(gqokkaka) =—V.qm—T:VI7m
Volume fraction equation of the secondary phase:
VAop )=V 0P Nus)

The mixture velocity, density and viscosity are:

7 o= 2;1 ¢kpkl7k
! P

P =D 0P
k=1

U= 0,
k=1

The k™ phase’s drift velocity is:

V ai=V

m

Where ¢ is the volume fraction of the phase k.
The formulation of friction factor is given by:

(10)

(11)

(12)

(13)

(14

(15)

(16)

amn
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2HA
f= —zp (18)
LpU max
Nusselt number:
Nu =P (19)
/Unf
Convective heat transfer coefficient:
0
h=— 20
AT (20)
Thermal enhancement factor:
_ Nu,/Nu,
TEF =————~ 7 (21)
(f n/’/ f /’)

Boundary conditions
The physical problem's boundary conditions consist of various components, such as adiabatic walls, heating walls,
a velocity inlet, a fully developed outlet, and a symmetry plane as presented in Figure (2). These components are crucial
for the analysis of the flow and heat transfer of the nanofluids within the micro-cylinder groups.

Adiabatic

walls
Heated

walls
4 ) ouriet

Inlet -

Figure 2. Boundary conditions
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wal

The resolution of the equations cited above allowed the analysis of the variations in the pressure drops, the Nusselt
numbers as well as the temperature distributions, and their influence on the thermal performance of the nanofluids.

MESH AND VALIDATION

The simulation considers the flow to be three-dimensional, and a 3D hexahedral mesh is generated based on half of
the physical model, taking into account the structural symmetry of the micro-cylinder groups. Preliminary calculations
are carried out to evaluate the mesh sensitivity, and three meshes (800000, 1700000, and 2300000) are employed. Table
3 summarizes the sensitivity measures, which are the obtained values of the average Nusselt numbers and the pressure
drop. The deviation of the pressure drops and Nusselt number among the three different grids is less than 0.6% and 2.5%,
respectively. Consequently, the mesh containing 1700000 elements is deemed satisfactory for the simulation of flow and
heat transfer characteristics.

Table 3. Comparison of average Nusselt number and pressure drop among different grids tested for Re =236

Grid Nusselt number Err % Pressure drop Err %
Grid 1 (800000) 9,7574037 1221,7252
Grid 2 (1700000) 10,00619 2,486323965 1215,6107 0,500480796
Grid 3 (2300000) 10,04324 0,368904855 1215,2634 0,028578167
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In order to validate the numerical predictions with the experimental results [19], both single phase approach and
mixture two phase approach were employed.

Figures (3) and (4) provide a comparison between the experimental and numerical results obtained through both
approaches for the pressure drop and Nusselt number. As indicated in Figure (3), the three graphs have consistent trends.
However, at low Reynolds numbers, the mixture two-phase model yielded results that were closer to the experimental
findings. In contrast, at higher Reynolds numbers, the single-phase model was more accurate. Figure (4) shows that the
mixture approach overestimated the Nusselt number, while the single-phase approach produced results that were close to
the experimental findings. These comparisons provide validation for the numerical model proposed in this study and
demonstrate its accuracy.

Figure 3. View of the grid distribution of the physical domain

NUMERICAL METHODS

To solve the governing equations that describe the flow and heat transfer characteristics in the micro-cylinder groups,
the finite volume method was used. This method involves dividing the computational domain into a grid of discrete cells
and evaluating the variables at specific locations within each cell. The differential equations were then converted to
algebraic equations that can be solved numerically. By resolving these equations, it was possible to analyze the influence
of the nanoparticles on the pressure drop, heat transfer, and efficiency of the system. The resolution of the equations was
carried out using the second-order upwind scheme, which is a numerical scheme commonly used for the discretization of
the energy and momentum equations. The coupling between the pressure and velocity fields was achieved using the
SIMPLE algorithm, which is a well-established approach for solving the Navier-Stokes equations in computational fluid
dynamics. To ensure the accuracy and reliability of the numerical simulations, a convergence criterion of 10 was used
for all computations. This criterion ensures that the solution has converged to a stable and consistent solution. With these
numerical tools and techniques, it was possible to gain insights into the flow and heat transfer characteristics of the micro-
cylinder groups and understand how the nanoparticles affect these characteristics.
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Figure 4. Comparison of pressure drop variation Figure 5. Comparison of Nusselt number variation
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RESULTS AND DISCUSSION

In this study, the thermal performance of four different water-based nanofluids in micro-cylinder groups was
numerically analyzed to assess the enhancement of heat transfer. The simulations were performed in a laminar regime
with Reynolds numbers below 300 and a volume concentration of 2%. Figure 6 depicts the variation of pressure drop for
each nanofluid. It can be observed that the pressure drop increases with increasing Reynolds number, and this is primarily
attributed to the increase in velocity. In this micro-flow, the boundary layer between the micro-cylinders is thin, and the
presence of solid particles disturbs this layer, exacerbating the pressure drop. The presence of nanoparticles in the
nanofluids has a significant effect on the pressure drop, and this effect increases with increasing Reynolds number.
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Figure 6. variation of pressure drops

In Figure 7, the velocity fields of SiC/water nanofluid at a specific location (z=0.25 mm) along the x-direction are
depicted for two different Reynolds numbers, namely a low and a high value. Upon analysis, it becomes apparent that
there are two distinct regions of intensified velocity located in the upper section of the geometry, positioned between the
two columns of micro-cylinders. With an increase in the Reynolds number, these high-speed regions not only expand in
size but also exhibit an augmentation in the maximum velocity magnitude within those areas. This observation suggests
that the flow behavior and characteristics are strongly influenced by the Reynolds number. The occurrence of these high-
speed narrow regions can be attributed to multiple factors. Firstly, viscous forces play a significant role in shaping the
flow patterns. The presence of the micro-cylinders causes the fluid to experience changes in momentum, resulting in
localized regions with elevated velocities. These regions are confined and exhibit a narrow shape due to the influence of
the micro-cylinder geometry. Secondly, the superposition of velocity fields contributes to the formation of these high-
speed regions. As the fluid flows past the micro-cylinders, the velocity fields from different regions combine, leading to
regions of accelerated flow. It is important to note that the expansion and intensification of these high-speed regions are
directly associated with the Reynolds number. As the Reynolds number increases, the impact of viscous forces and the
superposition of velocity fields become more pronounced, resulting in larger and more energetic high-speed regions. In
summary, the appearance of the two high-speed narrow regions in the upper part of the geometry, positioned between the
micro-cylinders, can be attributed to the interplay between viscous forces and the superposition of velocity fields. These
regions expand and exhibit higher velocities with increasing Reynolds numbers, indicating the significant influence of
fluid dynamics on the flow behavior within micro-channel configurations.
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Figure 7. Velocity fields (a) Re= 94, (b) Re=212

Furthermore, Figure 8 displays the variation of Nusselt number for the nanofluids studied, with a heat flux of 15 W/cm2 and
under laminar flow conditions. All the graphs show a consistent trend in which the Nusselt number increases with the rise of Reynolds
number. This increase in Nusselt number is an indication of enhanced heat transfer, which is produced by the disturbance or separation
of the boundary layer caused by the increasing velocity. The presence of nanoparticles in the nanofluids has a significant effect on the
improvement and increase of thermal conductivity, which in turn enhances the heat transfer.
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Figure 8. Variation of Nusselt Number

Figure 9 shows the temperature distributions of SiC/water nanofluid for two different Reynolds numbers: a low
Reynolds number of 94 and a high Reynolds number of 212. The analysis reveals that there is a prominent low-
temperature region upstream of the micro-cylinders. This behavior is due to an increased heat transfer resulting from the
separation of the boundary layer in this region. Conversely, in the downstream region of each micro-cylinder, there is a
decrease in the heat transfer coefficient, leading to a high-temperature region. These regions become larger with an
increase in the Reynolds number, thereby significantly impacting the overall temperature distribution of the system.

It's worth noting that the temperature downstream of the micro-cylinder is higher than the temperature upstream,
which is in agreement with the theory of boundary layer flow. The separation of the boundary layer creates a wake vortex
downstream of the micro-cylinder, which leads to a decrease in flow velocity and, consequently, an increase in
temperature. The present analysis of temperature distributions for different Reynolds numbers provides valuable insights
into the flow dynamics and heat transfer in this complex system.

The thermal enhancement factor is a key parameter that measures the relative effectiveness of nanofluids compared
to the base fluid. It is defined as the ratio of the heat transfer coefficient and friction factor of the nanofluid to those of the
base fluid. When this factor is above 1, the nanofluid is considered to be effective, which means that the growth of heat
transfer is greater than the loss of pressure drops. This factor is an essential tool used in this study to evaluate the thermal
efficiency of nanofluids inside micro-cylinder groups. It provides insights into the performance of nanofluids in terms of
heat transfer and fluid flow. Furthermore, it offers a useful means of comparing the thermal performance of different
nanofluids and identifying the most effective nanofluid for a specific application.

300 305 310 315 320 325 330 335 340 345 350 355 360 365 370

Figure 9. Temperature distributions at (a) Re=94 and (b) Re=212

Figure 10 depicts the variation of thermal enhancement factor with the Reynolds number for various nanofluids containing
metallic oxide nanoparticles. The graph reveals a positive correlation between the Reynolds number and the thermal
enhancement factor, suggesting an increase in heat transfer performance with an increase in Reynolds number. However, the
nanofluids containing metallic oxide nanoparticles exhibit better performance under specific conditions, including geometry,
volume fraction, and Reynolds number. In these conditions, the presence of metallic oxide nanoparticles can improve heat
transfer, resulting in a thermal enhancement factor greater than 1 for SiC nanoparticles. Nevertheless, in general, the introduction
of metallic oxide nanoparticles does not have a positive impact on heat transfer, as indicated by thermal enhancement factors
below 1. These findings indicate the need for further investigations to explore the influence of various parameters on the heat
transfer performance of nanofluids. The parameters to be considered in such studies include particle size, shape, and
concentration, among others. An in-depth understanding of the effect of these parameters on the performance of nanofluids
could lead to the development of optimized nanofluid formulations for various engineering applications.
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Figure 10. variation of the Thermal Enhancement Factor

CONCLUSIONS

The objective of this research was to examine the heat transfer and flow properties of four types of nanofluids in micro-cylinder
groups operating under laminar conditions and a volume fraction of 0.02.

In order to validate the new numerical findings, a comparison was made between the results obtained in this study and the
experimental data from a previous work conducted by Zhang et al. [19]. Remarkably, the two sets of results exhibited strong agreement,
further corroborating the validity and accuracy of the numerical findings in this study.

- The obtained results clearly indicate that an elevation in Reynolds number corresponds to amplified values of both pressures
drop and Nusselt number. This observation can be attributed to the escalating disturbance of the boundary layer as the Reynolds
number increases.

- Under the specific conditions considered, the SiC/water nanofluid demonstrated the highest Nusselt number among the Cu,
AlI203, and TiO2 nanofluids. The SiC/water nanofluid exhibited superior heat transfer performance compared to the other
nanofluids in terms of convective heat transfer efficiency.

- The increased viscosity of nanofluids compared to the base fluid can limit their effectiveness in certain applications. However,
an analysis of the thermal enhancement variation reveals that only SiC nanofluids, at the specific concentration studied, exhibit
significant and effective performance with thermal enhancement factors exceeding 1.

Further study into this issue is still required in order to check the enhancement of the heat transfer processes in such geometries.
A more detailed research effort that will consider different factors, such as volume fraction and micro-cylinder arrangements, to expand
our understanding of the flow and heat transfer properties of nanofluids.

List of abbreviations

Re Reynolds number Greek letters
d Micro-cylinders diameter (mm) p Density (kg m-3)
S Space between micro-cylinders (mm) u Dynamic viscosity (N s m-2)
N Micro-cylinders column number T Stress tensor ( N m-2)
M Microchannel height (mm) 0 Volume fraction
L Microchannel length (mm) p Thermal expansion factor (k)
A% Velocity (m s™) Subscripts
P Pressure (pa) Nf Nanofluid
g Gravity (m s2) Max maximum
Q,q Heat flux (W m?) F fluid
H Entropy (J k') P particle
U X velocity (m s M mixture
Cp Specific heat (j kgl k™) N Nth phase
k Thermal conductivity (W m™ k1) K Kth phase
Nu Nusselt number dr Drift
f Friction factor Wall-h Heated wall
h Convective heat transfer coefficient Wall-ad Adiabatic wall
T Temperature (k) In Inlet
TEF  Thermal enhancement factor out Outlet
sym symmetry
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AHAJII3 XAPAKTEPUCTUK TEIIVIOOBMIHY HAHOPIIWH B MIKPOIIMJIIHAPUYHUX I'PYIIAX
Jlina Badaa Benxanpx Cenini, Mycrnaxa Byccydi, Amina Cabep
Jlabopamopis mopcvkux Hayk ma indcenepii paxynbmemy mauunodyoysanns, Yuisepcumem nayku i mexnonozii Opana
Moxammeoa Byoiagpa, BP 1505 Ene M'Haysp Opan 31000, Anxcup
Meta 1bOro JOCHIDKEHHSA MONArae B JOCHIDKCHHI 33 JONOMOTOI0 YHCEIBbHOTO MOJIENIOBAHHS XapaKTePUCTUK IIOTOKY Ta
terulonepenadi HaHoroiiB Ha BoaHiit ocHOBI Al2O3, Cu, TiO2 Ta SiC, 1m0 IpOTIKaIOTh Yepe3 IPyNH MiKpOLMIIHAPIB, PO3TALIOBaHI
B psAHIN KOHQirypanii. MogemoBaHHS MPOBOIMIOCS B YMOBaX JJaMiHAPHOTO TIOTOKY, 1 aHAJIi3 BPaXOBYBaB CiM Pi3HUX HU3bKHUX 3HAYCHb
uyncna PeliHombAca 3 moOCTiHOIO 00’€MHOI0 YacTKoO 2%. MeToro mporo AOCTiKeHHS Oyllo BH3HAYMTH, SK HAHO(IIOIAH, TOOTO
CycrieH3ii HaHOYaCTHHOK y BOAI sIK 0a30Bil pianHi, MOXYTH BIUIMBATH Ha IEperaj THCKY Ta TEIUIOBiANady B rpynax MIKpOLMIIIH/PIB.
Ilo6 mocsrté 1BOro, OyB 3aCTOCOBAHUI METON KIHIIEBOTO 00’€éMy JUIs OIIIHKH BIDIMBY HAHOQIIIOINIB Ha Tepemaj THCKY Ta
XapaKTCPUCTHKH TEIJIOOOMIHY B TpyMax MiKpOIMIIHIPiB. Pe3ynpraTi MOCTIHKEHHS JEMOHCTPYIOTh, IO IS BCiX JOCHIPKYBaHHX
HaHO(IIOINIB Tepenajg THUCKY Ta KoeQilieHT TepTs TPyl MIKpPOLWIIHIPIB 3pOCTaiu 3i 30unblIeHHsAM uucia PeiiHonpaca. Taky
MOBEIiHKY MOYKHA MOSICHUTH B3a€MOJIEI0 MiXK HAHOYaCTHHKAMH Ta CTIHKOIO, 110 MPU3BOAUTH A0 30iibineHHs TepTs. Kpim Toro, Oysio
BHUSIBIICHO, 110 uncino Hyccenbra 3poctae 3i 36inbiienHsM uucia Peitnosnbaca. Hanopiguna SiC/Boma mpoaeMoHCTpyBaia HalBHUII
yuciaa HyccenbTa cepei 4OTHPhOX NPOTECTOBAHMX HAHOPINMHM, IO BKAa3ye Ha Te, IO BOHA 3al0e3medye Kpalli MOKa3HUKH
TEIUIoNepeaadi, HiK iHII HaHOPiAWHHU. Lli pe3ynbraTé y3ro[KyrOThCS 3 €KCIIEPUMEHTATbHUMH BHCHOBKAMH, BKa3yIOUH Ha Te€, IO
YHCeTbHE MOJEIIOBaHHS OYJI0 TOUHHM 1 HaJIHHUM.
KunrouoBi ciioBa: nanovacmunxu; mikpoyuninopuuna epyna, HOCUIeHHs Meniogiooaui, KOHEeKYis, TAMIHAPHULL PeICUM





