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In this paper, we aim to describe the cosmic late-time acceleration of the Universe in f(R,Lm) gravity framework pro-
posed by Harko (2010) with the help of an equation of state for strange quark matter. To achieve this, we adopt a
specific form of f(R,Lm) gravity as f(R,Lm) = R

2
+ Ln

m, where n is arbitrary constants. Here we utilize a hybrid
scale factor to resolve the modified field equations in the context of f(R,Lm) gravity for an isotropic and homogeneous
Friedmann–Lemâıtre–Robertson–Walker (FLRW) metric in presence of strange quark matter (SQM). Also, we ana-
lyze the dynamics of energy density, pressure and the state finder parameters and explained the distinctions between our
model and the current dark energy models in the presence of SQM. We observed a transition from an accelerating to a
decelerating phase in the Universe, followed by a return to an accelerating phase at late times. Also, we analyzed the
state finder diagnostic as well equation of state parameter and found that the model exhibited quintessence-like behavior.
The conclusion drawn from our investigation was that the proposed f(R,Lm) cosmological model aligns well with recent
observational studies and effectively describes the cosmic acceleration observed during late times.
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1. INTRODUCTION

In the twentieth century, the late-time accelerated expansion of the Universe has been a puzzling cosmic
mystery that has caused controversy among researchers. Some astronomical and cosmological observations,
including Supernovae Ia (SN Ia) [1, 2, 3, 4, 5], Cosmic Microwave Background (CMB) [6, 7], Baryon Acoustic
Oscillations (BAO) in galaxy clustering [8, 9], Large Scale Structure (LSS) [10, 11] and Wilkinson Microwave
Anisotropy Probe (WMAP) [12], all point to the conclusion that the Universe is presently experiencing accel-
erated expansion. This contradicts the prevailing theory of General Relativity (GR) on a large scale. During
the early stages of the Big Bang, radiation played a significant role in driving the expansion of the Universe.
As Universe expanded and cooled, matter took over, leading to a matter-dominated phase. However, recent
observations suggest that we are now in a new era where ”Dark Energy” (DE) is the dominant force influencing
the expansion of the Universe. The exact mechanism behind this faster expansion is still under debate. To
overcome this problem, researchers have proposed various alternative theories with one of the most common be-
ing modified gravity theories (MGT). These MGTs provide alternative explanations for the cosmic acceleration
and serve as potential substitutes for GR.

Buchadahl (1970) introduced most favorite modified gravity as f(R) gravity which provided a way to
extend Einstein’s universal theory of relativity. This theory was developed to explain the rapid expansion of
the Universe and formation of its structures. Some f(R) models were considered in [13, 14] for their ability to
pass regional tests and incorporate concepts of dark energy and inflation. Additionally, it was speculated that
f(R) gravity models could potentially describe galactic dynamics of large test particles without the need for
dark matter [15, 16, 17, 18, 19].

Harko and Lobo (2010) recently proposed the f(R,Lm) gravity theory, where f(R,Lm) is a function of
Lagrangian matter density (Lm) and Ricci scalar (R). This theory represents the most general form of Riemann-
space gravitational theories. In f(R,Lm) gravity, test particles experience non-geodesic motion with additional
forces perpendicular to their four-velocity vectors [20]. Some researchers found that the f(R,Lm) gravity
models open up new possibilities that extend beyond the algebraic structure observed in the Hilbert-Einstein
action [21]. The energy conditions in f(R,Lm) are broad and versatile, encompassing both the familiar energy
conditions in General Relativity and f(R) gravity. These conditions allow for arbitrary couplings, non-minimal
couplings, and non-couplings between matter and geometry [22]. The mass-radius relationship is explored
within the non-minimal geometry-matter coupling f(R,Lm) gravity through investigating the simplest case as
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f = R+Lm +RLm, where the gravitational field is coupled to the matter field and the coupling constant [23].
The f(R,Lm) cosmological model concurs with present observations and effectively predicts late-time cosmic
acceleration for the FRW metric [24]. Some researchers [25] investigate a transit dark energy cosmological model
in f(R,Lm) gravity and using observational constraints, they establish a significant relationship between energy
density parameters. The anisotropic nature of the Universe has been explored in f(R,Lm) gravity for spatially
homogeneous and isotropic FRW cosmological model and determine the present phase of the Universe [26]. The
FRW metric solutions in f(R,Lm) gravity successfully evade the Big-Bang singularity and can predict cosmic
acceleration without relying on a cosmological constant owing to the geometry-matter coupling terms in the
Friedmann-like equations [27]. Incorporating bulk viscosity, the f(R,Lm) cosmological model offers a robust
explanation for recent observations, effectively capturing the cosmic expansion scenario [28]. Certain scholars
have explored wormhole solutions within the framework of f(R,Lm) gravity and derived the field equations for
the general f(R,Lm) function, considering the static as well spherically symmetric Morris-Thorne wormhole
metric [29].

The hybrid scale factor plays a crucial role in achieving viable cosmic dynamics without relying on any
specific relationship between the pressure and energy density of the Universe in teleparallel gravity[30, 31]. Some
authors [32] have obtained the exact solutions for LRS Bianchi-I metric in presence of holographic dark energy
using hybrid expansion law. Some scholars used a hybrid scale factor to investigate the shearing, non-rotating
and expanding character of the cosmos, which approaches anisotropy over large values of time t [33]. The
(n + 2) dimensional flat FRW Universe in the framework of general theory of relativity has been investigated
utilizing hybrid expansion law with thick domain wall and bulk viscous fluid [34]. Certain scholars successfully
tackled the Einstein field equations for strange quark matter to explore a 5-dimensional cosmological model
discussed the dynamic aspects of concerning solution [35]. The Kantowski-Sachs cosmological model has been
explored in the f(R) theory of gravity with quark and strange quark matter and found that the spatial volume
V is finite at t = 0, expands as t increases and becomes infinitely large as t → ∞ [36]. Certain authors have
successfully derived the solution for gravitational field equations using a power law relationship between the
metric potentials and equation of state (EoS) [37].

Building upon the aforementioned investigations, many scholars have extensively studied FRW cosmological
models, investigating their behavior concerning different energy sources and using hybrid expansion law as well
strange quark matter in various modified gravity scenarios. These dedicated authors have sought to unveil the
dynamic and cosmological properties of our Universe [38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48].

2. FORMALISM OF f(R,Lm) GRAVITY

The f(R,Lm) gravity model proposed by Harko and Lobo (2010) [20] is a generalization of the f(R) gravity
whose action is given by

S =

∫
f(R,Lm)

√
−gd4x (1)

Here f(R,Lm) is a function of Ricci scalar R and Lagrangian of the matter density Lm.
One can acquire the Ricci scalar R by contracting the Ricci tensor Rij as

R = gijRij (2)

where the Ricci-tensor is given by

Rij = ∂κΓ
κ
ij − ∂jΓ

κ
κi + Γλ

ijΓ
κ
λκ − Γκ

jλΓ
λ
κi (3)

Here Γi
jκ represents the components of well-known Levi-Civita connection as indicated by

Γi
jκ =

1

2
giλ [gκλ,j + gλj,κ − gjκ,λ] (4)

The corresponding field equations of f(R,Lm) gravity can be derived by varying the action (1) with respect to
gij as,

fRRij + (gij□−∇i∇j) fR − 1

2
(f − fLm

Lm) gij =
1

2
fLm

Tij (5)

Where, fR = δf(R,Lm)
δR , fLm

= δf(R,Lm)
δLm

, □ = ∇i∇j and Tij is the Stress-energy momentum tensor for perfect
fluid, given by

Tij =
−2√
−g

δ(
√
−gLm)

δgij
(6)
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By contracting the field Eq. (5), we find the relationship between Ricci scalar R, matter Lagrangian density
Lm and T trace of the stress-energy-momentum tensor Tij as

RfR + 3□fR − (f − fLm
Lm) =

1

2
fLm

T (7)

where □F = 1√
−g

∂i
(√

−ggij∂jF
)
for any function of F

Now by taking covariant derivative of Eq. (5), one can acquire the following result as

∇iTij = 2∇iln(fLm
)
∂Lm

∂gij
(8)

3. THE MOTION EQUATIONS IN f(R,Lm) GRAVITY

According to the most recent observations of Planck collaboration (2013) [49], our Universe is isotropic
and homogeneous at larger scales. Therefore, to explore the current cosmological model we consider the flat
Friedman-Lematre-Robertson-Walker (FLRW) metric of the form,

ds2 = −dt2 + a2
(
dx2 + dy2 + dz2

)
(9)

Where a(t) is the scale factor that signifies the expanding nature of the Universe at a time t.
For metric (9), the non-zero components of Christoffel symbols are

Γ0
ij = aȧδij ,Γ

k
0j = Γk

j0 =
ȧ

a
δkj , for i, j, k = 1, 2, 3 (10)

With the help of (4), the non zero components of Ricci tensor are given by

R00 = −3
ä

a
, R11 = R22 = R33 = aä+ 2ȧ2 (11)

Hence, the Ricci-scalar (R) associated with line element (9) is found as

R = 6

[
ä

a
+

ȧ2

a2

]
= 6

[
Ḣ +H2

]
(12)

where H = ȧ
a is the Hubble parameter.

As the quark gluon plasma served as a perfect fluid, the energy momentum tensor (EMT) for strange quark
matter (SQM) is given by

Tij = (ρsq + psq)uiuj + psqgij (13)

Here ρsq and psq are energy density and thermodynamic pressure of the SQM. and ui = (1, 0, 0, 0) components
of co-moving four velocity vectors in cosmic fluid with uiu

j = 0 and uiu
i = −1.

.
ρsq = ρq +Bc psq = pq −Bc (14)

Following the assumption that quarks are non-interacting and massless particles, an the pressure is ap-
proximated by an EoS of the form

pq =
ρq
3

(15)

Therefore, psq = 1
3 (ρsq − ρ0) is the linear EoS for SQM with ρ0 is the density at zero pressure. If ρ0 =

4Bc, the EoS for strange quark matter in the bag is reduced to

psq =
ρsq − 4Bc

3
(16)

where, Bc is the bag constant.
The modified Friedmann equations which describe the dynamics of Universe in f(R,Lm) gravity are given

by

3H2fR +
1

2
(f −RfR − fLmLm) + 3H ˙fR =

1

2
fLmρsq (17)

and

Ḣ + 3H2fR − f̈R − 3H ˙fR +
1

2
(fLm

Lm − f) =
1

2
fLm

psq (18)

The overhead dot (.) depicts the derivative corresponding to time t.
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4. COSMOLOGICAL SOLUTIONS FOR f(R,Lm) GRAVITY

To examine the dynamics of Universe we employ the functional form of f(R,Lm) gravity [26, 28, 29] of
the form

f(R,Lm) =
R

2
+ Ln

m (19)

where n is any arbitrary constants and one can retain to standard Friedmann equations of GR for n = 1
For this particular functional form of f(R,Lm) gravity, we have considered Lm = ρ [50] and hence, for

matter-dominated Universe, the Friedmann equations (17) and (18) yields,

2Ḣ + 3H2 = (n− 1)ρnsq − nρn−1psq (20)

and
3H2 = (2n− 1)ρnsq (21)

5. HYBRID SCALE FACTOR

The hybrid scale factor presents a transition in the cosmic evolution, shifting from early deceleration to
late-time acceleration. In the early phase, the cosmic dynamics are dominated by power law behavior, while in
the late phase, the exponential factor takes over. In the early stages of the Universe, the scale factor becomes
zero, implying the absence of an initial singularity. Consequently, the chosen scale factor yields a time-dependent
deceleration parameter, which effectively characterizes the transition of the Universe over time.

Therefore, to derive exact solutions for Friedmann equations (20) & (21) which involves three unknowns
namely H, ρsq and psq, we employed the hybrid scale factor [51, 52, 53] as

a = eαttη (22)

where, α and η
are positive constants. Also, when η = 0, the scale factor reverts to the exponential law and when α = 0,

the scale factor reduces to the power law.
So with this scale factor, we found the following time dependent kinematical properties as,
The Spatial Volume (V ) given by

V = a3 =
(
eαttη

)3
(23)

The deceleration parameter (q) plays a crucial role in understanding the past and future evolution of
the Universe. In cosmology, the deceleration parameter (q) is a measure of the rate at which expansion of
the Universe is changing.For a universe dominated by matter and radiation, q > 0, indicating a decelerating
expansion. On the other hand, if the Universe is dominated by dark energy with negative pressure, the q < 0,
implying an accelerating expansion.
The Deceleration Parameter (q) is

q = −1 +
η

(αt+ η)2
(24)

The Hubble Parameter (H),

H =
αt+ η

t
(25)

Scalar Expansion (θ)

θ = 3H = 3

(
αt+ η

t

)
(26)

Using Equ. (25) in Equ. (21) we obtained
Energy Density (ρsq) for SQM as

ρsq =

[
1

(2n− 1)

(
αt+ η

t

)2
] 1

n

(27)

Pressure (psq) for SQM is

psq =
2

n

η

t2

[
1

(2n− 1)

(
αt+ η

t

)2
]n−1

n

− 1

(2n− 1)

(
αt+ η

t

)2

(28)

The equation of state (EoS) for SQM is

ω =
psq
ρsq

=

2
n

η
t2

[
1

(2n−1)

(
αt+η

t

)2]n−1
n − 1

(2n−1)

(
αt+η

t

)2
[

1
(2n−1)

(
αt+η

t

)2] 1
n

(29)



12
EEJP.4(2023) Vasudeo Patil, et al.

from Equ. (14) the density and pressure for quark matter is given by

ρq =

[
1

(2n− 1)

(
αt+ η

t

)2
] 1

n

−Bc (30)

and

pq =
2

n

η

t2

[
1

(2n− 1)

(
αt+ η

t

)2
]n−1

n

− 1

(2n− 1)

(
αt+ η

t

)2

+Bc (31)

6. STATEFINDERS DIAGNOSTIC

Statefinder parameters are cosmological diagnostic tools used to study the expansion dynamics of the
Universe. They were introduced as a way to probe the nature of dark energy, the mysterious force driving
the accelerated expansion of the Universe. These statefinder parameters were proposed by Sahni et al. (2003)
in their paper titled ”Statefinder—a new geometrical diagnostic of dark energy” [54]. During this research
they were discusses how these parameters can be useful in distinguishing between various dark energy models,
including quintessence and cosmological constant models, by examining their trajectories in the {r, s} plane. By
measuring these statefinder parameters from observational data, cosmologists can gain insights into the nature
of dark energy and fate of the Universe, helping to test and refine our understanding of the fundamental laws
governing the cosmos.

The statefinder pair {r, s} is defined as

r =
˙̇ȧ

aH3
(32)

and

s =
r − 1

3(q − 1
2 )

(33)

We analyze the statefinder parameters (r, s) for our cosmological f(R,Lm) model. The values (r, s) =
(1, 0) and (1, 1) are representative of the ΛCDM (Lambda Cold Dark Matter) and CDM (Cold Dark Matter)
models, respectively. However, s > 0 and r < 1 correspond to dark energy (DE) models, such as the phantom
and quintessence models. On the other hand, when r > 1 and s < 0, it reflects the behavior of the Chaplygin
gas model.

With the help of Equ. (22), (24) and (25), above equations can be written as

r = 1− 3η

(αt+ η)2
+

2η

(αt+ η)3
(34)

s =
2η[3η(αt+ η)− 2η]

3(αt+ η) [3(αt+ η)2 − 2η]
(35)

When time (t) is zero, the statefinder pair attains the values

{r, s} =
{
1− 3η−2

η2 , 2
3η

}
From the figure we have observed that,

� Figure 1, clearly demonstrates that the average scale factor and spatial volume maintain a constant
value at the initial time point (t = 0). However, as time progresses, both parameters show a steady
and consistent growth, eventually extending towards infinity for prolonged periods (t). This remarkable
observation indicates an ongoing and continuous expansion of the Universe.

� From Figure 2, it is depict that the deceleration parameter (q) decreases as cosmic time increases and
approaches −1 for large values of t, indicating the accelerating phase of the Universe which coincident
with the observations of type Ia supernovae [2].
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� In Figure 3, it is shown that both the Hubble parameter and scalar expansion parameters exhibit diversity
during the early stages of the Universe. As time approaches infinity, these parameters tend to zero. The
graph indicates that the Universe initially experienced rapid and infinite expansion, but later settled into
a constant expansion rate during a later epoch.

� Figure 4 exhibits the variation of pressure from significantly large negative values to reaching zero intrigu-
ing negative pressure phenomenon is commonly referred to as dark energy (DE), playing a crucial role in
driving the accelerated expansion of Universe.

� According to Figure 5, the energy density fallows an interesting trend, starting with a substantial value
initially. However, as time progresses, the energy density gradually diminishes and eventually approaches
zero as t → ∞. This striking behavior strongly suggests the expansion of Universe.

� The Figure 6 depicts the evolution of equation of state (EoS) over time (t). It illustrates a transition from
an accelerating to a decelerating phase, eventually returning to an accelerating phase of the Universe over
late time.

Figure 1. Variation of Average Scale Factor (a) &
Volume (V) against Cosmic Time (t) for α = 0.5 and
η = 1.5

Figure 2. Variation of Deceleration Parame-
ter (q) against Cosmic Time (t) for α = 0.5 and
η = 1.5

Figure 3. Variation of Hubble Parameter (H) &
Scalar Expansion (θ) against Cosmic Time (t) for α =
0.5 and η = 1.5

Figure 4. Variation of Pressure (P )
against Cosmic Time (t) for α = 0.5 and η =
1.5
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Figure 5. Variation of Energy Density (ρ) against
Cosmic Time (t) for α=0.5 and η = 1.5

Figure 6. Variation of Equations of state Parameter
(EoS) against Cosmic Time(t) for α = 0.5 and η = 1.5

Figure 7. Evolution trajectory of r − s Plane Figure 8. Evolution trajectory of r − q Plane

� Yet it is clear from the aforementioned traits that the evolutionary trajectories split depending on different
parameter choices and vary from one model to another. Particularly noteworthy is Figure 7, which shows
how to plot the r − s planes. Compared to looking at the r and s evolution separately, analyzing the
r − s plane is clearer. This clarity is very helpful when comparing various cosmological models. Given
this situation, the r− s planes’ usefulness increases because of their clear evolutionary paths and obvious
directional cues, which make differentiating between discrepancies easier.

� Figure 8 is a r − q plane, which vividly demonstrate the consistency with the characteristics deliberated
upon in this section. Moreover, it is noteworthy that the most suitable-fit model within this category
showcases the capacity to transition from an initial phase of decelerating expansion to a subsequent phase
of cosmic acceleration in the late stages of the Universe’s evolution.

� We have observed from Figure 7 and 8 that, in the long run, they both have a tendency to evolve in a
way that resembles a ΛCDM model, i.e., {r, s} = {1, 0} and {q, r} = {−1, 1} in future.

7. DISCUSSION AND CONCLUDING REMARKS

In this article, we investigates the late-time cosmic accelerated expansion of the Universe using a specific
form of f(R,Lm) gravity as non-linear model, f(R,Lm) = R

2 + Ln
m, where n is free model parameter. During

this study we derived the motion equations for the isotropic and homogeneous FLRW cosmological model with
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strange quark matter (SQM). We have obtained cosmological model using hybrid scale factor and exhibited a
smooth transition of the Universe from accelerating phase to decelerated phase and retain to accelerating phase.

The results of this study are extremely persuasive, leading to the formulation of the subsequent conclusions:

� We have noted that the average scale factor and spatial volume (V) remain bounded around t = 0,
progressively expanding as time (t) advances, ultimately approaching an infinitely large value as t → ∞,
as depicted in Figure 1. This signifies that the expansion of the Universe initiates with a finite volume,
progressively extending as time unfolds and results matched with [55, 56, 57].

� The deceleration parameter (q) is a measure of the rate at which the expansion of Universe is changing
over time (t). It is used to describe the acceleration or deceleration of the universe’s expansion under the
influence of gravitational forces and other factors. In our study, we observed the deceleration parameter
(q) is decreasing function of cosmic time (t) and approaches −1, it suggests that the expansion of the
universe is accelerating, and we got the ΛCDM model.

� We noticed that, the Hubble parameter (H) and scalar expansion (θ) both initially have large value and
as time progresses i.e. t → ∞, the values of H and θ approaches to zero. This reflects that, in the initial
moments after the Big Bang, the Universe expanded rapidly and as time progresses the expansion rate
begins to decreases which is good agreement with results [58, 59].

� Our study reveals that the Universe’s pressure for SQM (psq) experiences growth with cosmic time (t). It
starts at a highly negative value and gradually approaches zero at the current epoch. Recent cosmological
findings attribute the Universe’s accelerated expansion to dark energy, characterized by negative pressure.
Consequently, the model aligns well with observations of the type Ia Supernovae [1].

� In the study, it was determined that the energy density for SQM (ρsq) consistently remains positive
and decreases as cosmic time. Initially, the energy density remained constant during the early epoch.
The Universe could potentially reach a steady state in the distant future, as the (ρsq) tends to diminish
significantly over extended periods of time.

� Initially, as time (t) approaches zero, the cosmological model exhibits a Phantom phase with ω < −1, sig-
nifying an accelerated expansion. After a finite period, the model converges towards ω = −1, representing
the cosmological constant (Λ) and aligning with the ΛCDM model, characterized by continued accelerated
expansion. Subsequently, the model enters the quintessence region with ω > −1, maintaining this state
for a certain duration. Beyond t = 1.1, the model transitions from an accelerating to a decelerating phase
(for transition phase of the universe one can refer [60]), but it later reverts to an accelerating phase.
Ultimately, the model reenters the quintessence region, where it persists during late times.

� In the present paradigm, we have conducted an assessment of the statefinder parameters and subsequently
depicted the graphical representations of the r− s and r− q planes. Our investigation has yielded results
indicating that {r, s} = {1, 0} and {q, r} = {−1, 1} respectively, providing a striking manifestation that
the current model aligns closely with the characteristics of the de Sitter point, a foundational feature of
the ΛCDM cosmological framework.
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[42] P.K. Sahoo, P. Sahoo, B.K. Bishi, and S. Aygü, New Astronomy, 60(1), 80-87 (2018). https://doi.org/10.1016/
j.newast.2017.10.010

[43] A.Y. Shaikh, S.V. Gore, and S.D. Katore, Bulg. J. Phys. 49(4), 340–361 (2022). https://doi.org/10.55318/bgjp.
2022.49.4.340

[44] S.H. Shekh, and V.R. Chirde, Gen. Rel. and Grav. 51(87), 340–361 (2019). https://doi.org/10.1007/

s10714-019-2565-7

[45] V.R. Chirde, S.P. Hatkar, and S.D. Katore, Int. J. Mod. Phys. D, 29(8), 2050054 (2020). https://doi.org/10.
1142/S0218271820500546

[46] D.D. Pawar, R.V. Mapari, V.M. Raut, Bulg. J. Phys. 48, 225–235 (2021).

[47] V.R. Patil, J.L. Pawde, R.V. Mapari, and P.A. Bolke, East Eur. J. Phys. 3, 62–74 (2023). https://doi.org/10.
26565/2312-4334-2023-3-04

[48] S. Jokweni, V. Singh, and A. Beesham, Phys. Sci. Forum, 7(12), (2023). https://doi.org/10.3390/ECU2023-14037

[49] Planck Collaboration, Astronomy & Astrophys. 571 (A16) (2014). https://doi.org/10.1051/0004-6361/

201321591

[50] T. Harko, F.S.N. Lobo, J.P. Mimoso, and D. Pavón, Eur. Phys. J. C, 75, 386 (2015). https://doi.org/10.1051/
0004-6361/201321591

[51] B. Mishra, S.K. Tripathy, and P.P. Ray, Eur. Phys. J. C, 75, 386 (2015). https://doi.org/10.1007/

s10509-018-3313-2

[52] S.K. Tripathy et al., Phys.Dark Univ.30, 100722 (2020). https://doi.org/10.1016/j.dark.2020.100722

[53] B. Mishra, S.K. Tripathy, and S. Tarai, Mod. Phys. Lett. 33(9), 1850052 (2018). https://doi.org/10.1142/

S0217732318500529

[54] V. Sahni, et al., U. Alam, JETP Lett. 77(9), 201 (2003). https://doi.org/10.1134/1.1574831

[55] D.D. Pawar, R.V. Mapari, and J.L. Pawde, Pramana J. Phys. 95(10), (2021). https://doi.org/10.1007/

s12043-020-02058-w

[56] P.P. Khade, Jordan J. Phys. 16(1), 51-63 (2023). https://doi.org/10.47011/16.1.5

[57] D.D. Pawar, R.V. Mapari, and P.K. Agrawal, J. Astrophys. Astr. 40(13), (2019). https://doi.org/10.1007/

s12036-019-9582-5

[58] V.R. Patil, S.K. Waghmare, P.A. Bolke, Bull. Cal. Math. Soc. 115(2), 159-170 (2023).

[59] J.S. Wath, and A.S. Nimkar, Bulgarian J. Phys. 50, 255-264 (2023). https://doi.org/10.55318/bgjp.2023.50.
3.255

[60] D.D. Pawar, and R.V. Mapari, Journal of Dynamical Systems and Geometric Theories, 20(1), 115-136 (2022).
https://doi.org/10.1080/1726037X.2022.2079268

ÊÎÑÌÎËÎÃIß FLRW IÇ ÃIÁÐÈÄÍÈÌ ÌÀÑØÒÀÁÍÈÌ ÊÎÅÔIÖI�ÍÒÎÌ
Ó f(R,Lm) ÃÐÀÂIÒÀÖI�

Âàñóäåî Ïàòiëa, Äæèâàí Ïàâäåa, Ðàõóë Ìàïàðib, Ñà÷ií Âàãìàðåc
aÄåïàðòàìåíò ìàòåìàòèêè, ìèñòåöòâ, íàóêè òà òîðãiâëi êîëåäæó ×iêõàëäàðà

îêðóã Àìðàâàòi (MS), Iíäiÿ-444807
bÄåïàðòàìåíò ìàòåìàòèêè, Äåðæàâíèé íàóêîâèé êîëåäæ, Ãàä÷iðîëi (MS), Iíäiÿ-442605

cÔàêóëüòåò ìàòåìàòèêè, Òóëøèðàì Ãàéêâàä Ïàòië êîëåäæ àíãëiéñüêî¨ ìîâè òà òåõíîëîié,

Íàãïóð (MS), Iíäiÿ-441122
Ó öié ñòàòòi ìè ìà¹ìî çà ìåòó îïèñàòè ïiçí¹ êîñìi÷íå ïðèñêîðåííÿ Âñåñâiòó â ãðàâiòàöiéíié ñèñòåìi f(R,Lm), çàïðî-
ïîíîâàíié Õàðêî (2010) çà äîïîìîãîþ ðiâíÿííÿ ñòàíó äèâíî¨ êâàðêîâî¨ ìàòåði¨. Ùîá äîñÿãòè öüîãî, ìè ïðèéìà¹ìî
ïåâíó ôîðìó ñèëè òÿæiííÿ f(R,Lm) ÿê f(R,Lm) = R

2
+ Ln

m, äå n ¹ äîâiëüíà êîíñòàíòà. Òóò ìè âèêîðèñòîâó¹ìî
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The present work aims to study the previously unstudied Ultraluminous X-ray sources (ULXs) in the galaxy NGC 3585
at its various epochs of Chandra observation. We report here the detection of two new ULXs viz. CXOUJ111306.0-
264825 (X-1) and CXOUJ111325.3-264732 (X-2) with their bolometric luminosity > 1039erg s−1 in its various Chandra
observations. X-1 was found to be a spectrally hard ULX in both the epochs where it was detected. However in the
ULX, X-2, a slight hardening of the spectra was observed within a period of 17 years. Assuming isotropic emission and
explained by disk blackbody model, the spectrally softer epoch of X-2 with an inner disk temperature, kTin ∼ 0.79 keV
and bolometric luminosity ∼ 2.51× 1039erg s−1 implies for X-2 to be powered by a compact object, necessarily a black
hole of mass, MBH ∼ 44.85+82.11

−25.92M⊙ accreting at ∼ 0.42 times the Eddington limit. The Lightcurve of X-1 and X-2
binned at 500s, 1ks, 2ks and 4ks has shown no signature of short-term variability in both the ULXs in kilo-seconds time
scales. Overall, both the detected ULXs seem to be almost static sources both in long-term (years) as well as short-term
(kilo-seconds) time scales with the presently available Chandra Observations.

Keywords: Accretion; Accretion disks; Galaxies: individual(NGC 3585); X-rays: binaries

PACS: 97.10.Gz, 98.52.-b: 98.56.Ew, 95.85.Nv, 97.80.Jp

1. INTRODUCTION

Ultraluminous X-ray sources (ULXs) are defined as point-like, non nuclear X-ray sources with an X-ray
luminosity exceeding the Eddington limit for a 20 M⊙ black hole (BH) [1]. ULXs have X-ray luminosity
≥ 1039 erg s−1, which may even rise upto 1042 erg s−1 in the 0.5-10.0 keV energy range. In early days, these
X-ray sources detected in the external galaxies with isotropic luminosities ≥ 1039 erg s−1 were unclear and
they were thought to be - underluminous accreting supermassive black holes (SMBH) or overluminous X-ray
binaries (XRBs) located near the galactic nucleus, or rather a totally new class of astrophysical object [2]. The
first such individual luminous X-ray sources were detected in nearby external spiral galaxies by the Einstein
satellite in the 0.3 - 4.0 keV energy range [3]. Since their first discovery with the Einstein Observatory [4],
ULX remained mysterious object for more than two decades. The mass accretion rate in ULXs and also the
mass of the compact object harbored by ULXs have been controversial, and still it is in debate. However recent
observations with Chandra, XMM-Newton, NuSTAR etc. have given clear visions of these sources by detecting
many of its kind. Now many ULXs, above 1800 in numbers, have been detected and its population is also well
studied [5, 6, 7, 8, 9, 10].

Various models came up to explain the high luminosities of ULXs, such as - (i) Super-Eddington accretion
onto stellar mass blackholes with mass, MBH ≈ 10M⊙ [11, 12], (ii) sub-Eddington accretion on to Intermediate
mass blackholes with masses, MBH ∼ 102 − 105 M⊙ [13, 14] and (iii) relativistic and geometric beaming from
an anisotropic super-critical accretor [15, 16].

In its early days, ULXs were considered to be extragalactic X-ray binaries (XRBs) with stellar-mass black
hole (BH) accretors [17] like the XRBs observed in our own galaxy. From their spectral and variability studies,
they were suggested to be accreting compact objects in binary systems. Later again, ASCA X-ray spectral
studies of many ULXs gave the evidence that they display the characteristics of accreting blackholes. ULX
spectra are now studied more precisely by using high quality data from various missions such as that of XMM-
Newton, NuSTAR, also data from the very high resolution detectors of Chandra etc.. Advanced studies of
ULX spectra and variability of individual sources indicate that some ULXs can represent different spectral
states in analogy with those observed in X-ray binaries [7]. Again in some ULXs, transitions of luminosity
were also observed such as that of XMMU J004243.6+412519 in M31 which changed from X-ray binary state
(Lx ∼ 2 × 1038erg s−1) to ultraluminous state ( Lx ∼ 1039erg s−1) and then returned to binary state [18].
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These transitions suggest that ULXs can also be an ultraluminous state of accreting compact objects like XRBs.
Also in many ULXs, spectral state transitions between two spectral states have been reported such as that in
NGC 1313 X-1 [19] and in NGC 247 where spectral state transition occur from soft ULX to super-soft ULX in
the brightest ULX source [20]. All these clearly points towards some ULXs being quite closely related to black
hole binaries. If ULX sources are indeed accreting compact objects, then their very high luminosity should favor
them to harbor massive (stellar mass) black holes. Afterwards, many future works have given the evidence for
these ULXs to be powered by accretion on to stellar mass black holes, such as that of Avdan et al.(2016) [21] who
studied X-ray and optical properties of the ULX, X-6, in the nearby galaxy NGC 4258 (M106). They reported
that the compact object in this ULX is most likely a stellar-mass black hole. Singha and Devi (2017)[22] studied
the spectra of the ULXs in NGC 5643 and NGC 7457 and reported that some ULXs were found to be accreting
at a sub-Eddington rate and some ULXs were accreting at super-Eddington rate on to stellar mass BHs. They
also studied seven ULXs in NGC 2276 and they suggested that the compact objects associated with these seven
sources are in the stellar mass BH range [23].

Although the high luminosity of some ULXs were well explained by stellar mass black holes, some ULXs
which are very luminous, having luminosities above 1041 erg s−1, could not be explained by super-Eddington
accretion onto stellar mass black holes. Indeed, they require black hole mass greater than the stellar mass to
explain their high luminosities. Black holes having mass range, MBH ∼ 102 − 104 M⊙ are called intermediate-
mass black holes ( IMBHs) and it express the missing component of the black hole mass spectrum in the gap
between those of stellar mass black holes found in Galactic X-ray binaries and those associated with active
galactic nuclei (AGN ), MBH ∼ 106 − 109M⊙ [24]. Farrell et al (2009) [25] discovered the most luminous hyper
luminous X-ray source (HLX), HLX-1, in the spiral galaxy ESO 243-49 having peak luminosity of the order of
1042 erg s−1. Their analysis suggest that HLX-1 harbour black hole with mass, M, 3000 M⊙ < M < 105 M⊙
which is the range of IMBHs. The review of Miller & Colbert (2004)[26] and Miller (2005)[27] discussed various
arguements regarding the evidence for IMBHs in ULXs. Many other bright ULXs such as M82 X-1 [28, 29], M51
ULX-7 [30] and NGC 2276–3c [31] also give evidence for ULXs harboring IMBHs. Many other such HLXs with
bolometric luminosity greater than 1041 erg s−1 such as the HLXs reported in Singha and Devi (2019)[14] highly
points towards these extremely luminous X-ray sources to be powered by accretion on to IMBH. Sanatombi et
al. (2023)[32] reported the super-soft ULX, CXOUJ132943.3+471135, in the galaxy M51 to harbor a black hole
with mass ∼ 104M⊙ where they have also reported that even with extreme beaming case, the mass of the black
hole harbored by this source is ∼ 103M⊙.

Another breakthrough discovery for ULX model is the ULX pulsar. Pulsations are recently detected in
many ULXs, so they are also sometimes modelled as an accreting system in which the compact object is a
neutron star with mass ∼ 1 - 2 M⊙ , accreting at extreme super-Eddington rates. NuSTAR observations of
the starburst galaxy M82 reported the first ULX pulsations [33], later on many other ULXs were confirmed
to present pulsations [34, 35, 36, 37]. Doroshenko et al.(2020)[38] reported the first Galactic pulsating ULX -
Swift J0243.6+6124. King et al. (2023)[16] has reported for a kind of recently reported system in which
some high mass X-ray binaries (HMXBs) ocassionally becomes ULXs like the system A0538-66. Here, they
pointed out that a normal Be X-ray Binary which is a HMXB, makes regular transitions between normal Be
X-ray binary states to PULXs and back again. These Be X-ray binaries in their PULXs states have very high
super-Eddington accretions even though they behave as normal Be X-ray systems when it is in its usual Be
X-ray binary state. Thus, in recent years, deep X-ray studies of ULXs have shown that the ULX population is
dominated by supercritical accretors which may be either a stellar mass BH or a neutron star. However, the ULX
population appears to remain heterogeneous with some candidate Intermediate mass black hole (IMBH) also.

In this paper, we present the spectral study of the non-nuclear X-ray point sources in NGC 3585 from all
its available Chandra observations. The NGC 3585 group is known to include NGC 3585 itself, which is an
E6 galaxy and the brightest galaxy in the group [39]. NGC 3585 has not been studied extensively in X-rays.
In this work, we also investigate for any signature of kiloseconds variability of the sources detected. Also, we
have investigated for any long term variability of the point sources at the available different epochs of Chandra
observation of NGC 3585. The distance to the galaxy, NGC 3585, is adopted to be 20 Mpc [40].

The observation and data analysis are described in Section 2. Results and discussion are presented in
Section 3 and summarized in Section 4.

2. OBSERVATION AND DATA ANALYSIS

In the present work, we have carried out spectral and timing analysis of the point sources in NGC 3585 as
detected by Chandra ACIS-S detector. NGC 3585 has been observed by Chandra ACIS-S detector five times-
first in the year 2001 (Obs ID 2078), second in the year 2008(Obs ID 9506) and then three times in the year
2018 (Obs ID 19332, Obs ID 21034, Obs ID 21035). The detail Chandra observational log of NGC 3585 is
given in Table 1. The data reduction and analysis were done using CIAO 4.14 and HEASOFT 6.30.1. For
each of the observation data sets, using acis set ardlib, observation-specific bad pixel lists were set in the ardlib
parameterfile. Figure 1 shows a three-color X-ray image of the galaxy NGC 3585 which is created by using CIAO
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Table 1. Chandra ACIS-S Observation log for NGC 3585

Galaxy Distance ObsId∗ Exposure Observation Year N(≥ 100)∗∗

(Mpc) (ks)
NGC 3585 20.0 2078 36 2001-06-03 2

9506 60 2008-03-11 1
19332 62 2018-03-13 1
21034 30 2018-03-14 -
21035 30 2018-03-15 -

∗ObsID - Chandra Observation ID ; ∗∗N-number of sources with net counts ≥ 100

tools dmcopy and dmimg2jpg. The soft X-rays with energy ≈ (0.3− 1.0keV ), medium X-rays ≈ (1.0− 2.0keV )
and hard X-rays ≈ (2.0− 8.0keV ) are represented in red, green and blue respectively. X-ray point sources were
extracted from the level 2 event lists by using the CIAO source detection tool Wavdetect. Using a combination of
CIAO tools and calibration data, the source (and background) spectrum were extracted. Spectra were grouped
and rebinned so that each bin had a minimum of 15 counts. The spectral analysis was done using spectral
fitting package XSPEC version 12.12.1, available in the Heasoft package. Sources with counts ≥ 100 are chosen
for the spectral analysis so that spectral parameters could be constrained properly while using two-parameter
model. With this criteria, we detected two new Ultraluminous X-ray sources - CXOUJ111306.0-264825 (X-1)
and CXOUJ111325.3-264732 (X-2). The spectra of the two sources are fitted in the energy range 0.3 -8.0 keV
using two empirical spectral models - the absorbed power law and an absorbed disk-blackbody. XSPEC model-
phabs was used to take into account the absorption in the spectrum. While fitting the spectra, the hydrogen
column density (nH) was generally set free to vary, however for those cases when the estimated nH was much
lower than the average Galactic value, it was frozen to the Galactic value ∼ 4.96×1020cm−2. Since the number
of counts in each sectrum was typically low, C statistics were used for the analysis. A measure of the goodness
of fit is determined by C-stat/(degrees of freedom(dof)), which should be approximately one. The intrinsic
bolometric luminosity is a good parameter for the study and identification of the ULXs, so from the model
parameters and the distance to the galaxy, the bolometric luminosity of the point sources are estimated for the
disk-blackbody model. However for power-law model, the luminosity in the 0.3-8.0 keV range are estimated.

Using the disk blackbody model, the mass of the compact object harboured by the ULXs can be indirectly
estimated. So, for ULXs at few mega parsec, to roughly estimate the black hole mass, we assume the inner-disk
radius, Rin ∼ 10 GM/c2. The inner disk radius, Rin is then computed from normalization of the disk black
body component using the distance to the source D=20 Mpc, and taking the viewing angle, cos i=0.5, and color
factor, f=1.7 [14]. Thus the mass of the compact object harbored by the corresponding ULX is estimated.

Figure 1. Three-colour X-ray image of NGC 3585 (ObsID 2078): Red represents soft X-ray emission (0.3–
1 keV), green represents medium-hard X-rays (1-2 keV) and blue denotes hard X-rays (2-8 keV). X-1 is repre-
sented by the circle in cyan and X-2 by the box in cyan.

3. RESULTS AND DISCUSSION

Two new Ultraluminous X-ray sources - CXOUJ111306.0-264825 (X-1) and CXO-UJ111325.3-264732 (X-
2) were identified whose details are tabulated in Table 2. Both the sources were estimated to have X-ray
luminosities, Lx,≥ 1039 erg s−1, probably considered both the sources to be ULX. The spectral properties of
the ULX sources as estimated by the two models are tabulated in Table 3.
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Table 2. Details of the X-ray sources

Source Source name R.A.∗ Decl.∗∗ ObsId Counts

X-1 CXOUJ111306.0-264825 +11:13:06.04 -26:48:25.34 2078 220

9506 358

X-2 CXOUJ111325.3-264732 +11:13:25.32 -26:47:31.67 2078 142

19332 124

∗R.A - in (hours, minutes and seconds); ∗∗Decl. in (degrees, arcminutes and arcseconds)

Table 3. Spectral properties of the two ULXs (X-1 and X-2)

Powerlaw Disk-blackbody

Source Obs Id. nH Γ log(Lx) Cstat/dof nH KTin log(Lx) Cstat/dof

(1022cm−2) (ergs s−1) (1022cm−2) keV (ergs s−1)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

X-1 2078 0.0496∗ 1.69+0.20
−0.18 39.44+0.06

−0.07 13.78/10 0.0496∗ 0.98+0.25
−0.23 39.69+0.07

−0.08 34.19/10

X-1 9506 0.07+0.09
−0.06 1.74+0.34

−0.24 39.50+0.05
−0.03 12.31/19 0.0496∗ 0.95+0.16

−0.16 39.69+0.04
−0.05 26.37/19

X-2 2078 0.27+0.19
−0.16 2.65+0.73

−0.63 39.46+0.34
−0.19 4.64/5 0.03+0.11

−0.03 0.79+0.26
−0.18 39.42+0.08

−0.05 6.40/5

X-2 19332 0.53+0.72
−0.48 2.17+0.97

−0.78 39.33+0.53
−0.18 5.83/4 0.07+0.48

−0.06 1.34+0.68
−0.45 39.37+0.09

−0.06 6.63/4

* Freeze to the Galactic hydrogen Column density ∼ 4.96 × 1020cm−2

Columns: (1): Source (2): Observation ID. (3): nH , equivalent hydrogen column density. (4): Γ,the powerlaw photon index. (5):(Lx),X-ray luminosity

in the 0.3 -8.0 keV energy range, (6): Cstat/Degrees of freedom. (7): nH , equivalent hydrogen column density. (8): KTin,the inner disk temperature.

(9):(Lx), bolometric X-ray luminosity. (10):Cstat/Degrees of freedom.

The observed normalized net count distribution of these sources as fitted with powerlaw model and disk
blackbody model are shown in Figure 2 and Figure 3. The detail study and findings of the the two newly
detected ULXs are discussed below.

Figure 2. Powerlaw Spectra of the two ULXs (X-1 and X-2) at different epochs
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Figure 3. Disk blackbody Spectra of the two ULXs (X-1 and X-2) at different epochs

3.1. CXOUJ111306.0-264825 (X-1)

CXOUJ111306.0-264825 (X-1) has been detected in two of the Chandra observations of NGC 3585. In the
year 2001 observation (ObsId 2078), the spectrum of X-1 is found to prefer the powerlaw model than the disk
blackbody model. In this epoch of observation, X-1 is found to be spectrally hard with a powerlaw photon
index (Γ) ∼ 1.69. However, both the models estimate the X-ray luminosity of this source to be in the ULX
range with few times 1039 erg s−1. After a period of 7 years in the year 2008 observation (ObsId 9506) also,
the spectrum of X-1 remains hard with powerlaw photon index (Γ) ∼ 1.74, while the inner disk temperature
(kTin), as explained by the disk blackbody model remains around ∼ 1 keV in both the observations. In the
later observation, both the models could well explain the spectra of X-1, but with a slight preference to the disk
blackbody model. In both the two epochs, the luminosity of X-1 is almost consistent.

The radiative mechanism of this hard ULX, X-1, may be due to inverse comptonization of soft photons
near the accretion disk. But, if we try to explain the spectra of X-1 with the disk blackbody model as being
seen to slightly prefer this model in the case of ObsID 9506, then with the assumption of isotropic emission,
the mass of the compact object harbored by this ULX is estimated to be in the stellar mass BH which is likely
accreting at sub-Eddington rate.

3.2. CXOUJ111325.3-264732 (X-2)

CXOUJ111325.3-264732 (X-2) has been detected in four Chandra observations - ObsId 2078 of the year
2001, ObsIds 19332, 21034 and 21035 of the year 2018. However the net source counts in the observations -
ObsIds 21034 and 21035 were only 57 and 38 respectively. So due to this very low counts, the spectrum could
not be fitted properly as the number of variable parameters exceeds the number of bins. Hence for the present
study, we consider the spectra of X-2 only in the two epochs of observation with ObsIds - 2078 and 19332.
The spectra of X-2 can equally be well explained by both the models in both these epochs of observations. In
the year 2001 observation, its spectra was relatively soft with an inner disk temperature, kTin ∼ 0.79 keV as
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Figure 4. Spectral state transitions in X-2

explained by the disk blackbody model, which after a period of nearly 17 years in the ObsId 19332, the spectra
becomes slightly harder with kTin ∼ 1.34 keV (Figure 4).

However, within error limits, this hardening of the spectrum within a period of 17 years is not very signifi-
cant. In both the epochs of observation, the powerlaw photon index(Γ) ≈ 2, within error limits. The luminosity
of X-2 almost remain consistent in both the epochs. With the assumption of isotropic emission and explain by
disk blackbody model, the spectral parameters of X-2 in its relatively softer state with kTin ∼ 0.79 keV and
bolometric luminosity ∼ 2.51×1039erg s−1(ObsId 2078), estimates a black hole of mass, MBH ∼ 44.85+82.11

−25.92M⊙
accreting at ∼ 0.42 times the Eddington limit.

3.3. Temporal property of the ULXs

As investigated in its various epochs of observation, the two detected ULXs were found to have no long-
term variability in their luminosity . Bachetti et al.(2014)[33] reported for a variable ULX spatially coincident
with a pulsating neutron star whose X-ray luminosity can reach upto 1.8×1040erg s−1 in the 0.3 -10 keV range.
This implies for certain variable ULXs to be neutron star candidates which are super-accretors. As such, to
check the presence of any short-term/kiloseconds variability for the two ULXs detected in the present study,
temporal analysis was carried out. The lightcurve of X-1 and X-2 binned over 0.5, 1, 2 and 4 ks for each of
the Chandra observations in which these two ULXs are detected, are shown in Figure 5 and Figure 6 respectively.

For CXOUJ111306.0-264825 (X-1), in all these time bins, the probability for the count rate being a con-
stant during the observation with ObsID 2078 is all greater than 0.045 and that in the observation with ObsID
9506 is all > 0.31. Likewise for CXOUJ111325.3-264732 (X-2) also, in all these time bins, the probability for the
count rate being a constant during the observation with ObsID 2078 is all > 0.73 and that in the observation
with ObsID 19332 is all > 0.24. For, the sources to be variable, their variability probability should be ≥ 99% or
rather the probability for their count rate being constant should be less than 0.01 (1 %), which is not so in case
of X-1 and X-2 in the present study. This clearly shows the absence of any short-term variability in kilo-seconds
time-scales in both the two newly detected ULXs- CXOUJ111306.0-264825 and CXOUJ111325.3-264732 with
the currently available Chandra data. So, it is indicative that these two ULXs in NGC 3585 is more likely to
be static sources both in long-term (years) as well as short-term (kiloseconds) scales.

However, due to limited timing capabilities of many sensitive X-ray instruments aboard X-ray satellites,
the transient nature of pulsations of many variable sources have eluded detections. So, a more detail future
work with high quality data from other missions may enable us to ascertain the real physical nature of these
two ULXs and many more such ULXs in more details.
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Figure 5. Lightcurve of CXOUJ111306.0-264825 (X-1) in its two epochs - ObsID 2078 and ObsId 9506, in
different time bins (500 s, 1000 s, 2000 s and 4000 s)
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Figure 6. Lightcurve of CXOUJ111325.3-264732 (X-2) in its two epochs - ObsID 2078 and ObsId 19332, in
different time bins (500 s, 1000 s, 2000 s and 4000 s)
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4. CONCLUSION

We present the results of spectral and timing analysis of the X-ray point sources in the galaxy NGC 3585
as observed by Chandra in different epochs. NGC 3585 is least studied in X-rays and the point sources in NGC
3585 are hardly reported. Two point sources- CXOUJ111306.0-264825 (X-1) and CXOUJ111325.3-264732 (X-2)
with net source count > 100 were detected and thus considered for the present study. The spectra of the two
sources were fitted with two empirical models - the absorbed power law and an absorbed disk black-body. The
ULX source, X-1, was observed in two Chandra observational epochs with a gap of nearly 7 years. In both the
epochs, X-1 is found to be spectrally hard with an inner disk temperature, kTin ∼ 1 keV as explained by the
disk blackbody model and a powerlaw photon index, Γ,∼ 1.69 as explained by the powerlaw model.

However in both the epochs, its bolometric luminosity was nearly constant at around 4.89× 1039erg s−1,
showing an absence of long term variability with the available Chandra data. ULX source, X-2, is being studied
here in two Chandra epochs at a gap of nearly 17 years. X-2 seem to have some sort of spectral hardening within
a period of 17 years, however this hardening of the spectrum is not very significant within error limits. In both
the epochs, X-2 also have almost nearly consistent bolometric luminosity around 2.51 × 1039erg s−1, thereby
showing no evidence of long term variability in years scale. The spectral parameters of X-2 in its relatively softer
state with kTin ∼ 0.79 keV (ObsId 2078), estimates a black hole of mass, MBH ∼ 44.85+82.11

−25.92M⊙ accreting at
sub-Eddington limit. Timing analysis of both X-1 and X-2 reveals no short-term/kilo-seconds variability in these
two ULXs. Hence with the available Chandra data, both the two detected ULXs seems to be nearly static sources
both in long-term as well as short-term scales. However, a more detail future work with high quality data from
other missions may enable us to ascertain the real physical nature of these two ULXs and many more such ULXs.
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ÑÏÅÊÒÐÀËÜÍÅ ÒÀ ×ÀÑÎÂÅ ÄÎÑËIÄÆÅÍÍß ÍÅÙÎÄÀÂÍÎ ÂÈßÂËÅÍÈÕ
ÄÆÅÐÅË ÓËÜÒÐÀÑÂIÒÎÂÎÃÎ ÐÅÍÒÃÅÍIÂÜÑÎÃÎ ÂÈÏÐÎÌIÍÞÂÀÍÍß Â NGC 3585

Ç ÂÈÊÎÐÈÑÒÀÍÍßÌ ÐIÇÍÈÕ Chandra ÑÏÎÑÒÅÐÅÆÅÍÜ
Ñ. Ðiòà Äåâia, À. Ñåíüîðèòà Äåâib, Àòði Äåøàìóõüÿa

aÀññàìñüêèé óíiâåðñèòåò, Ñië÷àð, Àññàì, Iíäiÿ
bÌàíiïóðñüêèé óíiâåðñèòåò, Êàí÷iïóð, Ìàíiïóð, Iíäiÿ

Öÿ ðîáîòà ìà¹ íà ìåòi âèâ÷èòè ðàíiøå íåâèâ÷åíi äæåðåëà óëüòðàñâiòîâîãî ðåíòãåíiâñüêîãî âèïðîìiíþâàííÿ (ULX)
ó ãàëàêòèöi NGC 3585 ó ðiçíi åïîõè ¨¨ ñïîñòåðåæåííÿ Chandra. Òóò ìè ïîâiäîìëÿ¹ìî ïðî âèÿâëåííÿ äâîõ íîâèõ ULX,
à ñàìå. CXOUJ111306.0-264825 (X-1) i CXOUJ111325.3-264732 (X-2) ç ¨õíüîþ áîëîìåòðè÷íîþ ñâiòíiñòþ > 1039 s−1

ó ðiçíèõ ñïîñòåðåæåííÿõ Chandra . Áóëî âèÿâëåíî, ùî X-1 ¹ ñïåêòðàëüíî æîðñòêèì ULX â îáèäâi åïîõè, êîëè âií
áóâ âèÿâëåíèé. Ïðîòå â ULX, X-2 ñïîñòåðiãàëîñÿ íåâåëèêå ïîñèëåííÿ ñïåêòðiâ ïðîòÿãîì 17 ðîêiâ. Ïðèïóñêàþ÷è
içîòðîïíå âèïðîìiíþâàííÿ òà ïîÿñíþþ÷è ìîäåëü ÷îðíîãî òiëà äèñêà, ñïåêòðàëüíî ì'ÿêøà åïîõà X-2 iç âíóòðiøíüîþ
òåìïåðàòóðîþ äèñêà kTin ∼ 0,79 êåÂ i áîëîìåòðè÷íîþ ñâiòíiñòþ ∼ 2, 51× 1039 s−1 îçíà÷à¹, ùî X-2 æèâèòüñÿ âiä
êîìïàêòíîãî îá'¹êòà, îáîâ'ÿçêîâî ÷îðíî¨ äiðè ç ìàñîþ MBH ∼ 44, 85+82,11

−25,92M⊙ çáiëüøó¹òüñÿ ó ∼ 0,42 ðàçè âiä ìåæi
Åääiíãòîíà. Êðèâà ñâiòëà X-1 i X-2, çãðóïîâàíà íà 500 ñ, 1 êñ, 2 òèñ. i 4 òèñ. Çàãàëîì îáèäâà âèÿâëåíi ULX ¹ ìàéæå
ñòàòè÷íèìè äæåðåëàìè ÿê ó äîâãîñòðîêîâîìó (ðîêè), òàê i â êîðîòêîñòðîêîâîìó (êiëîñåêóíäè) ÷àñîâîìó ìàñøòàái
ç íàÿâíèìè íà äàíèé ìîìåíò ñïîñòåðåæåííÿìè Chandra.
Êëþ÷îâi ñëîâà: àêðåöiÿ, àêðåàöiéíi äèñêè; ãàëàêòèêè: îêðåìi (NGC 3585); ðåíòãåíiâñüêi ïðîìåíi: áiíàðíi
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The event distribution over the excitation energy of a system of two α-particles (Ex) is measured for the reaction
16O(γ,4α). It is found that an intermediate excited 8Be nucleus is formed, and the channels of the 8Be nucleus ground
state (GS) formation are extracted. After the separation of the GS 8Be nucleus, a broad maximum with a center
at ∼ 3 MeV appears in the distribution of Ex, which may correspond to the first excited state of the 8Be nucleus. There
are two possible channels for the formation of this state in the reaction - γ + 16O → α1 + 12C* → α1 + α2 + 8Be* →
α1 + α2 + α3 + α4 and γ + 16O → 8Be* + 8Be* → (α1 + α2) + (α3 + α4). Each decay mode is reduced to several
two-particle systems. For a comprehensive study of the channel for the formation of the first excited state of the 8Be
nucleus in the 16O(γ,4α) reaction, a kinematic model for calculating the parameters of α-particles has been developed.
The model is based on the assumption of a sequential two-particle decay with the formation of intermediate excited states
of 8Be and 12C nuclei. For the kinematic model of the 16O(γ,4α) reaction, a graphical application was created in the
Python programming language. The matplotlib library is used for data visualization. To generate random values, a set
of functions from the standard random library of the Python programming language is used. Monte Carlo simulations
of several distributions for one parameter with a given numerical function were performed. Several excited states of the
12C and 8Be nuclei can contribute to the reaction. The created scheme allows us to choose the relative contribution for
each channel of decay, as well as the contribution of a separate level in each channel. To correctly comparison of the
experimental data and the results of the kinematic calculation, the α-particles were sorted by energy in such a way that
T1

sort > T2
sort > T3

sort > T4
sort. As a result of comparing the experimental and calculated data, it was determined that

predominantly occurs the process γ + 16O → α1 + 12C* → α1 + α2 + 8Be* → 4α with the formation of the 12C nucleus
in states with E0 = 13.3 MeV, E0 = 15.44 MeV, and the 1st excited state of the 8Be nucleus with E0 = 3.04 MeV. The
conditions for the identification of α-particles in the experiment for each decay of the stage are determined.

Keywords: photonuclear reactions; diffusion chamber; the excited states of 8Be and 12C nuclei

PACS: 25.20.-x

1. INTRODUCTION

The study of photonuclear reactions of total α-decay is of particular interest for studying the properties
of virtual α-cluster structures in nuclei [1, 2], their influence on the mechanism of nuclear reactions and on
the dynamics of α-synthesis in the Universe [3]. In particular, the study of 8Be, 12C, and 16O nuclei as 2-, 3-,
and 4-α-cluster structures, respectively, is important for estimating the abundance of elements in the Universe
through the process of stellar nucleosynthesis. The α-shaped cluster is the most probable because it has the
highest binding energy and is compact enough to fit into the inter-nucleon distance in the nucleus [4]. In
addition, the α-particle is a crucial ingredient in the concept of the Ikeda diagram [5], where highly clustered
states are predicted by excitation energies around energy thresholds for decay into specific cluster channels.

In recent years, the interest in understanding the structure of α-cluster nuclei (12C and 16O) has been
significantly renewed and numerous theoretical calculations have been performed using various non-relativistic
macroscopic and microscopic methods - the antisymmetrized molecular dynamics (AMD) [6], the fermionic
molecular dynamics (FMD) [7], the Bose-Einstein condensate cluster model [8], the no-core shell model [9], the
algebraic cluster model (ACM) [10] and others. Despite the general agreement on the structure of the ground
state of nuclei, there is no consensus on the structure of the excited states of the nucleus. The models do not
necessarily contradict each other; it is just that each model is too narrow in scope.

Also, in theoretical calculations, there are differences in the interpretation of the reaction mechanism,
taking into account the possible realization of partial channels: 4α, α+12C*, 8Be*+8Be*.

The experimental study of the 16O(γ,4α) reaction has been repeatedly carried out under irradiation of
nuclear photographic plates with both monochromatic γ-quanta from reverse reactions and radioactive sources,
and exposed to a beam of bremsstrahlung photons [11-15]. The previously obtained data have low statistics
and a significant scatter over the full cross section. In the study of the reaction, the relative contribution of the
channels for the formation of intermediate excited states of 8Be nuclei was mainly estimated.
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In the present work, we continue [16, 17] the study of the 16O(γ,4α) reaction. The results given here were
obtained by using a diffusion chamber [17] placed in a magnetic field and exposed to a beam of bremsstrahlung
photons, their endpoint energy being 150 MeV. Earlier, a narrow near-threshold maximum was found in the
excitation energy distribution of the 2α-particle system for all events, which corresponds to the formation of
the ground state (GS) of the 8Be nucleus. In [16], a partial channel for the formation of the ground state
was identified and it was determined (distribution by the excitation energy of the 3α-particle system) that an
intermediate excited state of the 12C nucleus could be formed in two levels (E0 = 7.65 MeV and 10.3 MeV).

The excitation energy of a system of several α-particles (n) was defined as

Ex(n · α) = Meff − (n ·mα −Qn·α) (1)

where Meff is their effective mass, mα is the mass of the α-particle, and Qn·α is the decay threshold. The
histograms in Fig.1 shows the distribution of the dependence of events on the excitation energy for: a) two α-
particles Ex(2α) and b) three α-particles Ex(3α). In Fig.1 shows the distributions of events without combinations
that correspond to the formation of GS [16].

For the four final α-particles, there are 6 combinations of 2α-particle system (one resonant and 5 back-
ground) and 4 combinations of 3α-particle system (one resonant and 3 background). From these combinations,
for each event, it is impossible to choose in advance a combination that can correspond to the production of
excited 8Be and 12C nuclei. Therefore, the distributions in Fig.1 shows all values of the combinations for each
event.
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Figure 1. Distribution of events by excitation energy: a) 2α-particles, b) 3α-particles.

It should be noted that in Figs.1a and 1b, no obvious resonance structure is observed and all possible
combinations lie in a wide range both in terms of Ex(2α) and Ex(3α).

2. METHOD OF KINEMATIC CALCULATION OF THE 16O(γ,4α) REACTION

To determine the decay channel and reliably identification of α-particles in the experiment, a program for
calculating the kinematic parameters of α-particles was created. Under the assumption of sequential decay with
the formation of intermediate excited states, multiple reactions can be represented as a sequence of two-particle
acts. In this case, the calculation of the reaction kinematics can be reduced to several tasks of generating particle
parameters. In the system of the center of mass of a two-particle reaction, the kinematics is determined by the
fact that, regardless of the specific type of interaction, the reaction products scatter at an angle of 180◦ and
have an equal modulus momentum, and their energies depend only on the masses of the particles and the total
energy of the system. For the reaction of 16O(γ,4α), sequential two-particle decay is possible via two channels:
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γ + 16O → α1 + 12C* → α1 + α2 + 8Be* → α1 + α2 + α3 + α4 (I)
γ + 16O → 8Be* + 8Be* → (α1 + α2) + (α3 + α4) (II)
Each decay mode is reduced to several two-particle systems:
- (γ + 16O) – the initial,
- (α1 + 12C*) or (8Be* + 8Be*) – the first intermediate,
- (α2 + 8Be*) – the second intermediate,
- (α + α) – the final.
The mathematical calculation is based on the literature data on the parameters of the levels of 12C and

8Be nuclei and the corresponding assumptions about the angular distributions in the center of mass (c.m.) of
the reaction and the particles in a system at rest (s.r.) of the intermediate nucleus.

For the kinematic model of the 16O(γ,4α) reaction, a graphical application was created in the Python
programming language on the platform of the Tkinter graphics library.

The matplotlib library is used for data visualization.
To generate random values, a set of functions from the standard random library of the Python programming

language is used. Monte Carlo simulations of several distributions for one parameter with a given numerical
function were performed.

For the initial system, the distribution of the number of events from the energy of γ-quanta N(Eγ) was
taken from this experiment, and random values of Eγ were generated by the random.choice() function.

Several excited states of the 12C and 8Be nuclei can contribute to the reaction. The created scheme allows
us to choose the relative contribution for each channel (I) or (II), as well as the contribution of a separate
level in each channel. For this purpose, the random.randint(0,100) function was used, which creates arbitrary,
uncorrelated numbers evenly distributed in the range from 0 to 100.

The excitation curves f(Ex) of the states of the nuclei 12C and 8Be were taken as Gaussian functions
with the maximum position E0 and the half-width at half-height Γ from the compilation of spectroscopic data.
Random values were generated by the random.gauss(E0,Γ) function.

In Fig.1a shows that the events are concentrated at E0(2α) ∼ 3 MeV, which coincides with the 1st excited
state of the 8Be nucleus (E0 = 3.04 MeV, Γ = 1.5 MeV [18]). To describe E0(3α) in Fig.1b, two broad levels
of the 12C nucleus with E0 = 13.3 MeV, Γ = 1.7 MeV and E0 = 15.44 MeV, Γ = 1.77 MeV were chosen [19].
These levels have spin-parity 4+ and 2+ with isotopic spin T = 0, which is important for α-particle decay.

The parameters of the particles at the first intermediate stage were determined. In the non-relativistic
approximation, in the case of a two-particle channel, the law of conservation of energy is Eγ = TP1 + TP2 +
Ex + Q, where T is the kinetic energy of particles P1 and P2 (P1 = α1, P2 = 12C or P1 = 8Be, P2 = 8Be),
Ex is the excitation energy of the intermediate particle (Ex(

12C) in the case of channel (I) or Ex = Ex(
8Be1) +

Ex(
8Be2) for channel (II)), and Q is the energy threshold of the corresponding channel.
Using a two-particle channel and an unambiguous connection between the particles, we obtain:

TP1 =
MP1

MP1 +MP2
(Eγ −Q− Ex) (2)

The polar (θ) and azimuthal (ϕ) angles were generated and the kinematic parameters P1 and P2 in the
c.m. were fully determined.

At the second stage, the kinematic parameters of the decaying particles were determined in a similar way,
but in the s.r. of the intermediate excited nucleus (12C* → α2 + 8Be* for channel (I) or 8Be1 → α1 + α2 and
8Be2 → α3 + α4 for channel (II)). Using the value of the intermediate excited nucleus in c.m. determined at
the first stage of decay, the parameters of decaying particles were also converted to c.m.

If necessary, at the third stage, the kinematic parameters of the final decaying particles were determined
in the s.r. of the next intermediate excited nucleus (for channel (I), the final two-particle system 8Be → α3 +
α4, which were converted to c.m. using the parameters of the excited nucleus determined at the second decay
stage according to the above scheme.

Further, for both channels, the kinematic parameters of α-particles were converted from the c.m. reaction
to the laboratory reference frame and the laws of conservation of energy and momentum were checked. An
event was considered to be formed if it complied with these conservation laws.

In Figs.1a and b, the solid curve represents the distributions of all combinations of 2α- and 3α-systems
for channel (I), and the dashed curve for channel (II). We generated 106 events for each of the channels. The
results of the kinematic modeling are normalized by the area per experiment. It is clear from the figures that
qualitatively the simulation results for channel (I) better describe the experimental data.

3. SORTING α-PARTICLES BY ENERGY. ANGULAR AND ENERGY CORRELATIONS
OF αα-PARTICLE PAIRS

To correctly comparison of the experimental data and the results of the kinematic calculation, the α-
particles were sorted by energy in such a way that T1

sort > T2
sort > T3

sort > T4
sort.
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Consider the relative contribution of the sorted α-particles to the total reaction energy, which was defined
as T0 = Eγ - Q, where Q is the energy threshold of the reaction under study. The experimental value of the
energy Taver was determined for particles falling into the MeV interval T0, the points are placed in the middle
of the interval. In Fig.2 shows the distribution of Taver: squares for T1

sort, circles for T
2
sort, triangles for T

3
sort,

and stars for T4
sort.

The linear function fit was performed and the coefficients of the relative contribution of particles to the
total energy were determined to be 0.409, 0.303, 0.190, and 0.098 for T1

sort, T
2
sort, T

3
sort, T

4
sort, respectively.

It should be noted both the linear dependence of the distributions and some consistency (change to ∼ 0.1) in
these coefficients.

The results of the kinematic calculation with the above sorting procedure are shown in Fig.2 - solid lines
for channel (I) and dashed lines for channel (II). The figure shows that qualitatively, for all 4 α-particles, the
best agreement is observed in the case of channel (I).
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Figure 2. Distribution of events by the average energy of the α-particles. Dots - experimental value, solid
lines - channel (I), dashed lines - channel (II).

For a more detailed comparison of the modeling results, a comparison was chosen by the angle of departure
and relative energy of the α-particles pair. Two maximum and two minimum pairs were chosen as reference
pairs: (α1

sort, α
2
sort) and (α3

sort, α
4
sort), which may show different types of dependencies.

The angle of departure of two α-particles (i and j) was defined as

θij =
P⃗i · P⃗j

|Pi| · |Pj |
(3)

where P is the momentum vector of α-particles, and P is their momentum modulus.
The relative energy of a pair of α-particles was determined as

εij =
Ti + Tj

T0
(4)

In Fig.3a, the dots represent the distribution of the dependence of the number of events on the angle of
departure of the 2α-particle system θαα, and Fig.3b - the distribution of events by the relative energy of the
2α-particle system εαα. Open points are α1

sort+α2
sort, closed points are α3

sort+α4
sort. The solid lines represent

the results of the calculation within the channel (I), and the dashed lines represent the results of the calculation
within the channel (II). The modeling results are normalized to the experiment by area.

The general conclusion can be drawn as follows: the distributions within channel (I) are in good agreement
with the experimental data, while the distributions within channel (II) for both θαα and εαα differ in terms of
the position of the maxima.

4. IDENTIFICATION OF α-PARTICLES IN THE DECAY CHANNEL
OF THE 16O(γ, α)12C* REACTION

After choosing the most probable decay channel, the main task is to identify α-particles in the experiment,
taking into account the fact that a sequential two-particle decay is taking place. It should be noted that this
decay leads to a direct relationship of the kinematic parameters in the c.m. reaction. At the first intermediate
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Figure 3. a) distribution of events by the angle of departure of the 2α-particle system, b) distribution of events
by the relative energy of the 2α-particle system. Solid lines - channel (I), dashed lines - channel (II).

stage for Tα1 from Eq.(2):

Tα1 =
M12C

Mα +M12C
(Eγ −Qα12C − Ex(

12C)) (5)

There is also a relationship at the second intermediate stage:

Tα2 + T8Be −
Mα

M12C
Tα1 = Ex(

12C))− Ex(
8Be))−Qα8Be (6)

where M12C – the mass of carbon, and Qα12C = 7.16 MeV and Qα8Be = 7.37 MeV – the decay thresholds of the
16O → α + 12C and 12C → α + 8Be reactions, respectively. The discrete levels of 8Be (E0 = 3.04 MeV) and
12C (E0 = 13.3 MeV and E0 = 15.44 MeV) [18, 19] lead to the appearance of some special values of α-particle
energy. Thus, at low Eγ , one should expect a small Tα1 (Eq. 5); and with the growth of Eγ , there is a significant
increase in the value of Tα1 and, accordingly, a change in the growth rate of Tα2 (Eq. 6).

In Fig. 4a shows the distribution of the average energy (Taver) of α-particles depending on the total energy
T0 in channel (I) - γ + 16O → α1 + 12C* → α1 + α2 + 8Be* → α1 + α2 + α3 + α4. In this figure, unlike to
Fig.2, the numbering of α-particles corresponds to their sequence of formation. The distribution is shown for:
Tα1 - squares, Tα2 - circles, Tα3 - triangles, Tα4 - stars.

The average energy distributions of α-particles can be divided into three intervals: T0 < 7 MeV, T0 = 7–
11 MeV, and T0 > 11 MeV. And while there is a certain regularity in the behavior of the distributions in the
first and third intervals, the second interval is characterized by a sharp increase in the relative contribution
coefficient of Tα1. The behavior of α2-, α3-, α4-particles is due to the fact that they are formed in the process
of decay of discrete levels of 12C and 8Be nuclei. Therefore, their dependence has a low growth rate.

At the first stage of the identification, the conditions for the identification of two α-particles (α3, α4)
forming the 8Be nucleus in the 1st excited state with E0 = 3.04 MeV were chosen.

All α-particles are reliably identified at T0 < 7 MeV: - the α1-particle has the minimum energy, while the
α3, α4-particles have the maximum energy (their distributions are close in value).

Furthermore, the figure shows that at T0 > 11 MeV, all α-particles are also reliably identified: the α1-
particle already has the maximum energy, while α3-, α4-particles have the minimum energy.

In the range of 7-11 MeV, the α2-particle has the maximum energy. In the narrow interval (9-11 MeV),
when Eγ - Qα12C > Ex(

12C) (Eq. (5)), the relative contribution of the α1-particle increases rapidly and all
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Figure 4. a) distribution of events by the average energy of α-particles in the channel α + 12C*, b) distribution
of the relative magnitude of τ from the total energy T0.

α-particles account for the same contribution of total energy. It was assumed that a pair of α-particles (α3, α4)
is the pair with an excitation energy closer to E0(

8Be) = 3.04 MeV. Statistically, less than 7% of all events are
in this range.

Thus, at the first stage of identification, two α-particles corresponding to the formation of the 8Be nucleus
were identified with high confidence.

At the second stage, the angle of departure in the α1 + α2 + 8Be system (θij) was used to correctly identify
α1- and α2-particles. At low energies (T0 < 11 MeV), the α2 + 8Be the angle of departure should be larger
(since the two-particle decay 12C* → α2 + 8Be occurs) and, obviously, larger than the α1 + 8Be scattering
angle, which is close to the phase distribution. At high energies (T0 > 11 MeV), due to the high energy of Tα1

and to fulfill the laws of conservation of energy and momentum, the angle of departure of α1 + 8Be is already
larger than the angle of departure of α2 + 8Be.

In Fig. 4b shows the distribution by the relative value of τ = εij ·θij/180°, where εij and θij were determined
by (Eq. 3) and (Eq. 4), respectively. For the correctness of comparison, the angle of departure was normalized to
180◦. Open circles are for the pair α1+

8Be, closed circles are for the pair α2+
8Be. As expected, the distributions

have different angles of change and, therefore, the α1- and α2-particles can be separated in different T0 intervals:
at T0 < 10.5 MeV - τ(α1+

8Be) > τ(α1+
8Be), and conversely at T0 > 10.5 MeV.

Thus, conditions were obtained under which experimental α-particles can be identified with high confidence
in the decay channel α1 + 12C* → α1 + α2 + 8Be* → α1 + α2 + α3 + α4.

In Fig. 5 shows the experimental [16, 17] distribution of events by excitation energy: a) 2α-particles,
b) 3α-particles. The distributions were obtained using the set of conditions defined above for the identification
of α-particles. Compared to Fig.1, only resonant combinations are shown.

The fitting with Gaussian functions was performed and the positions of the maxima and their widths were
determined: E0(2α) = 3.06 ± 0.22 MeV, Γ = 1.95 ± 0.14 MeV (Fig. 5a); E0

1(3α) = 13.13 ± 0.26 MeV,
Γ1 = 1.64 ± 0.31 MeV and E0

2(3α) = 15.56 ± 0.27 MeV, Γ2 = 1.86 ± 0.33 MeV (Fig. 5b), which are consistent
with the data of spectroscopic studies [18, 19] within the error.

5. CONCLUSION

In the 16O(γ,4α) reaction, a detailed study of the formation of final particles has been performed. For the
events, after the channel for the formation of the ground state of the 8Be nucleus has been isolated, distributions
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Figure 5. Distribution of events by excitation energy: a) 2α-particles, b) 3α-particles. The decay channel γ
+ 16O → α1 + 12C* → α1 + α2 + 8Be* → α1 + α2 + α3 + α4.

of 2 and 3 combinations of α-particles have been constructed. Due to the inseparability of α-particles, it is
difficult to separate the resonant combination from the background ones.

To determine the most probable decay channel and identify the particles at each stage of decay, a kinematic
model of the 16O(γ,4α) reaction was created assuming a sequential two-particle process with the formation of
intermediate excited states of 8Be and 12C nuclei. To compare the experimental data and modeling results,
α-particles were sorted by energy T1

sort > T2
sort > T3

sort > T4
sort in both data sets (experimental and calculated).

It was determined that the experimental data can be mainly described within the process γ + 16O →
α1 + 12C* → α1 + α2 + 8Be* → α1 + α2 + α3 + α4 with the formation of the 12C nucleus in states with
E0 = 13.3 MeV, E0 = 15.44 MeV, and the 1st excited state of the 8Be nucleus with E0 = 3.04 MeV.

The identification of α-particles corresponding to each stage of the chosen decay process was performed.
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ÊIÍÅÌÀÒÈ×ÍÈÉ ÐÎÇÐÀÕÓÍÎÊ ÐÅÀÊÖI� 16O(γ,4α)
Ñåðãié Àôàíàñü¹â

Íàöiîíàëüíèé Íàóêîâèé Öåíòð �Õàðêiâñüêèé Ôiçèêî-Òåõíi÷íèé Iíñòèòóò�,

âóë. Àêàäåìi÷íà, 1, Õàðêiâ, 61108, Óêðà¨íà

Â ðåàêöi¨ 16O(γ,4α) âèìiðÿíî ðîçïîäië ïîäié çà åíåðãi¹þ çáóäæåííÿ (Ex) ñèñòåìè äâîõ α-÷àñòèíîê. Âèçíà÷åíî,
ùî óòâîðþ¹òüñÿ ïðîìiæíå çáóäæåíå ÿäðî 8Be, âèäiëåíî êàíàë óòâîðåííÿ îñíîâíîãî ñòàíó (ÎÑ) ÿäðà 8Be. Ïiñëÿ
âèäiëåííÿ ÎÑ ÿäðà 8Be ó ðîçïîäiëi çà Ex ïðîÿâëÿ¹òüñÿ øèðîêèé ìàêñèìóì ç öåíòðîì ïðè ∼ 3 ÌåÂ, ùî ìîæå
âiäïîâiäàòè ïåðøîìó çáóäæåíîìó ñòàíó ÿäðà 8Âå. Â ðåàêöi¨ ìîæëèâî äâà êàíàëó óòâîðåííÿ öüîãî ñòàíó - γ +
16O → α1 + 12C* → α1 + α2 + 8Be* → α1 + α2 + α3 + α4 i γ + 16O → 8Be* + 8Be* → (α1 + α2) + (α3 +
α4). Êîæíà ìîäà ðîçïàäó çâîäèòüñÿ äî êiëüêîõ äâî÷àñòèíêîâèõ ñèñòåì. Äëÿ êîìïëåêñíîãî äîñëiäæåííÿ êàíàëó
óòâîðåííÿ ïåðøîãî çáóäæåíîãî ñòàíó ÿäðà 8Âå â ðåàêöi¨ 16O(γ,4α) ðîçðîáëåíî êiíåìàòè÷íó ìîäåëü ðîçðàõóíêó
ïàðàìåòðiâ α-÷àñòèíîê. Ìîäåëü ñòâîðåíî â ïðèïóùåííi ïîñëiäîâíîãî äâî÷àñòèíêîâîãî ðîçïàäó ÿäðà 16O ç óòâîðå-
ííÿì ïðîìiæíèõ çáóäæåíèõ ñòàíiâ ÿäåð 8Be i 12C. Äëÿ êiíåìàòè÷íî¨ ìîäåëi ðåàêöi¨ 16O(γ,4α) ñòâîðåíî ãðàôi÷íå
çàñòîñóâàííÿ ìîâîþ ïðîãðàìóâàííÿ Python. Äëÿ âiçóàëiçàöi¨ äàíèõ âèêîðèñòîâó¹òüñÿ áiáëiîòåêà matplotlib. Äëÿ
ãåíåðàöi¨ âèïàäêîâèõ çíà÷åíü âèêîðèñòîâó¹òüñÿ íàáið ôóíêöié ñòàíäàðòíî¨ áiáëiîòåêè random ìîâè ïðîãðàìóâàí-
íÿ Python. Ïðîâîäèëîñÿ ìîäåëþâàííÿ ìåòîäîì Ìîíòå-Êàðëî êiëüêîõ ðîçïîäiëiâ çà îäíèì ïàðàìåòðîì iç çàäàíîþ
÷èñåëüíîþ ôóíêöi¹þ. Ó ðåàêöi¨ ìîæëèâèé âêëàä äåêiëüêîõ çáóäæåíèõ ñòàíiâ ÿäåð 12C i 8Âå. Ñòâîðåíà ñõåìà, ùî
äîçâîëÿ¹ âèáèðàòè âiäíîñíèé âêëàä ÿê äëÿ êîæíîãî êàíàëó ðîçïàäà, òàê i âêëàä îêðåìîãî ðiâíÿ â êîæíîìó êàíà-
ëi. Äëÿ êîðåêòíîãî ïîðiâíÿííÿ åêñïåðèìåíòàëüíèõ äàíèõ i ðåçóëüòàòiâ êiíåìàòè÷íîãî ðîçðàõóíêó áóëî âèêîíàíî
ñîðòóâàííÿ α-÷àñòèíîê çà åíåðãi¹þ òàêèì ÷èíîì, ùî T1

sort > T2
sort > T3

sort > T4
sort. Ó ðåçóëüòàòi ïîðiâíÿííÿ åêñ-

ïåðèìåíòàëüíèõ i ðîçðàõóíêîâèõ äàíèõ âèçíà÷åíî, ùî ïåðåâàæíî éäå ïðîöåñ γ + 16O → α1 +
12C* → α1 + α2 +

8Be* → 4α ç óòâîðåííÿì ÿäðà 12C ó ñòàíàõ ç Å0 = 13.3 ÌåÂ, Å0 = 15.44 ÌåÂ òà ïåðøîãî çáóäæåíîãî ñòàíó ÿäðà
8Be ç Å0 = 3.04 ÌåÂ. Âèçíà÷åíî óìîâè äëÿ iäåíòèôiêàöi¨ α-÷àñòèíîê â åêñïåðèìåíòi íà âiäïîâiäíiñòü êîæíîìó
åòàïó ðîçïàäó.
Êëþ÷îâi ñëîâà: ôîòîÿäåðíi ðåàêöi¨; äèôóçiéíà êàìåðà; çáóäæåíi ñòàíè ÿäåð 8Be i 12C
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This paper presents the analysis and implementation of the least-squares method based on the Gauss-Seidel scheme
for solving nuclear mass formulas. The least-squares method leads to the solution of the system by iterations. The
main advantages of the discussed method are simplicity and high accuracy. Moreover, the method enables us to process
large data quickly in practice. To demonstrate the effectiveness of the method, implementation using the FORTRAN
language is carried out. The steps of the algorithm are detailed. Using 2331 nuclear masses with Z ≥ 8 and N ≥ 8, it
was shown that the performance of the liquid drop mass formula with six parameters improved in terms of root mean
square (r.m.s. deviation equals 1.28 MeV), compared to the formula of liquid drop mass with six parameters without
microscopic energy, deformation energy and congruence energy (r.m.s. deviation equals 2.65 MeV). The nuclear liquid
drop model is revisited to make explicit the role of the microscopic corrections (shell and pairing). Deformation energy
and the congruence energy estimate have been used to obtain the best fit. It is shown that the performance of the new
approach is improved by a model of eight parameters, compared to the previous model of six parameters. The obtained
r.m.s. result for the new liquid drop model in terms of masses is equal to 1.05 MeV.

Keywords: Nuclear masses; Numerical methods; Binding energy; Shell correction; Pairing correction

PACS: 02.60.-x, 02.60.Cb, 02.60.Ed, 21.10.Dr, 21.60.-n, 31.15.Ct

1. INTRODUCTION

The determination of nuclear masses is one of the most crucial tools for accessing the binding energy within
the nucleus, and therefore the total of all forces affecting the interior of the nucleus. Experimentally, there are
a number of techniques for measuring masses in the fundamental as well as the excited state. When discussing
the mass models, we’re interested exclusively in theoretical models intended to calculate the nuclear masses
of all bonded nuclei. At different levels, these models require experimental values for their calculations. The
purpose of these models is to predict all quantities related to the nucleus: mass, binding energy or deformation
energy, separation energy....etc. The three most common categories of existing models are: semi-empirical,
macroscopic-microscopic and microscopic, plus two models of a different type [1]. These models have a property
that applies to all nuclei globally with Z, N ≥ 8. Among the models there are: SEMF: The Semi-Empirical
Mass Formula and the LDM: Liquid-Drop Model. The macroscopic-microscopic models include the MS-LD:
Myers and Świa̧tecki model [2], a Strutinsky-type approach [3], the FRDM: Finite-Range Droplet Model, the
FRLDM: Möller’s Finite-Range Liquid-Drop Model [4], the TF: Thomas-Fermi nuclear model [5] or the ETFSI:
Extended Thomas-Fermi plus Strutinsky Integral [6], and the LSDM: Lublin-Strasbourg Drop Model [7]. The
models that are only microscopic are: Hartree-Fock-Bogoliubov (HFB21) approach [8], that employs Skyrme
interactions, and the HFB strategy, utilizing the advantage of Gogny forces (GHFB) [9]. With the existence of
two other models proving its effectiveness in nuclear mass calculations: the model of DZ: Duflo and Zuker [10]
and that of KTUY: Koura et al. [11].

In nuclear physics, the first SEMF, known as the Weizsäcker formula or the Bethe-Weizsäcker formula [12],
is used to estimate atomic mass in relation to mass number A and atomic number Z. The SEMF was proposed
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by Carl Friedrich Von Weizsäcker, in 1935 [13], [14], where the nucleus is seen as a liquid droplet containing
protons and neutrons moving in a disorderly fashion. SEMF’s reference formula for all macroscopic approaches
has been able to retrieve a large number of nucleus properties such as nuclear masses, binding energies, separa-
tion energies, nuclear fission, although it does not provide for magic numbers. Next, a significant improvement
in the LDM liquid droplet model was made after the incorporation of phenomenological microscopic corrections
to the macroscopic terms. In fact, Myers and Świa̧tecki took (made) the first step in this approach in 1966,
who added layer correction and pairing corrections to the binding energy of the liquid drop [2]. This new
microscopic-macroscopic model was very successful in reproducing nuclear data (masses, quadrupole moments,
heights of fission barriers, . . . etc.), when the layer corrections were more precisely evaluated using a method
proposed by Strutinsky [15], [16], and the matching correction obtained in the Bardeen-Cooper-Schrieffer (BCS)
approximation [2], [17], this introduced a simple algebraic layer correction, plus an attribution to a ”clustering”
effect of the novel equidistant distribution of individual particle levels, subsequently generating a series of gap
band intervals at the observed magic numbers. In addition to this microscopic addition, Myers-Świa̧tecki’s final
mass formula featured an empirical odd-even correction (pairing coefficient), and diverged from spherical sym-
metry through the incorporation of a shape dependence into the surface and Coulomb terms of Von Weizsäcker’s
semi-empirical equation.

Later, Strutinsky’s theorem [3] appeared, that can be seen as an approximation of the Hartree-Fock (HF)
approach [18], which offers an even more stringent microscopic formulation of Strutinsky’s layer correction
method [19]. Total binding energy is now decomposed into a macroscopic term and a microscopic term (denoting
the layer and the pairing corrections), both of which are a function not only of A and Z, it also depends on
a set of deformation parameters β, featuring the shape of the core. The significance of these upgrades was
astonishing since the squared deviation (r.m.s) between theory and experiment decreased [20].

Recently years, a significant number of studies have been published on the subject of nuclear masses such
as the published papers [21]–[27]. Interestingly, to date no researcher has discussed the proposed LDM formula
of eight parameters with making a comparison between three models. Hence this work aim to presents the
LDM formula of six parameters, the LDM formula of six parameters without (microscopic energy, deformation
energy, and congruence energy), and the proposed LDM formula of eight parameters. The idea is based on
adding two coefficients to the six-parameter LDM formula, which are the shell correction coefficient and the
pairing correction coefficient. Correction coefficients are added to improve the root mean square value. Then,
the Least Squares Method (LSM) is implemented to determine the parameters of the theoretical formulas. LSM
is one of the widely employed methods for data fitting [24], where the method for different experimental cases is
detailed in [28]. Two categories of least-squares problems can be distinguished: linear and non-linear, based on
whether all unknown residuals are linear or non-linear. In statistical regression analysis, the linear least-squares
problem has a closed-form solution.

The non-linear problem is generally solved by iterative refinement, where each iteration approximating the
system by a linear system, so the basic calculation is similar in both cases [29]. This work is very significant con-
sidering the following merits: (1) an improved LDM formula of eight parameters is proposed. (2) A comparison
between three liquid-drop models and comparison with other previous works are discussed. (3) A step-by-step
tutorial for determining the parameters of nuclear masses formulas is presented using the least squares method.
This paper will add to the information contained in the previous studies and give a new perspective about the
application of the LSM with improved nuclear masses formulas.

This paper is divided into five sections, the second of which describes the implemented three liquid drop
mass formulas. Next, principle of the least squares method is presented. In the fourth section, the theoretical
and experimental results are shown and compared. Finally, the fifth section provides the conclusions of the
study.

2. DESCRIPTION OF THE LIQUID DROP MASS MODELS

In this section, three LDM models are detailed; the six parameters LDM formula, the six parameters LDM
formula without (microscopic energy, deformation energy, and congruence energy), and the proposed eight
parameters LDM formula.

2.1. The six parameters liquid drop mass formula

In nuclear physics, the liquid drop mass formula is well known. LDM sometimes called the Liquid Drop
Model, or Myers-Świa̧tecki Liquid Drop (MS-LD) formula, it was developed by Von Weizsäcker [12], [30]. In
accordance with the usual rules of the liquid drop model approaches, the mass of an atom with Z protons and
N neutrons is described by the following relation [2], [5].
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Mtheo(Z,N, def) = ZMH +NMn − 0.00001433Z2.39

+ bvol
(
1− kvolI

2
)
A

+ bsurf
(
1− ksurfI

2
)
A2/3

+ bcoul Z
2/A1/3 − fpZ

2/A
+Eshell(Z,N) + Epair(Z,N) + Edef (Z,N) + Econg(Z,N)

(1)

Where:
A, Z and N: are the numbers of atoms, protons and neutrons, respectively (A = Z + N).
MH is the hydrogen-atom mass excess, MH = 7.288970613 MeV
Mn is the neutron mass excess, Mn = 8.071317133 MeV.
Z2.39: is the binding energy of electrons.
bvol(1− kvolI

2)A: is the volume energy term.
bsurf (1− ksurfI

2)A2/3: is the surface energy term.

bcoul(Z
2/A1/3): is the Coulomb energy term.

fp(Z
2/A): is the Proton form-factor correction to the Coulomb energy term.

bcoul, R0, e
2: are quantities defined by:

bcoul =
3

5

e2

R0
(2)

R0: is the nuclear-radius constant, its value R0 = 1.16 fm.
e2: electronic charge squared, its value e2= 1.4399764 MeV.fm.
I: is the relative neutron excess, defined by:

I =
N − Z

N + Z
(3)

Edef (Z,N): is the deformation energy, the difference between a nucleus’s macroscopic energy at equilibrium
deformation and its energy if it were spherical [7]. The deformation energy is given by:

Edef (Z,N) = E(β) − E(β = 0) (4)

β: is a set of parameters defining the deformation of the nucleus, β = 0 representing the spherical defor-
mation (undeformed nucleus).

Econg(Z,N): is the congruence energy is described as:

Econg(Z,N) = −10 exp (− 4.2 |I|) (5)

Eshell(Z,N) , and Epair(Z,N) : are the corrections of shell and pairing, respectively.
The microscopic energy is given by:

Emicro(Z,N) = Eshell(Z,N) + Epair(Z,N) (6)

Emicro containing the contributions from shell and paring effects coming from the protons and neutrons.
For simplifying the calculation, we put:

U(Z,N, def) = Eshell(Z,N) + Epair(Z,N) + Edef (Z,N) + Econg(Z,N)
+ZMH +NMn − 0.00001433Z2.39 (7)

So, the model of the standard liquid drop can be expressed as follows:

Mtheo(Z,N, def) = bvol
(
1− kvolI

2
)
A

+ bsurf
(
1− ksurfI

2
)
A2/3

+ bcoul Z
2/A1/3 − fpZ

2/A
+U(Z,N, def)

(8)

In literature, the least squares method is one of the best methods for solving the liquid drop model Eq. (1)
in order to find the six parameters (bvol , kvol, bsurf , ksurf , bcoul, fp), the steps of the method are illustrated in
the next section, and results are discussed in the 4th section.
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2.2. The six parameters liquid drop mass formula without (microscopic energy, deformation
energy, and congruence energy)

In this part, we eliminate microscopic energy (the corrections of shell and pairing), deformation energy,
and congruence energy to observe their impact on the root-mean-square value. So, the new liquid drop model
can be expressed as follows:

Mtheo(Z,N, def) = ZMH +NMn − 0.00001433Z2.39

+ bvol
(
1− kvolI

2
)
A

+ bsurf
(
1− ksurfI

2
)
A2/3

+ bcoul Z
2/A1/3 − fpZ

2/A

(9)

In order to find the six parameters (bvol , kvol, bsurf , ksurf , bcoul, fp), the Least Squares Method (LSM) is
used. The steps of the method are illustrated in the next section, and results are discussed in the 4th section.

2.3. The proposed eight parameters liquid drop mass formula

In this part, we add two coefficients to the previous equation Eq.1, which are the shell correction coefficient
bsh and the pairing correction coefficient bpa. The microscopic corrections for pairing and shell effects treated
as in Ref. [23]. Correction coefficients are added to improve the root mean square value. So, the new liquid
drop model is described by the following relation:

Mtheo(Z,N, def) = ZMH +NMn − 0.00001433Z2.39

+ bvol
(
1− kvolI

2
)
A

+ bsurf
(
1− ksurfI

2
)
A2/3

+ bcoul Z
2/A1/3 − fpZ

2/A
+ bsh Eshell(Z,N) + bpa Epair(Z,N) + Edef (Z,N) + Econg(Z,N)

(10)

The Least Squares Method (LSM) is used to find the eight parameters (bvol , kvol, bsurf , ksurf , bcoul, fp,
bsh, bpa). The steps of the method are illustrated in the next section, and results are discussed in the 4th
section.

3. THE LEAST SQUARES METHOD

The Least Squares Method is traditionally credited to Carl Friedrich Gauss, with origins dating back to
1795 [31], [32]. LSM finds utility across a range of scientific disciplines including statistics, geodesy, economics,
optimization and more. The current study suggests utilizing LSM for optimizing the semi-empirical mass for-
mula, or formulas with similar characteristics. Examples of models in this category include: (a) The FRDM and
the FRLDM, which involve comprehensive calculations of shell and pairing corrections, along with consideration
of various nuclear deformations [33], (b) The ”Pomorski-Dudek Model” with shell and pairing corrections [7],
(c) The ”Royer Model” with shell and pairing corrections but no nuclear deformation [34], and (d) The ”Myers
Droplet Model based on the Thomas-Fermi Approximation” with or without shell correction [35]. These nuclear
mass formulas play a vital role in assessing certain ground-state properties, nuclear reactions, and predicting
the neutron/proton drip lines. All these formulas can be optimized using the same method, which is described
by the following procedure.

A) Define the root mean square deviation (R.M.S).
The root mean square deviation (R.M.S) is defined by:

R.M.S = err(bvol, kvol, bsurf , ksurf , bcoul, fp) =
1

n

imax∑
i=1

[Mexp(i)−Mtheo(i)]
2

(11)

where:
n: is the total number of nuclides.
Mtheo(i): are the mass computed at a specific value of Z and N.
Mexp(i): are experimental values of nuclear mass that calculated using the mass excess values found in

on the recent updated Atomic Mass Evaluation, i.e. AME table, published in [36]. Mexp(i) are given with
MeV by the following formula:

Mexp(i) = Mass excess + A . u (12)

u: The atomic mass unit, 1u = 931.49410242 MeV.
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B) Replacing the Mtheo(i) by its expression in the RMS deviation formula.
In this step, we calculate Mtheo(i) by the given Eq.8, and replace results in Eq. 11. So, the root mean

square deviation is described by:

R.M.S =
1

n

imax∑
i=1

(
Mexp(i)− bvol

(
1− kvolI

2
i

)
Ai − bsurf

(
1− ksurfI

2
i

)
A

2/3
i −

bcoul Z
2
i /A

1/3
i + fpZ

2
i /Ai − Ui (Zi, Ni, def)

)2

(13)

C) Define the objective.
According to LSM, the goal is to reduce the error in Eq. 11 to a minimum, thus:

∂err (bvol, kvol, bsurf , ksurf , bcoul, fp)

∂χ|χ= bvol, ··· ,fp
= 0 (14)

D) Construction of the model.
The equations of model are given by:

∂err
∂bvol

= −2
imax∑
i=1

(Mexp(i)−Mtheo(i))
∂Mtheo(i)

∂bvol
= 0

∂err
∂kvol

= −2
imax∑
i=1

(Mexp(i)−Mtheo(i))
∂Mtheo(i)

∂kvol
= 0

∂err
∂bsurf

= −2
imax∑
i=1

(Mexp(i)−Mtheo(i))
∂Mtheo(i)
∂bsurf

= 0

∂err
∂ksurf

= −2
imax∑
i=1

(Mexp(i)−Mtheo(i))
∂Mtheo(i)
∂ksurf

= 0

∂err
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= −2
imax∑
i=1

(Mexp(i)−Mtheo(i))
∂Mtheo(i)
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= 0

∂err
∂fp

= −2
imax∑
i=1

(Mexp(i)−Mtheo(i))
∂Mtheo(i)

∂fp
= 0

(15)

Where: 

∂Mtheo(i)
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=
∑imax
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(
Ai
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i

))
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i /Ai

)
(16)

E) Solve the equations of model.
Solutions of the model given by Eq. (15) are determined as follow:

bvol =
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AiMexp(i)− bsurf
∑
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(17)

kvol =
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∑
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bsurf =



∑
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bcoul =


∑
i

A
−1/3
i Z2

i Mexp(i)− bvol
∑
i

A
2/3
i Z2

i + kvolbvol
∑
i

A
2/3
i I2i Z

2
i − bsurf

∑
i

A
1/3
i Z2

i +

ksurfbsurf
∑
i

A
1/3
i I2i Z

2
i + fp

∑
i

A
−4/3
i Z4

i −
∑
i

A
−1/3
i Z2

i Ui


∑

i A
−2/3
i Z4

i

(21)
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The Gauss-Seidel approach involves performing successive calculations of (bvol, kvol, bsurf , ksurf , bcoul, fp).
At each iteration, the new value supersedes the previous one. Use Eq. (17) to determine the unknowns by
an iterating sequence, where we choose the initial values (b0vol, k

0
vol, b

0
surf , k

0
surf , b

0
coul, f

0
p ) appropriately, the

steps are as follows: 
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F) Update the values.
The process is repeated till convergence is reached, i.e. until a stable set (bkvol, k

k
vol, b

k
surf , k

k
surf , b

k
coul, f

k
p )

after a sufficient number k of rounds, where k is a whole number.

4. RESULTS AND DISCUSSION

The LSM is made with FORTRAN code to solve the equations systems Eq. 8, Eq. 9, and Eq. 10 for 2331
nuclides. The achieved results are discussed in this section. Table 1 demonstrates the coefficients obtained using
LSM for the discussed three models. (SP − LDM)1: The Six Parameters LDM formula. (SP − LDM)2: The
Six Parameters LDM formula without (microscopic energy, deformation energy, and congruence energy. (EP −
LDM): The proposed Eight Parameters LDM formula.

Table 1. The coefficients obtained using LSM for the discussed three models.

Coefficients (MeV) (SP − LDM)1 (SP − LDM)2 (EP − LDM)

bvol -15.9727 -15.5986 -16.0498

kvol 1.8397 1.6954 1.8272

bsurf 19.8832 18.9262 20.3437

ksurf 1.9206 1.5061 1.8925

bcoul 0.7327 0.7231 0.7390

fp 1.2344 2.0543 1.4446

bsh - - 0.7275

bpa - - 0.6637

RMS 1.28 2.65 1.05

Table 2 demonstrates the obtained values versus iterations for the proposed eight parameters LDM
Formula. Figures 1a, 1b, 2a, 2b, 3a, 3b, 4a, 4b depict the convergence of the eight coefficients
bvol, kvol, bsurf , ksurf , bcoul, fp, bsh, bpa, respectively.

Table 2. Iterations and convergence of the eight coefficients formula.

Iterations bvol kvol bsurf ksurf bcoul fp bsh bpa

50 -14.641376 1.428979 11.660317 -1.163253 0.615636 -3.215885 1.174006 1.226985

100 -14.644251 1.483173 11.849770 -0.891092 0.600652 -3.450187 1.040020 0.985133

150 -14.644095 1.523160 11.929214 -0.605908 0.598580 -3.431418 1.030725 0.960194

300 -14.643833 1.613897 12.185625 0.088771 0.596867 -3.240858 1.021870 0.929168

500 -14.647650 1.689492 12.587653 0.723691 0.598327 -2.852138 1.005048 0.896717

700 -14.658353 1.733695 13.025564 1.143882 0.602349 -2.394916 0.985021 0.870226

1000 -14.688660 1.768886 13.703765 1.541319 0.610902 -1.689191 0.953279 0.837541

1500 -14.773100 1.792807 14.806025 1.893609 0.627683 -0.629695 0.903030 0.794445

4000 -15.410877 1.818667 18.649300 2.180657 0.698445 1.792211 0.757456 0.683832

7000 -15.896930 1.826270 20.206447 2.018919 0.733131 1.874165 0.720209 0.657450

10000 -16.040475 1.827507 20.432650 1.922742 0.740038 1.596387 0.721804 0.659292

50000 -16.049779 1.827150 20.343749 1.892542 0.739009 1.444598 0.727491 0.663692

100000 -16.049779 1.827150 20.343749 1.892542 0.739009 1.444598 0.727491 0.663692

500000 -16.049779 1.827150 20.343749 1.892542 0.739009 1.444598 0.727491 0.663692

1000000 -16.049779 1.827150 20.343749 1.892542 0.739009 1.444598 0.727491 0.663692

10000000 -16.049779 1.827150 20.343749 1.892542 0.739009 1.444598 0.727491 0.663692

50000000 -16.049779 1.827150 20.343749 1.892542 0.739009 1.444598 0.727491 0.663692

100000000 -16.049779 1.827150 20.343749 1.892542 0.739009 1.444598 0.727491 0.663692

The experimental values of nuclear mass are calculated using the mass excess equation given by Eq. 12.
The experimental masses values are taken from the recently updated Atomic Mass Evaluation, i.e. AME table,
published in [36]. The number of total iterations was set at 100,000,000 (100 million of iterations) to illustrates
the convergence of parameters. However, despite the number of iterations, the execution time is of the order



44
EEJP.4(2023) Hadj Mouloudj, et al.

(a) (b)

Figure 1. Convergence of bvol, and kvol coefficients versus iterations.

(a) (b)

Figure 2. Convergence of bsurf , and ksurf coefficients versus iterations.

of a few seconds for this case where only eight quantities varied. Coefficient values were recorded for a certain
number of iterations (see Table 1). Results for all the eight coefficients are stable from 50,000 iterations onwards.
Here, stability is defined by requiring that the 6 digits after the decimal point no longer change. With these
stabilized values, we obtain a root-mean-square deviation given by Eq. 11, i.e. 1.05 MeV in the nuclear mass.
As a result, shell and pairing corrections are necessary in these kinds of formulas. Root mean square deviation of
0.864 MeV has been achieved in our improved equation, published in [27], (which is not the subject of our study
in this paper). On the other part, it should be pointed out that the direct comparison between the different
types of mass formulas proposed in the literature is only a relative significance, as very often the ”basis”, i.e.
the set and number of nuclei aren’t the same. Other factors come into consideration, such as the fact that
microscopic corrections are model-dependent. What’s more, in some serious calculations, the root mean square
deviation is weighted by a measurement error,. . . etc. The root mean square deviation can be improved by
increasing the number of corrective terms and the introduction of the shell and pairing corrections.

5. CONCLUSION

A new liquid drop model of eight parameters has been proposed in this paper. The main advantage of
this proposed model is adding only two coefficients to the common six parameters model to improve the root
mean square value. A comparative analysis of the proposed model with some proposed models in literature
have been presented. A simple and fast algorithm based on the least squares method is used to find the eight
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(a) (b)

Figure 3. Convergence of bcoul, and fp coefficients versus iterations.

(a) (b)

Figure 4. Convergence of bsh, and bpa coefficients versus iterations.

parameters. The steps of the method are described in detail, where it is characterized by the maximum of
simplicity in the procedure. The performance of the proposed model was verified using developed FORTRON
program and checked with experimental nuclear DATA from Atomic Mass Data Center. A close concordance
between theoretical and experimental values has been obtained. The results demonstrate that r.m.s. value for
the new liquid drop model in terms of masses is equal to 1.05 MeV. Also, finding a mathematical formula for a
liquid drop model that is close to reality is still a good problem for research because this will open way to new
perspectives in the study of nuclei. The results of the present work join a growing body of literature in the field
of theoretical physics, and the information presented opens new avenues for further studies on other models.
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[4] P. Möller, J.R. Nix, W.D. Myers, and W.J. Świa̧tecki, “Nuclear Ground-State Masses and Deformations,” Atomic
Data Nucl. Data Tables, 185-381, 59 (1995).
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[33] P. Möller, A.J. Sierk, T. Ichikawa, and H. Sagawa, Atomic Data and Nuclear Data Tables, 109–110, 1 (2016),
https://doi.org/10.1016/j.adt.2015.10.002.

[34] G. Royer, Nuclear Physics A, 807, 105 (2008), https://doi.org/10.1016/j.nuclphysa.2008.04.002.

[35] W.D. Myers, Droplet Model of Atomic Nuclei, (Plenum Publishing Corporation, 1977). https://escholarship.
org/content/qt7bn59935/qt7bn59935.pdf

[36] Atomic Mass Data Center AMDC, International Atomic Energy Agency - Nuclear Data Section, https://www-nds.
iaea.org/amdc/

ÎÖIÍÊÀ ÊÎÅÔIÖI�ÍÒIÂ ßÄÅÐÍÎ� ÌÀÑÈ ÇÀ ÄÎÏÎÌÎÃÎÞ ÌÅÒÎÄÓ
ÍÀÉÌÅÍØÈÕ ÊÂÀÄÐÀÒIÂ ÍÀ ÎÑÍÎÂI ÑÕÅÌÈ ÃÀÓÑÑÀ-ÇÅÉÄÅËß:

ÏÎÐIÂÍßËÜÍÅ ÄÎÑËIÄÆÅÍÍß ÌIÆ ÒÐÜÎÌÀ ÌÎÄÅËßÌÈ
Õàäæ Ìóëóäæa,b, Áåíþñåô Ìîõàììåä-Àçiçia,c, Óñàìà Çåããàéd,e, Àáäåëüêàäåð Ãàëåìb,f,

Àëëà Åääií Òóáàë Ìààìàðg

aËàáîðàòîðiÿ ôiçèêè åëåìåíòàðíèõ ÷àñòèíîê i ñòàòèñòè÷íî¨ ôiçèêè, Âèùà ïåäàãîãi÷íà øêîëà Êîóáè,

Ñòàðà-Êîóáà 16050, Àëæèð
bÔàêóëüòåò ôiçèêè, ôàêóëüòåò òî÷íèõ íàóê òà iíôîðìàòèêè, Óíiâåðñèòåò Õàñiáà Áåíáóàëi, Øëåô, Àëæèð

cÓíiâåðñèòåò Áåøàð, Áåøàð 08000, Àëæèð
dÂiääië çàãàëüíîãî ÿäðà, ôàêóëüòåò òî÷íèõ íàóê òà iíôîðìàòèêè, Óíiâåðñèòåò Õàñiáà Áåíáóàëi,

Øëåô, Àëæèð
eÄîñëiäíèöüêèé âiääië ìàòåðiàëiâ i âiäíîâëþâàíèõ äæåðåë åíåðãi¨ (URMER), Óíiâåðñèòåò Àáó Áåêð Áåëêàéä,

Òëåìñåí 13000, Àëæèð
fËàáîðàòîðiÿ ìåõàíiêè òà åíåðãåòèêè, Øëåô 02100, Àëæèð

gÊàôåäðà iíæåíåði¨ åëåêòðè÷íèõ ñèñòåì, òåõíîëîãi÷íèé ôàêóëüòåò, Óíiâåðñèòåò Ì'õàìåäà Áóãàðà â

Áóìåðäåñi, Áóìåðäåñ 35000, Àëæèð

Ó öié ñòàòòi ïðåäñòàâëåíî àíàëiç òà ðåàëiçàöiþ ìåòîäó íàéìåíøèõ êâàäðàòiâ íà îñíîâi ñõåìè Ãàóññà-Çåéäåëÿ äëÿ
ðîçâ'ÿçóâàííÿ ôîðìóë ÿäåðíî¨ ìàñè. Ìåòîä íàéìåíøèõ êâàäðàòiâ ïðèâîäèòü äî ðîçâ'ÿçêó ñèñòåìè øëÿõîì iòå-
ðàöié. Îñíîâíèìè ïåðåâàãàìè ðîçãëÿíóòîãî ìåòîäó ¹ ïðîñòîòà i âèñîêà òî÷íiñòü. Êðiì òîãî, ìåòîä äîçâîëÿ¹ íàì
øâèäêî îáðîáëÿòè âåëèêi äàíi íà ïðàêòèöi. Äëÿ äåìîíñòðàöi¨ åôåêòèâíîñòi ìåòîäó âèêîíàíî ðåàëiçàöiþ íà ìîâi
FORTRAN. Äåòàëiçîâàíî êðîêè àëãîðèòìó. Âèêîðèñòîâóþ÷è 2331 ÿäåðíó ìàñó ç Z ≥ 8 i N ≥ 8, áóëî ïîêàçàíî, ùî
ïðîäóêòèâíiñòü ôîðìóëè ìàñè ðiäêî¨ êðàïëi ç øiñòüìà ïàðàìåòðàìè ïîêðàùèëàñÿ â òåðìiíàõ ñåðåäíüîêâàäðàòè-
÷íîãî êîðåíÿ (ñåðåäíüîêâàäðàòè÷íå âiäõèëåííÿ äîðiâíþ¹ 1,28 ÌåÂ), ïîðiâíÿíî ç ôîðìóëîþ ìàñè êðàïëi ðiäèíè ç
øiñòüìà ïàðàìåòðàìè áåç ìiêðîñêîïi÷íî¨ åíåðãi¨, åíåðãi¨ äåôîðìàöi¨ òà åíåðãi¨ êîíãðóåíòíîñòi (ñåðåäíüîêâàäðàòè-
÷íå âiäõèëåííÿ äîðiâíþ¹ 2,65 ÌåÂ). Ìîäåëü êðàïëi ÿäåðíî¨ ðiäèíè ïåðåãëÿíóòî, ùîá ÷iòêî âèÿñíèòè ðîëü ìiêðî-
ñêîïi÷íèõ ïîïðàâîê (îáîëîíêà òà ñïàðåííÿ). Åíåðãiÿ äåôîðìàöi¨ òà îöiíêà åíåðãi¨ êîíãðóåíòíîñòi áóëè âèêîðèñòàíi
äëÿ îòðèìàííÿ íàéêðàùî¨ âiäïîâiäíîñòi. Ïîêàçàíî, ùî åôåêòèâíiñòü íîâîãî ïiäõîäó ïîêðàùó¹òüñÿ çà äîïîìîãîþ
ìîäåëi âîñüìè ïàðàìåòðiâ ïîðiâíÿíî ç ïîïåðåäíüîþ ìîäåëëþ øåñòè ïàðàìåòðiâ. Îòðèìàíå ñåðåäíüîêâàäðàòè÷íå
çíà÷åííÿ Ðåçóëüòàò äëÿ íîâî¨ ìîäåëi ðiäêî¨ êðàïëi â òåðìiíàõ ìàñ äîðiâíþ¹ 1,05 ÌåÂ.
Êëþ÷îâi ñëîâà: ÿäåðíi ìàñè; ÷èñåëüíi ìåòîäè; åíåðãiÿ çâ'ÿçêó; êîðåêöiÿ îáîëîíêè; âèïðàâëåííÿ ïàð

https://doi.org/10.1016/j.adt.2015.10.002
https://doi.org/10.1016/j.nuclphysa.2008.04.002
https://escholarship.org/content/qt7bn59935/qt7bn59935.pdf
https://escholarship.org/content/qt7bn59935/qt7bn59935.pdf
https://www-nds.iaea.org/amdc/
https://www-nds.iaea.org/amdc/


48
East European Journal of Physics. 4. 48–53 (2023)

DOI: 10.26565/2312-4334-2023-4-05 ISSN 2312-4334

DIFFUSION OF HIGH-ENERGY NEGATIVELY CHARGED PARTICLES
IN THE FIELD OF ATOMIC STRINGS OF AN ORIENTED CRYSTAL

Igor V. Kyryllina,b*, Mykola F. Shul’gaa,b, Oleksandr P. Shchusb,a
aAkhiezer Institute for Theoretical Physics, National Science Center “Kharkiv Institute of Physics and Technology”

Akademichna Str., 1, Kharkiv, 61108, Ukraine
bV.N. Karazin Kharkiv National University, 4, Svoboda Sq., Kharkiv, 61022, Ukraine

∗Corresponding Author e-mail: i.kyryllin@gmail.com

Received September 23, 2023; revised October 30, 2023; accepted November 15, 2023

The work analyzes the dependence of the diffusion index of high-energy negatively charged particles on the energy of
their transverse motion in oriented crystal. The crystal had an axial orientation relative to the direction of particle
incidence. The analysis was carried out using the example of π− mesons with a momentum of 100 GeV/c that impinged
on a silicon crystal, which corresponds to the conditions achievable on secondary beam of the the CERN SPS accelerator.
The analysis showed that the dependence under consideration is not monotonic. It has a minimum in the energy region
slightly exceeding the value of the potential energy of particles at the saddle point of the potential of crystal atomic
strings. At higher values of the energy of transverse motion of particles E⊥, the diffusion index increases with increasing
E⊥, due to the increase of the average absolute value of the velocity of particle motion in the plane orthogonal to the
crystal axis, near which motion takes place. The increase in the diffusion index at low values of E⊥ is associated with
the manifestation of incoherent scattering of particles on thermal vibrations of crystal atoms. The analysis carried out in
the work is of interest both for a deeper understanding of the process of high-energy negatively charged particle beams
passage through oriented crystals, and for improving methods for charged particle beams steering with a help of straight
and bent oriented crystals.

Keywords: Channeling; High-energy charged particle; Diffusion; Oriented crystal

PACS: 61.85.+p

1. INTRODUCTION

In 1963, M.T. Robinson and O.S. Oen [1] based on computer simulations showed that the orientation
of the crystal has a significant effect on the nature of fast charged particles diffusion in the crystal. Since
then, orientation effects in the scattering of particles in crystals have been studied for many decades. In 1965,
J. Lindhard [2] developed a theory of the channeling phenomenon, which describes a motion of fast charged
particles at a small angle to crystal atomic strings or crystal atomic planes. With such motion, the impact
parameter changes slightly when the particle is scattered on neighboring atoms of the string or plane, and
correlations in the scattering on neighboring crystal lattice atoms become significant. Due to such correlations,
coherent effects in the scattering of charged particles on crystal atomic strings and planes arise. Correlations in
scattering allow positively charged particles to move in a crystal without approaching close distances to atomic
strings and planes, since at small distances the field of atomic nuclei is not completely screened by the field of
atomic electrons (especially if some of the electrons are valence) and positively charged particles are repelled
from the nuclei of neighboring atoms in the same direction. The fact that positively charged particles, when
moving at a small angle to atomic strings or planes, do not come too close to the atoms leads to the fact that
stable modes of motion (planar and axial channeling) for positively charged particles in an oriented crystal are
significantly more resistant to incoherent scattering of particles on thermal atomic vibrations than in the case of
negatively charged particles which are attracted by atomic nuclei. That is why oriented crystals, including bent
ones, have recently been more often used to deflect the direction of motion of positively charged particles [3–15].
The process of passage of negatively charged particles through oriented crystals is more difficult to describe.
At the same time, the relevance of research into this process is determined by the possibility of using oriented
crystals to control beams of negatively charged particles, which is an important problem in accelerator physics.
Recently, a number of both theoretical [16, 17] and experimental [18–20] studies have been carried out on the
process of motion of fast negatively charged particles in oriented crystals. These studies were devoted mainly
at finding optimal conditions for deflecting beams of negatively charged particles. Our work aims to expand
the study of the process of negatively charged high-energy particles passage through oriented crystals.

In [22] the possess of diffusion of fast negatively charged particles was studied for one given value of the
transverse energy of particles in the field of crystal atomic strings. It was shown that diffusion in this case is
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anomalous. However, a study of the diffusion process in the case of an arbitrary value of the transverse energy
of particles in the field of crystal atomic strings has not yet been carried out. Such a research is the subject of
the current article.

2. MOTION OF NEGATIVELY CHANGED PARTICLES IN THE FIELD OF CRYSTAL
ATOMIC STRINGS

To find the trajectory of a fast charged particle in a crystal, it is necessary to solve the three-dimensional
equation of motion

dp⃗

dt
= −∇⃗U (r⃗) , (1)

where p⃗ and r⃗ are particle momentum and coordinate, U (r⃗) is particle potential energy in the field of crystal
atoms. However, if the particles move at a small angle to one of the main crystalline axes (let’s call it the z
axis), the atoms along this axis are arranged into strings, and correlations in scattering on neighboring string
atoms make it possible to simplify the equation of motion. This simplification consists in the transition from
the potential of individual atoms to the continuous potential of atomic strings. In such an averaged field, the
potential energy of charged particles is written as follows:

U (x, y) =
1

L

∫ ∞

−∞
U (x, y, z) dz, (2)

where L is the thickness of the crystal, x and y are the coordinates of the particle in plane orthogonal to the z
axis. In this approximation, we can write the equation of motion of high-energy charged particles in the form
of a system of equations

d2x

dt2
= − c2

E||

∂

∂x
U(x, y),

d2y

dt2
= − c2

E||

∂

∂y
U(x, y),

d2z

dt2
= 0, (3)

where E|| = c
√
p2z + (mc)2, m is the mass of the particle, and c is the speed of light in vacuum. It can be

shown [21] that for system of equations (3) the quantity

E⊥ =
pvψ2

2
+ U(x, y),

is the integral of motion (v is the absolute value of the particle’s speed, and ψ is the angle between the speed
of the particle and the axis of the atomic strings). This quantity is called the energy of transverse motion.

If we now numerically solve equations (3), then we will find the trajectory of the particle in the field of
crystal atomic strings, as was done in [22]. It is important that this approach ignores the incoherent scattering
of particles on atomic thermal vibrations and the electronic subsystem. For positively charged particles, such
scattering in thin crystals can be neglected due to the fact that, because of repulsion from atomic nuclei,
positively charged particles move most of the time in an oriented crystal, not approaching the strings at close
distances, at which thermal displacements of atoms relative to the nodes of the crystal lattice are significant.
However, negatively charged particles are scattered by thermal vibrations of atoms much more intensely, since
these particles are attracted by atomic nuclei. For this reason, for negatively charged particles, incoherent
scattering cannot be neglected even in thin crystals, and in equations (3) we must take into account incoherent
scattering. This could be done by adding to the equations of motion along the x and y axes a random force [23,24]
which is maximum at the points where atomic strings are located in the (x, y) plane and is distributed near
these points according to the Gaussian law with a standard deviation equal to the standard deviation of atoms
from the nodes of the crystal lattice [25]:

d2x

dt2
= − c2

E||

∂

∂x
U(x, y) + fx,

d2y

dt2
= − c2

E||

∂

∂y
U(x, y) + fy. (4)

The explicit form of this force is given in [26].
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We calculate the potential of atomic strings in the Doyle-Turner atomic potential model [27], as was done
in [17]. In this model potential energy of a particle with a charge, that equals to the charge of an electron, in
the field of atomic strings ⟨100⟩ of a silicon crystal can be written as

U (x, y) = − 2πℏ2

medd2s

4∑
j=1

αjθ3

[
π
x

ds
, exp

(
−βj +B

4d2s

)]
θ3

[
π
y

ds
, exp

(
−βj +B

4d2s

)]
+ U0, (5)

where me is an electron mass, d is the distance between neighboring atoms in the atomic string, ds is the
distance between closest neighboring atomic strings, αi and βi are coefficients found in [27] for a large number
of elements, B = 8π2r2T , rT is the rms atomic thermal vibration amplitude in one direction (rT ≈ 0.075 Å for

Si at 293 K), θ3(u, q) =
∑∞

n=−∞ qn
2

exp(2nui) is the Jacobi theta function of the third kind [28], i2 = −1. U0

is a constant that is determined from the condition that the value of the potential energy of a particle at a
point equidistant from the two nearest neighboring atomic strings (i.e. at the saddle point) is taken as zero.
Equipotential lines of potential energy (5) are shown in Figure 1.

3

2

1

0-3

- ds 0 ds

- ds

0
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-25
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-80 -10
-45

Figure 1. Equipotential lines of continuous potential energy of a π− meson in the field of ⟨100⟩ atomic strings
of a silicon crystal in a plane orthogonal to the ⟨100⟩ crystal axis. The numbers next to the lines show the
potential energy value along these lines in eV.

In order to show the importance of taking into account the influence of incoherent scattering on the process
of diffusion of negatively charged particles in an oriented crystal, let us consider the trajectories of ten π− mesons
with p = 100 GeV/c, which move in the field of ⟨100⟩ atomic strings of a silicon crystal. These trajectories are
plotted in the (x, y) plane. The impact parameters and angles of entry of these particles into the crystal are
chosen randomly, but so that for every particle the energy of transverse motion immediately after entering the
crystal E⊥0 is 1 eV. Figure 2a shows trajectories calculated without taking into account incoherent scattering.
These trajectories were found by numerically solving equations (3). Figure 2b shows the trajectories of the same
particles, calculated with taking into account incoherent scattering on thermal vibrations of crystal atoms and
on electronic subsystem, obtained by solving equations (4). The crystal thickness in both cases was 100 µm.
The presence of incoherent scattering leads to the fact that E⊥ ceases to be an integral of motion. This leads to
the fact that when incoherent scattering is taken into account, the motion of negatively charged particles in the
field of one atomic string becomes unstable and the particles, on average, move faster away from the incidence
point in (x, y) plane.

3. DEPENDENCE OF THE DIFFUSION INDEX ON THE ENERGY OF TRANSVERSE
PARTICLE MOTION

Knowing the trajectories of a large number of particles in the field of crystal atomic strings, we can
determine the diffusion index of a particle beam. In the same way as it was done in [22], we assume that the
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Figure 2. Trajectories of π− mesons with p = 100 GeV/c, which move in the field of ⟨100⟩ atomic strings of a
silicon crystal a) without and b) with taking into account incoherent scattering. E⊥0 = 1 eV

mean square distance of particles from the entry points in (x, y) plane can be written as

⟨ρ2⟩ = alµ, (6)

where l is the thickness of the crystal, µ is the diffusion index, a is the proportionality factor. In work [22], the
diffusion index was determined from the relation

µ =
ln

(
⟨ρ2⟩l/⟨ρ2⟩l0

)
ln(l/l0)

, (7)

where l0 is the normalization thickness of the crystal (l0 ≪ l). This method of determining µ has a large
error, since the diffusion index is determined from the values of the mean square deviation at only two points
(at two crystal thicknesses: l and l0). In the present work, however, we used a different method, namely, we
approximated the dependence of ⟨ρ2⟩ on the crystal thickness by function alµ. In this approach the value of the
diffusion index is determined taking into account all points of the dependence of ⟨ρ2⟩ on l, which significantly
increases the accuracy of the calculations.

To obtain the dependence of the diffusion index on the initial value of transverse particle motion energy
E⊥0 we carried out a number of simulations. In each of them, solving numerically the equations of motion (4),
we found the trajectories of 105 π− mesons with p = 100 GeV/c and with the same E⊥0 in the field of atomic
strings ⟨100⟩ of a silicon crystal with l = 100 µm. Simulations were carried out for 1 eV ≤ E⊥0 ≤ 200 eV with
a step of 1 eV. For each value of E⊥0, the dependence of ⟨ρ2⟩ on the crystal thickness was determined from the
found trajectories. To determine µ as a function of E⊥0, each of the obtained dependencies was approximated
by the function alµ using the nonlinear least-squares Marquardt-Levenberg algorithm [29, 30]. The results are
shown in Figure 3, which shows the dependence of the diffusion index µ on the energy of transverse particle
motion. The obtained dependence is not monotonically increasing, as could be expected, taking into account
that with increasing the initial value of transverse particle motion energy, particles should move faster in the
(x, y) plane. This is indeed the case for E⊥0 ≳ 20 eV, but for smaller values of E⊥0 there is an increase in
µ as E⊥0 decreases. This unusual behavior is explained by the fact that as E⊥0 approaches the value of the
potential energy of particles at the saddle point (which we set equal to zero), the rate of exit of particles from
the potential well without taking into account incoherent scattering decreases significantly. The motion in this
case is similar to the finite motion in the field of one crystal atomic string. In this case, due to the smallness of
E⊥0, the particle, with each oscillation in the field of the atomic string, approaches the string at close distances
of the order of rT . At such small distances, there is a high probability of particle scattering at large angles
under the influence of incoherent scattering by thermal vibrations of the string atoms. This scattering at large
angles leads to an increase in E⊥ and an increase in µ. Note that for channeled particles for which E⊥0 < 0,
the diffusion index tends to 2 due to incoherent scattering at large angles. At large values of E⊥0, the kinetic
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energy of particles in the (x, y) plane becomes much greater than the potential energy and the diffusion index
tends to 2 at E⊥0 → ∞, which corresponds to rectilinear motion in this plane.

 1.5

 1.6
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 1.8

 1.9

 2

 0  50  100  150  200

μ

E⟂0 [eV]

Figure 3. The dependence of the diffusion index on the energy of transverse particle motion

4. CONCLUSIONS

In the article, the dependence of the diffusion index of high-energy negatively charged particles on the
energy of the transverse motion in axially oriented crystal was determined. The type of this dependence turned
out to be non-monotonic. It has a minimum in the energy region slightly exceeding the value of the potential
energy of particles at the saddle point of the potential of crystal atomic strings. At higher values of the energy
of transverse motion of particles E⊥, the diffusion index increases with increasing E⊥, since this increases the
average absolute value of the velocity of particle motion in the plane orthogonal to the crystal axis, near which
motion takes place. The increase in the diffusion index at low values of E⊥ is associated with the manifestation
of incoherent scattering of particles on thermal vibrations of crystal atoms. The found dependence is of interest
both for a deeper understanding of the process of high-energy negatively charged particle beams passage through
oriented crystals, and for improving methods for charged particle beams steering with a help of straight and
bent oriented crystals.
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ÄÈÔÓÇIß ÂÈÑÎÊÎÅÍÅÐÃÅÒÈ×ÍÈÕ ÇÀÐßÄÆÅÍÈÕ ×ÀÑÒÈÍÎÊ Ó ÏÎËI
ËÀÍÖÞÆÊIÂ ÀÒÎÌIÂ ÎÐI�ÍÒÎÂÀÍÎÃÎ ÊÐÈÑÒÀËÀ

Iãîð Â. Êèðèëëiía,b, Ìèêîëà Ô. Øóëüãàa,b, Oëåêñàíäð Ï. Ùóñüb,a
aIíñòèòóò òåîðåòè÷íî¨ ôiçèêè iì. Î.I. Àõi¹çåðà Íàöiîíàëüíîãî íàóêîâîãî öåíòðó ¾Õàðêiâñüêèé

ôiçèêî-òåõíi÷íèé iíñòèòóò¿ Àêàäåìi÷íà âóë., 1, Õàðêiâ, 61108, Óêðà¨íà
bÕàðêiâñüêèé íàöiîíàëüíèé óíiâåðñèòåò iì. Â.Í. Êàðàçiíà, ìàéäàí Ñâîáîäè, 4, 61022, Õàðêiâ, Óêðà¨íà

Ó ðîáîòi ïðîàíàëiçîâàíî çàëåæíiñòü ïîêàçíèêà äèôóçi¨ âèñîêîåíåðãåòè÷íèõ íåãàòèâíî çàðÿäæåíèõ ÷àñòèíîê âiä
åíåðãi¨ ïîïåðå÷íîãî ðóõó â îði¹íòîâàíîìó êðèñòàëi. Êðèñòàë ìàâ îñüîâó îði¹íòàöiþ âiäíîñíî íàïðÿìêó ïàäiííÿ
÷àñòèíîê. Àíàëiç ïðîâîäèâñÿ íà ïðèêëàäi π−-ìåçîíiâ ç iìïóëüñîì 100 ÃåÂ/c, ÿêi íàëiòàëè íà êðèñòàë êðåìíiþ, ùî
âiäïîâiäà¹ óìîâàì, äîñÿæíèì íà âòîðèííîìó ïó÷êó ïðèñêîðþâà÷à CERN SPS. Àíàëiç ïîêàçàâ, ùî ðîçãëÿäóâàíà
çàëåæíiñòü íå ¹ ìîíîòîííîþ. Âîíà ìà¹ ìiíiìóì â îáëàñòi åíåðãié, ÿêi òðîõè ïåðåâèùóþòü çíà÷åííÿ ïîòåíöiàëüíî¨
åíåðãi¨ ÷àñòèíîê ó ñiäëîâié òî÷öi ïîòåíöiàëó êðèñòàëi÷íèõ àòîìíèõ ëàíöþæêiâ. Ïðè áiëüøèõ çíà÷åííÿõ åíåðãi¨ ïî-
ïåðå÷íîãî ðóõó ÷àñòèíîê E⊥ ïîêàçíèê äèôóçi¨ çðîñòà¹ çi çáiëüøåííÿì E⊥, îñêiëüêè öå çáiëüøó¹ ñåðåäí¹ çíà÷åííÿ
ìîäóëÿ øâèäêîñòi ðóõó ÷àñòèíîê ó ïëîùèíi, îðòîãîíàëüíié äî êðèñòàëi÷íî¨ îñi, áiëÿ ÿêî¨ âiäáóâà¹òüñÿ ðóõ. Çáiëü-
øåííÿ ïîêàçíèêà äèôóçi¨ ïðè íèçüêèõ çíà÷åííÿõ E⊥ ïîâ'ÿçàíå ç ïðîÿâîì íåêîãåðåíòíîãî ðîçñiÿííÿ ÷àñòèíîê íà
òåïëîâèõ êîëèâàííÿõ àòîìiâ êðèñòàëà. Ïðîâåäåíèé ó ðîáîòi àíàëiç ïðåäñòàâëÿ¹ iíòåðåñ ÿê äëÿ ãëèáøîãî ðîçóìiííÿ
ïðîöåñó ïðîõîäæåííÿ ïó÷êiâ âèñîêîåíåðãåòè÷íèõ íåãàòèâíî çàðÿäæåíèõ ÷àñòèíîê ÷åðåç îði¹íòîâàíi êðèñòàëè, òàê
i äëÿ âäîñêîíàëåííÿ ìåòîäiâ êåðóâàííÿ ïó÷êàìè çàðÿäæåíèõ ÷àñòèíîê çà äîïîìîãîþ ïðÿìèõ i çiãíóòèõ îði¹íòîâà-
íèõ êðèñòàëiâ.
Êëþ÷îâi ñëîâà: êàíàëþâàííÿ; çàðÿäæåíà ÷àñòèíêà âèñîêî¨ åíåðãi¨; äèôóçiÿ; îði¹íòîâàíèé êðèñòàë
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Instability of ion cyclotron waves(ICWs) is investigated in presence of lower hybrid drift waves(LHDWs) turbulence.
Plasma inhomogeneity in the Earth’s magnetopause region supports a range of low frequency drift wave turbulent fields
due to gradients in density in different regions of the media. One of these drift phenomena is identified as lower hybrid
drift waves(LHDWs)which satisfies resonant conditions ω − k · v = 0. We have considered a nonlinear wave-particle
interaction model where the resonant wave that accelerates the particle in magnetopause may transfer its energy to
ion cyclotron waves through a modulated field. In spite of the frequency gaps between the two waves, energy can be
transferred nonlinearly to generate unstable ion cyclotron waves which always do not satisfy the resonant condition
Ω − K · v ̸= 0 and the nonlinear scattering condition Ω − ω − (K − k) · v ̸= 0. Here, ω and Ω are frequencies of
the resonant and the nonresonant waves respectively and k and K are the corresponding wave numbers. We have
obtained a nonlinear dispersion relation for ion cyclotron waves (ICWs) in presence of lower hybrid drift waves (LHDWs)
turbulence. The growth rate of the ion cyclotron waves using space observational data in the magnetopause region has
been estimated.

Keywords: Ion Cyclotron Waves; Lower Hybrid Drift Waves; Wave Amplification; Density Gradient; Nonlinear wave-
particle interaction

PACS: 52.35.Hr, 52.35.Qz,52.35.Kt,05.45.-a,52.35.-g

1. INTRODUCTION

Plasma covers nearly 99.9% of the universe. A wide range of electrostatic waves and electromagnetic waves
dominate the nature of plasma.But, in general a real plasma can never be entirely homogeneous. Plasma is
made up of different boundary layers which are very dynamical and active regions comprising many waves. One
of them is the LHDWs which are supported by the free energy reserved in density gradients. The LHDWs are
strong plasma waves found in Earth’s Magnetosphere. According to some scientists, LHDWs cause anomalous
resistivity and thus initiate magnetic reconnection (MR).It transfers the energy stored in the magnetic field to
particles, further heating and accelerating them[1]. Many observations of the LHDWs have been made in the
magnetosphere [2, 3] as well as in laboratory plasmas [4, 5].

For many decades,electrostatic and electromagnetic ion cyclotron waves have been observed, [cf. Gurnett
and Frank, 1972; Kintner et al., 1978] in the terrestrial auroral zones.Recently from the data, [cf. McFad-
den et al.,, 1998; Carlson et al., 1998; Lund et al., 1998; Cattell et al., 1998; Chaston et al., 1998] it was
found that these waves are the source ion heating (conics)and parallel electron acceleration in the auroral zone.
Ion cyclotron frequency is common in the terrestrial magnetosphere. Broughton et al., has also reported the
observation of ion cyclotron harmonically related waves in the vicinity of the plasma sheet boundary layer [6].

In Tokamak, LHDWs heating has attracted maximum attention for heating and toroidal current drive
efficiency. Here, the ions are directly heated at the lower hybrid resonance layer where they can convert the ion
waves into fast ion waves and the latter are strongly Landau damped on ions. Several experiments of tokamaks
have disclosed that LHDWs give rise to parametric excitation of ion cyclotron modes [7].

Huba et al., [2] proposed that in various confinement systems of magnetic fusion [e.g., Davidson et al.,
1976; Comrnisso and Griem, 1976], the lower hybrid-drift instability [Krall and Liewer, 1971], operates over a
large area of magnetotail.Furthermore, it plays a significant role in the development of field line reconnection as
a source of anomalous resistivity.Gurnett et al., carried out some experimental observations [1976] considering
the theoretical studies of the lower-hybrid-drift instabilities .He found some strong evidence for the existence of
lower hybrid drift instability in terms of existence criteria, spectral characteristics, and amplitude of fluctuations.

In the magnetosphere and plasmasphere very often different wave modes are observed at the same time.
For example, in the Freja mission,the data analysis of the waves shows a close relationship between Alfven wave
activity and ion acoustic wave activity within auroral energization regions [Wahlund et al., 1994]; similarly,lower
hybrid wave (LHW) activity has been observed at the same time with ultralow-frequency waves [Olsen et al.,
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1987; LaBelle and Treumann, 1988; Pottelette et al., 1990]. Again, simultaneous wave activity has also been
observed in the active ionospheric sounding rocket experiments [Arnoldy, 1993; Bale et al., 1998]. Colpitts
[2015] reported that the Van Allen Probes observations show very strong modulation of whistler, magnetosonic,
and lower hybrid waves by EMIC or ultra low-frequency waves. He relates this modulation to wave-wave and/or
wave-particle interactions [8].

The inhomogeneous plasmas like the solar corona or planetary magnetospheres one can observe drift waves
to propagate extensively. The electrostatic drift waves propagate perpendicular both to the ambient magnetic
field and to the gradient due to density gradients or temperature gradients. But, they become unstable during
collisions or electron Landau damping. Hence these waves may play an important role in the destabilization
process of the magnetotail before a substorm. Fruit et al., 2017 proposed a kinetic model with trapped bouncing
electrons for the electrostatic instabilities in the resonant interactions. Thus, in the period of electron bounce
period a linearized Vlasov equation is solved for electrostatic fluctuations and through the quasineutrality
condition, a dispersion relation is obtained [9].

Singh and Deka (2005) studied the plasma maser effect in inhomogeneous plasma in the presence of drift
wave turbulence. Here,they studied the growth rate of the high frequency Bernstein mode in presence of the
spatial density gradient parameter [10].

Borgohain and Deka (2010) studied the instability of electrostatic waves in inhomogeneous plasma in
presence of drift wave turbulence. Here, they studied the interaction of ion acoustic waves with drift waves [11].
Deka and Senapati (2018) studied the amplification of upper hybrid waves in presence of lower hybrid waves in
an inhomogeneous plasma through a non linear wave particle interaction. Here,they studied the energy transfer
from the accelerated electrons which are in phase relation with the LHDWs turbulent field to the unstable upper
hybrid through a modulated field nonlinearly. On the other hand, dissipation of unstable upper hybrid wave
energy is possible through radiation phenomenon after conversion while propagating through inhomogeneous
plasma [12].

Deka and Deka (2022) [13] studied the growth rate of whistler mode in presence of kinetic alfven wave
turbulence through nonlinear wave–particle interaction. Here, in this model he considered an external force
F which helps to create a drifting motion.

Kumar et al., (2022) [14] studied the effect of dust charge fluctuations on the parametric upconversion of a
lower hybrid wave into an ion cyclotron wave and a side band wave in a two-ion species tokamak plasma. Here,
the lower hybrid wave becomes unstable and decays into two modes: an ion cyclotron wave mode and a low
frequency lower hybrid side band wave. Here, the growth rate decreases with the increase in the size of dust
grains and electron cyclotron frequency.

Our present investigation is based on the lowest order mode-mode coupling process in a turbulent plasma
which was proposed by Nambu [19]. This mode-mode coupling and wave energy conversion process was also
suggested by Tsytovich [16] simultaneously. This process suggests that even though there is a large frequency
difference, wave energy exchange may be possible. Nambu and Tsytovich proposed that if in a plasma both
resonant and non-resonant waves are present, wave energy from resonant mode may be transferred to non-
resonant waves. By resonant wave, we mean that the Cherenkov resonant condition ω − k · v = 0 is satisfied
whereas for non- resonant waves both the resonant condition and nonlinear scattering conditions are not satisfied,
i.e. Ω −K · v ̸= 0 and Ω − ω − (K − k) · v ̸= 0 . Here, ω and Ω are frequencies of the resonant and the
nonresonant waves respectively and k and K are the corresponding wave numbers.The LHDWs operates in
the frequency range[1] where both ion and electron dynamics play a crucial role: ωci ≪ ω ≪ ωce . The wave
oscillate at a frequency in between the ion and electron gyroradius.

In this present paper we have studied the interaction of high frequency ICWs with low frequency LHDWs
turbulence. Here, we have used a zeroth- order distribution function that satisfies the time independent Vlasov
equation. There is a non zero current associated with the drifts; this current represents a free energy that can
drive instabilities and further we obtain the dispersion relation as well as estimate the growth rate of ICWs.

2. FORMULATION

We consider a non-uniform electrostatic LHDWs turbulence to be present in the system with propagation
vector k = (k⊥, 0, k//) . We consider a weak density gradient perpendicular to B0 of the form [17]

n
(0)
j (y) = nj(1 + ϵny) (1)

So, the density gradient is taken along the y− direction and the external magnetic field
B = B0(y) is taken in the z− direction. ϵn is the density gradient scale length n.

The particle distribution function is considered as

f0j(y, v) =
nj

(2πv2j )
3
2

[
1 + ϵn

(
y +

vx
Ωj

)]
exp

(−v2

2v2j

)
(2)
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The first and second velocity moment of the above distribution are

Γ
(0)
j = njvnj ŷ (3)

njTj = njTj(1 + ϵny) + o(ϵ2n) (4)

Where the density gradient drift speed of the jth species [17]is

vnj =
ϵnv

2
j

Ωj
(5)

Here, Ωj = eB0

mc is the cyclotron frequency.Here the subscript j refers to j = i for ions and j = e for
electrons.
Now,

The interaction of the high frequency ICWs with low frequency LHDWs turbulence is well explained by
the Vlasov-Poisson’s equation

[
∂

∂t
+ v.

∂

∂r
− e

m
(E+

v×B

c
).

∂

∂v

]
F0i(r,v, t) = 0 (6)

∇ ·E = −4πeni

∫
f0i(r,v, t)dv (7)

The non-perturbed distribution function and fields are considered according to the linear response theory
of the plasma.

F0i = f0i + ϵf1i + ϵ2f2i (8)

E0i = ϵEl + ϵ2E2 (9)

Bl = B0 (10)

where ϵ is a small parameter associated with LHDWs turbulence field El = (El⊥, 0, El//). f0i is the space
and time average parts, f1i , f2i are the fluctuating parts of the distribution function. E2 is the second
order electric field. Bl is the total magnetic field in the system in presence of LHDWs turbulence.But LHDWs
is an electrostatic turbulent that doesnot contribute turbulent to the system.
From eq.(6), we have

[
∂

∂t
+ v.

∂

∂r
− e

m

(
ϵEl + ϵ2E2 +

v×B0

c

)
.
∂

∂v

] [
f0i(r,v, t) + ϵf1i(r,v, t) + ϵ2f2i(r,v, t)

]
= 0 (11)

To the order of ϵ,we have

[
∂

∂t
+ v.

∂

∂r
− e

m

(
v×B0

c

)
.
∂

∂v

]
f1i(r,v, t) =

e

m
El.

∂

∂v
f0i(r,v, t) (12)

To find f1i, we use Fourier transforms of the form

H(r,v, t) =
∑
k,w

H(k, ω,v)exp[i(k.r− ωt)] (13)
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The Fourier component of f1i(k, ω) is given by-

f1i(k, ω) =
( ie

m

)[
m

Tik⊥
El⊥

{
1 +

(
ω − k//v// −

ϵnTik⊥
mΩi

)
Pa,b

}
f0i − El//

∂f0i
∂v//

Pa,b

]
(14)

where

Pa,b =
∑
a,b

Ja(α
′)Jb(α

′)exp[i(b− a)θ]

ω − k//v// − aΩi
(15)

α′ =
k⊥v⊥
Ωi

(16)

To this quasi-steady state, we consider high frequency electrostatic ICWs with propagating vector K =
(K⊥, 0, 0) with electric field δE = (δEh, 0, 0) and a frequency Ω . So, we have Ω ≈ Ωi This high frequency
non resonant ICWs acts as the perturbation to the system.

Thus the total perturbed electric field and the distribution function are

δf = µδfh + µϵδflh + µϵ2∆f (17)

δE = µδEh + µϵδElh + µϵ2∆E (18)

δB = 0 (19)

where δElh,∆E are the modulation fields, δfh is the fluctuating part, δflh,∆f are the particle distribution
function due to modulating field and µ is the smallest parameter for the perturbed field, which is also smaller
in compared to ϵ.

Linearizing the Vlasov-Poisson equation to the order µ, µϵ, µϵ2, we have

Pδfh =
e

m
δEh.

∂

∂v
f0i (20)

Pδflh =
e

m
δElh.

∂

∂v
f0i +

e

m
δEh.

∂

∂v
f1i +

e

m
El.

∂

∂v
δfh (21)

P∆f =
e

m
El.

∂

∂v
δflh +

e

m
δElh.

∂

∂v
f1i (22)

where the operation P is given by-

P ≡
[ ∂

∂t
+ v.

∂

∂r
− e

m

(
v×B0

c

)
.
∂

∂v

]
(23)

Now, we evaluate the various fluctuating parts of the perturbed distribution function using the Fourier
transform and integrating along the unperturbed orbits to obtain the nonlinear dielectric function of ICWs in
presence of the LHDWs turbulence.
Now,

δfh =
ie

m
δEh

∑
a

∑
b

Ja(α)Jb(α)exp{i(b− a)θ}
Ω− aΩi

.
∂

∂v⊥
f0i (24)

where α =
K⊥v⊥
Ωi

Again

δflh = I1lh + I2lh + I3lh (25)

where

I1lh =
( ie

m

)∑
a

∑
b

Ja(α
′′)Jb(α

′′)exp{i(b− a)θ}
k//v// − (Ω− ω)− aΩi

[
El⊥

( aΩi

(K⊥ − k⊥)v⊥

)
· ∂δfh
∂v⊥

+ E//
∂δfh
∂v//

]
(26)
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I2lh =
( ie

m

)∑
a

∑
b

Ja(α
′′)Jb(α

′′)exp{i(b− a)θ}
k//v// − (Ω− ω)− aΩi

δ
−→
Elh(

−→
K −

−→
k )

|
−→
K −

−→
k |

[
K⊥

( aΩi

(K⊥ − k⊥)v⊥)

)
· ∂f0i
∂v⊥

+ k//
∂f0i
∂v//

]
(27)

I3lh =
( ie

m

)
δEh

∂f1i
∂v⊥

∑
a

∑
b

Ja(α)Jb(α)exp{i(b− a)θ}
(Ω− ω)− aΩi

(28)

Here,

α′′ = (K⊥−k⊥)v⊥
Ωi

, α = K⊥v⊥
Ωi

Again,

∆f = (
ie

m
)
∑
a

∑
b

Ja(α
′′)Jb(α

′′)exp{i(b− a)θ}
k//v// − aΩi − Ω

[
El⊥

( aΩi

(K⊥ − k⊥)v⊥

)
· ∂δflh
∂v⊥

+ El//
∂δflh
∂v//

]

+
( ie

m

)δ−→Elh(
−→
K −

−→
k )

|
−→
K −

−→
k |

∑
a

∑
b

Ja(α
′′)Jb(α

′′)exp{i(b− a)θ}
k//v// − aΩi − Ω

[
K⊥

( aΩi

(K⊥ − k⊥)v⊥)

)
· ∂f1i
∂v⊥

+ k//
∂f1i
∂v//

]
(29)

Here, from Poisson’s equation we find the modulated field δElh(K− k) ,

∇.δElh = −4πeni

∫
δflhdv (30)

∴ δElh(K− k) =
−ω2

pi

|K− k| · L(K− k)

[ ∫ ∑
a

∑
b

Ja(α
′′)Jb(α

′′)exp{i(b− a)θ}
k//v// − (Ω− ω)− aΩi

{
El⊥(

aΩi

(K⊥ − k⊥)v⊥
) · ∂δflh

∂v⊥

+ El//
∂δflh
∂v//

}
+

∫
δEh

∑
a

∑
b

Ja(α)Jb(α)exp{i(b− a)θ}
(Ω− ω)− aΩi

· ∂f1i
∂v⊥

]
dv (31)

where

L(K− k) = 1 +
ω2
pi

|K− k|

∫ ∑
a

∑
b

Ja(α
′′)Jb(α

′′)exp{i(b− a)θ}
k//v// − (Ω− ω)− aΩi

{
K⊥(

aΩi

(K⊥ − k⊥)v⊥)
) · ∂f0i

∂v⊥
+ k//

∂f0i
∂v//

}
dv

(32)

Again, using the Poisson equation we obtain the dielectric response function :

∇.δEh = −4πeni

∫
[δfh +∆f ]dv (33)

we have

δEh(K,Ω)ϵh(K,Ω) = 0 (34)

The dispersion relation ϵh(K,Ω) of ion cyclotron wave is evaluated using the equation given as-

ϵh(K,Ω) = ϵ0(K,Ω) + ϵd(K,Ω) + ϵp(K,Ω) (35)

where ϵ0(K,Ω)is the linear part, ϵd(K,Ω) is the direct coupling part and ϵp(K,Ω) is the polarization coupling
part.
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So, we have

ϵ0(K,Ω) = 1 +
ω2
pi

|K⊥|2

∫
nj

v2j
[1 + (Ω− vnjK⊥

nj
)foi]

∑
a

∑
b

Ja(α)Jb(α)exp{i(b− a)θ}
Ω− aΩi

dv (36)

Here, vnj =
ϵnv

2
j

Ωj
is the density gradient drift speed of the jth species. The subscript j represents ions, j = i .

vnj bears the sign of ej , there is a non-zero current J0 associated with these drifts; this current represents
a free energy that can drive instabilities.

ϵd(K,Ω) = −
ω2
pi

|K⊥|2
(
e

m
)2|El⊥|2Pa,b(

aΩi

(K⊥ − k⊥)v⊥
)

∂

∂v⊥

[
Qs,t(

sΩi

(K⊥ − k⊥)v⊥
)

∂

∂v⊥
{Ru,v

nj

vj
[1 + (Ω− vnjK⊥

nj
)

foi]}+ Sa,b
∂

∂v⊥
{ m

Tik⊥
{1 + (ω − k//v// −

ϵTiK⊥

mΩi
)}}Tp,qf0i

]
dv−

ω2
pi

|K⊥|2
(
e

m
)2|El//|2Pa,b

∂

∂v//[
Qs,t

∂

∂v//
{Ru,v

nj

vj
[1 + (Ω− vnjK⊥

nj
)foi]}+ Sa,b

∂

∂v⊥
{Tp,q

∂f0i
∂v//

}
]
dv (37)

where

Pa,b =
∑
a

∑
b

Ja(α
′′)Jb(α

′′)exp{i(b− a)θ}
k//v// − aΩi − Ω

(38)

Qs,t =
∑
s

∑
t

Js(α
′′)Jt(α

′′)exp{i(t− s)θ}
k//v// − sΩi − (Ω− ω)

(39)

Pu,v =
∑
u

∑
v

Ju(α)Jv(α)
uΩi

K⊥v⊥
exp{i(v − u)θ}

Ω− uΩi
(40)

Sa,b =
∑
a

∑
b

Ja(α)Jb(α)
aΩi

K⊥v⊥
exp{i(b− a)θ}

(Ω− ω)− aΩi
(41)

Tp,q =
∑
p

∑
q

=
Jp(α)Jq(α)exp{i(q − p)θ}

ω − k//v// − aΩi
(42)

Again

ϵp = −
ω4
pi

K2
⊥

( e
m )2

|K− k|2L(K− k)
[(A+B)× (C +D)] (43)

where

A = |El⊥|2
∫ ∑

a

∑
b

Ja(α
′′)Jb(α

′′)( aΩi

(K⊥−k⊥)v⊥
)exp{i(b− a)θ}

k//v// − aΩi − Ω
× ∂

∂v⊥

[Js(α′′)Jt(α
′′)exp{i(t− s)θ}

k//v// − sΩi − (Ω− ω)

{K⊥(
pΩi

(K⊥ − k⊥)v⊥
)
∂f0i
∂v⊥

+ k//
∂f0i
∂v//

}
]
dv+

∫ ∑
a

∑
b

Ja(α
′′)Jb(α

′′)exp{i(b− a)θ}
k//v// − aΩi − (Ω− ω)[∑

u

∑
v

Ju(α)Jv(α)exp{i(v − u)θ}
Ω− uΩi

∂f0i
∂v⊥

{|El⊥|2(
uΩi

(K⊥ − k⊥)v⊥
)

∂

∂v⊥
+ |El//|2

∂

∂v//
}
]
dv (44)

B = |El//|2
∫ ∑

a

∑
b

Ja(α
′′)Jb(α

′′)exp{i(b− a)θ}
k//v// − aΩi − Ω

× ∂

∂v//

[Js(α′′)Jt(α
′′)exp{i(t− s)θ}

k//v// − sΩi − (Ω− ω)

{K⊥(
pΩi

(K⊥ − k⊥)v⊥
)
∂f0i
∂v⊥

+ k//
∂f0i
∂v//

}
]
dv+

∫ ∑
a

∑
b

Ja(α)Jb(α)exp{i(b− a)θ}
(Ω− ω)− aΩi

[
(|El⊥|2 + |El//|2)
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∂

∂v⊥

{ m

Tik⊥
1 + (ω − k//v// −

ϵnTiK⊥

mΩi
)
∑
p

∑
q

Jp(α)Jq(α)exp{i(q − p)θ}
ω − k//v// − aΩi

}f0i
}

+ |El//|2
∂

∂v⊥
{
∑
p

∑
q

}Jp(α)Jq(α)exp{i(q − p)θ}
ω − k//v// − aΩi

∂f0i
∂v//

]
dv (45)

C =

∫ ∑
s

∑
t

Js(α
′′)Jt(α

′′)exp{i(t− s)θ}
k//v// − sΩi − (Ω− ω)

[
{( sΩi

(K⊥ − k⊥)v⊥
)(

∂

∂v⊥
+

∂

∂v//
)

∑
u

∑
v

Ju(α)Jv(α)exp{i(v − u)θ}
Ω− uΩi

∂f0i
∂v⊥

]
dv+K⊥

∫ ∑
a

∑
b

Ja(α
′′)Jb(α

′′)( aΩi

(K⊥−k⊥)v⊥
)exp{i(b− a)θ}

k//v// − aΩi − Ω

∂

∂v⊥
(
∑
p

∑
q

Jp(α)Jq(α)exp{i(q − p)θ}
ω − k//v// − aΩi

∂f0i
∂v//

)dv (46)

D =

∫ ∑
a

∑
b

Ja(α)Jb(α)exp{i(b− a)θ}
(Ω− ω)− aΩi

· ∂

∂v⊥

[ m

TiK⊥
{1 + (ω − k//v// −

ϵTiK⊥

mΩi
)

∑
p

∑
q

Jp(α)Jq(α)exp{i(q − p)θ}
ω − k//v// − aΩi + i0

}f0i −
∑
p

∑
q

Jp(α)Jq(α)exp{i(q − p)θ}
ω − k//v// − aΩi + i0

∂f0i
∂v//

]
dv

+

∫ ∑
a

∑
b

Ja(α
′′)Jb(α

′′)exp{i(b− a)θ}
k//v// − aΩi − Ω

[
{K⊥(

aΩi

(K⊥ − k⊥)v⊥
) · ∂

∂v⊥
+ k//

∂

∂v//
}

m

Tik⊥
{1 + (ω − k//v// −

ϵnTiK⊥

mΩi
)
∑
p

∑
q

Jp(α)Jq(α)exp{i(q − p)θ}
ω − k//v// − aΩi

}f0i
]
dv (47)

3. GROWTH RATE

We have obtained the growth rate by using the formula:

γh
Ω

= −[
Imϵp +

1
2

∂2ϵ0
∂Ω∂t

Ω(∂ϵ0∂Ω )
]Ω=Ωi

(48)

The second part of the expression of the growth rate is due to the reverse absorption effect, which is in our
case is given by-

∂2ϵ0
∂Ω∂t

=
ω2
pi

K2
⊥
(
nj

vj
)

∫ [∑
a

∑
b

Ja(α)Jb(α)exp{i(b− a)θ}
Ω− aΩi

× {(1− vnjK⊥

nj
)

1

Ω− aΩi
}∂f0i

∂t

]
dv (49)

After partial integration,we find that the contribution of ∂2ϵ0
∂Ω∂t in the growth rate becomes zero due to

the reverse absorbtion effect.
Now,we consider the plasma maser interaction between the ICWs and LHDWs turbulence. The condition

for the plasma maser is ω = k//v// and assuming Ω < Kv// .Here,firstly we estimate the linear part of the
dielectric function of the ICWs from eqn(36) . Considering the fact that for the ICWs, the most dominant
contribution to Bessel sums come from the term a = b = 1, s = t = u = v = p = q = 1 .

We have evaluated the linear part of the dispersion relation of the ion cyclotron wave as-

ϵ0 = 1 +
ω2
pi

K2
⊥

ΩiΛ1

Ω− Ωi
(50)

So, we have

∂ϵ0
∂Ω

=
ω2
pi

K2
⊥

( −Λ1Ωi

(Ω− Ωi)2

)
(51)
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The imaginary part of the direct coupling term after partial integration, we have obtained-

Imϵd(k,Ω) = 0 (52)

Again,
For evaluating the imaginary part of the polarization coupling term, we have-

Imϵp(K,Ω) = −
ω4
pi

K2
⊥

( e
m )2

|K− k|2L(K− k)

∫
[A× ImD + C × ImB]dv (53)

Now,

A =
[
|El⊥|2

∫
Pa,b(

aΩi

(K⊥ − k⊥)v⊥
)

∂

∂v⊥
[Qs,t{K⊥(

sΩi

(K⊥ − k⊥)v⊥
)
nj

vj
[1 + (Ω− vnjK⊥

nj
)f0i] + k//

∂f0i
∂v//

}]

+

∫
Qs,t[

nj

vj
[1 + (Ω− vnjK⊥

nj
){|El⊥|2(

uΩi

(K⊥ − k⊥)v⊥
)
∂Ru,v

∂v⊥
+ |El//|2

∂Ru,v

∂v//
}]
]
2πdv⊥dv// (54)

Here, after partial integration the first part of the product is contributing zero. So, we have-

A = 0 (55)

Again,

ImB = |El//|2
Λ2nj

(K⊥ − k⊥)vj

√
π

v2e |k//|

[
{K⊥

ϵ

Ωi
+ k//

2vd
v2e

}{1 + (K⊥ − k⊥)
2v2e

4Ω2
i (Ωi − Ω+ (K⊥ − k⊥))

(Ω− vnjK⊥

nj
)}
]

exp{−(
vd
ve

)2} −
√
π

vd|k//|
Λ2

v2e

k//vd − Ω

(k//vd − Ω)2 − Ω2
i

{(|El⊥|2 + |El//|2)
ϵ

Ωi
+ 2|El//|2

2vd
v2e

} (56)

C =
4k//

K⊥v4e

Ω2
i

(K⊥ − k⊥)

(Ω2 +Ω2
i )

(Ω2 − Ω2
i )

3
Λ2

nj

vj
(Ω−

ϵv2jK⊥

njΩi
) +

√
π

vd|k//|
4K⊥

v4e
Λ2

k//vd − Ω

(k//vd − Ω)2 − Ω2
i

(57)

Where,
Λ1 =

∫∞
0

2πv⊥J
2
0 (αi)f0e(v⊥)dv⊥ , Λ2 =

∫∞
0

2πv2⊥J
2
0 (αi)f0e(v⊥)dv⊥

vd = ω
k//

is the phase velocity.

ve is the electron thermal velocity.

Im
∫∞
−∞

∂f0e(v//)

∂v//

−ω+k//v//+i0+ dv// = −
∫∞
−∞ πδ(ω − k//v//)

∂f0e(v//)

∂v//
= 2

√
π

v3
e

ω
k//|k//|exp{−( ω

k//ve
)2}

So, we have the growth rate as-

γp
Ω

=
a

b
(58)

where

a = −
ω4
pi

K2
⊥

( e
m )2

(K− k)2|k//|2
(ImB × C) (59)

b = Ω
∂ϵ0
∂Ω

= Ω
ω2
pi

K2
⊥

( −Λ1Ωi

(Ω− Ωi)2

)
(60)

L|K− k|2 ∼ k2// (61)
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4. DISCUSSIONS AND CONCLUSIONS

In earlier studies, Tang et al., (2015) [28] in the THEMIS observation of electrostatic ion cyclotron(EIC)
waves and associated ion heating found that the gradient in plasma density are the possible sources of free energy
for the EIC waves. Rosenberg et al., (2009) [29], in his paper discussed that wave frequency increases, the growth
rate of higher harmonic EIC waves tends to increase within certain parameter ranges. Khaira et al., (2015) [30],
considered the Kappa distribution function and discussed the growth rate with respect to wave vector and its
effects.

Here, we have considered the inhomogeneous plasma model for which the particle distribution function is
constructed on a zeroth order distribution function that satisfies the time independent Vlasov equation. We
assume a weak density gradient perpendicular to B0 and we may take the magnetic field to be uniform. Here,
we have considered vnj is independent of mj . We have considered the instabilities driven by the ion density
drift. vnj carries a nonzero current J0 which represents free energy that can drive instabilities. The ion density
drift wave satisfies ωr ≃ kyvni at kyai ≤ 1 and ωr remains less than Ωi . At perpendicular propagation, we
have ICWs at ωr > Ωi .

Here, we have the effect of density gradient parameter in all the fluctuating parts of the particle distribution
function. The study have been performed space plasma and investigated the amplification process of the non-
resonant wave by estimating the growth rate considering only the dominant terms, neglecting other terms.
Though the wave amplification process is mostly affected by the dominant term but we cannot neglect the
influence of other terms involved in the calculation of growth rate.

Now, we consider the observational data in magnetopause of magnetosphere [32], [33]-
K⊥ = 1.71m−1 , ωpi = 1.32 × 103Hz , ωi = 2.1 × 106Hz , vd ∼ 106ms−1 , El⊥ = 1.4 × 10−4vm−1 ,
El// = 105vm−1 , e

m = 1.75 × 1011Ckg−1 , k// = 2π × 10−5m−1 , k⊥ ∼ 10−3m−1 , ve = 4.19 × 105ms−1 ,

Ω = 5× 106Hz , Ωi = 5.6× 106Hz , Λ1 = 1 , Λ2 =
√
π
2 ve

For the regions of plasma with very weak density gradient (ϵn = 0) as-

γp
Ω

∼ 10−6. (63)

The growth rate with a gradient (ϵn ̸= 0) , we have
For (ϵn = 0.1) ,

γp
Ω

∼ 10−3. (64)

So, this shows that due to the presence of density gradient, free energy become apparent and thus influences
the amplification process of ICWs in presence of LHDWs turbulence.

Now, we have plotted the graph of
γp

Ω vs
ωpi

Ωi
for ICWs with different values of the density gradient

parameter.

Fig.A.1: Growth Rate

Again, we have plotted the graph of
γp

Ω vs vnj for ICWs with different values of the density gradient
parameter.
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Fig.A.2: Growth Rate vs density drift speed

So, it has been clear from the Fig.A.1, that for different values of ϵn , we have growth rate increases with
the increase in the value of the density gradient parameter. The growth rate is faster with the increase in value
of ϵn . We can also say from Fig.A.2, that the growth rate increases for different density drift speed. Here,
drift speed increases, frequency of the drift wave increases with successively higher ICWs and thus yields larger
growth rate with the help of non-linear approach and these agrees with the earlier results of Gary in terms of
linear approach [31]. Thus, we can say that there is an amplification of waves due to the interaction of ICWs
and LHDWs. So, for the study of ICWs instability, we have identified that the density gradient and the density
drift speed may play a significant role.
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ÍÅÑÒÀÁIËÜÍIÑÒÜ IÎÍÍÈÕ ÖÈÊËÎÒÐÎÍÍÈÕ ÕÂÈËÜ (ICW) ÇÀ ÐÀÕÓÍÎÊ
ÅÍÅÐÃI� ÒÓÐÁÓËÅÍÒÍÎÑÒI ÍÈÆÍIÕ ÃIÁÐÈÄÍÈÕ ÄÐÅÉÔÎÂÈÕ ÕÂÈËÜ (LHDW)

Ðàêøà Ìóíäõðà, Ï.Í. Äåêà
Ôàêóëüòåò ìàòåìàòèêè, Óíiâåðñèòåò Äiáðóãàðõ, Àññàì, Iíäiÿ

Äîñëiäæåíî íåñòàáiëüíiñòü iîííèõ öèêëîòðîííèõ õâèëü (IÖÕ) çà íàÿâíîñòi òóðáóëåíòíîñòi íèæíüîãiáðèäíèõ äðåé-
ôîâèõ õâèëü (ÍÃÄÕ). Íåîäíîðiäíiñòü ïëàçìè â îáëàñòi ìàãíiòîïàóçè Çåìëi ïiäòðèìó¹ äiàïàçîí íèçüêî÷àñòîòíèõ
õâèëü äðåéôîâèõ òóðáóëåíòíèõ ïîëiâ ÷åðåç ãðàäi¹íòè ãóñòèíè â ðiçíèõ îáëàñòÿõ ñåðåäîâèùà. Îäíå ç öèõ ÿâèù äðåé-
ôó iäåíòèôiêîâàíî ÿê íèæ÷i ãiáðèäíi äðåéôîâi õâèëi (LHDWs), ÿêi çàäîâîëüíÿþòü óìîâi ðåçîíàíñó ω−k ·v = 0.þ
Ìè ðîçãëÿíóëè íåëiíiéíó âçà¹ìîäiþ õâèëi òà ÷àñòèíîê ìîäåëü, äå ðåçîíàíñíà õâèëÿ, ÿêà ïðèñêîðþ¹ ÷àñòèíêó â
ìàãíiòîïàóçi, ìîæå ïåðåäàâàòè ñâîþ åíåðãiþ iîííèì öèêëîòðîííèì õâèëÿì ÷åðåç ìîäóëüîâàíå ïîëå. Íåçâàæàþ÷è
íà ÷àñòîòíi ïðîìiæêè ìiæ äâîìà õâèëÿìè, åíåðãiÿ ìîæå ïåðåäàâàòèñÿ íåëiíiéíî äëÿ ãåíåðàöi¨ íåñòàáiëüíèõ iîííèõ
öèêëîòðîííèõ õâèëü, ÿêi çàâæäè íå çàäîâîëüíÿþòü óìîâi ðåçîíàíñó Ω−K · v ̸= 0 òà óìîâi íåëiíiéíîãî ðîçñiþ-
âàííÿ Ω− ω − (K− k) · v ̸= 0. Òóò ω i Ω � öå ÷àñòîòè ðåçîíàíñíî¨ òà íåðåçîíàíñíî¨ õâèëü âiäïîâiäíî, à k òà
K � âiäïîâiäíi õâèëüîâi ÷èñëà. Îòðèìàíî íåëiíiéíå äèñïåðñiéíå ñïiââiäíîøåííÿ äëÿ iîííèõ öèêëîòðîííèõ õâèëü
(ICW) çà íàÿâíîñòi òóðáóëåíòíîñòi íèæíiõ ãiáðèäíèõ äðåéôîâèõ õâèëü (LHDWs). Îöiíåíî øâèäêiñòü çðîñòàííÿ
iîííèõ öèêëîòðîííèõ õâèëü ç âèêîðèñòàííÿì äàíèõ êîñìi÷íèõ ñïîñòåðåæåíü â îáëàñòi ìàãíiòîïàóçè.
Êëþ÷îâi ñëîâà: iîííi öèêëîòðîííi õâèëi; íèæíi ãiáðèäíi äðåéôîâi õâèëi; ïîñèëåííÿ õâèëü; ãðàäi¹íò ãóñòèíè;
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This paper presents a comprehensive study on the numerical simulation of the one-dimensional modified Burgers’ equation
in dusty plasmas.The reductive perturbation method is employed to derive the equation, and a numerical solution is
obtained using the explicit finite difference technique.The obtained results are extensively compared with analytical
solutions, demonstrating a high level of agreement, particularly for lower values of the dissipation coefficient.The accuracy
and efficiency of the technique are evaluated based on the absolute error.Additionally,the accuracy and effectiveness of
the technique are assessed by plotting L2 and L∞ error graphs.The technique’s reliability is further confirmed through
von-Neumann stability analysis, which indicates that the technique is conditionally stable. Overall, the study concludes
that the proposed technique is successful and dependable for numerically simulating the modified Burgers’ equation in
dusty plasmas.

Keywords: Dusty plamas; Reductive perturbation method; Modified Burgers equation; Finite difference explicit technique;
von Neumann stability analysis

PACS: 02.70Bf, 52.27Lw, 52.35Fp, 52.35Tc

1. INTRODUCTION

Wave propagation in dusty plasmas [1] has gained significant attention in recent years due to its relevance in
astrophysical and space environments, as well as in the lower ionosphere of the Earth [2, 3, 4, 5, 6]. The presence
of charged dust particles in dusty plasmas has a notable impact on the spectra of normal plasma waves [7], giving
rise to the emergence of two kind of low-frequency waves [8] in dusty plasmas, including dust acoustic waves
[9, 10] and dust-ion-acoustic waves [8, 9].Dust-acoustic waves (DAWs) have numerous industrial uses, including in
laboratory plasma equipment, semiconductor chip manufacturing, and fusion reactor systems [11, 12]. Numerous
researchers have investigated the characteristics of nonlinear wave propagation in dusty plasmas. Tamang and
Saha [13] presented dynamic transitions of dust acoustic waves in collisional dusty plasmas. Dev et al. [14] have
derived the nth-order three-dimensional modified Burgers’ equation, considering non-thermal ions with varying
temperatures.Tian et al.[15] analyzed a new (3 + 1)-dimensional modified Burgers’ equation with the electron
distribution in the presence of trapping particles and the kinetic equation of charge of dust particle. This paper
investigates the one-dimensional modified Burgers’ equation in a dusty plasma medium. The MBE has the
strong non-linear behaviours and also has widely been utilized in physical phenomena [16].The MBE equation
is a nonlinear advection-diffusion equation [17].The primary objective is to numerically solve the equation and
explore the diverse characteristics of shock waves. Numerous authors in the literature have suggested and
applied diverse numerical techniques to approximate the solution of the modified Burgers’ equation.A summary
of the suggested numerical techniques for approximating the solution of the modified Burgers’ equation includes
the following:

Zeytinoglu et al.[18] investigated an efficient numerical method for analyzing the propagation of shock
waves in the equation. Bratsos [19] employed a finite difference technique as a computational method to
solve the equation. Ramadan et al. [20] employed a septic B-spline collocation approach for solving the
equation. Irk [21] have applied the sextic B-spline collocation technique for solving the equation. Saka and Dag
[22] used quintic B-splines collocation technique to solve the equation. Duan et al.[23] implemented Lattice
Boltzmann method to solve the equation. A Chebyshev spectral collocation method is applied by Temsah [24].
Roshan and Bharma [25] applied the Petrov-Galerkin method for solving the equation. Kutluay et al.[26]
implemented a cubic B-spline collocation technique for solving the equation. Also, Ucar et al. [27] used
finite difference technique for solving the equation. Gao et al. [28] developed a high bounded upwind scheme
within the normalized-variable formulation to approximate the equation. Grienwank et al. [29] introduced a
non-polynomial spline-based method for solving the equation. Bratsos et al. [30] employed the explicit finite
difference scheme to numerically solve the equation.Numerical solution of nonlinear modified Burgers’ equation
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is obtained using an improvised collocation technique with cubic B-spline as basis functions in [31]. The authors
in [32] provided an orthogonal collocation technique with septic Hermite splines as basis function to obtain the
numerical solution of non-linear modified Burgers’ equation. A numerical method based on quintic trigonometric
B-splines for solving modified Burgers’ equation (MBE) is presented in [33]. The arrangement of the manuscript
is as follows. Section 2 of the manuscript discusses the governing equations of the dusty plasma model, along
with the derivation of the modified Burgers’ equation in dusty plasmas. Section 3 presents the explicit finite
difference technique. The stability analysis of this technique is presented in Section 4. Section 5 includes the
results and discussion, while the conclusion is provided in Section 6.

2. GOVERNING EQUATIONS AND DERIVATION OF MODIFIED BURGERS’ EQUATION

The governing equations for the dusty plasma model are:

∂nd
∂t

+∇. (ndud) = 0 (1)

∂ud
∂t

+ (ud.∇)ud =
Zde

md
∇Ψ− ∇pd

mdnd
(2)

The Poisson equation is expressed as follows

∇2Ψ = 4πe[ne + Zdnd − nil − nih] (3)

where ud represents the fluid speed, Zd denotes the dust charge number, md represents the mass of the dust
particle, Ψ represents the electrostatic potential, and nd represents the dust particle number density. Addition-
ally, nil represents the ion particle number density at lower temperature, nih represents the ion particle number
density at higher temperature, and ne represents the electron particle number density.

The electron density, as well as the ion densities at both low and high temperatures, are provided as follows:

ne =

(
1

σ1 + σ2 − 1

)
e

(
sθ1Ψ
KBTe

)
(4)

nil =

(
σ1

σ1 + σ2 − 1

)(
1 + ηgφ+ η (gφ)

2
)
exp

(
−gΨ
KBTil

)
(5)

nih =

(
σ1

σ1 + σ2 − 1

)(
1 + ηgρφ+ η (gθφ)

2
)
exp

(
−gρΨ
KBTih

)
(6)

where θ1 = Til

Te
, θ2 = Tih

Te
, θ = θ1

θ2
= Til

Tih
, σ1 = nil0

ne0
, σ2 = nih0

ne0
, g =

Teff

Til
= σ1+σ2−1

σ1+σ2θ+θ1
, φ = eΨ

KBTeff
and η = 4κ

1+3κ .

The charge equation is written as [35, 36]

dQ̄d

dt
+ νQ̄d = |Ie0|nd0Zd0

(
n̄il
nil0

+
n̄ih
nih0

− n̄e
ne0

)
(7)

with Qd = Q̄d+Qd0 where Q̄d and Qd0 are the charged of the dust particle at perturbed and equilibrium states

respectively. The natural decay rate ν is defined as ν = e|Ie0|
C

[
1

KBTeff
+ 1

ℵ0

]
and ℵ0 = kBTeff − eΨf0, with

Ψf0 is the floating potential at equilibrium.
The effective temperatures Teff for two types of ions, namely, ions at low temperature and ions at high

temperature, are provided.

Teff =

[
1

nd0Zd0

(
ne0
Te

+
nil0
Til

+
nih0
Tih

)]−1

(8)

The equations 1, 2, 3 and 7 can be expressed in their normalized form as follows:

∂Nd

∂T
+∇ (NdUd) = 0 (9)

(
∂

∂T
+ Ud∇

)
Ud = Zd∇ψ − Ω

5

3
N

d

−1

∇Nd
ξ (10)
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∇2ψ = Υ1ψ +Υ2ψ
2 + (ZdNd − 1) (11)

dZd

dι
+ ν′Zd = r + r1ψ + r2ψ

2 (12)

where Υ1 = θ1+(σ1+σ2θ)(1−η)
σ1+σ2−1 g, Υ2 = θ1

2−σ1−σ2θ
2

2(σ1+σ2−1) g
2,Ω = Td

Teff
, r = |Ie0|

ezd0ωpd
, r1 = |Ie0|[(η−1)(1+θ)−θ1]

ezd0ωpd
, r2 =

|Ie0|(1+θ2−θ1
2)

2ezd0ωpd
g2, ν′ = ν

ωpd
and Nd is the number density of dust particle and is normalized by nd0, Ud is the

fluid velocity which is normalized by cd =
√

Zd0kBTeff

md
,ψ is the electrostatic potential which is normalized by

ψ = eΨ
KBTeff

and charge density Zd is normalized by Zd0.x is normalized by the dust λD =
(

KBTeff

4πnd0e2Zd0

) 1
2

and

time variable t is normalized by the dust plasma frequency ωpd =
(

4πZd0
2nd0e

2

md

) 1
2

. The adiabatic index ξ = 3

for the one dimensional geometry of the system.

For employing reductive perturbation theory, the space and time stretched coordinates are as follows:

ζ = ϵ3 (x− Vpt) ; ι = ϵ6t (13)

where ϵ represents a small quantity that characterizes the nonlinearity in the system, and Vp is the phase speed
of the wave. The variables Nd, Zd , ψ and Udx are expanded as power series in terms of ϵ as shown below:

Nd = 1 + ϵN
(1)
d + ϵ2N

(2)
d + ϵ3N

(2)
d + . . . (14)

Zd = 1 + ϵZ
(1)
d + ϵ2Z

(2)
d + ϵ3Z

(2)
d + . . . (15)

ψ = ϵψ(1) + ϵ2ψ(2) + ϵ3ψ(3) + . . . (16)

Udx = ϵU
(1)
dx + ϵ2U

(2)
dx + ϵ3U

(3)
dx + . . . (17)

After substituting the relations 13-17 into equations 9-12 and performing some algebraic manipulations,
the following equation has been obtained [14] as:

∂ψ(1)

∂ι
+A

[
ψ(1)

]3 ∂ψ(1)

∂ζ
= B

∂2ψ(1)

∂ζ2
(18)

The nonlinear coefficient A is given in the form

A =
e2zd0 (zd0 + r1)

V 3
p m

2
d

− e2r1zd0
V 3
p m

2
dθ

− 4

3

er2
mdVP

+
e3 (zd0)

3

4V 5
p m

3
d

− r21e

4mdVpz
(0)
d θ2

+
r2e

2

Vpmdθ

− e

2mdVpzd0θ2
+

r1r2Vp

4θ2 (zd0)
2 +

r21Vp

16θ3 (zd0)
2

(19)

and the dissipation coefficient B is represented by

B =
V 4
p r

2ω2
pdθ

2
(20)

The equation 18 is commonly referred to as the one-dimensional modified Burgers’ equation in dusty
plasmas. It serves as a fundamental model for describing various phenomena, including shock wave solutions,
mass transport, gas dynamics in plasma, and fluid dynamics.

The travelling wave solution [14] of 18 is derived as

ψ(1) =
{
ψm

[
1− tanh

(υ
δ

)]} 1
3

(21)
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Here, ψm = 4V l
2Al2 = 2V

Al represents the amplitude of the shock wave, and δ = 2Bl3

V l = 2Bl2

V represents its
width. In these equations, l denotes the direction cosines, and V is the speed of the shock wave. Substitut-

ing υ = ζl−V ι, ψm = 2V
Al and δ = 2Bl2

V in 21, the travelling wave solution of modified Burgers’ equation becomes

ψ(1) (ζ, ι) =

{
2V

Al

[
1− tanh

(
ζl − V ι

2Bl2

V

)]} 1
3

(22)

3. EXPLICIT FINITE DIFFERENCE METHOD

For convenience, we consider ψ(1) (ζ, ι) = u(x, t) and l = 1. The equation 18 is rewritten as

∂u

∂t
+Au3

∂u

∂x
= B

∂2u

∂x2
(23)

The travelling wave solution of equation is written by

u (x, t) =

{
2V

A

[
1− tanh

V

4B

(
x− t

2

)]} 1
3

(24)

with the initial condition,

u (x, 0) =

{
2V

A

[
1− tanh

(
V x

4B

)]} 1
3

(25)

and the boundary conditions

u (0, t) =

{
2V

A

(
1 + tanh

V t

8B

)} 1
3

(26)

u (1, t) =

{
2V

A

[
1− tanh

V

4B

(
1− t

2

)]} 1
3

(27)

In order to discretize the modified Burgers’ equation 23,we apply the forward difference approximation to
replace the partial derivative ∂u

∂t and the central difference approximation to replace the partial derivatives ∂u
∂x

and ∂2u
∂x2 ,as described in reference[34], i.e.

∂u

∂t
≈ ui,j+1 − ui,j

k
(28)

∂2u

∂x2
≈ ui+1,j − 2ui,j + ui−1,j

h2
(29)

∂u

∂x
≈ ui+1,j − ui−1,j

2h
(30)

thus 23 becomes

ui,j+1 − ui,j
k

+Aui,j
3

[
ui+1,j − ui−1,j

2h

]
= B

[
ui+1,j − ui,j + ui−1,j

h2

]
(31)

which simplifies

ui,j+1 = ui,j +
kA

2h
ui,j

3 [ui−1,j − ui+1,j ] +
kB

h2
[ui+1,j − 2ui,j + ui−1,j ] (32)
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4. STABILITY ANALYSIS OF THE EXPLICIT FINITE DIFFERENCE METHOD

The von Neumann analysis method is employed to assess the stability of a numerical approach for both
linear initial value problems and linearized nonlinear boundary value problems [37]. The Von Neumann stability
theory in which the growth factor ξ is defined as

ui,j = ξjeIkhi = ξjeIθi (33)

where I =
√
−1 ,ξj is the amplitude at time level k and h = ∆x.The equation 32 has been linearized by putting

u3 =M to check the stability.

ui,j+1 = ui,j +
kAM

2h
[ui−1,j − ui+1,j ] +

kB

h2
[ui+1,j − 2ui,j + ui−1,j ] (34)

ui,j+1= (1− 2kB

h2
)u

i,j
+ (

kAM

2h
+
kB

h2
)ui−1,j + (

kB

h2
− kAM

2h
)ui+1,j (35)

Substitute 33 in 35, we get

ξjeIθiξ = ξjeIθi
[(
1− 2kB

h2

)
+
(
kAM
2h + kB

h2

)
e−Iθ + (kBh2 − kAM

2h )eIθ
]

ξ =
(
1− 2kB

h2

)
+
(
kAM
2h + kB

h2

)
e−Iθ + (kBh2 − kAM

2h )eIθ

ξ =
(
1− 2kB

h2

)
+ kAM

2h

(
e−Iθ − eIθ

)
+ kB

h2 (e
Iθ + e−Iθ)

ξ =
(
1− 2kB

h2

)
+ kAM

2h (−2Isinθ) + kB
h2 (2cosθ)

ξ =
(
1− 2kB

h2

)
− kAM

h sinθ + 2kB
h2 cosθ

The stability criteria for the numerical technique is |ξ| ≤ 1,which means −1 ≤ ξ ≤ 1 where

|ξ| =
∣∣∣∣(1− 2kB

h2

)
− kAM

h
sinθ +

2kB

h2
cosθ

∣∣∣∣ ≤ 1 (36)

So the stability condition is 2kB
h2 ≤ 1 or kB

h2 ≤ 1
2

k ≤ h2

2B
(37)

5. RESULTS AND DISCUSSION

Upon evaluating the von Neumann stability condition, we explore different values of B (specifically, B =
0.001, 0.005, 0.01, 0.05, 0.1, 0.5) for given step sizes h = 0.001, 0.01 and k = 0.01, 0.05, 0.0001, 0.0005. The
coefficient A is influenced by various plasma parameters, and within these parameters, we consider a specific
range of A values, namely A = 0.2 to A = 4. The validity of the present technique is evaluated using the
absolute error which is defined by ∣∣∣uAnalytical

i − uNumerical
i

∣∣∣ (38)

Also,L2 and L∞ error norms, defined by

L2 =

√√√√h

N∑
j=1

∣∣∣uanalyticalj − unumerical
j

∣∣∣2 (39)

L∞ = max
∣∣∣uanalyticalj − unumerical

j

∣∣∣ (40)

are presented graphically for various values of nonlinear coefficient and dissipation coefficient for chosen space
and time steps to check the accuracy and effectiveness of the method.
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Figure 1. Analytical and numerical solutions, as well as the absolute error, L2 error norm, and L∞ error
norm,at A = 1, B = 0.01, h = 0.01, and k = 0.005.

Figure 2. Analytical and numerical solutions, as well as the absolute error, L2 error norm, and L∞ error norm,
at A = 2,B = 0.05,h = 0.01,k = 0.001.
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Figure 3. Analytical and numerical solutions, as well as the absolute error, L2 error norm, and L∞ error norm,
at A = 2.5,B = 0.1,h = 0.1,k = 0.0005.

Figures 1-3 demonstrate that the greatest absolute error is observed on the left side of the solution domain
for B = 0.01 and B = 0.05. This suggests that there is a significant discrepancy between the numerical and
analytical solutions in that region for these specific values of B.Conversely, the highest error for both the L2

and L∞ norms is found on the right side of the solution domain, again for B = 0.01 and B = 0.05. This implies
that the overall accuracy of the numerical solution deteriorates more prominently towards the right side for
these particular values of B. Furthermore, by examining Figures 1-3, it can be concluded that as the dissipation
coefficient decreases, the wave curves exhibit interesting behavior. Specifically, they become progressively flatter
and steeper. This observation suggests that reducing the dissipation coefficient has a noticeable impact on the
shape and steepness of the wave curves, indicating a stronger influence of convection effects in the system.
Therefore, it can be concluded from the analysis of Figures 1-3 that the dissipation coefficient plays a crucial
role in shaping the behavior of the wave curves.

Figure 4. The numerical solution at various time stages using different values for A and B.
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Figure 4 demonstrates that the wave propagation accelerates as the dissipation coefficient decreases. Fur-
thermore, the figure also illustrates that as the value of the dissipative coefficient decreases, the wave front tends
to exhibit a sharper steepness. In other words, with lower values of the dissipation coefficient, the wave profile
becomes more pronounced and intense, indicating a stronger and more distinct wavefront. Figure 4 provides a
visual representation of the behavior of shock wave profiles at different time intervals, while considering various
values of the dissipation coefficient.

Figure 5. The numerical and analytical solution for various values of A and B (red - analytical, blue -
numerical)

Figure 6. The numerical and analytical solution for various values of A and B (red - analytical, blue -
numerical)

Figure 5 and 6 present a comparison between the numerical and analytical solutions at different time points,
considering various values of A and B. Upon examination, it can be observed that the graphs representing the
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numerical results closely align with the analytical results, particularly when B takes on the values of 0.005 and
0.001.

6. CONCLUSION

In this research, we numerically solve the one-dimensional modified Burgers’ equation in dusty plasmas,
considering the presence of non-thermal ions with different temperatures. The explicit finite difference technique
is employed to solve the equation and investigate the characteristics of shock wave profiles. To assess the
accuracy of our approach, we compare the numerical results with analytical results and find that the numerical
graphs closely match the analytical ones. Moreover, our numerical solutions outperform those obtained by
other methods described in the literature. The results indicate that the accuracy and efficiency of the technique
depend on the value of the dissipation coefficient. Specifically, smaller values of the dissipation coefficient yield
better results. The research also explores the behavior of shock wave propagation for varying values of the
nonlinear coefficient and dissipation coefficient. It is observed that as the dissipation coefficient decreases, the
wave front becomes sharper. To assess the accuracy and efficiency of the proposed technique, the absolute error
is calculated. The findings indicate that the technique’s accuracy and efficiency depend on the value of the
dissipation coefficient, with improved results obtained when the dissipation coefficient is smaller.
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[16] U. Yusuf, M. Yağmurlu, and A. Bashan, ”Numerical solutions and stability analysis of modified Burgers equation
via modified cubic B-spline differential quadrature methods,” Sigma Journal of Engineering and Natural Sciences,
37(1), 129-142 (2019). https://sigma.yildiz.edu.tr/storage/upload/pdfs/1635837147-en.pdf
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×ÈÑÅËÜÍÅ ÌÎÄÅËÞÂÀÍÍß ÒÀ ÀÍÀËIÇ ÌÎÄÈÔIÊÎÂÀÍÎÃÎ ÐIÂÍßÍÍß
ÁÞÐÃÅÐÑÀ Â ÇÀÏÎÐÎØÅÍIÉ ÏËÀÇÌI
Õàðåêðiøíà Äåêàa, Äæíàíäéîòi Ñàðìàb

aÄåðæàâíèé âiäêðèòèé óíiâåðñèòåò Ê.Ê. Õàíäiêi, Õàíàïàðà, Ãóâàõàòi, 781022, Iíäiÿ
bÊîëåäæ Ð.Ã. Áàðóà, Ôàòàñèë Àìáàði, Ãóâàõàòi, 781025, Iíäiÿ

Ó öüîìó äîêóìåíòi ïðåäñòàâëåíî âñåái÷íå äîñëiäæåííÿ ÷èñåëüíîãî ìîäåëþâàííÿ îäíîâèìiðíîãî ìîäèôiêîâàíîãî

ðiâíÿííÿ Áþðãåðñà â çàïîðîøåíié ïëàçìi. Äëÿ âèâåäåííÿ ðiâíÿííÿ âèêîðèñòîâó¹òüñÿ ìåòîä âiäíîâíèõ çáóðåíü, à

÷èñëîâå ðiøåííÿ îòðèìàíî çà äîïîìîãîþ ÿâíîãî ìåòîäó êiíöåâèõ ðiçíèöü. Îòðèìàíi ðåçóëüòàòè äåòàëüíî ïîðiâ-

íþþòüñÿ ç àíàëiòè÷íèìè ðiøåííÿìè, äåìîíñòðóþ÷è âèñîêèé ðiâåíü óçãîäæåíîñòi, îñîáëèâî äëÿ ìåíøèõ çíà÷åíü

êîåôiöi¹íòà äèñèïàöi¨. Òî÷íiñòü i åôåêòèâíiñòü ìåòîäèêè îöiíþþòü çà àáñîëþòíîþ ïîõèáêîþ. Êðiì òîãî, òî÷íiñòü

i åôåêòèâíiñòü ìåòîäèêè îöiíþ¹òüñÿ øëÿõîì ïîáóäîâè ãðàôiêiâ ïîõèáîê L2 i L∞. Íàäiéíiñòü ìåòîäèêè äîäàòêî-

âî ïiäòâåðäæó¹òüñÿ àíàëiçîì ñòàáiëüíîñòi çà ôîí-Íåéìàíîì, ÿêèé âêàçó¹ íà òå, ùî ìåòîäèêà óìîâíî ñòàáiëüíà.

Çàãàëîì äîñëiäæåííÿ ðîáèòü âèñíîâîê, ùî çàïðîïîíîâàíà ìåòîäèêà ¹ óñïiøíîþ òà íàäiéíîþ äëÿ ÷èñåëüíîãî ìî-

äåëþâàííÿ ìîäèôiêîâàíîãî ðiâíÿííÿ Áþðãåðñà â çàïèëåíié ïëàçìi.

Êëþ÷îâi ñëîâà: ïèëîâà ïëàçìà; ðåäóêòèâíèé ìåòîä çáóðåíü; ìîäèôiêîâàíå ðiâíÿííÿ Áþðãåðñà; ìåòîä ñêií÷åí-

íî¨ ðiçíèöi â ÿâíîìó âèãëÿäi; àíàëiç ñòiéêîñòi ôîí Íåéìàíà
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This research paper investigates the effects of thermal stratification on unsteady parabolic flow past an infinite vertical
plate with chemical reaction. Using the Laplace transform method, analytical solutions are derived to simulate the
physical process of the flow. The study considers the effects of thermal stratification on the flow field, as well as the
effects of chemical reaction on the velocity, and temperature field. The results of the stratification case are then compared
to the case of no stratification of a similar flow field. The results of this research can be used to improve understanding
of the unsteady parabolic flow in thermal stratified environments and provide valuable insight into the effects of chemical
reactions on the temperature field.

Keywords: Thermal Stratification; Chemical Reaction; Parabolic Flow; Vertical plate

PACS: 47.55.P-, 44.25.+f, 44.05.+e, 47.11.-j

NOMENCLATURE

α Thermal Diffusivity

β Volumetric Coefficient of Thermal Expansion

β∗ Volumetric Coefficient of Expansion with Con-
centration

η Similarity Parameter

γ Thermal Stratification Parameter

ν Kinematic Viscosity

τ Non-Dimensional Skin-Friction

θ Non-Dimensional Temperature

C Non-Dimensional Concentration

C ′ Species Concentration in the fluid

C ′
∞ Concentration of the fluid far away from the

Plate

C ′
w Concentration of the Plate

D Mass Diffusion Coefficient

g Acceleration due to gravity

Gc Mass Grashof Number

Gr Thermal Grashof Number

K Non-Dimensional Chemical Reaction Parame-
ter

K1 Chemical Reaction Parameter

Pr Prandtl Number

S Non-Dimensional Thermal Stratification Pa-
rameter

Sc Schimdt Number

t Non-Dimensional Time

T ′ Temperature of the fluid

t′ Time

T ′
∞ Temperature of the fluid far away from the

Plate

T ′
w Temperature of the Plate

U Non-Dimensional Velocity

u′ Velocity of the fluid in x′ direction

u0 Velocity of the Plate

y Non-Dimensional Coordinate Normal to the
plate

y′ Coordinate Normal to the Plate

1. INTRODUCTION

The study of parabolic flow is significant because it helps to reduce energy losses in flowing fluids by
decreasing viscous interactions between neighboring layers of fluid and the pipe wall. Additionally, parabolic
flow is simpler to model and calculate than unstable flow, which includes the fluid’s random and unpredictable
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Figure 1. Physical Model and coordinate system

motion. One of the uses for parabolic flow is in mass and heat transfer procedures using an infinite vertical plate.
The plate may be subjected to a variety of boundary conditions, including constant or variable temperature,
constant or variable heat flow, constant or variable concentration, etc. The study of these problems has a lot of
attention because they are important in engineering and industrial processes, such as cooling electronic devices,
sun collectors, chemical reactors, combustion chambers, etc.

The first study on the parabolic starting flow past an infinite vertical plate was done by [1]. In addition,
the MHD Parabolic flow for an infinite vertical plate was investigated by [2], while [3] studied the flow around
an accelerating vertical plate. The present research is the first work to look into the combined effects of thermal
stratification and chemical reaction on parabolic flow past an infinite vertical plate. [4, 5] and [6] investigated
unsteady flows in a stably stratified fluid, focusing on infinite plates. Furthermore, buoyancy-driven flows in
a stratified fluid were examined by [7, 8]. [9] came up with an analytical solution to describe how fluid would
flow past an infinite vertical plate that had been affected chemically. In their studies, [10] and [11] examine
the results of applying a chemical reaction to an infinite vertical plate under different situations. The articles
[12] and [13] investigate the impacts of chemical reaction and thermal stratification on MHD flow for vertical
stretching surfaces. In a similar manner, [14] investigated the effects of non-Newtonian fluid flow across a porous
material on both effects. The study conducted by [15] focuses on analysing the collective influence of thermal
stratification and chemical reaction on the flow of a fluid relative to an infinitely vertical plate. Furthermore, [16]
conducted an investigation to examine the impact of thermal stratification on the unsteady flow of fluid past an
accelerated vertical plate, while also considering the presence of a first-order chemical reaction. [17] conducted
an investigation to analyse the impact of thermal stratification with velocity slip, and changing viscosity on the
magnetohydrodynamic (MHD) flow of a nanofluid across a disc.

The work presents the derivation of the special solutions for the situation Sc = 1 and the classical solutions
for the case S = 0, where no stratification is present. In order to compare these solutions to the original solutions,
graphs are utilized to show the variations. Physical parameters that affect the concentration, temperature, and
velocity profiles are discussed and illustrated graphically. These parameters include the S,K,Gr,Gc, and time t.
The conclusions of this study have numerous uses across several industries and chemical plants.

2. MATHEMATICAL ANALYSIS

We examine at the unstable parabolic flow over an infinite vertical plate of a viscous, in-compressible,
stratified fluid with first order chemical reaction effects. To study the flow situation, we employ a coordinate
system in which the y′ axis is perpendicular to the plate and the x′ axis is chosen vertically upward along
the plate. At first, both the plate’s initial temperature T ′

∞ and fluid’s initial concentration C ′
∞ are the same.

At time t′ > 0, the plate is moving at the velocity u0t
′2 in its own plane relative to the gravitational field.

Additionally, at time t′ > 0, the concentration level is raised to C ′
w and the plate temperature is raised to T ′

w.
All flow variables are independent of x′ and only affected by y′ and t′ since the plate has an infinite length. As
a result, we are left with a flow that is only one dimension and has one non-zero vertical velocity component, u′.
The Boussinesqs’ approximation is then used to represent the equations for motion, energy, and concentration
as follows:
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∂u′

∂t′
= gβ(T ′ − T ′

∞) + gβ∗(C ′ − C ′
∞) + ν

∂2u′

∂y′2
(1)

∂T ′

∂t′
= α

∂2T ′

∂y′2
− γu′ (2)

∂C ′

∂t′
= D

∂2C ′

∂y′2
−K1C

′ (3)

with the following initial and boundary Conditions:

u′ = 0 T ′ = T ′
∞ C ′ = C ′

∞ ∀y′, t′ ≤ 0

u′ = u0t
′2 T ′ = T ′

w C ′ = C ′
w at y′ = 0, t′ > 0

u′ = 0 T ′ → T ′
∞ C ′ → C ′

∞ as y′ → ∞, t′ > 0

where, γ =
dT ′

∞
dx′ + g

Cp
denotes the thermal stratification parameter and

dT ′
∞

dx′ denotes the vertical temperature

convection known as thermal stratification. In addition, g
Cp

represents the rate at which particles in a fluid do

reversible work due to compression, often known as work of compression. The variable (γ) will be referred to as
the thermal stratification parameter in our research because the compression work is relatively minimal. For the
purpose of testing computational methods, compression work is kept as an additive to thermal stratification.
And we provide non-dimensional quantities in the following:

U = u′
(u0

ν2

)1/3

, t = t′
(
u2
0

ν

)1/3

, y = y′
(u0

ν2

)1/3

, θ =
T ′ − T ′

∞
T ′
w − T ′

∞
, C =

C ′ − C ′
∞

C ′
w − C ′

∞
, P r =

ν

α

Gr =
gβ(T ′

w − T ′
∞)

(νu0)1/3
, Gc =

gβ∗(C ′
w − C ′

∞)

(νu0)1/3
, Sc =

ν

D
, K = K1

(
ν

u2
0

)1/3

, S =
γν

u0(T ′
w − T ′

∞)

The non-dimensional forms of the equations (1)-(3) are given by

∂U

∂t
= Grθ +GcC +

∂2U

∂y2
(4)

∂θ

∂t
=

1

Pr

∂2θ

∂y2
− SU (5)

∂C

∂t
=

1

Sc

∂2C

∂y2
−KC (6)

Non-dimensional form of initial and boundary Conditions are:

U = 0 θ = 0 C = 0 ∀y, t ≤ 0

U = t2 θ = 1 C = 1 at y = 0, t > 0

U = 0 θ → 0 C → 0 as y → ∞, t > 0 (7)

3. METHOD OF SOLUTION

The non-dimensional governing equations (4)- (6) with boundary conditions (7) are solved using Laplace’s
transform method for Pr = 1. Hence, the expressions for concentration, velocity and temperature with the help
of [18] and [19] are given by

C =
1

2

[
e−2η

√
ScKterfc

(
η
√
Sc−

√
Kt

)
+ e2η

√
ScKterfc

(
η
√
Sc+

√
Kt

)]
(8)

U = [f4(iA) + f4(−iA)] +
iA

2S
{f1(iA)− f1(−iA)}+ Gc

2(Sc− 1)
[C1 {f1(iA) + f1(−iA)}



80
EEJP.4(2023) Rupam Shankar Nath, et al.

+(C2 − iC3) {f2(iA,B + iB1) + f2(−iA,B + iB1)}+ (C2 + iC3) {f2(iA,B − iB1)

+f2(−iA,B − iB1)}] +
Gc

2iA
[(D1 − 1) {f1(iA)− f1(−iA)}+ (D2 + iD3) {f2(iA,B + iB1)

−f2(−iA,B + iB1)}+ (D2 − iD3) {f2(iA,B − iB1)− f2(−iA,B − iB1)}]

− Gc

(Sc− 1)

[
C1

2

{
e−2η

√
ScKterfc

(
η
√
Sc−

√
Kt

)
+ e2η

√
ScKterfc

(
η
√
Sc+

√
Kt

)}
+(C2 − iC3) {f3(K,B + iB1)}+ (C2 + iC3) {f3(K,B − iB1)}] (9)

θ =
S

iA
[f4(iA)− f4(−iA)] +

1

2
{f1(iA) + f1(−iA)}+ SGc

2iA(Sc− 1)
[C1 {f1(iA)− f1(−iA)}

+(C2 − iC3) {f2(iA,B + iB1)− f2(−iA,B + iB1)}+ (C2 + iC3) {f2(iA,B − iB1)

−f2(−iA,B − iB1)}] +
SGc

2(Sc− 1)2
[E1 {f1(iA) + f1(−iA)}+ (E2 − iE3) {f2(iA,B + iB1)

+f2(−iA,B + iB1)}+ (E2 + iE3) {f2(iA,B − iB1) + f2(−iA,B − iB1)}]

− SGc

(Sc− 1)2

[
E1

2

{
e−2η

√
ScKterfc

(
η
√
Sc−

√
Kt

)
+ e2η

√
ScKterfc

(
η
√
Sc+

√
Kt

)}
+(E2 − iE3)f3(K,B + iB1) + (E2 + iE3)f3(K,B − iB1) (10)

where,

η =
y

2
√
t
, A =

√
SGr, B =

ScK

Sc− 1
, B1 =

A

Sc− 1
=

√
SGr

Sc− 1
, C1 =

B

(B2 +B2
1)

C2 =
−B

2(B2 +B2
1)

, C3 =
−B1

2(B2 +B2
1)

, D1 =
B2

(B2 +B2
1)

, D2 =
B2

1

2(B2 +B2
1)

D3 =
BB1

2(B2 +B2
1)

, E1 =
1

(B2 +B2
1)

, E2 =
−1

2(B2 +B2
1)

, E3 =
B

2B1(B2 +B2
1)

Also, fi’s are inverse Laplace’s transforms given by

f1(ip) = L−1

{
e−y

√
s+ip

s

}
, f2(ip, q1 + iq2) = L−1

{
e−y

√
s+ip

s+ q1 + iq2

}

f3(p, q1 + iq2) = L−1

{
e−y

√
Sc(s+p)

s+ q1 + iq2

}
, f4(ip) = L−1

{
e−y

√
s+ip

s3

}
We separate the complex arguments of the error function contained in the previous expressions into real and
imaginary parts using the formulas provided by [18].

4. SPECIAL CASE [FOR Sc = 1]

We came up with answers for the special case where Sc = 1. Hence, the solutions for the special case are
as follows:

C∗ =
1

2

[
e−2η

√
Kterfc

(
η −

√
Kt

)
+ e2η

√
Kterfc

(
η +

√
Kt

)]
(11)

U∗ =
KGc

2(K2 +A2)
{f1(iA) + f1(−iA)}+ iA

2

(
1

S
+

Gc

K2 +A2

)
{f1(iA)− f1(−iA)}

− KGc

2(K2 +A2)

[
e−2η

√
Kterfc

(
η −

√
Kt

)
+ e2η

√
Kterfc

(
η +

√
Kt

)]
+ {f4(iA) + f4(−iA)} (12)

θ∗ =
SKGc

2iA(K2 +A2)
{f1(iA)− f1(−iA)}+ 1

2

(
1 +

SGc

K2 +A2

)
{f1(iA) + f1(−iA)}

− SGc

2(K2 +A2)

{
e−2η

√
Kterfc

(
η −

√
Kt

)
+ e2η

√
Kterfc

(
η +

√
Kt

)}
+

S

iA
{f4(iA)− f4(−iA)} (13)
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5. CLASSICAL CASE (S = 0)

We derived solutions for the classical case of no thermal stratification (S = 0). We want to compare
the results of the fluid with thermal stratification to the case with no stratification. Hence, the corresponding
solutions for the classical case is given by :

θc = erfc(η) (14)

Uc =
Gc

2KSc

[
2erfc (η)− e−Bt

{
e−2η

√
−Bterfc

(
η −

√
−Bt

)
+ e2η

√
−Bterfc

(
η +

√
−Bt

)}
−
{
e−2η

√
ScKterfc

(
η
√
Sc−

√
Kt

)
+ e2η

√
ScKterfc

(
η
√
Sc+

√
Kt

)}
+e−Bt

{
e−2η

√
Sc(K−B)terfc

(
η
√
Sc−

√
(K −B)t

)
+e2η

√
Sc(K−B)terfc

(
η
√
Sc+

√
(K −B)t

)}]
+ 2tηGr

{
e−η2

√
π

− η erfc (η)

}

+
t2

3

{(
3 + 12η2 + 4η4

)
erfc (η)− η√

π

(
10 + 4η2

)
e−η2

}
(15)

5.1. Skin-Friction

The non-dimensional Skin-Friction, which is determined as shear stress on the surface, is obtained by

τ = −dU

dy

∣∣∣∣
y=0

The solution for the Skin-Friction is calculated from the solution of Velocity profile U , represented by (9), as
follows:

τ = t

√
t

π
cosAt+ t2

√
A

2
(r1 − r2) +

t(r1 + r2)√
2A

+
(r1 − r2)

4A
√
2A

− sinAt

2A

√
t

π

+
Gc

Sc− 1

[
C1

{
cosAt√

πt
+

√
A

2
(r1 − r2)−

√
ScK erf(

√
Kt)−

√
Sc

πt
e−Kt

}

+2C2

{
cosAt√

πt
−
√

Sc

πt
e−Kt

}
+e−Bt {(C2P1 + C3Q1)(r3 cosB1t+ r4 sinB1t) + (C3P1 − C2Q1)(r4 cosB1t− r3 sinB1t)}
+e−Bt {(C2P2 − C3Q2)(r5 cosB1t− r6 sinB1t)− (C3P2 + C2Q2)(r6 cosB1t+ r5 sinB1t)}

−2e−Bt
√
Sc {(C2P3 − C3Q3)(r7 cosB1t− r8 sinB1t)− (C3P3 + C2Q3)(r8 cosB1t+ r7 sinB1t)}

]
+
A

S

{
sinAt√

πt
−
√

A

2
(r1 + r2)

}
+

Gc

A

[
(D1 − 1)

{
− sinAt√

πt
+

√
A

2
(r1 + r2)

}
− 2D2 sinAt√

πt

+e−Bt {(D2P1 −D3Q1)(r4 cosB1t− r3 sinB1t) + (D3P1 +D2Q1)(r3 cosB1t+ r4 sinB1t)}
+e−Bt {(D2P2 +D3Q2)(r6 cosB1t+ r5 sinB1t)− (D3P2 −D2Q2)(r5 cosB1t− r6 sinB1t)}

]
The solution for the Skin-Friction for the special case is given from the expression (12), which is represented

by

τ∗ = t

√
t

π
cosAt+ t2

√
A

2
(r1 − r2) +

t(r1 + r2)√
2A

+
(r1 − r2)

4A
√
2A

− sinAt

2A

√
t

π
+

KGc

K2 +A2

{
cosAt√

πt

+

√
A

2
(r1 − r2)−

√
K erf(

√
Kt)− e−Kt

√
πt

}
+A

(
1

S
+

Gc

K2 +A2

){
sinAt√

πt
−

√
A

2
(r1 + r2)

}

The solution for the Skin-Friction for the classical case is given from the expression (15), which is represented
by

τc =
Gc

KSc

[
e−Bt

{√
Sc(K −B) erf(

√
(K −B)t)−

√
−B erf(

√
−Bt)

}
−

√
ScK erf(

√
Kt)

]
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+

(
8t

3
−Gr

)√
t

π

where,

B2 =
√

B2 + (A−B1)2, B3 =
√
B2 + (A+B1)2, B4 =

√
(K −B)2 +B2

1 , P1 =

√
B2 −B

2
,

Q1 =

√
B2 +B

2
, P2 =

√
B3 −B

2
, Q2 =

√
B3 +B

2
, P3 =

√
B4 − (K −B)

2
,

Q3 =

√
B4 + (K −B)

2
,

√
−B + i(A−B1) = P1 + iQ1,

√
−B + i(A+B1) = P2 + iQ2,√

K −B + iB1 = P3 + iQ3, erf(
√
iAt) = r1 + ir2, erf(P1

√
t+ iQ1

√
t) = r3 + ir4,

erf(P2

√
t+ iQ2

√
t) = r5 + ir6, erf(P3

√
t+ iQ3

√
t) = r7 + ir8

5.2. Nusselt Number

The non-dimensional Nusselt number, which is determined as the rate of heat transfer, is obtained by

Nu = −dθ

dy

∣∣∣∣
y=0

The solution for the Nusselt number is calculated from the solution of Temperature profile θ, represented by
(10), as follows:

Nu =
cosAt√

πt
+

√
A

2
(r1 − r2)−

S

A

[
t

√
t

π
sinAt− t2

√
A

2
(r1 + r2) +

t(r1 − r2)√
2A

− (r1 + r2)

4A
√
2A

+
cosAt

2A

√
t

π

]
+

Gc

A(Sc− 1)

[
C1

{
− sinAt√

πt
+

√
A

2
(r1 + r2)

}
− 2C2 sinAt√

πt

+e−Bt {(C2P1 + C3Q1)(r4 cosB1t− r3 sinB1t)− (C3P1 − C2Q1)(r3 cosB1t+ r4 sinB1t)}
+e−Bt {(C2P2 − C3Q2)(r6 cosB1t+ r5 sinB1t) + (C3P2 + C2Q2)(r5 cosB1t− r6 sinB1t)}

]
+

SGc

(Sc− 1)2

[
E1

{
cosAt√

πt
+

√
A

2
(r1 − r2)−

√
ScK erf(

√
Kt)−

√
Sc

πt
e−Kt

}

+2E2

{
cosAt√

πt
−
√

Sc

πt
e−Kt

}
+ e−Bt {(E2P1 + E3Q1)(r3cosB1t+ r4 sinB1t)}

+(E3P1 − E2Q1)(r4cosB1t− r3 sinB1t) + e−Bt {(E2P2 − E3Q2)(r5cosB1t− r6 sinB1t)

−(E3P2 + E2Q2)(r6cosB1t+ r5 sinB1t)} − 2e−Bt
√
Sc {(E2P3 − E3Q3)(r7cosB1t− r8 sinB1t)

−(E3P3 + E2Q3)(r8cosB1t+ r7 sinB1t)}]

The solution for the Nusselt number for the special case is given from the expression (13), which is repre-
sented by

Nu∗ =
SKGc

A(K2 +A2)

{
− sinAt√

πt
+

√
A

2
(r1 + r2))

}
+

(
1 +

SGc

K2 +A2

){
cosAt√

πt
+

√
A

2
(r1 − r2)

}

−S

A

[
t

√
t

π
sinAt− t2

√
A

2
(r1 + r2) +

t(r1 − r2)√
2A

− (r1 + r2)

4A
√
2A

+
cosAt

2A

√
t

π

]

− SGc

K2 +A2

{√
K erf(

√
Kt) +

e−Kt

√
πt

}
The solution for the Nusselt number for the classical case is given from the expression (14), which is

represented by

Nuc =
1√
πt
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5.3. Sherwood Number

The non-dimensional Sherwood number, which is determined as the rate of mass transfer, is obtained by

Sh = −dC

dy

∣∣∣∣
y=0

The solution for the Sherwood number is calculated from the solution of Concentration profile C, represented
by (8), as follows:

Sh =
√
ScK erf(

√
Kt) +

√
Sc

πt
e−Kt

The solution for the Sherwood number for the special case is given from the expression (11), which is represented
by

Sh∗ =
√
K erf(

√
Kt) +

1√
πt

e−Kt

6. RESULT AND DISCUSSIONS

We calculated the velocity, temperature, concentration, Skin friction, Nusselt number, and Sherwood
number for various values of the physical parameters S,Gr,Gc, Sc,K and time t from the solutions we obtained
in the previous sections. This allowed us to get a better understanding of the physical significance of the
problem. Additionally, we portrayed them graphically in Figures 2- 15.

Figure 2. Effects of S on Velocity Profile for Gr =
5, Gc = 5, t = 1.7, Sc = 0.6,K = 0.2

Figure 3. Effects of Gr and Gc on Velocity Profile for
S = 0.4, Sc = 0.6, t = 1.7,K = 0.2

Figure 4. Effects of Sc on Velocity Profile for Gr =
5, Gc = 5, S = 0.4, t = 1.7,K = 0.2

Figure 5. Effects of K on Velocity Profile for Gr =
5, Gc = 5, S = 0.4, Sc = 0.6, t = 1.7

The Figure 2 displays the changes in velocity profiles brought upon by thermal stratification (S). It can
be seen that thermal stratification decrease the velocity. An increase in the thermal stratification parameter(S)
leads to a decrease in the convective potential efficiency between the hot plate and the surrounding fluid. The
reduction in the buoyancy force consequently leads to a decrease in the flow velocity. As seen in Figure 3, a rise
in Gc results in a rise in velocity, but a rise in Gr results in a decline in velocity. The fluid’s velocity for various
values of Sc and K are represented in figures 4 and 5. As Sc and K values grow, the fluid velocity falls.
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Figure 6. Effects of S on Velocity Profile against time
for Gr = 5, Gc = 5, Sc = 0.6, y = 1.6,K = 0.2

Figure 7. Effects of S on Temperature Profile against
time for Gr = 5, Gc = 5, Sc = 0.6, y = 1.6,K = 0.2

Figure 8. Velocity Profile at different time for Gr =
5, Gc = 5, S = 0.4, Sc = 0.6,K = 0.2

Figure 9. Temperature Profile at different time for
Gr = 5, Gc = 5, S = 0.4, Sc = 0.6,K = 0.2

The impact of thermal stratification (S) on fluid velocity and temperature are plotted against time in
Figures 6 and 7. When there is no stratification, the velocity increases indefinitely with time; but, when
stratification exists, the velocity progressively approaches a stable state. The present research is more realistic
than earlier ones without stratification because it applies thermal stratification, which lowers velocity and
temperature in comparison to the classical scenario (S = 0). The figures 8 and 9 represent time-varying velocity
and temperature characteristics. We have seen that the velocity rises with time and falls to zero as the distance
from the plate increases.On the other hand, Temperatures decrease with time and eventually attain absolute
zero as one moves away from the plate.

Figure 10. Effects of S on Temperature Profile for
Gr = 5, Gc = 5, , Sc = 0.6, t = 0.6,K = 0.2

Figure 11. Effects of Gr and Gc on Temperature
Profile for S = 0.5, Sc = 0.6, t = 1.1,K = 0.2

The impact of thermal stratification (S) on the temperature distribution is seen in Fig. 10. The presence
of thermal stratification(S) will result in a decrease in the temperature gradient between the heated plate and
the surrounding fluid. Therefore, the thermal boundary layer experiences an increase in thickness, resulting in
a decrease in temperature. As the value of thermal stratification parameters (S) increases, it has been observed
that the temperature drops. The impacts of Gr,Gc, Sc, and K are displayed in 11, 12, and 13, respectively. The
temperature decreases as the value of Gr, Sc, and K is reduced, while the value of Gc is increased. The results
of thermal stratification (S) on skin friction and Nusselt number are presented in Fig. 14 and 15, respectively.
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They increase in presence of thermal stratification (S) compared to special case with no stratification. Thermal
Stratification (S) contributes to an increase in the oscillation of the Nusselt number.

Figure 12. Effects of Sc on Concentration Profile for
Gr = 5, Gc = 5, S = 0.5, t = 1.1,K = 0.2

Figure 13. Effects of K on Temperature Profile for
Gr = 5, Gc = 5, S = 0.5, Sc = 0.6, t = 1.1

Figure 14. Effects of S on Skin friction for Gr =
5, Gc = 5, Sc = 0.1,K = 0.2

Figure 15. Effects of S on Nusselt Number for Gr =
5, Gc = 5, Sc = 0.1,K = 0.2

7. CONCLUSION

We looked at the effect of thermal stratification (S) on the parabolic flow through an infinite vertical plate
when a chemical reaction is present. The outcomes of the current investigation have been compared with those
of the classic case, which assumes that there is no stratification. The velocity of the fluid reduces as the values of
S, K, and Gr grows, but it increases as the value of Gc grows. The use of thermal stratification, which reduces
velocity and temperature compared to the classical situation (S = 0), makes this study more applicable than
earlier ones. Temperature drops asK,Sc, and Gc go down; it rises when S,Gr, and time go up. The temperature
is highest at the plate and then drops till it becomes zero farther away. The existence of stratification raises
both the skin friction and the Nusselt number in contrast to a situation with no stratification. Furthermore,
thermal Stratification (S) causes the Nusselt number to oscillate more frequently.
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This study looks at how thermal and mass stratification affect the unsteady flow past an infinitely fast-moving vertical
plate when the temperature is changing and there is exponential mass diffusion in a porous medium. By applying
the Laplace transformation method, we determine the solutions to the equations that govern the system for the case
of unitary Prandtl and Schmidt numbers. Graphical representations of the concentration, temperature, and velocity
profiles, as well as the Nusselt Number, Sherwood number, and the Skin friction are provided to facilitate discussion of
the cause of the different variables. To see the effects of thermal and mass stratification on the fluid flow, we compare
the classical solution (Fluid with out stratification) with the primary solution (Fluid with the stratification) by using
graph. The combined effects of the two stratification lead to a quicker approach to steady states. The outcomes can be
helpful for heat exchange design and other engineering applications.
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α Thermal Diffusivity

β Volumetric Coefficient of Thermal Expansion

β∗ Volumetric Coefficient of Expansion with Con-
centration

γ Thermal Stratification Parameter

ν Kinematic Viscosity

τ Non-Dimensional Skin-Friction

θ Non-Dimensional Temperature

ξ Mass Stratification Parameter

A, a, a′ Constant

C Non-Dimensional Concentration

C ′ Species fluid concentration

C ′
∞ Concentration of the fluid far away from the

Plate

C ′
w Concentration at the Plate

D Mass Diffusion Coefficient

Da Darcy number

F Non-Dimensional Mass Stratification Parame-
ter

g Acceleration due to gravity

Gc Mass Grashof Number

Gr Thermal Grashof Number

Pr Prandtl Number

S Non-Dimensional Thermal Stratification Pa-
rameter

t Non-Dimensional Time

T ′ Temperature of the fluid

t′ Time

T ′
∞ Temperature of the fluid far away from the

Plate

T ′
w Temperature at the Plate

U Non-Dimensional Velocity

u′ Velocity of the fluid in x′ direction

u0 Acceleration of the Plate

y Non-Dimensional Coordinate which is Normal
to the plate

y′ Coordinate which is Normal to the Plate
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1. INTRODUCTION

Many fields, including geology, thermal hydraulics, combustion, and environmental engineering, are pro-
foundly affected by the phenomenon of mass and heat movement in porous material. The discovery of new
energy sources has sparked a growing interest in the challenge of controlling the flow of mass and heat through
porous materials. The focus of this work is to investigate the influences of thermal and mass stratification on
the dynamics of unstable flow across an infinite vertical plate moving at high speed through a material that
is permeable with changing temperature and exponential mass diffusion. Analytical approaches are applied
to determine the solutions to the problem’s governing equations. The outcomes are carefully examined and
discussed. The paper also sheds light on the relevant physical processes that control the flow’s behavior.

Natural convection of MHD mass and heat transport, when a chemical reaction is present was explored by
Hemant Poonia and R.C. Chaudhary [1] through the use of an infinitely accelerated plate in a porous material
that is positioned vertically. A. Selvaraj and E. Jothi [2] studied MHD and the absorption of radiation of a
stream of fluid passing a vertical plate moving at an exponentially increasing rate, when warmth and mass diffuse
exponentially across a porous material, and the influences of the source of heat on these variables. R.K. Deka
and B.C. Neog [3] conducted research to find a precise solution to the problem of natural convection movement
that fluctuates in one dimension passing an endless vertically accelerated plate while the plate was immersed in
a thick fluid with layers of different temperatures. Researchers Kumar A.V., S.V.K. Varma, and R. Mohan [4]
studied how the chemical processes and radiation affect the flow of MHD free convection through a plate that is
vertical and accelerating at an exponential rate, where both the temperature and the rate of mass diffusion were
variable. Using a porous materials and a magnetic field, Mondal S., Parvin S., and Ahmmed S. [5] examined the
impact of chemical processes and radiation on the transfer of mass in unstable natural convection flow across
an infinite perpendicular plate moving at an exponential pace. The unstable, incompressible, one-dimensional
natural convective flow across an indefinitely rotating vertical cylinder with combined buoyancy effects of mass
and heat transfer along with thermal and mass stratification was investigated by Deka R.K. and Paul A. [6].
Muthucumaraswamy R. and Visalakshi V. [7] investigated the impact of heat radiation on the motion of a fluid
with a high viscosity and low compressibility through a vertically infinite plate moving at an exponential rate,
subject to a homogeneous mass diffusion and changeable temperature. Rajesh V., Varma S.V.K. [8] did a study
to find out how heat radiation affects the flow of natural convection over an infinitely long perpendicular plate
that is speed up exponentially in a magnetic field and with mass transfer. Rajesh V. and S. Varma [9] considered
the impact of a heat source on MHD flow. The flow was studied as it went through a porous medium at several
temperatures and past an exponentially accelerating vertical plate. R.S. Nath and R.K. Deka [18] looked into
how thermal stratification affected a fluid’s ability to pass through an infinite vertical plate while experiencing
a first-order chemical reaction.

Since no studies have been conducted on the impact of mass and thermal stratification on an infinite vertical
plate started by an impulse in a porous material with exponential mass diffusion and temperature change, we
were inspired to fill this area of knowledge.

2. MATHEMATICAL ANALYSIS

The fundamental equations of momentum, energy, and mass conservation are used to develop the system
of equations that describes unsteady flow via a porous materials with exponential mass diffusion and fluctuating
temperatures across an indefinitely accelerated vertical plate. Fig. 1 depicts the problem’s physical layout. We
assume a Cartesian coordinate system to discuss the flow problem where the infinite plate is to be the x′−axis,
and the y′ − axis to be transverse to it. At the start, the fluid and plate are both at the identical temperature,
T ′
∞ , and the concentration, C ′

∞ , is uniform across the entire surface. At time t′, the plate began to speed
up with a velocity of u′ = u0t

′ in its own path. The plate’s temperature grew in a linear fashion with time t′,
while the level of concentration close to the plate achieved a value C ′

∞+(c′w− c′∞)ea
′t′ . Therefore, the following

equations characterize the unsteady flow using the standard Boussinesq approximation:

∂u′

∂t′
= gβ(T ′ − T ′

∞) + gβ∗(C ′ − C ′
∞) + ν

∂2u′

∂y′2
− ν

k′
u′ (1)

∂T ′

∂t′
= α

∂2T ′

∂y′2
− γu′ (2)

∂C ′

∂t′
= D

∂2C ′

∂y′2
− ξu′ (3)

with the following initial and boundary Conditions:

u′ = 0 T ′ = T ′
∞ C ′ = C ′

∞ ∀y′, t′ ≤ 0

u′ = u0t
′ T ′ = T ′

∞ + (T ′
w − T ′

∞)At′ C ′ = C ′
∞ + (C ′

w − C ′
∞)ea

′t′ at y′ = 0, t′ > 0
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u′ = 0 T ′ → T ′
∞ C ′ → C ′

∞ as y′ → ∞, t′ > 0 (4)

Non-Dimensional Quantities:

U =
u′

(u0ν)
1
3

, t =
t′u

2
3
0

ν
1
3

, y =
y′u

1
3
0

ν
2
3

, θ =
T ′ − T ′

∞
T ′
w − T ′

∞
, C =

C ′ − C ′
∞

C ′
w − C ′

∞
, Gr =

gβ(T ′
w − T ′

∞)

u0

Gc =
gβ∗(C ′

w − C ′
∞)

u0
, P r =

ν

α
, Sc =

ν

D
, a =

ν
1
3 a′

u
2
3
0

, S =
γν

2
3

u
1
3
0 (T

′
w − T ′

∞)
, F =

ξν
2
3

u
1
3
0 (C

′
w − C ′

∞)

Da =
k′u

2
3
0

ν
4
3

where, A =
(

u2
0

ν

) 1
3

is the constant.

Using the non-dimensional quantities, equation (1) to (3) reduces to

∂U

∂t
= Grθ +GcC +

∂2U

∂y2
− 1

Da
U (5)

∂θ

∂t
=

1

Pr

∂2θ

∂y2
− SU (6)

∂C

∂t
=

1

Sc

∂2C

∂y2
− FU (7)

Boundary and initial conditions in dimensionless form are:

u = 0 θ = 0 C = 0 ∀y, t ≤ 0

u = t θ = t C = eat at y = 0, t > 0

u = 0 θ → 0 C → 0 as y → ∞, t > 0 (8)

3. METHOD OF SOLUTION

The Laplace Transform is implemented to find the solutions of the coupled equations mentioned above.
Using Laplace transform technique for Pr=Sc=1 and with the help of (8), equation (5) to (7) reduces to,

d2U

dy2
−
(
s+

1

Da

)
U +Grθ +GcC = 0 (9)

Figure 1. Physical model of the problem
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d2θ

dy2
− sθ = SU (10)

and
d2C

dy2
− sC = FU (11)

Where ’s’ is the Parameter for the Laplace transform and U , θ and C are the Laplace transform of U, Θ
and C respectively.

Now this set of differential equations were solved using boundary and initial conditions and taking inverse
Laplace technique we obtained the expression for velocity, concentration and temperature as follows:

U =
1

B −R
{Bh1(B)−Rh1(R)} − Gr

B −R
{h1(B)− h1(R)} − Gc

B −R
{h2(B)− h2(R)} (12)

C =
SGreat

2BR

[
e−2η

√
aterfc

(
η −

√
at
)
+ e2η

√
aterfc

(
η +

√
at
)]

− FGrt

BR

[(
1 + 2η2

)
erfc(η)− ye−η2

√
πt

]

+
F

B −R
{h1(B)− h1(R)} − FGr

BR(B −R)
{Rh1(B)−Bh1(R)}

− FGc

BR(B −R)
{Rh2(B)−Bh2(R)} (13)

and

θ =
FGct

BR

[(
1 + 2η2

)
erfc(η)− ye−η2

√
πt

]
− SGceat

2BR

[
e−2η

√
aterfc

(
η −

√
at
)
+ e2η

√
aterfc

(
η +

√
at
)]

+
S

B −R
{h1(B)− h1(R)} − SGr

BR(B −R)
{Rh1(B)−Bh1(R)}

− SGc

BR(B −R)
{Rh2(B)−Bh2(R)} (14)

Where,

B =

1
Da +

√
1

Da2 − 4(SGr + FGc)

2
, R =

1
Da −

√
1

Da2 − 4(SGr + FGc)

2
,

η =
y

2
√
t
, BR = SGr + FGc, B +R =

1

Da
, B −R =

√
1

Da2
− 4(SGr + FGc)

Also hi’s are inverse Laplace’s transforms given by

h1(P ) = L−1

{
e−y

√
s+P

s2

}
and h2(P ) = L−1

{
e−y

√
s+P

s− a

}

3.1. Classical Case (S = 0, F = 0)

For classical solution, we first put γ = 0 in equation (2) and ξ = 0 in equation (3). After that they are
non-dimensionalized by using same group of dimensionless parameters. Thus the solutions of concentration,
temperature and velocity are obtained as follows:

C∗ = eat

2

[
e−2η

√
aterfc

(
η −

√
at
)
+ e2η

√
aterfc

(
η +

√
at
)]

(15)

θ∗ = t

[(
1 + 2η2

)
erfc(η)− ye−η2

√
πt

]
(16)

U∗ =

(
1− Gr

B +R

)
h1(B +R)− Gc

(B +R)
h2(B +R) +

Gr.t

B +R

[(
1 + 2η2

)
erfc(η)− ye−η2

√
πt

]

+
Gc eat

2(B +R)

{
e−2η

√
a.terfc

(
η −

√
a.t
)
+ e2η

√
a.terfc

(
η +

√
a.t
)}

(17)
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3.2. Skin-Friction

Non-dimensional determinations of the plate’s skin friction (relative to momentum transfer) is given by:

τ = −dU

dy

∣∣∣∣
y=0

So, using the expression of velocity profile in equation (12) we get,

τ =
1

B −R

[
t

(
B3/2 erf

(√
B.t
)
−R3/2 erf

(√
R.t
)
+

B.e−B.t −R.e−R.t

√
πt

)

+

√
Berf

(√
B.t
)
−
√
Rerf

(√
R.t
)

2

− Gr

B −R

[
t
(√

B erf
(√

B.t
)
−
√
R erf

(√
R.t
)

+
e−B.t − e−R.t

√
πt

)
+

erf
(√

B.t
)

2
√
B

−
erf

(√
R.t
)

2
√
R

− Gc

B −R

[
ea.t

(√
a+B erf

(√
(a+B)t

)
−
√
a+R erf

(√
(a+R)t

))
+

e−B.t − e−R.t

√
πt

]
(18)

Similarly the expression of skin friction for Classical case is given by -

τ∗ = −dU∗

dy

∣∣∣∣
y=0

=

(
1− Gr

B +R

)[
t
√
B +R erf

(√
(B +R)t

)
+

te−(B+R)t

√
πt

+
erf

(√
(B +R)t

)
2
√
B +R

+
2Gr

(B +R)

√
t

π

− Gc

(B +R)

[
ea.t

√
a+B +R erf

(√
(a+B +R)t

)
+

e−(B+R)t

√
πt

]
+

Gc

(B +R)

[
ea.t

√
a erf

(√
at
)
+

1√
πt

]
(19)

3.3. Nusselt Number

Non-dimensional determinations of the plate’s Nusselt number (relative to heat transfer) is given by:

Nu = −dθ

dy

∣∣∣∣
y=0

So, using expression of temperature in equation (14) we get,

Nu =
2FGc

BR

√
t

π
− SGc

BR

[
eat

√
a erf

(√
at
)
+

1√
πt

]
+

S

B −R

[
t
(√

B erf
(√

B.t
)

−
√
R erf

(√
R.t
)
+

e−B.t − e−R.t

√
πt

)
+

1

2

erf
(√

B.t
)

√
B

−
erf

(√
R.t
)

√
R


− SGr

BR(B −R)

[
t

(
R
√
B erf

(√
B.t
)
−B

√
R erf

(√
R.t
)
+

R.e−B.t −B.e−R.t

√
πt

)

+
1

2

R.erf
(√

B.t
)

√
B

−
B.erf

(√
R.t
)

√
R

− SGc

BR(B −R)

[
R.e−B.t −B.e−R.t

√
πt

+eat
{
R
√
a+B erf

(√
(a+B)t

)
−B

√
a+Rerf

(√
(a+R)t

)}]
(20)

Similarly the expression of nusselt number for Classical case is given by -

Nu∗ = −dθ∗

dy

∣∣∣∣
y=0

= 2

√
t

π
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3.4. Sherwood Number

In non-dimensional form, expression for the Sherwood number (relative to mass transfer) is given by,

Sh = −dC

dy

∣∣∣∣
y=0

So, using expression of concentration in equation (13) we get,

Sh =
SGr

BR

[
eat

√
a erf(

√
at) +

1√
πt

]
− 2FGr

BR

√
t

π

+
F

B −R

[
t

(√
B erf(

√
B.t)−

√
R erf(

√
R.t) +

e−B.t − e−R.t

√
πt

)
+
1

2

(
erf(

√
B.t)√
B

− erf(
√
R.t)√
R

)]

− FGr

BR(B −R)

[
t

(
R
√
B erf(

√
B.t)−B

√
R erf(

√
R.t) +

R.e−B.t −B.e−R.t

√
πt

)
+
1

2

(
R.erf(

√
B.t)√

B
− B.erf(

√
R.t)√

R

)]
− FGc

BR(B −R)

[
R.e−B.t −B.e−R.t

√
πt

+eat
{
R
√
a+B erf(

√
(a+B)t)−B

√
a+R erf(

√
(a+R)t)

}]
(21)

Similarly the expression of Sherwood number for Classical case is given by -

Sh∗ = −dC∗

dy

∣∣∣∣
y=0

= eat
√
a erf(

√
at) +

1√
πt

4. RESULT AND DISCUSSIONS

We computed numerical values of temperature, concentration, velocity, Nusselt number, Skin friction, and
Sherwood Number from the solutions obtained in the sections that came before this one, for a variety of values
of the physical parameters Gr,Gc, S, F,Da and time t. This allowed us to get a better understanding of the
physical significance of the problem. In addition to this, we showed them using graphs, which can be found in
Figures 2 through 22.

The velocity profile with and without stratification for various values of S, F,Gr,Gc,Da and time (t) are
shown in the Figures 2 to 6. A stratified fluid is observed to move more slowly than a comparable volume of
unstratified fluid. The velocity diminishes as the values of S and F , which represent the temperature and mass
stratification, are raised. The increase in velocity is proportional to the rise in thermal Grashof number (Gr)
and mass Grashof number (Gc). The rise in velocity is caused by an increase in buoyancy forces. With time,
the classical velocity keeps on rising, but in the presence of stratification, it stabilises. All of these results were
found to be similar to those obtained by Deka RK and Paul A. [6]. Figure 6 clearly shows that the velocity
grows up with the growing Darcy number(Da). The reason behind this is that a higher Darcy number indicates
a more permeable porous material, which in turn reduces the resistance to the flow of the fluid and increases
its velocity.

The temperature and concentration profile (with stratification and with no stratification) against y for
various values of S, F,Gr,Gc,Da and t are depicted graphically in Figures 7 to 16. Diagrams show that at
the plate, the concentration and temperature are at their highest, and as time progresses, they decline toward
zero. Concentration reduces with rising F but increases with rising S, and temperature rises with rising F
but drops with rising S. Compared to the non-stratified fluid, the stratified fluid has been found to have lower
concentration and temperature. As the thermal and mass Grashof numbers (Gr and Gc) go up, it is also evident
that both concentration and temperature fall. In the absence of stratification, the traditional concentration and
temperature also increase gradually over time. From Figures 9 and 14 it is seen that as Darcy number(Da)
grow up, temperature and concentration fall down.

For a set of variables governing the mass and temperature stratification, Figures 17, 19, and 21 shows
the time-dependent pattern of the momentum transfer rate, the Nusselt number, and the rate of mass transfer,
including the classical case. While skin friction steadily decreases for an unstratified fluid, it approaches a steady
state for a stratified one and as the temperature and mass stratification parameters rise, so does skin friction.
Plate and fluid interaction generates skin friction. More extreme differences in fluid temperature or density from
the plate surface are observed when the thermal or mass stratification parameter rises. Skin friction increases
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as a result of increased fluid interaction with a plate as a result of a change in fluid temperature or density. The
Nusselt number increases over time, and the Sherwood number initially drops before rising again. Also with
the increase in S, Nusselt number increases but it decreases as mass stratification parameter (F) increases and
the result is opposite for Sherwood number. Skin friction decrease as Gr and Gc increases. All of these results
were earlier predicted by Deka RK and Paul A. [6]. However, the Nusselt and Sherwood numbers are decreases
with increasing Gc but increases as Gr increase.

Figure 2. Influences of S and F on velocity profile for
Gr = 5, Gc = 5, Da = 1, a = 0.1, t = 1.5

Figure 3. Influences of Gr and Gc on velocity profile
for S = 0.4, F = 0.2, Da = 1, a = 0.1, t = 1.5

Figure 4. Influences of S and F on velocity profile
against time for Gr = 5, Gc = 5, y = 1.4, Da = 1, a =
0.1

Figure 5. Influences of Gr and Gc on velocity against
time for S = 0.4, F = 0.2, Da = 1, y = 1.4, a = 0.1

Figure 6. Influences of Da on velocity profile for
Gr = 5, Gc = 5, S = 0.4, F = 0.2, a = 0.1, t = 1.5

Figure 7. Influences of S and F on temperature pro-
file for Gr = 5, Gc = 5, t = 1.5, Da = 1, a = 0.1

5. CONCLUSION

Based on the results derived from the preceding discussion, the following are the conclusions of this study:

(i) As S and F grow, velocity drops, while rises with Gr,Gc and Da. Compared to unstratified fluid, the
speed of thermally and mass-stratified fluid is slower.
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Figure 8. Influences of Gr and Gc on temperature for
S = 0.4, F = 0.2, a = 0.1, Da = 1, t = 1.5

Figure 9. Influences of Da on temperature for S =
0.4, F = 0.2, a = 0.1, t = 1.5, Gr = 5, Gc = 5

Figure 10. Influences of S and F on temperature
profile against time for Gr = 5, Gc = 5, Da = 1, y =
1.4, a = 0.1

Figure 11. Influences of Gr and Gc on tempera-
ture profile for S = 0.4, F = 0.2, Da = 1, y = 1.4, a =
0.1

Figure 12. Influences of S and F on concentration
profile for Gr = 5, Gc = 5, t = 1.5, a = 0.1, Da = 1

Figure 13. Influences of Gr and Gc on concentration
for S = 0.4, F = 0.2, a = 0.1, Da = 1, t = 1.5

Figure 14. Influences of Da on concentration profile
for S = 0.4, F = 0.2, a = 0.1, Da = 1, t = 1.5, Gr =
5, Gc = 5

Figure 15. Influences of S and F on concentration
against time for Gr = 5, Gc = 5, a = 0.1, Da = 1, y =
1.4

(ii) Increasing Gr, and Gc causes temperature and concentration to drop. The temperature falls as S rise
and rises as F rise, the result is opposite for concentration. Fluid that is stratified has a lower temperature and
concentration than fluid that is not stratified.
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Figure 16. Influences of Gr and Gc on concentration
against time for S = 0.4, F = 0.2, y = 1.4, a =
0.1, Da = 1

Figure 17. Influences of S and F on Skin friction
for Gr = 5, Gc = 5, a = 0.1, Da = 1

Figure 18. Influences of Gr and Gc on Skin friction
for S = 0.4, F = 0.2, a = 0.1, Da = 1

Figure 19. Influences of S and F on Nusselt number
for Gr = 5, Gc = 5, a = 0.1, Da = 1

Figure 20. Influences of Gr and Gc on Nusselt num-
ber for S = 0.4, F = 0.2, Da = 1, a = 0.1

Figure 21. Influences of S and F on Sherwood num-
ber for Gr = 5, Gc = 5, Da = 1, a = 0.1

Figure 22. Influences of Gr and Gc on Sherwood
number for S = 0.4, F = 0.2, a = 0.1, Da = 1

(iii) When stratification is present, the velocity, temperature, and concentration progressively stabilise,
whereas without it, they continue to increase gradually with time. A more rapid approach to steady states is
achieved due to the cumulative impacts of the two stratification.
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(iv) It is shown that, unlike in the classical condition, skin friction approaches a fixed value as time
progresses for stratified fluid. When S and F are both high, skin friction rises. Additionally, as Gr and Gc
grow, skin friction decreases.

(v) Increasing the thermal stratification value leads to a greater Nusselt number, whereas increasing the
mass stratification parameter causes a decline in the Nusselt number; however, the inverse is true for the
Sherwood number. Increasing Gc reduces the Nusselt number and the Sherwood number, but increasing Gr
raises them.
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ÂÏËÈÂ ÒÅÐÌI×ÍÎ� ÒÀ ÌÀÑÎÂÎ� ÑÒÐÀÒÈÔIÊÀÖI� ÍÀ ÍÅÑÒÀÖIÎÍÀÐÍÈÉ ÏÎÒIÊ
ÏÎÂÇ ÏÐÈÑÊÎÐÅÍÓ ÍÅÑÊIÍ×ÅÍÍÓ ÂÅÐÒÈÊÀËÜÍÓ ÏËÀÑÒÈÍÓ ÇI ÇÌIÍÍÎÞ

ÒÅÌÏÅÐÀÒÓÐÎÞ ÒÀ ÅÊÑÏÎÍÅÍÖIÀËÜÍÎÞ ÌÀÑÎÂÎÞ ÄÈÔÓÇI�Þ Â
ÏÎÐÈÑÒÎÌÓ ÑÅÐÅÄÎÂÈÙI

Õiìàíãøó Êóìàð, Ðóäðà Êàíòà Äåêà
Ôàêóëüòåò ìàòåìàòèêè, Óíiâåðñèòåò Ãàóõàòi, Ãóâàõàòi-781014, Àññàì, Iíäiÿ

Ó öüîìó äîñëiäæåííi ðîçãëÿäà¹òüñÿ, ÿê òåðìi÷íà òà ìàñîâà ñòðàòèôiêàöiÿ âïëèâà¹ íà íåñòàöiîíàðíèé ïîòiê ïîâç
âåðòèêàëüíó ïëàñòèíó, ùî íåñêií÷åííî øâèäêî ðóõà¹òüñÿ, êîëè òåìïåðàòóðà çìiíþ¹òüñÿ òà âiäáóâà¹òüñÿ åêñïî-
íåíöiàëüíà äèôóçiÿ ìàñè â ïîðèñòîìó ñåðåäîâèùi. Çàñòîñîâóþ÷è ìåòîä ïåðåòâîðåííÿ Ëàïëàñà, ìè âèçíà÷à¹ìî
ðîçâ'ÿçêè ðiâíÿíü, ùî êåðóþòü ñèñòåìîþ, äëÿ âèïàäêó óíiòàðíèõ ÷èñåë Ïðàíäòëÿ òà Øìiäòà. Ãðàôi÷íå ïðåäñòàâ-
ëåííÿ ïðîôiëiâ êîíöåíòðàöi¨, òåìïåðàòóðè òà øâèäêîñòi, à òàêîæ ÷èñëà Íóññåëüòà, ÷èñëà Øåðâóäà òà ïîâåðõíåâîãî
òåðòÿ íàäàþòüñÿ äëÿ ïîëåãøåííÿ îáãîâîðåííÿ ïðè÷èí ðiçíèõ çìiííèõ. Ùîá ïîáà÷èòè âïëèâ òåðìi÷íî¨ òà ìàñîâî¨
ñòðàòèôiêàöi¨ íà ïîòiê ðiäèíè, ìè ïîðiâíþ¹ìî êëàñè÷íå ðiøåííÿ (ðiäèíà áåç ñòðàòèôiêàöi¨) ç ïåðâèííèì ðiøåííÿì
(ðiäèíà ç ñòðàòèôiêàöi¹þ) çà äîïîìîãîþ ãðàôiêà. Êîìáiíîâàíèé åôåêò äâîõ ñòðàòèôiêàöié ïðèçâîäèòü äî øâèä-
øîãî íàáëèæåííÿ äî ñòiéêèõ ñòàíiâ. Ðåçóëüòàòè ìîæóòü áóòè êîðèñíèìè äëÿ ïðîåêòóâàííÿ òåïëîîáìiíó òà iíøèõ
iíæåíåðíèõ çàñòîñóâàíü.
Êëþ÷îâi ñëîâà: íåñòàáiëüíèé ïîòiê; ïîðèñòå ñåðåäîâèùå; òåðìi÷íà ñòðàòèôiêàöiÿ; ìàñîâå ðîçøàðóâàííÿ;

ïðèñêîðåíà ïëàñòèíà
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A numerical study of the heat and mass transfer of a micropolar nanofluid flow over a stretching sheet embedded in a porous medium 
is carried out in this investigation. The main objective of this work is to investigate the influence of Arrhenius activation energy, heat 
source and viscous dissipation on the fluid velocity, microrotation, temperature, and concentration distribution. The equations 
governing the flow are transformed into ordinary differential equations using appropriate similarity transformations and solved 
numerically using bvp4c solver in MATLAB. Graphs are plotted to study the influences of important parameters such as magnetic 
parameter, porosity parameter, thermophoresis parameter, Brownian motion parameter, activation energy parameter and Lewis number 
on velocity, microrotation, temperature and concentration distribution. The graphical representation explores that the velocity of the 
liquid diminishes for increasing values of magnetic parameter, whereas the angular velocity increases with it. This study also reports 
that an enhancement of temperature and concentration distribution is observed for the higher values of activation energy parameter, 
whereas the Lewis number shows the opposite behavior. The effects of various pertinent parameters are exposed realistically on skin 
friction coefficient, Nusselt and Sherwood numbers via tables. A comparison with previous work is conducted, and the results show 
good agreement.   
Keywords: Arrhenius activation energy; Viscous dissipation; Brownian motion; Thermophoresis; Micropolar nanofluid; Porous 
medium 
PACS: 44.05.+e; 44.30.+v; 44.20.+b;47.85.-g 

INTRODUCTION 
The flow and heat transfer characteristics of specific fluids such as polymeric fluids, colloidal fluids, fluids with 

additives, animal blood, paints, and fluids with suspensions cannot be adequately explained using conventional Newtonian 
or non-Newtonian fluid flow theories. As a result, Eringen [1] introduced the concept of microfluids, which focuses on a 
particular category of fluids that demonstrate specific microscopic effects originating from the local structure and micro-
motions of the fluid elements. These fluids have the capability to accommodate stress moments and body moments, and 
their behavior is influenced by spin inertia. Subsequently, Eringen [2] further developed a subclass of these fluids known 
as micropolar fluids. These fluids exhibit micro-rotational effects and micro-rotational inertia, but they do not possess the 
ability to undergo stretch. 

The study of magnetohydrodynamics (MHD) focuses on the interaction between the fluid velocity field and the 
electromagnetic field. In recent years, numerous authors have studied about MHD due to its various applications in 
engineering and industry. For instance, MHD can be utilized in power generators, accelerators, harnessing energy from 
geothermal sources, and crystal growth. Eldabe et al. [3] conducted a numerical study on the heat transfer in 
magnetohydrodynamic (MHD) flow of a micropolar fluid over a stretching sheet with suction and blowing through a 
porous medium. They employed the Chebyshev finite difference method (ChFD) to obtain the solution. Using the same 
method, they [4] also investigated the heat and mass transfer in a hydromagnetic flow of a micropolar fluid past a 
stretching surface in presence of Ohmic heating and viscous dissipation. Nadeem and Hussain [5] examined the motion 
of a viscous fluid in a magnetically induced shear field towards a nonlinear porous stretching sheet. Bhattacharyya [6] 
investigated reactive mass transfer and stable boundary layer flow in an exponentially flowing free stream. Muhaimin and 
Khamis [7] investigated the heat and mass transport in the context of nonlinear MHD flow of the boundary layer over a 
shrinking sheet, considering the influence of suction. Mandal and Mukhopadhyay [8] studied the impact of surface heat 
flux on fluid flow through an exponentially stretching porous sheet. Elbashbeshy [9] examined the heat and mass transfer 
over a vertical surface with varying temperature in presence of magnetic field. 

Hassanien and Gorla [10] conducted a study on the numerical solution for heat transfer in a micropolar fluid over a 
non-isothermal stretching sheet. Pal and Chatterjee [11] observed the flow of a micropolar fluid in a porous medium 
toward a heated stretched sheet considering the influence of thermal radiation. Abd El-Aziz [12] examined the influence 
of viscous dissipation on the mixed convection flow of a micropolar fluid past over an exponentially stretched sheet. 
Hussain et al. [13] investigated the effect of radiation on the thermal boundary layer flow of a micropolar fluid towards a 
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stretched sheet with permeability. Pal and Mandal [14] investigated the effects of thermal radiation and MHD on the 
boundary layer flow of a micropolar nanofluid over a stretching sheet with a non-uniform heat sink/source. Kumar [15] 
performed research on a stretched sheet, employing finite element analysis to examine the heat and mass transfer in a 
hydromagnetic micropolar flow. Goud et al. [16] studied Ohmic heating and the influence of chemical reactions on the 
MHD flow of a micropolar fluid over a stretching surface. 

Micropolar nanofluid is a unique and fascinating class of fluid that combines the characteristics of micropolar fluids 
and nanofluids. It is a fluid that consists of a base fluid, such as water or oil, in which tiny nanoparticles are dispersed. 
The presence of nanoparticles in the micropolar nanofluid alters its thermophysical properties, such as thermal 
conductivity and viscosity. The nanoparticles, due to their small size and large surface area, significantly enhance heat 
transfer and fluid flow characteristics compared to conventional fluids. This makes micropolar nanofluids highly attractive 
for various applications involving heat transfer, such as cooling systems, thermal management, and energy conversion 
devices. Atif et al. [17] examined the characteristics of a bio-convective MHD micropolar nanofluid with stratification. 
They observed that the density distribution decreases when both the density stratification and mixed number parameter 
are increased. Zemedu and Ibrahim [18] investigated the flow of a micropolar nanofluid with nonlinear convection and 
multiple slip effects. They concluded that increasing the solutal nonlinear convection parameter results in an increase in 
velocity. 

The flow and heat transport phenomena of nanofluids have attract the researchers due to its various applications in 
science and engineering. The results of viscous dissipation in a hybrid nanofluid flow with magnetic effects were analyzed 
by Waini et al. [19]. The study found that the Nusselt number decreases for higher values of the Eckert number and 
radiation parameter in a hybrid nanofluid. In their research, Sharma et al. [20] investigated the combined effect of 
thermophoresis and Brownian motion on magnetohydrodynamic mixed convective flow over an inclined stretching 
surface, considering the influence of thermal radiation and chemical reaction. Bhatti et al. [21] investigated the electro-
magneto-hydrodynamic Eyring-Powell fluid flow through microparallel plates, considering heat transfer and non-Darcy 
effects. Khan et al. [22] conducted an investigation on the flow of micropolar base nanofluid over a stretching sheet in 
the presence of thermal radiation and a magnetic dipole. Recently, Khan et al. [23] studied the unsteady micropolar hybrid 
nanofluid flow past a permeable stretching/shrinking vertical plate. Kausar et al. [24] investigated the impact of thermal 
radiation and viscous dissipation on the boundary layer flow of micropolar nanofluid towards a permeable stretching sheet 
in porous medium. The influence of thermal radiation and viscous dissipation on a three-dimensional MHD viscous flow 
were examined by Akbar and Sohail [25]. 

Activation energy is a critical threshold that must be reached for a chemical reaction to occur. It represents the 
minimum energy required for the reactants to form products and can be found in the form of kinetic or potential energy. 
Without this energy, the reaction cannot proceed. Activation energy finds diverse applications in various fields such as 
geothermal engineering, chemical engineering, oil emulsions, and food processing. In recent years, several researchers 
have explored their research on the influence of Arrhenius activation energy in boundary layer flow, particularly in the 
context of non-Newtonian fluid flow, considering different physical aspects. Devi et al. [26] studied the impact of various 
factors, including thermal radiation, buoyancy force, chemical reaction, and activation energy, on the behavior of MHD 
nanofluid flow past a vertically stretching surface. Li et al. [27] observed chemical reaction and activation energy effects 
on unsteady MHD dissipative Darcy-Forchheimer squeezed flow along a horizontal channel in the context of Casson 
fluid. In the study conducted by Dessie [28], this study aims to investigate the effects of heat radiation, activation energy 
and chemical reactions on MHD Maxwell fluid flow in a rotating frame. In a MHD nanofluid flow with double 
stratification, binary chemical reactions were studied by Anjum et al. [29]. Gautam et al. [30] explored their investigation 
on the influence of binary chemical reaction and activation energy in a porous medium for the MHD flow of Williamson 
nanofluid.  

Motivated by the above study, our objective is to investigate the effects of activation energy, viscous dissipation and 
magnetic field on boundary layer flow of micropolar nanofluid in a porous medium along a stretching sheet in the presence 
of a heat source. The study of combined influences of activation energy and viscous dissipation in micropolar nanofluid 
flow induced by a stretching sheet in the presence of heat source and magnetic field is quite a novel problem. The 
introduction of porous medium along with a magnetic field and heat source makes the physical problem more interesting 
and attractive in scientific and application viewpoints. Also, numerical solutions are obtained for the governing equations 
using MATLAB inbuilt function ‘bvp4c’. The graphical and tabular form of the computed results shall be presented and 
discussed. 
 

MATHEMATICAL FORMULATION 
We have considered a steady two-dimensional laminar flow of an incompressible micropolar nanofluid caused by 

the motion of a stretching sheet. The sheet is immersed in a quiescent, electrically conducting fluid with an electric 
conductivity represented by σ . A magnetic field 0B  is applied to the stretching sheet. We neglect the influence of the 
induced magnetic field due to the assumption that the magnetic Reynolds number is too small. Additionally, we assume 
that there is no impressed electric field and neglect the Hall effect.  

Let us define the coordinates such that the x-axis aligns with the sheet and the y-axis is perpendicular to it. The 
surface originates from a narrow opening at the origin. The velocity components in the x and y directions are represented 
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by u and v, respectively while N represents the microrotation component. It is assumed that the speed of a point on the 
sheet is inversely proportional to its distance from the opening. Furthermore, we consider the fluid properties to be 
isotropic and constant. The flow geometry of the problem is depicted in Figure 1. 

 
Figure 1. Flow geometry of the problem 

Using the typical boundary layer approximation and following Saidulu et al. [31] and Rehman et al. [32], the 
governing equations can be expressed as follows: 
Continuity Equation: 

 0u v
x y

∂ ∂
+ =
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 (1) 

Momentum Equation: 
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Angular momentum Equation: 
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Energy Equation: 
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Concentration Equation: 
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The suitable physical boundary conditions are: 

wu u bx= = , 0v = , uN s
y

∂
= −

∂
, wT T= , wC C=         at   0y =  

 0u = ,        0N = ,        T T∞= ,          C C∞=            as   y →∞           (6) 

In the above governing equations (4) and (5), the term 
2

20

p

B u
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σ
ρ

 represent Ohmic heating effect and the term 

( )2
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r
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T

ξ
−
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∞

 
− 

 
 depicts the modified Arrhenius function, in which the reaction rate is provided by 2

rk  , the 

activation energy by aE , the Boltzmann constant by 58.61 10 /eV Kξ −= × , and the fitted rate constant by ‘n’,  which 
ranges between –1 and 1. Also the spin gradient viscosity, given by Rees and Pop [33], is  ( )2 ,jγ μ κ= +  where j  is 
the microinertia density given by j bυ=  that represent the reference length. 

To convert the governing equations into a system of ordinary differential equations, we will employ similarity 
transformations and introduce dimensionless variables as follows: 

Slit  
Nanoparticles 

Magnetic 
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We have u
y
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=
∂

, ,v
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 where ψ  is the stream function, which gives ( )u xbf η′= and ( )v b fυ η= − . 

We observe that equation (1) is satisfied automatically and equations (2) – (5) are simplified to the following 
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Corresponding boundary conditions are reduced to the following: 

( ) 0f η = , ( ) 1f η′ = , ( ) ( )G s fη η′′= − , ( ) 1θ η =  , ( ) 1φ η =  at 0η =  

( ) 0f η′ = ,          ( ) 0,G η =         ( ) 0θ η =  ,          ( ) 0φ η =    as η → ∞ (12)
The non-dimensional parameters are defined as follows: 
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K  is the material parameter, M  is the magnetic parameter, pK  is the porosity parameter, Pr  is the Prandtl number, Ec  
is the Eckert number, tN  is the thermophoresis parameter, bN is the Brownian motion parameter, Le  is the Lewis 
number, ∧  is the reaction rate parameter, E  is the activation energy parameter, δ  is the temperature difference parameter. 

PHYSICAL QUANTITIES 
In this problem, the important engineering physical quantities are Cf (=skin friction coefficient), Nu (=local Nusselt 

number) and Sh (=local Sherwood number) respectively are defined below with 
2bxRe

υ
= as local Reynolds number.

The shear stress at the surface is determined by the equation ( )
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The skin friction coefficient ( fC ) can be defined as 
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The couple stress ( wM ) at the surface is defined by the following equation: 
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The local surface heat flux ( )wq x can be expressed using Fourier's law as: 
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The local Nusselt number can be expressed as:  

( )

f

x h xNu
k

= = ( )0bx θ
υ

′−    which gives ( )0Nu
Re

θ ′= −  

The local mass flux wJ  is given by
0

.w
y

CJ D
y =

 ∂
= −  ∂ 

 

The Sherwood number can be expressed as follows: 
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METHOD OF SOLUTION 

The nonlinear ordinary differential equations, represented by equations (8) to (11) and subject to the boundary 
conditions (12) are numerically solved using MATLAB inbuilt function ‘bvp4c’. It utilizes a finite difference approach 
with fourth-order accuracy. 

To employ the solver effectively, the equations need to be transformed into a system of equivalent first-order 
ordinary differential equations. This transformation is achieved through the following substitutions: 
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The corresponding boundary conditions are reduced to: 

0(1) 0; 0(2) 1; 0(4) 0(3); 0(6) 1; 0(8) 1; 1(2) 0; 1(4) 0; 1(6) 0; 1(8) 0y y y s y y y y y y y− − + − − − − − − . 
 

RESULTS AND DISCUSSION 
The system of non-linear coupled governing boundary layer equations (8)–(11) along with the corresponding 

boundary conditions (12) is numerically solved using the ‘bvp4c’ solver in MATLAB. The ‘bvp4c’ solver is a commonly 
used tool for solving boundary value problems. This solution satisfies the specified boundary conditions and provides an 
approximation for the desired variables in the problem. The findings are compared with the findings obtained by 
Saidulu et al. [31], Grubka and Bobba [34] and Seddeek and Salem [35] to verify the accuracy of the present numerical 
scheme as shown in Table 1 and Table 2. 

Figures (2) to (17) depict the variation in velocity distribution, angular velocity distribution, temperature distribution, 
and species concentration distribution for various flow parameter. 

Figures (2) to (5) illustrate the effect of magnetic parameter 𝑀 on the velocity, angular velocity, temperature and 
species concentration profile respectively. Figure 2 shows that as the magnetic parameter 𝑀 increases, the velocity 
decreases. This is due to the presence of a transverse magnetic field, which creates a resistive force called Lorentz force 
that acts in the opposite direction to the fluid motion. This observation indicates that a stronger magnetic field has the 
effect of slowing down the movement of the fluid. Consequently, the thickness of the velocity boundary layer decreases 
with an increasing 𝑀. Figure 3 indicates that angular velocity increases with the increasing values of M. Figure 4 depicts 
the temperature distribution with respect to the magnetic field parameter. It is observed that the temperature increases as 
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𝑀 increases. This observed phenomenon can be attributed to the influence of the Lorentz force, which resist velocity of 
the fluid, as a result a rise in temperature. Figure 5 depicts the influence of magnetic parameters on the concentration 
profile. It is found that the fluid concentration is rising as the magnetic parameter rises. 

Figure 2. Velocity profile for different M. Figure 3. Angular velocity profile for different M 

Figure 4. Temperature profile for different M Figure 5. Concentration profile for different M 

Figures 6–9 illustrate the impact of the porosity parameter Kp on various fluid properties, including fluid velocity, 
angular velocity, fluid temperature, and fluid concentration respectively. It can be observed from figure 6 that as the 
porosity parameter increases, the fluid is provided with more space to flow, resulting in an increase in fluid velocity. On 
the other hand, Figures 7–9 clearly demonstrate that an increase in the porosity parameter leads to a decrease in the flow 
profiles of the micro-rotation, temperature and concentration. Physically, the porosity parameter influences the generation 
of internal heat within the flow, which contributes to the observed trends in temperature profiles. Additionally, the 
rotational effects in the flow can contribute to the depreciation observed in the temperature and concentration fields. 

Figure 6. Velocity profile for different Kp Figure 7. Angular velocity profile for different Kp

Figures 10 and 11 depicts the impact of activation energy (E) on fluid temperature and fluid concentration, 
respectively. From Figure 10, it can be observed that an increase in activation energy (E) leads to an increase in the 
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temperature profile. As the temperature increases, the speed of molecular motion increases, resulting in more frequent 
collisions between molecules. Additionally, the molecules possess higher kinetic energy at higher temperatures. 
Consequently, the proportion of collisions capable of surpassing the activation energy for the reaction also increases with 
temperature. Also Figure 11 exhibits that activation energy (E) enhances the fluid concentration. The increasing values 
of activation energy (E) retard the Arrhenius energy function, which result, increasing the rate of the generative chemical 
reaction that enhances the concentration. 

  
Figure 8. Temperature profile for different Kp  Figure 9. Concentration profile for different Kp  

  
Figure 10. Temperature profile for different E Figure 11. Concentration profile for different E 

The Lewis number, which is a dimensionless quantity measuring the rate of temperature spread compared to mass 
diffusivity, plays a role in the temperature and concentration profiles. In Figure 12 and 13, it can be observed that as the 
Lewis number (Le) increases, the temperature and concentration profiles decrease. Higher values of Le indicate stronger 
molecular motions, which ultimately lead to an enhancement in fluid temperature. 

  

Figure 12. Temperature profile for different Le Figure 13. Concentration profile for different Le 

Thermophoresis refers to the particle diffusion phenomenon resulting from a temperature gradient. The 
thermophoretic force is the force that causes nanoparticles to deposit into the surrounding fluid due to the temperature 
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gradient. For higher values of the thermophoresis parameter tN , it is observed from the graphs 14 and 15 that both the 
concentration and temperature profiles are increases. Physically, when θ (η) increases, it leads to a higher thermal gradient, 
which in turn increases the intermediate force. This relationship is evident in the increasing values of the thermophoresis 
parameter. 

Figure 14. Temperature profile for different tN Figure 15. Concentration profile for different tN

The Brownian motion is created by the random collisions between small particles. The parameter bN   quantifies 
the level of random motion of suspended nanoparticles within the nanofluid. It is observed that increasing convection 
leads to enhanced heat transfer, as depicted in Fig. 16. Moreover, the concentration profile decreases as the distance from 
the surface increases, as shown in Fig. 17. Physically, an increase in temperature results in higher particle energy, leading 
to greater random movement and faster collisions, thereby increasing the Brownian motion. Conversely, increasing the 
concentration reduces the available space for particle movement, thereby decreasing the probability of collision. 

Figure 16. Temperature profile for different Nb Figure 17. Concentration profile for different Nb 

Table 1 illustrates the changes in skin friction coefficient, Nusselt number and Sherwood number due to the 
parameter M, K and s. It is found that the skin friction coefficient increases with higher values of M, K and s, while 
opposite effect is observed for the Nusselt number. Also, Sherwood number decreases with an increase in M, but increases 
with K and s. Table 2 provides a comparison of (0)θ ′−  for various values of Pr in the absence of other influencing factors. 
It is observed that Nusselt number increases with Pr. 
Table 1. Comparison of skin friction coefficient, Nusselt number, and Sherwood number for various parameters. 

M K s 
( ) ( )1 0K f ′′− +  ( )0θ ′−  ( )0φ′−  

Saidulu et al. 
[31] 

Present Study Saidulu et al. 
[31] 

Present Study Saidulu et al. 
[31] 

Present Study 

0.5 0.5 0.5 1.632309 1.632313 0.301208 0.301234 0.418950 0.418943 
1 1.874420 1.874426 0.223923 0.223941 0.400290 0.400297 
2 2.276598 2.276568 0.104321 0.104335 0.375010 0.375025 

0.5 1 1.983995 1.983981 0.293786 0.293759 0.430439 0.430424 
2 2.576759 2.576779 0.280081 0.280065 0.448508 0.448521 

0.5 0.7 1.983995 1.983967 0.293786 0.293771 0.430439 0.430446 
1 2.295365 2.295332 0.286817 0.286829 0.440171 0.440147 
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Table 2. Comparison of (0)θ ′−  for different values of Pr 

Pr Grubka and Bobba [34] Seddeek and Salem [35] Saidulu and Reddy [31] Present Study 

0.72 0.4631 0.46134 0.4632 0.4637 

1 0.582 0.58197 0.5819 0.58192 

3 1.1652 1.16524 1.1652 1.16528 
 

CONCLUSIONS 
In this study, the two-dimensional MHD micropolar nanofluid flow over a stretching sheet embedded in a porous 

medium in the presence of Arrhenius activation energy, heat source is studied. The governing partial differential equations 
were transformed into a system of ordinary differential equations using a set of similarity transformations. These equations 
were then solved numerically using the ‘bvp4c’ solver available in MATLAB. The results of the study led to the following 
conclusions: 

• For increasing values of the magnetic field parameter (M), the velocity profile decreases. However, the 
microrotation, temperature, and concentration profiles are strengthened. 

• The fluid temperature and concentration profile are enhanced with the increasing values of thermophoresis 
parameter (Nt). 

• The temperature profile increases with the strengthening of the Brownian motion parameter ( bN ), while the 
concentration profile decreases with Nb. 

• An increase in activation energy (E) leads to an increase in the concentration and temperature profiles. 
• Increasing values of the Lewis number (Le) result in decreasing temperature and concentration profiles. 
• The rate of heat transfer decreases with an enhancement of the magnetic parameter and material parameter. 
• The rate of mass transfer, in terms of Sherwood number, decreases with an increase in M, but an opposite effect 

is observed with K. 
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ВПЛИВ ЕНЕРГІЇ АКТИВАЦІЇ АРРЕНІУСА В МГД ПОТОЦІ МІКРОПОЛЯРНОЇ НАНОРІДИНИ ВЗДОВЖ 
ПОРИСТОГО РОЗТЯГНУТОГО ЛИСТА З В’ЯЗКОЮ ДИСИПАЦІЄЮ І ДЖЕРЕЛОМ ТЕПЛА 

Кешаб Борахa, Джадав Кончb, Шьяманта Чакрабортиc 
a Департамент математики, Університет Гаухаті, Гувахаті-781014, Ассам, Індія 

b Департамент математики, коледж Демаджі, Демаджі-787057, Ассам, Індія 
c UGC-Центр розвитку персоналу, Університет Гаухаті, Гувахаті-781014, Ассам, Індія 

У цьому дослідженні проведено чисельне дослідження тепло- та масообміну потоку мікрополярного нанофлюїду над 
розтягнутим листом, вбудованим у пористе середовище. Основною метою цієї роботи є дослідження впливу енергії активації 
Арреніуса, джерела тепла та в’язкої дисипації на швидкість рідини, мікрообертання, температуру та розподіл концентрації. 
Рівняння, що керують потоком, перетворюються на звичайні диференціальні рівняння за допомогою відповідних перетворень 
подібності та розв’язуються чисельно за допомогою розв’язувача bvp4c у MATLAB. Графіки будуються для вивчення впливу 
важливих параметрів, таких як магнітний параметр, параметр пористості, параметр термофорезу, параметр броунівського руху, 
параметр енергії активації та число Льюїса на швидкість, мікрообертання, температуру та розподіл концентрації. Графічне 
представлення показує, що швидкість рідини зменшується зі збільшенням значень магнітного параметра, тоді як кутова 
швидкість збільшується разом із ним. Це дослідження також повідомляє, що посилення розподілу температури та концентрації 
спостерігається для більш високих значень параметра енергії активації, тоді як число Льюїса демонструє протилежну поведінку. 
Вплив різних відповідних параметрів реалістично відображено на коефіцієнті поверхневого тертя, числах Нуссельта та Шервуда 
за допомогою таблиць. Проведено порівняння з попередньою роботою, і результати показали хороший збіг. 
Ключові слова: енергія активації Арреніуса; в'язке розсіювання; броунівський рух; термофорез; мікрополярний нанофлюїд; 
пористе середовище 
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The objective of this study is to investigate, through numerical simulations, the flow and heat transfer characteristics of Al2O3, Cu, 
TiO2, and SiC water-based nanofluids flowing over micro-cylinder groups arranged in an inline configuration. The simulations were 
carried out under laminar flow conditions, and the analysis considered seven different low values of the Reynolds number, with a 
constant volume fraction of 2 %. The aim of this investigation was to determine how nanofluids, i.e., suspensions of nanoparticles in 
water as the base fluid, can affect the pressure drop and heat transfer performance in micro-cylinder groups. To accomplish this, the 
finite volume method was employed to evaluate the impact of the nanofluids on pressure drop and heat transfer characteristics in the 
micro-cylinder groups. The study results demonstrate that, for all the nanofluids studied, the pressure drop and friction factor of the 
micro-cylinder groups increased with increasing Reynolds number. This behavior can be attributed to the interaction between the 
nanoparticles and the wall, which results in an increase in friction. Furthermore, the Nusselt number was found to increase with 
increasing Reynolds number. The SiC/Water nanofluid exhibited the highest Nusselt numbers among the four nanofluids tested, 
indicating that it provides better heat transfer performance than the other nanofluids. These results are consistent with experimental 
findings, indicating that the numerical simulations were accurate and reliable. 
Keywords: Nanoparticles; Micro-cylinder-group; Heat transfer enhancement; Convection; Laminar regime 
PACS: 02.70.−c, 02.60.Cb, 05.70.−a, 44.15.+a, 44.27.+g,  47.10.A−, 47.11.Df, 47.15.−x, 47.15.Rq, 47.27.Te 

INTRODUCTION 
The electronics industry is a constantly growing industry worldwide. With the increasing demand for energy-

efficient technologies, research in this field has focused on minimizing the heat generated by electronic chips and 
maximizing their efficiency. Several innovative technologies have been developed to enhance heat transfer, including 
microchannel cooling technology and nano-technology. Microchannel cooling technology was first introduced by 
Tuckerman and Pease [1] in an attempt to transfer maximum heat in minimum volume. The technology uses micro-sized 
channels to circulate cooling fluids close to the heat source, which results in an effective cooling system. In addition to 
microchannel cooling technology, researchers have explored the use of micro-finned surfaces to improve heat transfer 
efficiency. Mizunuma et al. [2] conducted experimental and numerical studies to investigate the forced convective heat 
transfer from a micro-finned surface. They found that micro-finned surfaces can be effective in improving heat transfer 
performance in microchannels. Overall, the development of innovative technologies such as microchannel cooling and 
micro-finned surfaces has opened up new possibilities for enhancing heat transfer and improving the energy efficiency of 
electronic devices. Kosar et al. [3] conducted an experimental investigation on the pressure drops and friction factors 
associated with the forced flow of de-ionized water over staggered and in-line circular/diamond-shaped micro pin-fin 
bundles. The study aimed to determine the pressure drops and friction factors in micro pin-fin heat exchangers. In a similar 
vein, Galvis et al. [4] have studied several models of pin-fin heat exchangers. The results show that the micro pin-fin heat 
exchanger’s thermal performance always exceeded that of the smooth channel and that pin-fin heat exchangers can be 
highly effective in enhancing heat transfer in electronic cooling systems. Moreover, Ohadi et al. [5] have investigated 
thermal managements techniques for cooling high-flux electronics. The techniques included immersion cooling, jet 
impingement, spray cooling, and ultra-thin film evaporation (UTF), which are used primarily for hot spot cooling of the 
chip. The study aimed to develop effective cooling techniques that can prevent overheating and improve the overall 
performance of electronic devices. Liu and Guan et al. [6,7] conducted a numerical analysis of the relationship between 
vortex and temperature distributions in in-line and staggered arranged micro-cylinder groups. They suggested that the end 
wall effect and the vortex distribution have a significant impact on the thermal performance of micro-cylinder groups. 
This study aims to improve the understanding of the heat transfer mechanisms in micro-cylinder groups to optimize their 
thermal performance. In addition, nano-technology has become an important area in the field of heat transfer. Nanofluids 
are fluids containing nano-scale particles added to a base fluid such as water, ethylene glycol, or oil. They have various 
applications in microelectronics, fuel cells, heat exchangers, micro-electro-mechanical systems, and pharmaceutical 
devices. Choi [8] conducted a theoretical examination of the thermal conductivity of a fluid with Cu nanoparticles, which 
is later referred to as a nanofluid. The study aimed to enhance the understanding of the thermal conductivity of nanofluids, 
which is crucial for designing efficient heat transfer systems. Furthermore, Abu-Nada et al. [9] carried out a numerical 
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study on the natural convection of different nanofluids in horizontal concentric annuli. They found that the addition of 
nanoparticles to the base fluid leads to higher thermal conductivity and better heat transfer, especially at high Rayleigh 
numbers.  Mohammed et al. [10] performed a numerical study on the flow and heat transfer of an alumina-water nanofluid 
in a microchannel heat sink. Their results showed that increasing the volume fraction of nanoparticles led to an increase 
in both heat transfer coefficient and wall shear stress, while the thermal resistance decreased. In another study, Akbani et 
al. [11] compared single-phase and two-phase models of a nanofluid for turbulent forced convection. They concluded that 
the single-phase model was more suitable due to its less expensive numerical integration and its simplicity of 
implementation. Moraveji et al. [12] developed a numerical model of the flow of nanofluids in a mini-channel heat 
exchanger with TiO2 and SiC nanoparticles, considering various concentrations. Their study found that heat transfer 
extended with increasing volume fraction and Reynolds number. 

Adriana [13] conducted a numerical analysis of the flow and heat transfer characteristics of water- Al2O3 nanofluid in 
a horizontal tube. They found that the heat transfer coefficient increased by 2.33% to 26.45% compared to pure water and 
that uncertainties in the properties of the nanofluid have a significant effect on the results. Said et al. [14] investigated the 
thermal performance of TiO2-water nanofluid for different mass flow rates and volume fractions. They concluded that an 
increase in energy efficiency of up to 76.6% was observed for a volume fraction of 0.1% and a flow rate of 0.5 kg/min. In a 
study by Bouhazza et al. [15], the heat transfer of nanofluids containing Cu and TiO2 nanoparticles was simulated at various 
volume fractions. The results revealed that increasing the volume fraction led to enhanced heat transfer and that the Cu-water 
nanofluid exhibited the best heat conductivity. Dabiri [16] conducted experiments and found that using SiC nanofluid in a 
circular tube led to an increase of up to 8.88% in the Nusselt number. Bowers [17] experimentally investigated the flow and 
heat transfer of silica and alumina nanofluids in micro-channels and found that at low volume fractions of both nanofluids, 
there was an improvement in heat transfer which increased with rising Reynolds number and hydraulic diameter.  Goodarzi 
[18] employed the finite volume method to investigate the natural convection of nanofluids containing Cu, MWCNT, and
Al2O3 nanoparticles in a two-dimensional closed cavity. The study revealed that the presence of nanofluids led to heat transfer 
in the cavity with distinct regions of low and high temperatures. On the other hand, Zhang et al. [19] utilized both nanofluid
and micro-channel technologies to experimentally investigate the heat transfer of SiC-water nanofluid in micro-cylinder-
groups under laminar flow with varying volume fractions and two different arrangements. The results indicated a decrease
in the Nusselt number with increasing volume fraction and a heat transfer enhancement factor above 1 for volume fractions
of 0.02 and 0.05. Kamini et al. [20] conducted an experimental study on the convective heat transfer of SiC-water nanofluid
in a shell and tube heat exchanger. The results showed that the presence of SiC nanoparticles increased heat transfer by
19.8%. Zheng et al. [21] also carried out an experimental investigation on the flow and heat transfer of nanofluids containing
Al2O3, SiC, Cu, and Fe3O4 in water. They found that the Fe3O4-water nanofluid had the greatest thermal enhancement, and
empirical relations were developed to predict the thermal behavior of nanofluids. Ahmad [22] performed a simulation and
experimental analysis on the effect of twisted tape and nanofluids on heat transfer in a circular tube at high Reynolds
numbers. Two types of nanofluids (SiC/Water and Al2O3/Water) at various volume fractions were used, and the results
showed that the heat transfer efficiency was improved by up to 10% with the use of SiC/Water nanofluid. Presently, there
has been significant scholarly interest in exploring the flow and heat transfer characteristics of nanofluids in microchannels.
Researchers from various fields have conducted investigations to understand how nanofluids behave in different types of
microchannels. However, there remains a noticeable gap in the literature regarding the heat transfer behavior of nanofluids
in micro-channels that consist of micro-cylinder groups. This specific configuration has received limited attention in research
studies thus far. Moreover, the existing studies that have examined the heat transfer phenomena in micro-cylinder groups
using nanofluids have primarily relied on experimental approaches [19] rather than numerical simulations or modeling.
Furthermore, there is a dearth of conclusive evidence regarding the accuracy and reliability of numerical models in replicating
the flow and heat transfer characteristics of nanofluids in micro-cylinder groups. The capability of numerical models to
accurately predict the behavior of nanofluids in this particular micro-channel configuration has not been firmly established.
As a result, further research and investigation are needed to evaluate and enhance the performance of numerical models in
capturing the intricate flow and heat transfer phenomena exhibited by nanofluids in micro-cylinder groups.

In the current study, the four different water-based nanofluids containing SiC, Cu, Al2O3, and TiO2 nanoparticles were 
simulated numerically to investigate their flow and heat transfer characteristics in the micro-cylinder groups arranged in an 
inline configuration. The simulations were conducted under laminar flow conditions, with low Reynolds numbers. The 
volume fraction of the nanoparticles was set to 0.02. This work also examines the agreement between the experimental and 
numerical results and the ability of these simulations to reproduce the physical phenomena acting in this geometry in the 
presence of nanofluids. Conducting this research will also help to provide prime predictions on the potential applications of 
these different nanofluids in such heat transfer systems. The effects of the nanoparticles on the flow and heat transfer 
characteristics, such as velocity profiles, temperature distributions, and heat transfer coefficients, were analyzed and 
compared to those of pure water. 

PHYSICAL MODEL AND MATHEMATICAL FORMULATION 
The physical domain of the micro-cylinder groups is shown in Figure (1). It consists of thirty circular cylinders 

arranged in line, placed in a micro-channel filled with four different water-based nanofluids in a laminar flow regime. 
The dimensions of the micro-cylinder-groups, including the diameter of the micro-cylinders (d), the length and width of 
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the micro-channel (L and W, respectively), and the height of the micro-cylinders (M), are presented in Table 1. To analyze 
the forced convection of the nanofluids, the continuity, momentum, and energy equations were solved using both the 
single-phase approach and the two-phase mixture approaches. 

 
Figure 1. The physical domain of the micro-cylinder-group 

Table 1. Detailed dimensions of the micro-cylinder-groups 
 

d(mm) S/d N M(mm) L(mm) 
0.5 2 10 0.5 40 

 
Single Phase Approach 

The single-phase approach is a modeling approach that treats nanofluids as a single homogeneous liquid with 
effective thermophysical properties. In this approach, the continuity, momentum, and energy equations are solved for the 
nanofluid as a single-phase fluid. The effective properties of the nanofluid are obtained by using the volume fraction of 
nanoparticles and the properties of the base fluid. The equations are: 
Continuity: 

 .( ) 0Vρ∇ =
  (1) 

Momentum: 

 .( ) . .( . )VV P V gρ μ ρ∇ = −∇ + ∇ ∇ +
    (2) 

Energy equation: 

 .( ) .q : . VV Hρ τ∇ = −∇ − ∇
   (3) 

Reynolds number 

 maxRe nf

nf

U dρ
μ

=  (4) 

In order to solve the above equations, accurate effective thermo-physical properties must be involved. The literature 
contains various models allowing us to theoretically calculate the nanofluid’s hydrothermal properties. The expressions 
used to define these properties used in this work are: for the homogeneous single-phase model with constant properties, 
density and heat capacity of nanofluid, are estimated by using classical models [23,24,25] as follows:  

Density: 

 ( ) ( ) ( )1nf f pCp Cpρ ϕ ρ ϕ ρ= − +  (5) 

Specific heat: 

 ( ) (1 )( ) ( )nf f pCp Cp Cpρ ϕ ρ ϕ ρ= − +  (6) 
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Thermal expansion coefficient: 

( ) (1 )( ) ( )nf f pρβ ϕ ρβ ϕ ρβ= − + (7) 

Dynamic viscosity (Brinkman [26]):  

2.5(1 )
f

nf

μ
μ

ϕ
=

−
(8) 

On the other hand, nanofluid thermal conductivity is determined by the correlation reported by Maxwell [27] 
Thermal conductivity (Maxwell [27]): 

(1 )( 2 ) 3
(1 )( 2 ) 3

nf p f p

f p f f

k k k k
k k k k

ϕ ϕ
ϕ ϕ

− + +
=

− + +
(9) 

Table 2. Thermo-physical properties of water and nanoparticles [28], [29], [30], [31] 

Thermo-physical 
properties 

Density (Kg/m3) Specific heat Thermal conductivity

Water 997 4179 0.673
Al2O3 3970 765 40

Cu 8933 385 401
TiO2 4250 686.2 8.4
SiC 3160 723 490

Mixture Two-Phase Approach 
The mixture model considers the nanofluid as a two-phase fluid where water is considered as the continuous liquid 

first phase while the nanoparticles as the dispersed solid secondary phase. The continuity, momentum, and energy 
equations are solved for the mixture at the same time an additional equation: the mass conservation equation or volume 
fraction equation is solved only for the second phase.  

Continuity equation for the mixture: 

.( ) 0m mVρ∇ =
 (10) 

Momentum equation of the mixture: 

( ) , ,
1 1

. . . . .
n n

m m m m m m k k k m k k dr k dr k
k k

V V P V v v g V Vρ μ ϕ ρ ρ ϕ ρ
= =

   ∇ = −∇ + ∇ ∇ + + + ∇   
   

 
   

 (11) 

Energy equation of the mixture: 

1
.( ) . :

n

k k k k m m
k

V H q Vϕ ρ τ
=

∇ = −∇ − ∇
 

(12) 

Volume fraction equation of the secondary phase: 

( ) ( ),. .p p m p p dr pV Vϕ ρ ϕ ρ∇ = −∇
 

(13) 

The mixture velocity, density and viscosity are: 

1

n
k k kk

m
m

V
V

ϕ ρ
ρ

== 



(14)

1

n

m k k
k

ρ ϕ ρ
=

= (15)

1

n

m k k
k

μ ϕ μ
=

= (16)

The kth phase’s drift velocity is:  

,dr k k mV V V= −
  

(17)

Where φk is the volume fraction of the phase k. 
The formulation of friction factor is given by: 
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2

max

2H pf
L Uρ

Δ
=  (18) 

Nusselt number: 

 
nf

hDNu
μ

=  (19) 

 
Convective heat transfer coefficient: 

 
Qh
T

=
Δ

 (20) 

 
Thermal enhancement factor: 

 
( )1 3

nf f

nf f

Nu Nu
TEF

f f
=  (21) 

 
Boundary conditions 

The physical problem's boundary conditions consist of various components, such as adiabatic walls, heating walls, 
a velocity inlet, a fully developed outlet, and a symmetry plane as presented in Figure (2). These components are crucial 
for the analysis of the flow and heat transfer of the nanofluids within the micro-cylinder groups. 

 
Figure 2. Boundary conditions 

Heated walls: , , 0,wall h
wall h

Tu v w q
n−

−

∂
= =

∂
. 

Adiabatic walls: , , 0, 0wall ad
wall ad

Tu v w
n−

−

∂
= =

∂
. 

Inlet: , , , 0, 293.15in inu u v w T K= = = . 

Outlet: 0, 0, 0, 0
out out outout

u v w T
x y z n

∂ ∂ ∂ ∂
= = = =

∂ ∂ ∂ ∂
. 

Symmetry: 0, 0, 0, 0
sym sym symsym

u v w T
x y z n

∂ ∂ ∂ ∂
= = = =

∂ ∂ ∂ ∂ 
. 

The resolution of the equations cited above allowed the analysis of the variations in the pressure drops, the Nusselt 
numbers as well as the temperature distributions, and their influence on the thermal performance of the nanofluids. 
 

MESH AND VALIDATION 
The simulation considers the flow to be three-dimensional, and a 3D hexahedral mesh is generated based on half of 

the physical model, taking into account the structural symmetry of the micro-cylinder groups. Preliminary calculations 
are carried out to evaluate the mesh sensitivity, and three meshes (800000, 1700000, and 2300000) are employed. Table 
3 summarizes the sensitivity measures, which are the obtained values of the average Nusselt numbers and the pressure 
drop. The deviation of the pressure drops and Nusselt number among the three different grids is less than 0.6% and 2.5%, 
respectively. Consequently, the mesh containing 1700000 elements is deemed satisfactory for the simulation of flow and 
heat transfer characteristics. 
Table 3. Comparison of average Nusselt number and pressure drop among different grids tested for Re = 236 

Grid Nusselt number Err % Pressure drop Err % 
Grid 1 (800000) 9,7574037  1221,7252  

Grid 2 (1700000) 10,00619 2,486323965 1215,6107 0,500480796 
Grid 3 (2300000) 10,04324 0,368904855 1215,2634 0,028578167 
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In order to validate the numerical predictions with the experimental results [19], both single phase approach and 
mixture two phase approach were employed. 

Figures (3) and (4) provide a comparison between the experimental and numerical results obtained through both 
approaches for the pressure drop and Nusselt number. As indicated in Figure (3), the three graphs have consistent trends. 
However, at low Reynolds numbers, the mixture two-phase model yielded results that were closer to the experimental 
findings. In contrast, at higher Reynolds numbers, the single-phase model was more accurate. Figure (4) shows that the 
mixture approach overestimated the Nusselt number, while the single-phase approach produced results that were close to 
the experimental findings. These comparisons provide validation for the numerical model proposed in this study and 
demonstrate its accuracy. 

Figure 3. View of the grid distribution of the physical domain 

NUMERICAL METHODS 
To solve the governing equations that describe the flow and heat transfer characteristics in the micro-cylinder groups, 

the finite volume method was used. This method involves dividing the computational domain into a grid of discrete cells 
and evaluating the variables at specific locations within each cell. The differential equations were then converted to 
algebraic equations that can be solved numerically. By resolving these equations, it was possible to analyze the influence 
of the nanoparticles on the pressure drop, heat transfer, and efficiency of the system. The resolution of the equations was 
carried out using the second-order upwind scheme, which is a numerical scheme commonly used for the discretization of 
the energy and momentum equations. The coupling between the pressure and velocity fields was achieved using the 
SIMPLE algorithm, which is a well-established approach for solving the Navier-Stokes equations in computational fluid 
dynamics. To ensure the accuracy and reliability of the numerical simulations, a convergence criterion of 10-6 was used 
for all computations. This criterion ensures that the solution has converged to a stable and consistent solution. With these 
numerical tools and techniques, it was possible to gain insights into the flow and heat transfer characteristics of the micro-
cylinder groups and understand how the nanoparticles affect these characteristics. 

Figure 4.  Comparison of pressure drop variation Figure 5. Comparison of Nusselt number variation 
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RESULTS AND DISCUSSION 
In this study, the thermal performance of four different water-based nanofluids in micro-cylinder groups was 

numerically analyzed to assess the enhancement of heat transfer. The simulations were performed in a laminar regime 
with Reynolds numbers below 300 and a volume concentration of 2%. Figure 6 depicts the variation of pressure drop for 
each nanofluid. It can be observed that the pressure drop increases with increasing Reynolds number, and this is primarily 
attributed to the increase in velocity. In this micro-flow, the boundary layer between the micro-cylinders is thin, and the 
presence of solid particles disturbs this layer, exacerbating the pressure drop. The presence of nanoparticles in the 
nanofluids has a significant effect on the pressure drop, and this effect increases with increasing Reynolds number. 

  
Figure 6. variation of pressure drops 

In Figure 7, the velocity fields of SiC/water nanofluid at a specific location (z=0.25 mm) along the x-direction are 
depicted for two different Reynolds numbers, namely a low and a high value. Upon analysis, it becomes apparent that 
there are two distinct regions of intensified velocity located in the upper section of the geometry, positioned between the 
two columns of micro-cylinders. With an increase in the Reynolds number, these high-speed regions not only expand in 
size but also exhibit an augmentation in the maximum velocity magnitude within those areas. This observation suggests 
that the flow behavior and characteristics are strongly influenced by the Reynolds number. The occurrence of these high-
speed narrow regions can be attributed to multiple factors. Firstly, viscous forces play a significant role in shaping the 
flow patterns. The presence of the micro-cylinders causes the fluid to experience changes in momentum, resulting in 
localized regions with elevated velocities. These regions are confined and exhibit a narrow shape due to the influence of 
the micro-cylinder geometry. Secondly, the superposition of velocity fields contributes to the formation of these high-
speed regions. As the fluid flows past the micro-cylinders, the velocity fields from different regions combine, leading to 
regions of accelerated flow. It is important to note that the expansion and intensification of these high-speed regions are 
directly associated with the Reynolds number. As the Reynolds number increases, the impact of viscous forces and the 
superposition of velocity fields become more pronounced, resulting in larger and more energetic high-speed regions. In 
summary, the appearance of the two high-speed narrow regions in the upper part of the geometry, positioned between the 
micro-cylinders, can be attributed to the interplay between viscous forces and the superposition of velocity fields. These 
regions expand and exhibit higher velocities with increasing Reynolds numbers, indicating the significant influence of 
fluid dynamics on the flow behavior within micro-channel configurations. 

 

 
Figure 7.  Velocity fields (a) Re= 94, (b) Re=212 

Furthermore, Figure 8 displays the variation of Nusselt number for the nanofluids studied, with a heat flux of 15 W/cm2 and 
under laminar flow conditions. All the graphs show a consistent trend in which the Nusselt number increases with the rise of Reynolds 
number. This increase in Nusselt number is an indication of enhanced heat transfer, which is produced by the disturbance or separation 
of the boundary layer caused by the increasing velocity. The presence of nanoparticles in the nanofluids has a significant effect on the 
improvement and increase of thermal conductivity, which in turn enhances the heat transfer. 
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Figure 8. Variation of Nusselt Number 

Figure 9 shows the temperature distributions of SiC/water nanofluid for two different Reynolds numbers: a low 
Reynolds number of 94 and a high Reynolds number of 212. The analysis reveals that there is a prominent low-
temperature region upstream of the micro-cylinders. This behavior is due to an increased heat transfer resulting from the 
separation of the boundary layer in this region. Conversely, in the downstream region of each micro-cylinder, there is a 
decrease in the heat transfer coefficient, leading to a high-temperature region. These regions become larger with an 
increase in the Reynolds number, thereby significantly impacting the overall temperature distribution of the system. 

It's worth noting that the temperature downstream of the micro-cylinder is higher than the temperature upstream, 
which is in agreement with the theory of boundary layer flow. The separation of the boundary layer creates a wake vortex 
downstream of the micro-cylinder, which leads to a decrease in flow velocity and, consequently, an increase in 
temperature. The present analysis of temperature distributions for different Reynolds numbers provides valuable insights 
into the flow dynamics and heat transfer in this complex system. 

The thermal enhancement factor is a key parameter that measures the relative effectiveness of nanofluids compared 
to the base fluid. It is defined as the ratio of the heat transfer coefficient and friction factor of the nanofluid to those of the 
base fluid. When this factor is above 1, the nanofluid is considered to be effective, which means that the growth of heat 
transfer is greater than the loss of pressure drops. This factor is an essential tool used in this study to evaluate the thermal 
efficiency of nanofluids inside micro-cylinder groups. It provides insights into the performance of nanofluids in terms of 
heat transfer and fluid flow. Furthermore, it offers a useful means of comparing the thermal performance of different 
nanofluids and identifying the most effective nanofluid for a specific application. 

Figure 9. Temperature distributions at (a) Re=94 and (b) Re=212 

Figure 10 depicts the variation of thermal enhancement factor with the Reynolds number for various nanofluids containing 
metallic oxide nanoparticles. The graph reveals a positive correlation between the Reynolds number and the thermal 
enhancement factor, suggesting an increase in heat transfer performance with an increase in Reynolds number. However, the 
nanofluids containing metallic oxide nanoparticles exhibit better performance under specific conditions, including geometry, 
volume fraction, and Reynolds number. In these conditions, the presence of metallic oxide nanoparticles can improve heat 
transfer, resulting in a thermal enhancement factor greater than 1 for SiC nanoparticles. Nevertheless, in general, the introduction 
of metallic oxide nanoparticles does not have a positive impact on heat transfer, as indicated by thermal enhancement factors 
below 1. These findings indicate the need for further investigations to explore the influence of various parameters on the heat 
transfer performance of nanofluids. The parameters to be considered in such studies include particle size, shape, and 
concentration, among others. An in-depth understanding of the effect of these parameters on the performance of nanofluids 
could lead to the development of optimized nanofluid formulations for various engineering applications. 
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Figure 10. variation of the Thermal Enhancement Factor 

 
CONCLUSIONS 

The objective of this research was to examine the heat transfer and flow properties of four types of nanofluids in micro-cylinder 
groups operating under laminar conditions and a volume fraction of 0.02. 

In order to validate the new numerical findings, a comparison was made between the results obtained in this study and the 
experimental data from a previous work conducted by Zhang et al. [19]. Remarkably, the two sets of results exhibited strong agreement, 
further corroborating the validity and accuracy of the numerical findings in this study. 

- The obtained results clearly indicate that an elevation in Reynolds number corresponds to amplified values of both pressures 
drop and Nusselt number. This observation can be attributed to the escalating disturbance of the boundary layer as the Reynolds 
number increases. 

- Under the specific conditions considered, the SiC/water nanofluid demonstrated the highest Nusselt number among the Cu, 
Al2O3, and TiO2 nanofluids. The SiC/water nanofluid exhibited superior heat transfer performance compared to the other 
nanofluids in terms of convective heat transfer efficiency. 

- The increased viscosity of nanofluids compared to the base fluid can limit their effectiveness in certain applications. However, 
an analysis of the thermal enhancement variation reveals that only SiC nanofluids, at the specific concentration studied, exhibit 
significant and effective performance with thermal enhancement factors exceeding 1. 

Further study into this issue is still required in order to check the enhancement of the heat transfer processes in such geometries. 
A more detailed research effort that will consider different factors, such as volume fraction and micro-cylinder arrangements, to expand 
our understanding of the flow and heat transfer properties of nanofluids. 
List of abbreviations 

Re Reynolds number Greek letters 
d Micro-cylinders diameter (mm) ρ Density (kg m-3) 
S Space between micro-cylinders (mm) μ Dynamic viscosity (N s m-2) 
N Micro-cylinders column number τ Stress tensor ( N m-2) 
M Microchannel height (mm) φ Volume fraction 
L Microchannel length (mm) β Thermal expansion factor (k) 
V Velocity (m s-1) Subscripts 
P Pressure (pa) Nf Nanofluid 
g Gravity (m s-2) Max maximum 
Q, q Heat flux (W m-2) F fluid 
H Entropy (J k-1) P particle 
U X velocity (m s-1) M mixture 
Cp Specific heat (j kg-1 k-1) N Nth phase 
k Thermal conductivity (W m-1 k-1) K Kth phase  
Nu Nusselt number dr Drift 
f Friction factor Wall-h Heated wall 
h Convective heat transfer coefficient  Wall-ad Adiabatic wall 
T Temperature (k) In Inlet 
TEF Thermal enhancement factor out Outlet 
  sym symmetry 
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АНАЛІЗ ХАРАКТЕРИСТИК ТЕПЛООБМІНУ НАНОРІДИН В МІКРОЦИЛІНДРИЧНИХ ГРУПАХ 
Ліна Вафаа Белхадж Сеніні, Мустпаха Буссуфі, Аміна Сабер 

Лабораторія морських наук та інженерії факультету машинобудування, Університет науки і технологій Орана 
Мохаммеда Будіафа, BP 1505 Ель М'Науэр Оран 31000, Алжир 

Мета цього дослідження полягає в дослідженні за допомогою чисельного моделювання характеристик потоку та 
теплопередачі нанофлюїдів на водній основі Al2O3, Cu, TiO2 та SiC, що протікають через групи мікроциліндрів, розташовані 
в рядній конфігурації. Моделювання проводилося в умовах ламінарного потоку, і аналіз враховував сім різних низьких значень 
числа Рейнольдса з постійною об’ємною часткою 2%. Метою цього дослідження було визначити, як нанофлюїди, тобто 
суспензії наночастинок у воді як базовій рідині, можуть впливати на перепад тиску та тепловіддачу в групах мікроциліндрів. 
Щоб досягти цього, був застосований метод кінцевого об’єму для оцінки впливу нанофлюїдів на перепад тиску та 
характеристики теплообміну в групах мікроциліндрів. Результати дослідження демонструють, що для всіх досліджуваних 
нанофлюїдів перепад тиску та коефіцієнт тертя груп мікроциліндрів зростали зі збільшенням числа Рейнольдса. Таку 
поведінку можна пояснити взаємодією між наночастинками та стінкою, що призводить до збільшення тертя. Крім того, було 
виявлено, що число Нуссельта зростає зі збільшенням числа Рейнольдса. Нанорідина SiC/вода продемонструвала найвищі 
числа Нуссельта серед чотирьох протестованих нанорідини, що вказує на те, що вона забезпечує кращі показники 
теплопередачі, ніж інші нанорідини. Ці результати узгоджуються з експериментальними висновками, вказуючи на те, що 
чисельне моделювання було точним і надійним. 
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