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In this simulation study, the response of fiber Bragg grating (FBG) sensors is investigated and optimized. Uniform and nonuniform 
FBG spectra with new component are suggested by fine selection with (COMSUL program) and compared theoretically under the 
effect of several external strain values (0.005, 0.006, 0.007, 0.008, 0.009 and 0.01). These two types operation have been examined by 
the Optisystem programmer. The measured sensitivity was based on VCSEL laser source with operation wavelengths of 1650, 1600, 
and 1550 nm via non-uniform and uniform configuration. The achieved sensitivity was found to have different values; 5.7, 2.6, and 
1.77, while the highest observed sensitivity value is recorded at a wavelength of 1550 nm. Accordingly, this wavelength was chosen to 
advance the study. Temperatures of 20, 30, 40, 50, and 60 degrees Celsius were applied. Measured sensitivity between them varied, 
and satisfied the following functions: sine, Gauss, and Boltzmann indicating altering in sensor responses. 
Key words: FBG sensor; Bragg wavelength; Elastic-optical coefficient; Thermo-optic effect; Strain-optic effect; Sellmeier formula 
PACS: 42.81.-i: 42.81. Pa 

INTRODUCTION 
Due to their sensitivity, dependability, low intrusiveness, galvanic insulation, and potential for quasi-distributed remote 

measurements, optical fiber sensors based on fiber Bragg grating (FBG) technology are used in a variety of fields, including 
civil engineering and aviation [1]. In addition, monitoring strain [2], vibration [3] and temperature [4]. 

Furthermore, the FBG sensor itself has recently been continuously enriched by research due to its applications in optical 
communications [5], such as smart frequency filtering [5], [6], [7], dynamical encrypting with chaotic communications [8], 
[9], [10], [11]. 

FBGs are extensively utilized in optical sensing and can compete with traditional electrical strain gauges to determine 
various parameters, such as temperatures, strain, refractive index, pressure, gas, etc. Furthermore, FBG sensors have been 
widely recognized for their features such as erosion resistance, resistance to electro-magnetic (EMI) and radio frequency 
interference, and ability to operate in harsh environments where traditional sensors cannot [12]. 

Since more than few decades, FBG sensors have meets a lot of attention in the field of structural health monitoring [13] 
[14]. Earlier application of these types of sensors is load screening and characterizing absolute strain and temperature 
variations, either individually [15] or at the same time [16]. Changes in average strain and temperature would primarily cause 
a change in the location of the resonance wavelength of the FBG output due to their linear wavelength shift response [17]. 
The whole reflection spectra of the sensor output signal are, however, affected by the strain (or even temperature) field. 

The shape and wavelength shift of the reflection spectra were measured and studied by simulation in this study to 
investigate the impacts of strain and temperature changes dispersed along the length of FBG sensors. Under these two 
circumstances, shifts were examined using various FBG architectures. 

More benefits than that mentioned above are recorded to FBG based sensors, such as small size, light weight, high 
resolution, multiplexing capability, and immunity to electromagnetic fields. They have been used in biological diagnosing 
and structural health monitoring [18]. Due to its uniquely intelligent physical properties, such as its innately huge 
multiplexing capacities, remote sensing, resistance to electromagnetic fields, and safety, the uniform FBG sensor has been 
extensively used in sensing applications [12]. The UFBG sensor are also used in dynamical spectral filters invented inside 
fibers [19]. 

THEORETICAL CONCEPTS 
The FBG transmits all wavelengths of light while reflecting some due to the periodic (or aperiodic) disruption in the 

refractive index of its core, known as gratings. The Bragg wavelength, at which there is the most reflection, can be determined 
by applying the following equation [15]: 𝜆. = 2𝑛 Λ (1)
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where neff is the effective refractive index of the grating and Λ is the grating period.  
Strain has two distinct impacts on a Bragg grating. First, the grating's Bragg wavelength will shift as a result of the 

alteration in the physical distance between succeeding index modulations. Second, a change in refractive index brought on 
by the strain-optic effect will result in a shift in the Bragg wavelength. For a specific change in strain, the change in a Bragg 
grating's center wavelength is given by [20]: 

 Δ𝜆. = 2 ቂΛ డడ + 𝑛 డஃడ ቃ 𝛥𝑙 (2) 

where 𝑙 is the effective length. 
An optical fiber's strain effect is depicted in equation (2). This is consistent with a shift in grating spacing and the strain-

optic-induced shift in refractive index. [20]. Under the condition of a uniform strain along the optical fiber axis and no 
temperature changes, the wavelength shift is related to the strain via the elastic-optical coefficient 𝒫𝑒 [20]: 

 ∆𝜆. = 𝜆.ሺ1 − 𝒫𝑒ሻ𝜀 (3) 

Equation (3) points out that the resulted shift in Bragg peak wavelength is linearly proportional to the applied strain. In the 
sensing theory of FBG, the strain value should be expressed as; 

 𝜀 = ఒಳೝ.ఒಳሺଵି𝒫ሻ (4) 

where 𝜀 is the strain along the lengthwise direction of the fiber and 𝒫𝑒 is an effective strain optic constant, which is defined 
as [1]: 

 𝒫𝑒 = మଶሾ𝒫భమିజሺ𝒫భభା𝒫భమሻሿ (5) 

Such that 𝒫ଵଵ and 𝒫ଵଶ are strain-optic tensor two components, and 𝜐 is the ratio of Poisson. For a typical Germano-Silicate 
optical fiber, p11 = 0:113, p12 = 0:252, = 0:16, and neff = 1.45, giving  [21] 𝒫ଵଶ = 0:213. 
  

SIMULATION PART 
Selection for refractive index concentration by COMSOL Software 

By applying the last values in eq. (5), we got the value of 𝒫𝑒 (effective strain optic constant). The calculated value 
of 𝒫𝑒 was then used in eq. (3) for the specific wavelengths 1550, 1600, and 1650 nm for each strain value (0.005, 0.006, 
0.007, 0.008, 0.009). Finally, we got the values of shift in wavelength for each value of strain, and for each wavelength, 
as shown in tables 1, 2, and 3. 

Via COMSOL simulation, numerical Finite Element Method (FEM) has been used for the modal analysis of an 
optical fiber. This fiber is designed to investigate the effect of doping concentration of both core and clad silica glass to 
the application as a sensor. The variation of the effective refractive index has a significant impact on the sensitivity of 
such fiber sensors. The influence of doping silica optical fiber with Ge in a different concentration. Also doping 
concentration effect on effective refractive index and optical intensity has been. The refractive index has been calculated 
for the doped silica fiber with Ge samples by Sellmeier formula: 

 𝑛ሺ𝜆ሻ = 1 + ∑ ఒమఒమିఒమெୀଵ ൨ଵ/ଶ
 (6) 

For dopants GeO2, n is the optical index at light wavelength 𝜆 and 𝜆 is a constant such that 𝜆ଵ, 𝜆ଶ, 𝜆ଷ and A1, A2, 
A3 are called Sellmeier coefficients to be determined by the fitting process. This means measuring the refractive index of 
the medium at least for six different wavelengths. In this study, identical last coefficients are calculated, to approximate 
the dispersion curve. 

 
Measurement of temperature by FBGs 

Measurement of temperature, a crucial parameter in various sectors of industry, can be done with the help of FBGs. As 
reported by Ref. [22], both low and high temperatures can be measured using FBGs with equal accuracy. However, 
practically measurement of high temperature with FBGs poses some additional challenges compared to others. In this section, 
we shall discuss the FBG-based temperature sensors subjected to no variation in other physical parameters of the FBG. 

 
Analytical formulation for temperature measurement 

The Bragg wavelength (𝜆𝐵) of an FBG can be expressed as [23] [17]: 

 𝜆.ሺ𝑇ሻ = 2𝑛ሺ𝑇ሻΛሺ𝑇ሻ (7) 

Hence, a small change in operating temperature T will result a change in the peak wavelength which can be represented as 
[17]: 
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 𝛿𝜆. = ௗఒಳೝ.ௗ் 𝛿𝑇 = 2 ቀΛ ௗௗ் + 𝑛 ௗஃௗ்ቁ 𝛿𝑇 = 𝜆. ൬ ଵ ௗௗ் + ଵஃ ௗஃௗ்൰ 𝛿𝑇 (8) 

So, the change in the temperature can be retrieved directly from 𝛥𝜆 [24]: 

 𝜆. = 𝜆.൫𝛼,் + 𝛼ஃ,்൯𝛿𝑇 = 𝜆.ሺ𝜉 + 𝛽்ሻ𝛿𝑇 ≃ 𝜆.𝜉𝛿𝑇 (9) 

Therefore, it is possible to control the mechanical and thermal expansion coefficients by changing the cross-section 
characteristics. It is important that the packaging allows for a limited range of temperature variation. At high temperatures 
approaching the melting point of the packaging material, the packaging starts to distort whereby the Young’s modulus 
begins to change and thus the thermal expansion coefficient will no longer exist. The work has been done on achieving 
the highest sensor sensitivity [25]. 

 
Simulation set-up design for FBG operation by Optisystem software 

As given in Figure (1), a VCSEL laser source with 1550 nm operation wavelength is selected to submit the optical 
signal. This source is followed with a directional coupler with equivalent splitting ratio. One of these two new paths is 
considered as a reference path, while the remaining path represents the tested path. Both reference and tested paths include 
a distinct FBG, i.e., the refence one contains a standard Uniform FBG sensor, the remaining path contains a laboratory 
Nonuniform FBG sensor. Two types of observation tools are connected, which are, Optical spectrum analyzers (OSA) and 
optical time domain, virtual oscilloscopes (OTV) both for track the development for passed signals during the experiment 
conditions variations. 

 
Figure 1. Simulation set-up for the investigated design. 

 
RESULTS AND DISCUSSION 

The two types of suggested FBGs have identical constant Bragg wavelengths before the application of the external 
environmental effect. Original effective length in the software is changed by values 10, 20, 30 all in mm units. The selected 
effective refractive index for both FBGs is neff=1.45, with length of 2mm. 
 

Measurements for UFBG 
Effect of strain on sensing wavelength shift 

Three Bragg wavelengths (𝜆.) for investigated FBG sensors were tested, these wavelengths are: 1550, 1600 and 
1650 nm. Calculations for the deflected wavelength shift is carried out manually and individually for each wavelength by 
using of eq. (5). Where the measured shifts are resulted from the virtually applied strain. The latter effect selected values 
are: (0.005, 0.006, 0.007, 0.008, 0.009, 0.01) µm, as shown in tables 1. 
Table 1. Theoretical computed wavelengths shift for tested UFBGs sensors 𝜆 

Initial wavelength 𝝀𝑩𝒓. (nm) 
Strain Experienced by 

FBG 
Wavelength shift 

(nm) 

1550 

0.005 6.1987755 
0.006 7.4385306 
0.007 8.6782857 
0.008 9.9180408 
0.009 11.1577959 
0.01 12.397551 
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Initial wavelength 𝝀𝑩𝒓. (nm) 
Strain Experienced by 

FBG 
Wavelength shift 

(nm) 

1600 

0.005 6.398736
0.006 7.6784832
0.007 8.9582304
0.008 10.2379776
0.009 11.5177248
0.01 12.797472

1650 

0.005 6.5986965
0.006 7.9184358
0.007 9.2381751
0.008 10.5579144
0.009 11.8776537
0.01 13.197393

Results for the first run measurements are given in the following table (2) and resulted relations are shown in the 
next Figure (2). 
Table 2. Calculated sensitivity for indicated UFBGs sensors 𝜆. 

Sensitivity 
(pm/0c) 

Bragg wavelength 
value 𝝀𝑩𝒓. (nm) 

5.7 1550 
2.6 1600 
1.77 1650 

0.0054 0.0063 0.0072 0.0081 0.0090 0.0099
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Figure 2. Resulted for strain – wavelength relations to the tested UFBGs sensor. 

According to calculated results for sensitivity given in table (4), the selection is located at the maximum value, which 
is 5.7 pm/0c which corresponds to 1550 nm. A strain–wavelength A strain–wavelength relation, with an effective wavelength 
of 1.45, is plotted in Figure (2), and the resultant shape is followed by a linear fitting. Accordingly, from Figure (2), part A, 
1550 nm, the maximum measured sensitivity value is (5.7) corresponding to wavelength (1550) with a sensitivity of 5.7 
pm/0c, while in the same figure, part B, 1600nm, the maximum measured sensitivity value is (2.6) corresponding to 
wavelength (1600) with a sensitivity of 2.6 pm/0c, finally in part C, 1650nm, the maximum measured sensitivity value is 
(1.77) corresponding to wavelength (1650) with a sensitivity of 1.77 pm/0c. 

Effect of temperature on sensing wavelength shift 
In current study, the stabilization of type I gratings complies with telecommunication requirements, thus the selected 

temperature range is 20-60 oC, this is based on range given in Ref. [26]. In the following Figure (2), deflected measured 
Bragg wavelength shift is plotted against sensitivity for seven temperature values, all ranging from 20 to 60 oC. The FBGs 
parameters are as follows: effective refractive index of 1.45, length 2mm, wavelength of 1550nm. The temperature and 
wavelength are changing as given in Figure 3(A), for an original length of 10 mm. 

Temp. values range from 20.3331 to 60.067oC, while wavelengths range from 1.549976 nm to 1.54995272 nm. While 
in the same figure, part (B), for the original length of 20mm, T values range from 20.0353 to 60.0672135oC, but wavelength 
range from 1.54997726 to 1.54997686 nm. In part (C) from the same figure, for an original length of 30mm, the temperature 
ranges from 19.9327865, to 59.9646844 oC, but the wavelength is now ranging from 1.54991417 to 1.54995338 nm. In part 
(D), after doping, T values range from 20.0353156 to 59.8735475 oC, but wavelengths range from 1.54984538 to 
1.54984468 nm. 
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Figure 3. Results for temperature – shifted wavelengths with changed sensor temp. 
(A) L=10mm, (B) L=20mm, (C) L=30mm (D) after dopping 

For the same previous set-up, the transmitted power spectrum is observed separately for each FBG applied 
temperature. Results are given in the following Figure (4), with which transmitted power behavior fluctuates from sine 
function to Gauss. The temperature and wavelength are changed as the following form: in part (A) for the original length 
10mm from 20.0353156 to 60.1583504 oC, but the transmitted power (TR) was changed from TR=8.96362864 to 
9.02625248 oC. In part (B), for the original length of 20mm, T is changed from 20.0353156 to T=60.0672135 oC, but the 
transmitted power is changed from TR=8.49448061 to 8.5161336 oC. Finally, in part (C), T is changed from 20.4226475 
to 60.0672135 oC, while the transmitted power is changed from TR = 7.4483448 to 7.45740164 oC. 
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Figure 4. Results for power- temperature variation in UFBG with lengths; 10 mm (B) 20 mm and, (C) 30 mm 

 
Measurements of NUFBG 

Effect of temperature on sensing wavelength shift 
In this section, insertion of a signal of 1550 nm wavelength into the input of NUFBG has been carried out where the 

FBG has specific active lengths; 10, 20, and 30mm and a constant effective refractive index of 1.45 with variable applied 
temperature. Results observed from the deflection side give different responses, as shown in Figure (5) and its entire 
subfigures A, B, C and D based on equation (6). As shown in part (A), the FBG active length was 10mm from T=20.1264 
oC to T=59.9646844oC, but the wavelength ranged from 1.54989965 nm to 1.54996984 nm, as shown in part (A). The 
FBG active length was 20 mm from T = 20.1264525oC to T = 59.9646844oC in part (B), but the wavelength ranged from 
1.54992244 nm to 1.54984271 nm in part C. Finally, in part D, after doping, the effective refractive index is constant at 
1.46 with variable applied temperature gives different responses as deflected wavelengths from T=19.8416496 oC to T=5 
8735oC. The wavelengths are 1.54996967 nm to 1.54984357 nm. 
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Figure 5. Results for shifted 
wavelength – applied temperature 
for a NUFBG with lengths (L) in 
mm. (A)10, (B) 20, (C) 30 and
(D) 10, after doping
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These results indicate the existence of three types of behavior functions followed by the NUFBG under the influence 
of applied temperature. In the dopant case, these two functions are Boltzmann and sine in additional logarithm. Under the 
influence of variable applied temperature, we expect to meet a different response than that measured by UFBG. Previous 
results shown in Figure (3), indicates the response with only a sine function. 

Effect of temperature on sensing power 
In the case of measuring power instead of wavelength, the results for NUFBG response indicate variant Gauss 

functions depending on active sensor wavelength, shown in Figure (6). In comparison to last section results, in which the 
response obeys varied functions. For the same previous setup, transmitted spectrum power is measured for each applied 
temperature. Observed values for temperature and wavelength is shown inside part (A) from that figure, for the original 
length of 10 mm. While in part (B) and (C), another observed value is diagnosed. With comparisons by Ref. [27], the 
current combination is 1.5 times larger sensitivity than it. 
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Figure 6. Results for power-temperature relations for different NUFBGs lengths (L) in mm. (A) 10, (B) 20 and (C) 30. 
Uniform and nonuniform FBG Sensor design of (L=10mm) active length with Bragg wave length 1550 nm tested 

under temperatures (20- 60 oC) with step 10 degree.  
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Where the values plotted in figure (7) are drawn from radio frequency spectra for all tested values which is given in 
figure (8). In which the frequency shift is easy to observe versus the changed parameter in comparisons with multi regions 
FBG that experimentally investigated by Ref. [6].  
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Figure 8. Results for reflected spectra shift for: (A) Non-doped UFBG, (B) Doped UFBG, (C) Non-doped NUFBG, and 
(D) Doped NUFBG.

CONCLUSIONS  
Constructing FBG combination improves the sensing properties for the FBG sensor. Uniform and non-uniform FBGs 

plays the role of precise filter to the temperature and strain fluctuations. The sensitivity becomes high with introducing 
impurities of GeO2 dopants. Results for shifted wavelength – applied temperature for a NUFBG shows variations from 
Poltizman to Log. Functions, while the same measurements for power-temperature relations for lengths shows behaviors 
fluctuated within one function which is a Gauss function. 
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ВПЛИВ ДОПАНТІВ GeO2 НА ХАРАКТЕРИСТИКИ ДАТЧИКА FBG 
ДЛЯ ТЕМПЕРАТУРИ І ДЕФОРМАЦІЇ 

Васма А. Джаббарa, Айсер Хемедa, Майяда Фадхалаb, Ісмаїл Аль-Байдханіa 
aКафедра фізики, педагогічний коледж, університет Мустансірія, Багдад, Ірак 

bСередня школа видатних учнів Алсалам, 2-й Карх директорат освіти, Багдад, Ірак 
У цьому моделювальному дослідженні досліджується та оптимізується відгук датчиків волоконної бреггівської решітки 
(FBG). Рівномірні та неоднорідні спектри FBG з новим компонентом пропонуються шляхом тонкого відбору за допомогою 
(програма COMSUL) і теоретично порівнюються під впливом кількох значень зовнішньої деформації (0,005, 0,006, 0,007, 
0,008, 0,009 і 0,01). Ці два типи роботи були перевірені програмістом Optisystem. Виміряна чутливість була заснована на 
лазерному джерелі VCSEL з робочими довжинами хвиль 1650, 1600 і 1550 нм через нерівномірну та однорідну конфігурацію. 
Виявлено, що досягнута чутливість має різні значення; 5,7, 2,6 та 1,77, а найбільше значення чутливості спостерігалося на 
довжині хвилі 1550 нм. Відповідно, ця довжина хвилі була обрана для просування дослідження. Застосовувалися температури 
20, 30, 40, 50 і 60 градусів Цельсія. Виміряна чутливість між ними змінювалася та задовольняла такі функції: синус, Гаусс і 
Больцман, що вказує на зміну відповідей датчика. 
Ключові слова: датчик FBG; довжина хвилі Брегга; пружно-оптичний коефіцієнт; термооптичний ефект; тензооптичний 
ефект, формула Зелмайєра 



509
EAST EUROPEAN JOURNAL OF PHYSICS. 3. 509-515 (2023)

DOI:10.26565/2312-4334-2023-3-58 ISSN 2312-4334

CHARACTERIZATION STUDY OF DOUBLE FILTERED SENSOR LENGTH EFFECT 
ON STRAIN SENSITIVITY† 

Wasmaa A. Jabbara*, Ayser Hemeda†, Mayyadah Fadhalab‡, Ismaeel Al-Baidhanya§ 
aDepartment of Physics, College of Education, Mustansiriyah University, Baghdad, Iraq 

bAlsalam Distinguished Students Secondary School, 2nd Karkh directorate of education, Baghdad, Iraq 
†Corresponding author e-mail: ayser.hemed@uomustansiriyah.edu.iq, 

*E-mail: wasmaajabbar@uomustansiriyah.edu.iq, ‡E-mail: mayads539@gmail.com; §E-mail: ismaeel_2000@uomustansiriyah.edu
Received April 15, 2023; revised June 7, 2023; accepted June 8, 2023 

In this simulation study, Optisystem 18 software is used to monitor and study the effectiveness of side strain on selected lengths of two 
virtual uniform fiber Bragg grating (FBG) sensors. The operational FBG sensor Bragg wavelength was 1550 nm, which is used to find 
the measured shift in deflected light source optical spectrum. This value is also supplied by the light source to offer the minimum 
absorption and attenuation during transmission inside the optical fiber. Reliability of the sensor and technique of transferring the signal 
under such effect are screened. The investigation is also used to observe the shift in wavelength with altered applied side strain. The 
influence of sensor active length on side strain sensitivity is studied where according to theory, the length of the FBG influences the 
sensitivity via reflectivity 𝑅. The constructed sensor sensitivity is observed against length before and during the experiment. The 
sensing principle, in essence, depends on tracking the wavelength shift due to the variation of such strain. Results achieved in this study 
show an inverse relationship between sensor effective length and shift in the observed wavelength. The measured strain sensitivity is 
carried out for the active sensor length, which ranges from 0.05 to 15 cm, with corresponding sensitivity values of 1.19 pm/°C to 
0.9 pm/OC, respectively, under the same strain conditions. The empirical results also show the success of the suggested sensing system 
in measuring strain. The strain measurement, ε, is linearly increasing, identical to the increasing values of the wavelength shift of 
Bragg. It's also been observed that the wavelength of Bragg is shifting during small ratios in the length protraction of the FBGs. 
Keywords: Bragg-Grating; Elasto-Optic Effect; Optisystem; Strain-Sensor; Strain-Optic Tensor 
PACS: 42.81.-i: 42.81. Pa 

INTRODUCTION 
Due to its properties such as; high sensitivity, small size, light weight, low price, material qualities, and sensing 

capabilities, optical fiber has emerged as a possible candidate for sensing applications. Other primary advantages of fiber 
optic sensors are chemical passivity, high temperature tolerance, immunity to electromagnetic interference, and long life 
with the possibility of usage in a hazardous environment [1]. Optical fiber sensors based on FBG technology, from the 
other hand, included additional advantages such as sensitivity, reliability, low intrusiveness, galvanic insulation, and the 
possibility to provide quasi-distributed remote measurements. FBGs are extensively utilized in optical sensing and can 
compete with traditional electrical strain gauges. To determine many parameters such as temperature, strain, refractive 
index, pressure, etc. FBGs also have many applications in civil engineering and aeronautics [2]. Furthermore, FBG sensors 
have received widespread recognition for features such as erosion resistance, immunity to electromagnetic and radio 
frequency interference, and the ability to operate in harsh environments where traditional sensors cannot [3]. For the time 
being, many interferometry techniques, including Mach-Zehnder and Fabry-Perot, have been suggested for heat sensing 
implementation [4]. From the other hand, applications with FBGs includes in additional to sensing, laser experiments for 
chaotic generation in parallel to sensing such as studies listed in Refs. [5] [6] [7]. 

THEORETICAL APPROACH 
Despite the rotating cross-section of an optical fiber, examine only an average stack, in that the doubled layers are distinct 

with indices of interleaved of refraction n1 and n2, for core and cladding, respectively, where n1 differs from n2 in magnitude to 
ensure the light guiding [8]. A light beam possessing monochromatic wavelength perpendicularly launches into the stack. 
Suppose the thickness of all medium layer is controllable, one may discover once the thickness of each layer reaches 𝜆/4, in 
where 𝜆 is the relative  wavelength in the medium, or 𝜆 = 𝜆/𝑛௩. where 𝑛௩. is the average index of refractive of the 
intermediate stack, such that all the reflected waves of light from the stack interfere constructively at the interface where light 
is injected and give rise to a substantial reflection at wavelength 𝜆. If the number of layers is sufficient, and/or the medium 
stacks refractive index modulation becomes deeper, eventual reflection will approach unity at 𝜆. Subsequently, if the above 
depicted refractive index grating is constructed in the center of the optical fiber, a fiber Bragg grating is produced.  

For a single mode fiber, the only mode propagating is LP01, if the fiber grating pitch is known as the thickness of 
double layers of neighboring, the FBG condition (first order condition [1]) can then be expressed as [9]:  𝜆 = 2𝑛Λ (1)
where 𝑛 is the effective core index of refraction for fundamental mode. 

† Cite as: W.A. Jabbar, A. Hemed, M. Fadhala, I. Al-Baidhany, East Eur. J. Phys. 3, 509 (2023), https://doi.org/10.26565/2312-4334-2023-3-58 
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A portion of the propagating light scatters at each grating plane, which causes the scattered light to either transmit 
or reflect at the grating planes. Destructive interference causes the reflected beams to cancel each other out if they are out 
of phase. The reflected wave constructively interferes and back-reflects, satisfying the Bragg condition, when the light 
rays reflected from each grating plane are in phase [1]. 

The influences of strain on a fiber grating have two-fold; firstly, the alteration in physical spacing between sequential 
index amendments (fiber grating pitch) will cause a shift of 𝜆 and, secondly, the strain-optic influence will induce an 
alteration in the index of the refraction causing additional shift of 𝜆. Because of this, a technique to gauge temperature 
and strain fluctuations has been made possible by changes in these two physical characteristics [1]. Periodic difference in Λ inside the FBG, and the index of refractive affected the deflected wavelength [11]. Altering in last grating parameter 
due to strain is calculated by the following Equation [10]: Δ𝜆 = 2 ቂΛ డడ + 𝑛 డஃడ ቃ Δ𝑙 (2)

where Δ𝜆 is the change in Bragg's wavelength and 𝑙 is the effective length. 
Last equation measures the strain influence on the FBG. This matches the influence of the grating spacing and the 

strain-optic induced influence in index of refraction [8]. Under the case of a uniform strain along the axis of the optical 
fiber and no temperature alteration, the shift of wavelength is linked to the strain (𝜀௭) by the coefficient of elastic-optical (𝜌) [8] [10]: ∆𝜆 = 𝜆(1 − 𝜌)𝜀௭ (3)

Equation (3) indicates that in the Bragg peak shift of wavelength is proportional to applied strain. In the sensing theory 
of FBG, the strain value 𝜀௭ should be expressed as 𝜀௭ = ఒಳఒಳ(ଵିఘ) (4)

where ε is the strain direction along the lengthwise of the fiber, 𝑝 is calculated as the following [11]: 𝜌 = మଶሾఘభమି௩(ఘభభାఘభమ)ሿ (5)

here 𝜌ଵଵ and 𝜌ଵଶ are components of the strain-optic tensor, and 𝑣 is the ratio of Poisson. For a model Germanium-Silicate 
optical fiber, parameters for last equation are reported in Ref. [11] as the following: 𝜌ଵଵ = 0.113,𝜌ଵଶ = 0.252, 𝑣 = 0.16 
and 𝑛 = 1.482.  

A Bragg grating region is a result of a permanent periodic refraction index modulation in the core area of an optical 
fiber when exposure to UV. The phenomenon of a permanent refractive index change is called photosensitivity, to enhance 
this effect Germanium is doped into fiber core [1]. The magnitude of the change is also affected by the intensity and 
duration of the exposure. The operations principle of an FBG sensor are observed by observing the shift in wavelength of 
the output signal with the variations in the measurement as strain or the light reflected heat using an FBG [12]. 

There are various kinds of sensors obtainable using optical fiber. It is classified into three kinds: extrinsic, intrinsic, and 
hybrid [13]. The optical characteristics of intrinsic type are sensitive to strain and temperature [14]. For the information 
transition to a long-range site, extrinsic is the better option [15] [1]. Here, the length of the FBG influences the sensitivity 
via reflectivity 𝑅, which is itself function to length of FBG and light wavelength according to the following Equation [1]: 𝑅(𝑙, 𝜆) = ஐమ௦మ(௦)మ௦మ(௦)ା௦మ௦మ(௦) (6)

where Δ𝑘 is detuning of wave vector and Ω is a coupling coefficient. 
Thus, length term (𝑙) in last equation indicate an important factor of the grating when determining its sensitivity. 

Different groups studied the relationship between the grating length and the sensitivity. When the direction of the highest 
strain is parallel to the fiber axis, the sensitivity of FBGs to strain in the static is greatest, and it is least sensitive when it 
is orthogonal to the axis [16]. According to Liang Ren et al., the lateral strain can be neglected in comparison with the 
longitudinal strain of the fiber [17]. Frieden et al. reported that the longitudinal strain predominates on the optical fiber, 
and the transverse strain sensed by the optical fiber is six times smaller than the surrounding transverse strain, also known 
as a transverse or traction transverse bending [16]. 

Ref. [1] has developed FBG sensors which may be applied to scale the kinematics of body, by using optisystem 
program software. This mode, huge long sensors, is wearable system that may watch most knee flexibility, motion, and 
all the alterations during the full period of human motion [18]. 

Based on that, it is very desirable to discuss the variation of the strain sensitivity of FBG sensor systems with a selected 
sensor length. This work represents an attempt to fulfill such a demand and also to develop a systematic approach for 
deciding the sensor length corresponding to an application. The focus of this study is to analyze the execution of the 
sensor while it is being used with a certain strain. Hence, the values of strain that can be applied to analyze the most useful 
values of strain that can be used on the FBG. The paper calculations were all completed by applying simulation with the 
software "Optisystem version 18" with the consideration for specific light source wavelength. 
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SIMULATION SET-UP 
As shown in Fig. (1), the set-up includes one source of white light, its light is lunched into a single mode fiber with 

60 Km length. Two uniform FBG sensors, with 𝜆 = 1550 𝑛𝑚 receives the light. These two sensors subject to selected 
values of longitudinal strain, named "zz". Two optical nulls are used to close the effect of back-reflected portion or 
transmitted light. Observations were recorded by using two optical spectrum analyses and three FBG sensors investigator. 
FBG 1 can respond to both heat and strain whilst FBG 2 sensors is for only for scaling temperature. The FBG investigator 
is for display the shift of wavelength from the reflecting spectra of both two FBG sensors, separately. Strain is selected to 
vary from the value 0.005 to 0.01. All remaining parameters in the Optisystem software follow their default setting. 

 
Figure 1. Simulation set-up for double-filtered FBG sensor design 

 
RESULTS AND DISCUSSIONS 

The results are obtained by applying six various values of strain to analyze the effectiveness of axial strain on FBG. The resulted 
shift in peak wavelength decreased with an increase in axial strain value. For comparisons, the theoretical computation of sensitivity 
was first performed by applying Equation (3) for the value of temperature (3oC) and strain. Results for the theoretical computation of 
peak shift by wavelength are shown in Tables (1, 2, and 3) for wavelengths of 1550, 1310, and 980 nm, respectively. 

From Figure (2), we found that the sensitivity for each wavelength was different from the other, but the largest sensitivity was 
found with λ=1550 nm which equals 53 pm/pε, so the sensor of wavelength, 1550 nm, was chosen to make a simulation in this work. 

Table 1. Computation for peak wavelength shift with 1.550 um. 

Initial wavelength 𝜆 (um) Temperature 
(oC) 

Strain experienced by 
FBG 

Peak wavelength 
shift (nm) 

1550 3 

0.0051 6.63820 
0.0061 7.96584 
0.0071 9.29348 
0.0081 10.6211 
0.0091 11.9487 

0.01 13.2764 

Table 2. Calculation of peak wavelength shift with 1310 nm. 

Initial wavelength 𝜆 (nm) Temperature 
(oC) 

Strain experienced by 
FBG 

Peak wavelength 
shift (nm) 

1310 3 

0.005 5.61035 
0.006 6.73242 
0.007 7.85449 
0.008 8.97656 
0.009 10.0986 
0.01 11.2207 

Table 3. Calculation of peak wavelength shift with 980 nm. 

Initial wavelength 𝜆 (nm) Temperature 
(oC) 

Strain Experienced by 
FBG 

Peak wavelength 
shifted (nm) 

980 3 

0.005 4.1970 
0.006 5.036 
0.007 5.875 
0.008 6.715 
0.009 7.554 
0.01 8.394 
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Figure 2. Results for peak wavelength shift experienced by FBG versus strain. 

Measured results for wavelength peak shifting according to simulations are given in Table 4. Fig. 3 displays shifting 
of wavelength against strain experienced by FBG, theoretically. Sensor sensitivity shows directly proportional with 
increasing of FBG active length within the range (0.05-15 cm). Also increasing the FBG active length shows linear 
relation between wavelength shift as with applied strain variation showed in the same figure. Fig. 4 displays wavelength 
peak shift against strain experienced by FBG via simulation. Figure 5 displays comparison between the theoretical 
calculations and simulation results of the peck shifted of wavelength. The FBG sensor in Optisystem also has strain value 
limitation that cause the wavelength were shifting when the value of strain changed.  
Table 4. Results for peak wavelength shift calculations by simulation 

Initial wavelength 𝜆  (nm) Temperature 
change (oC) 

Strain experienced by 
FBG 

Peak wavelength 
shifted (nm) 

1550 3

0.0051 3.370
0.0061 4.054
0.0071 4.718
0.0081 5.392
0.0091 6.000
0.01 6.740

Figure 3. Results for theoretical calculations of shifted-
wavelength against strain experienced by FBG 

Figure 4. Wavelength peak-shift against the strain experienced 
by FBG (simulations) 

From the Figure (5), the values of simulation and theory weren't the same due to the design of the parameter groups in the 
simulation software. In addition, there was a special optical fiber composition used in the simulation that could influence the wavelength 
values via dispersion, as mentioned in theory as material dispersion relations, such as Ref. [19]. Furthermore, the effects of the shift in 
wavelength in a Bragg grating engraved in fiber with a diameter of 125 µm and the index of effective index 𝑛 = 1.4473. This result 
agrees will with experimental work reported by Ref. [20], while simulation results present better behaviors than theoretical calculations 
in comparison with Ref. [21]. 

Figure 5 shows the relationship between wavelength shift of three different values of wave lengths and strain of six different 
values. This work searches for the influence of the length of the sensor on the strain sensitivity of the FBG. Sensitivity for grating 
region protection, pre-tensioning, the adhesive of the sensor, and the choice of length of the sensor are based on experimental work 
presented by Ref. [22]. Concerns examined before and during the experimentation structure of an FBG sensor.  

In general, an FBG sensor can be made in any length, where for every measurement, the system resolution defines the potential 
accuracy and precision of its performance. For an FBG sensor system, the strain-to-length relationship is shown in Figure 6. This is an 
inverse relationship between sensor length and strain. It is concluded that an integer multiplied by the FBG effective length of a longer 
sensor has a better strain resolution. If the monitoring requirements have a resolution of 1 μm/με suggested sensor active length will 
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be (0.05 to 0.15) cm. If the size of the structure is relatively small, then a compromise has to be made between the sensor resolution 
and gauge length. 

According to the operating principle, the grating reflects the various wavelength components of the signal at various points along 
the grating. Also, it's clear from the transportation that the Bragg wavelength results and the shift of Bragg wavelengths are 
progressively increased with increased loading. If the used loading is uniform, then the shifting of wavelengths by Bragg happens 
without amendment to the initial form of the spectrum. The strain of the 0.05 cm sensor was studied versus all results of shifted Bragg 
wavelengths applied in simulation, as shown in Figure 7. When it is regular, shifts take place without adjustment of the initial spectrum 
form. The strain is determined from the shift in wavelengths acquired under the used loading. The strain measurement 𝜀, obtained after 
computation, is linearly increasing, identical to the increasing shifted Bragg wavelength value. So, a plot between the Bragg wavelength 
shift and the strain for a 0.05 cm sensor is drawn as a straight line. 

  
Figure 5. Comparisons between and the simulation and 
theoretical shifted of wavelength 

Figure 6. Strain resolution of the FBG sensor (sensor accuracy) 

After application of longitudinal tense to FBG, during the test, the first and last identical transmission spectra observed by the 
optical spectrum analyzer are displayed to proceed the shift of the Bragg wavelength. An alteration in load with sensor length equal to 
15 cm is observed in this experiment, as displayed in Fig. 8. 

  
Figure 7. Shift of Wavelength against used strain for the 
0.05 cm sensor (simulation) 

Figure 8. Shift of wavelength against applied strain for the 
15 cm sensors length 

During the simulation run, the strain measurement for the 15 cm long sensor was studied versus each value of wavelength shift. 
The strain measurement, ε, is linearly increasing, identical to the increasing values of the wavelength shift of Bragg. It's also been 
observed that the wavelength of Bragg is shifting during small ratios in the length protraction of the fiber gratings. 

This test is carried out for two different lengths of grating, which are 0.05 and 15 cm. Analysis of the optical spectra was done 
for the detected signal of Bragg wavelength. Figure 9 shows the relation between wavelength shift and intensity for the wavelengths 
of 1550 nm, 1310 nm, and 980 nm on strain sensitivity. 

 
Figure 9. Relation between intensity and wavelength shift for; 1550, 1310 and 980 nm for mentioned strains 
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CONCLUSIONS 
According to the consequence of simulations, shifted wavelengths have been observed with several active lengths 

for virtual FBGs. Comparisons for observations based on theoretical calculations are carried out indicates that there is 
only a little variation between simulation and theoretical results. Based on the FBG sensors suggested in the 
experiment, the consequences show that efficient length is inversely related with shift in Bragg wavelength when axial 
strain increased. This means FBG sensor is most sensitive to the shortest FBG sensor length and less sensitive to the 
largest length of sensor due to the complicated math effect of reflectivity R parameter. It's also concluded from the 
relationship of the theoretical computation against empirical values and then the linearity of the strain against the 
shifted wavelength of Bragg that it may be applied in implementations in optical sensing as a sensor of high heat, a 
sensor of fire alarm, a sensor of vibration, or a sensor of pressure. 
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ХАРАКТЕРИСТИЧНЕ ДОСЛІДЖЕННЯ ВПЛИВУ ДОВЖИНИ ДАТЧИКА З ПОДВІЙНИМ ФІЛЬТРОМ 
НА ЧУТЛИВІСТЬ ДО ДЕФОРМАЦІЙ 

Васма А. Джаббарa, Айсер Хемедa, Майяда Фадхалаb, Ісмаїл Аль-Байдханіa 
aДепартамент фізики, педагогічний коледж, університет Мустансірія, Багдад, Ірак 

bСередня школа Алсаламу, управління освіти Карха, Багдад, Ірак 
У цьому моделювальному дослідженні програмне забезпечення Optisystem 18 використовується для моніторингу та вивчення 
ефективності бокової деформації на вибраних відрізках двох віртуальних однорідних волоконних датчиків Брегга (FBG). 
Довжина хвилі робочого датчика FBG Брегга становила 1550 нм, що використовується для визначення виміряного зсуву в 
оптичному спектрі відхиленого джерела світла. Це значення також забезпечується джерелом світла, щоб забезпечити 
мінімальне поглинання та ослаблення під час передачі всередині оптичного волокна. Перевірено надійність датчика та техніку 
передачі сигналу при такому впливі. Досліджування також використовується для спостереження за зсувом довжини хвилі зі 
зміненим прикладеним боковим натягом. Досліджується вплив активної довжини датчика на чутливість до бокової 
деформації, де, згідно з теорією, довжина FBG впливає на чутливість через відбивну здатність R. Побудовану чутливість 
датчика спостерігалась відносно довжини до та під час експерименту. Принцип чутливості, по суті, залежить від відстеження 
зсуву довжини хвилі через зміну такої деформації. Результати, отримані в цьому дослідженні, демонструють обернену 
залежність між ефективною довжиною датчика та зміщенням спостережуваної довжини хвилі. Виміряна чутливість до 
деформації проводиться для довжини активного датчика, яка коливається від 0,05 до 15 см, з відповідними значеннями 
чутливості від 1,19 пм/°C до 0,9 pm/°C, відповідно, за однакових умов деформації. Емпіричні результати також показують 
успішність запропонованої системи вимірювання деформації. Вимірювана деформація, ε, лінійно зростає, ідентично 
зростаючим значенням зсуву довжини хвилі Брегга. Було також помічено, що довжина хвилі Брегга зміщується під час малих 
коефіцієнтів подовження довжини FBG. 
Ключові слова: решітка Брегга; еластооптичний ефект; Optisystem; сенсор напруги; деформаційно-оптичний тензор 
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Prepared were pills coated with TiO2-epoxy nanocomposites, and their anti-corrosive properties were studied by examining the impact 
of varying amounts of TiO2 nanoparticles in the epoxy resin. The anti-corrosive characteristics of pills were investigated employing 
electrochemical impedance spectroscopy (EIS). Based on the EIS results, the sample containing 0.01 mg of TiO2 demonstrated the 
highest impedance value, indicating superior corrosion resistance and better anti-corrosion properties than the other samples. Also, this 
sample has the lowest corrosion current density among the all samples, with a value of 1.329E-07 mA/cm2, which shows that this 
sample has the best corrosion resistance and a slower rate of corrosion compared to the other samples. 
Keywords: Epoxy; TiO2 nanoparticles; Nanocomposite; Electrochemical Impedance Spectroscopy (EIS); Coatings; Sol-gel synthesis 
PACS: 81.05.Lg, 81.15.-z, 81.20.Fw, 81.65.Kn 

1. INTRODUCTION
Corrosion is a natural process that can occur when metallic materials are exposed to the environment. It is the gradual 

degradation or deterioration of the material and its properties, typically a metal, due to electrochemical reactions occurring 
at the surface. Corrosion can induce material damage and eventual destruction, leading to economic burden and endangering 
human well-being and safety [1]. To prevent corrosion of metal materials, it is essential to apply a protective coating. This 
practice is commonly employed globally to address a wide range of corrosion issues and mitigate their associated 
consequences. Despite efforts to combat it, corrosion remains a major challenge for Steel-framed structures, as it can lead to 
material property degradation, reduced Support capacity, compromised safety, and shortened Performance life of 
structures [2]. Corrosion has attracted much research interest, and various methods have been developed to provide proper 
protection. However, the cost of corrosion and its consequences can be substantial. Hence, it is imperative to persist in the 
exploration and advancement of fresh approaches to combat corrosion and minimize its societal consequences. Accordingly, 
discovering a corrosion prevention technique that is highly effective, sustainable, durable, environmentally friendly, and 
economical is of utmost importance. The polymeric coating is a popular option for corrosion prevention because of its ease 
of production and ability to create a barrier on the material surface. Epoxy resin is commonly used as an anticorrosion coating 
due to its excellent adhesion, chemical resistance, and mechanical properties. Epoxy coatings are particularly effective in 
protecting metal surfaces from corrosion caused by exposure to harsh environments, such as saltwater, acidic solutions, and 
extreme temperatures. When applied as a coating, epoxy resin forms a hard, durable film that separates the metal surface 
from its surrounding conditions. This protective coating impedes moisture, oxygen, and other corrosive agents from reaching 
the metal surface, which helps to prevent corrosion [3,4].  

In recent decades, researchers have conducted numerous studies to enhance the barrier properties of polymeric 
coatings [5-10]. One approach is to incorporate nanoscale particles into the polymer coatings, aiming to improve the 
coatings' anticorrosion and protective characteristics through various pathways. Pore filling, matrix defect reduction, and 
crack bowing, deflection and bridging are some of the methods identified [11]. Additionally, nano-additives can serve as 
connecting bridges between matrix molecules, decreasing the total unoccupied volume and promoting bonding [12-14]. 
These mechanisms delay the infiltration activity, slowing the spread of corrosive substances within the coating and 
reducing the corrosion rate on the material surface. To significantly improve the properties of epoxy, a larger interfacial 
area within the epoxy and fillers is required, which is influenced by factors such as particle size, the uniformity of 
nanoparticle distribution, and the volume proportion of nanoparticles in the epoxy matrix. TiO2 nanoparticles are widely 
used as useful nano-sized filler due to their photocatalytic effect [15].  

This phenomenon causes the TiO2 nanoparticles to emit a large quantity of electrons when exposed to UV radiation. 
The electrons that are emitted trigger a photochemical reaction that acts on the Corrosive substances present on the surface 
of the coating, leading to additional corrosion inhibition. Although ultraviolet light can release radicals that may break 
down the polymer coating layer's molecular structure, this mechanism also provides the nanoparticles with an 
antimicrobial property that can eliminate bacteria found on the surface, potentially causing corrosion [16,17]. Because of 
their photocatalytic effect, Titanium dioxide nanoparticles are widely used for their ability to inhibit odors, self-clean, 
and resist fouling. 

† Cite as: A.I. Dawood, A.Q. Abdullah, East Eur. J. Phys. 3, 516 (2023), https://doi.org/10.26565/2312-4334-2023-3-59 
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The objective of this research was to examine how the anti-corrosion properties of pills coated with a TiO2-epoxy 
nanocomposite were impacted by different quantities of TiO2 nanoparticles. The anti-corrosion properties of the samples 
were assessed by performing EIS after exposing the coated pills to a 1 M HCL solution. In addition, TiO2 nanoparticles 
were examined utilizing XRD, AFM, SEM, UV-Vis spectrophotometry, and FTIR to gain insight into their properties. 
By investigating the relationship between the amount of TiO2 and the Corrosion resistance of coatings, this study 
contributes to the development of more effective coatings for various applications. The findings may also have 
implications for the design of more efficient corrosion-resistant materials. 

2. EXPERIMENTAL PROCEDURE
2.1. Synthesis of Titanium dioxide nanoparticles 

TiO2 nanoparticles were prepared via the sol-gel technique using Titanium tetra iso propoxide, ethanol (C2H6O), 
nitric acid (HNO3), and distilled water. First, the initial solution was prepared by dissolving a certain amount (2.5 ml) of 
TTIP in 45 ml of solvent, including distilled water (37.5 ml) and ethanol (7.5 ml). This solution was stirred for 1h. Then, 
drops of 1 ml of HNO3 were added to the solution until it became transparent and clear. The obtained solution was refluxed 
at 70°C for 2h. After forming the gel, it was further slowly dried at 60°C for 3h. Finally, the prepared nano-powders were 
annealed at 400°C for 3h in the furnace in an air atmosphere.  

2.2. Preparation of TiO2-epoxy nanocomposites 
To prepare TiO2-epoxy nanocomposites, the specified amount of TiO2 nanoparticles (0.002, 0.004, 0.006 and 0.01 

mg) was transferred into separate clean and dry beakers. An equal amount of epoxy (obtained from Ahlia Chemicals 
Company) was added to each beaker, ensuring that the ratios were consistent across all mixtures. The contents of each 
beaker were mixed thoroughly using a clean stirrer until a homogeneous mixture was obtained. Once the mixtures were 
ready, they were sonicated using an ultrasonic bath for 2h to improve their dispersion. After that, the hardener was added 
to the beaker and mixed for one minute. 

2.3. Coating pills with TiO2-epoxy nanocomposites 
Four iron pills measuring 1.5 cm in diameter and 3 mm in thickness were used as the substrate for coating. Prior to 

coating, the iron pills were cleansed and degreased with acetone and subsequently dried completely. Using the spin 
coating method, each iron pill was coated with the different TiO2-epoxy mixtures one at a time, starting with the mixture 
containing 0.002 mg of TiO2, followed by 0.004 mg, and so on. After each coating, the pill was spun at a constant speed 
of 2000 rpm for a set time to ensure uniform coverage of the TiO2-epoxy nanocomposite. After all plates were coated and 
rotated, they were left at room temperature for at least 5 days to cure. 

2.4. Characterization 
The XRD spectra of titanium dioxide nanoparticles were recorded utilizing a D8 Advance Bruker system with Ni 

filtering and Copper K-alpha radiation with a wavelength of 0.15406 nm, covering a 2θ range of 20°-80°. A Nanosurf AG 
Naio AFM was utilized to capture the AFM image of the TiO2 nanoparticles. The SEM Vega 3LM was used to analyze the 
morphology of both the nanoparticles and nanocomposites. The FTIR spectrums were recorded with Shimadzu 8300 over a 
range of wave numbers from 400 to 4000 cm−1. Optical analysis was conducted using the Unico 4802 dual beam 
spectrophotometer. To assess the anti-corrosion characteristics of the coated pills, the samples were submerged in a 1 M HCl 
solution, which served as an electrolyte and provided a conductive medium for the electrochemical reactions that occurred 
during corrosion. Then, The EIS analysis was performed using Ivium Technology to investigate the anti-corrosion properties 
of pills coated by TiO2-epoxy nanocomposites containing different amounts of TiO2 nanoparticles. 

3. RESULTS AND DISCUSSION
3.1. XRD Analysis 

The XRD pattern of the fabricated TiO2 
nanoparticles is depicted in Figure 1. The 
crystal planes of (101), (004), (200), (105), 
(204), and (215) are represented by diffraction 
peaks at 2θ values of 25.23°, 37.76°, 47.87°, 
53.89°, 62.55°, and 74.87°, as observed in the 
XRD spectrum. The XRD pattern matches the 
standard reference XRD pattern of TiO2 
(JCPDS Card No.21-1272), thus verifying the 
successful synthesis of anatase-phase TiO2 
nanoparticles via the sol-gel method. The most 
intense peak, located at 2θ value of 25.23°, 
indicates the preferred crystal plane of (101) for 
anatase phase of titanium oxide. Figure 1. XRD spectrum of prepared TiO2 nanoparticles. 
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3.2. AFM image 
Performing atomic force microscope (AFM) analysis on TiO2 nanoparticles offers valuable insights into the surface 

morphology and properties of the nanoparticles. AFM image of TiO2 nanoparticles is shown in Figure 2. The surface of 
the fabricated titanium dioxide nanoparticles exhibits a rough and irregular texture, as evidenced by the root mean square 
(RMS) height of 122.4 nm. Furthermore, the mean particle size was measured to be 76.84 nm. These results provide 
valuable insights into the properties and potential applications of titanium dioxide nanoparticles in various fields, 
including nanotechnology, materials science, and biomedicine. 

  
Figure 2. AFM image of synthesized TiO2 nanoparticles 

 
3.3. SEM Images 

Examining the surface morphology of materials, such as titanium dioxide nanoparticles and TiO2-epoxy 
nanocomposites, can be effectively achieved through the use of SEM. The SEM image of prepared TiO2 nanoparticles 
and TiO2 (0.002 mg)-epoxy nanocomposite are shown in figure 3. Upon analyzing SEM images of TiO2 nanoparticles 
(Fig. 3a), it is evident that the surface is rough and irregular, with lumps of varying shapes and sizes present throughout. 
The existence of irregular lumps at the nanoparticle surface is particularly noteworthy, as it suggests that the surface is 
not homogeneous. This roughness and lack of uniformity is consistent with the results of atomic force microscopy, which 
also showed a non-uniform and rough surface for these nanoparticles. According to Figure 3b, the SEM image of the 
TiO2 (0.002 mg)-epoxy nanocomposite revealed a polished and almost uniform surface (Fig. 3b). The SEM image showed 
that the nanoparticles were distributed throughout the epoxy matrix, visible as small dots or clusters. Furthermore, the 
distribution of the nanoparticles appeared to be uniform throughout the sample. 

          
Figure 3. SEM micrographs of (a) TiO2 nanoparticles and (b) TiO2 (0.002 mg)-epoxy nanocomposite 

 
3.4. UV-Vis spectroscopy 

Titanium dioxide nanoparticles exhibit unique optical properties. In this study, the optical absorption properties of 
TiO2 nanoparticles were investigated by measuring their absorption spectrum using UV-Vis analysis. As illustrated in 
Figure 4, the absorption curve showed a sharp absorption edge at a wavelength of 350 nm, which is a significant factor 
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for understanding the optical response of TiO2 nanoparticles. The absorption edge is the wavelength at which the material 
starts to absorb light due to valence-to-conduction band electronic transitions.  

Figure 4. Optical absorption of synthesized TiO2 nanoparticles 

3.5. FTIR 
Figures 5 and 6 depict the FTIR spectra of TiO2 nanoparticles and an epoxy-TiO2 (0.002 mg) nanocomposite, 

respectively. The FTIR spectrum for the anatase phase of TiO2 nanoparticles displayed a broad vibration peak between 
500 and 800 cm−1, which was attributed to vibrational mode associated with Ti-O bonds. The incorporation of TiO2 
nanoparticles into the epoxy resin resulted in overlapping spectral features between 500 and 800 cm−1, due to the presence 
of a minor concentration of TiO2 nanoparticles in the epoxy resin matrix. The absorption band centered at 915 cm−1 in the 
epoxy-TiO2 nanocomposite is indicating the bending motion of the C-O bond in the epoxy structure. 

Figure 5. FTIR spectra TiO2 nanoparticles 

Figure 6. FTIR spectra of epoxy-TiO2 (0.002 mg) nanocomposite 
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3.6. EIS 
EIS is a potent method employed to analyze and evaluate the ability of various coatings to resist corrosion. Corrosion 

is a natural process that occurs when metals react with their environment, and it can lead to serious damage and 
deterioration of structures. EIS can be used to evaluate the effectiveness of coatings in preventing corrosion by measuring 
the electrical response of a coated metal sample to an alternating current (AC) signal. The process of conducting an EIS 
analysis involves applying an AC signal with a range of frequencies to a coated metal sample submerged in an electrolytic 
solution. The resulting electrical response is then measured and plotted on a graph called a Nyquist plot. The Nyquist 
diagram is a graphical representation in the complex plane that shows the relationship between the real and imaginary 
components of impedance. The curve obtained from the Nyquist plot is then analyzed to determine the coating's anti-
corrosion performance. The Nyquist plot obtained from an EIS analysis typically shows a semicircle that corresponds to 
the impedance at the electrode/electrolyte interface. The semicircle observed in the Nyquist plot corresponds to the charge 
transfer resistance, which represents the level of resistance that the coating offers to electron transfer at the interface 
between the metal and electrolyte. By analyzing the shape and size of the semicircle, the coating's anti-corrosion properties 
can be determined.  

To analyze the graphs obtained from EIS analysis, an electrical equivalent circuit (EEC) diagram is often used. The 
simplified electrical circuit diagram, also known as the equivalent circuit diagram, represents the physical mechanisms 
occurring at the interface between the metal and electrolyte. The parameters of the circuit can be established by matching 
the experimental quantities to the ECC diagram, which can then be employed to assess the anti-corrosive characteristics 
of the coating.   The EIS test results for different samples of TiO2-epoxy nanocomposite coated pills with varying amounts 
of TiO2 immersed to 1 M HCL for different time intervals were obtained by fitting an appropriate electrical equivalent 
circuit (R1(R2C1)(R3C2)), consisting of three elements: R1 (The resistance of the solution), R2C1 (The resistance to 
charge transfer at the external surface of the coating and its capacitance), and R3C2 (The resistance to charge transfer at 
the internal surface of the coating and its capacitance), as shown in Figure 7.  

 
Figure 7. Equivalent electrical circuit (EEC) 

Following this, the information was examined and condensed into Table 1. The values of R1, R2, R3, C1, and C2 
change with time and TiO2 concentration, indicating the progression of the corrosion process and the influence of the 
TiO2-epoxy nanocomposite coating on the pills' susceptibility to corrosion, As indicated by Table 1.  
 

Table 1. The EIS parameters of TiO2-epoxy nanocomposite coated pills after 15-, 30- and 90-minutes immersion time 

Sample Immersion time 
(min) R1 (Ω) R2 (Ω) R3 (Ω) C1 (f) C2 (f) 

0.002 mg TiO2 
15 4.66E-01 1.18E+01 1.63E+00 1.57E-04 1.10E-04 
30 4.45E-01 1.10E+01 1.55E+00 1.47E-04 1.11E-04 
90 4.55E-01 1.15E+01 1.58E+00 1.50E-04 1.11E-04 

0.004 mg TiO2 
15 3.74E-01 7.98E+00 2.43E+00 1.56E-04 8.51E-05 
30 3.72E-01 9.08E+00 2.51E+00 1.44E-04 8.46E-05 
90 3.72E-01 1.01E+01 2.48E+00 1.30E-04 8.58E-05 

0.006 mg TiO2 
15 3.93E-01 2.75E+01 4.63E+00 1.30E-04 8.99E-05 
30 3.96E-01 2.86E+01 5.82E+00 1.37E-04 8.78E-05 
90 3.97E-01 2.98E+01 5.94E+00 1.33E-04 8.73E-05 

0.01 mg TiO2 
15 5.41E-01 6.91E+01 7.53E+00 2.99E-04 1.29E-04 
30 5.69E-01 9.06E+01 8.74E+00 2.62E-04 1.17E-04 
90 5.77E-01 1.02E+02 9.77E+00 2.64E-04 1.15E-04 

 
The Nyquist diagram of all samples, as shown in Figure 8, exhibits a semi-circular shape. It is important to note that 

the diameter of the Nyquist diagram is directly related to the anti-corrosion properties of the sample, with larger diameters 
indicating better anti-corrosion properties. By increasing the amount of titanium dioxide from 0.002 mg to 0.01 mg, the 
impedance values increased. The pills with higher TiO2 concentrations showed a slower rate of corrosion. Furthermore, 
the sample with 0.01 mg of titanium dioxide demonstrated the highest impedance value, indicating superior corrosion 
resistance and more effective corrosion protection compared to the others. The amount of titanium dioxide present in the 
sample has a notable impact on its impedance and corrosion inhibition capabilities. Increasing the amount of titanium 
dioxide results in higher impedance values, indicating better anti-corrosion properties. Incorporating TiO2 into the epoxy 
nanocomposite enhances the pills' ability to resist corrosion by producing a dense and protective coating on the pills' 
surface, which impedes the penetration of acid and decelerates the corrosion process. TiO2 is known for its excellent 
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chemical stability, high surface area, and photocatalytic properties. When added to the epoxy nanocomposite, TiO2 
particles act as physical barriers that limit the access of the acid to the pill's surface, which reduces the rate of corrosion 
and the amount of material that is corroded. In addition, the TiO2 particles improve the adherence of the coating to the 
pill's exterior, thereby inhibiting the coating from peeling off and exposing the underlying metal to the corrosive 
environment. The presence of TiO2 particles improves the mechanical characteristics of the coating, providing it with 
greater durability and strength against wear and abrasion. Furthermore, TiO2 is known to have photocatalytic properties, 
which can lead to the development of a self-cleaning coating on the pills' surface. When exposed to UV light, TiO2 
particles generate reactive oxygen species that can break down organic contaminants and bacteria on the pills' surface, 
leading to an enhancement in the coating's anti-corrosion performance. 

Figure 8. Nyquist plots of the TiO2-epoxy coated pills immersed in 1 M HCL with varying quantities of TiO2: (a) 0.002 mg, 
(b) 0.004 mg, (c) 0.006 mg and (d) 0.01 mg, after 15-, 30- and 90-minutes immersion time

Additionally, the effect of immersion time on impedance and anti-corrosion properties was also investigated. As 
seen in Figure 8, with an increase in the time of exposure to the solution, the impedance of all samples decreased, leading 
to a decrease in the diameter of the Nyquist diagram and, as a result decrease in anti-corrosion properties. The impact of 
immersion time on the anti-corrosive performance of coatings is an essential aspect of evaluating the durability and 
effectiveness of materials in real-world applications. Corrosion is a natural process that occurs when metals react with 
their environment, and it can cause significant damage and deterioration to structures and materials. Therefore, the ability 
of coatings to prevent or resist corrosion over time is crucial in ensuring their long-term performance. As materials are 
exposed to corrosive environments for extended periods, the effectiveness of coatings in preventing corrosion may 
decrease. This decrease in effectiveness can be attributed to a variety of factors, such as the breakdown of the coating or 
the depletion of its anti-corrosive agents. As a result, the anti-corrosive properties of the samples may weaken, leading to 
an increase in the rate of corrosion over time. Studying the influence of immersion time on the ability of coatings to inhibit 
corrosion can provide valuable insights into their long-term durability and effectiveness. By exposing coated materials to 
corrosive environments for varying durations, researchers can evaluate the speed of corrosion and the effectiveness of the 
protective film in preventing it. This information can then be used to improve the design and formulation of coatings, 
ensuring that they remain effective in preventing corrosion over extended periods. 

Tafel analysis was performed for all samples to assess the corrosion performance of the coatings. Assessing the 
corrosion performance of metallic materials and coatings using this technique is a widely employed method. This analysis 
is based on measuring the current density of the sample in a corrosive environment (jcorr) as a function of the applied 
potential. To conduct a Tafel analysis, the sample is submerged in an electrolyte solution, and a slight potential difference 
is introduced between the sample and a reference electrode. The current passing through the sample is computed and used 
to calculate the corrosion current density. The potential is then varied over a range of values and the corresponding 
corrosion current densities are recorded. The resulting data is then plotted in a Tafel diagram, which visually represents 
the polarization curves of the sample for both its anodic and cathodic behavior. The anode part of the diagram represents 
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the region where the sample is oxidized, and the cathode part represents the region where the sample is reduced. The 
slope of the anodic part of the diagram, known as the anodic Tafel slope (βa), represents the rate at which the anodic 
reaction increases with increasing potential. Similarly, the slope of the cathodic part of the diagram, known as the cathodic 
Tafel slope (-βc), represents the rate at which the cathodic reaction increases with decreasing potential. The direction of 
the anode and cathode parts of the diagram depends on the type of corrosion mechanism involved. In general, the anode 
part of the diagram is oriented towards more positive potentials, while the cathode part is oriented towards more negative 
potentials. The intersection points of the anode and cathode parts of the diagram, known as the corrosion potential (Ecorr), 
represents the equilibrium potential at which the anodic and cathodic reactions are balanced and no net current flows 
through the sample. The intersection points of the anode and cathode parts of the graph, which is known as the Ecorr, 
represents the equilibrium potential where the anode and cathode reactions are balanced and no net current passes through 
the sample. The jcorr is obtained by using this point of intersection. The jcorr is a measure of the rate of corrosion on the 
surface of the sample, expressed in units relative to the area of the surface being evaluated. The results obtained from a 
Tafel diagram can yield valuable insights about the corrosion behavior of the sample. Lower values of jcorr indicate better 
corrosion resistance and slower corrosion rates, while higher values of jcorr indicate higher corrosion rates and poorer 
corrosion resistance.  

Table 2 summarizes The Tafel parameters of TiO2-epoxy nanocomposite coated pills. Based on the data provided 
in this table, sample with 0.01 mg TiO2 has the least jcorr among the all samples, with a value of 1.329E-07 mA/cm2. This 
indicates that this sample has the best corrosion resistance and lower resistance to corrosion compared to the other 
samples. This may be attributed to the creation of a protective oxide layer on the sample's surface, which functions as a 
protection to impede additional corrosion. The higher jcorr values of the other samples suggest that they are more 
susceptible to corrosion and may require additional protective coatings or surface treatments to improve their corrosion 
resistance. Sample with 0.006 mg TiO2 has the second-lowest jcorr value of 3.643E-06 mA/cm2, which is lower than the 
jcorr values of Sample with 0.004 and 0.002 mg TiO2, but higher than that of 0.01 mg TiO2. The sample with 0.002 mg 
TiO2 has the highest amount of corrosion jcorr, with a value of 1.98E-04 mA/cm2, which shows the low resistance of this 
sample against corrosion among all samples. 
Table 2. The Tafel parameters of TiO2-epoxy nanocomposite coated pills. 

Sample Ecorr/V (jcorr) Tafel/mA cm-2 βa/V dec-1 -βc/V dec-1 
0.002 mg TiO2 -0.5476 1.98E-04 0.178 0.211 
0.004 mg TiO2 -0.5697 7.292E-05 0.187 0.178 
0.006 mg TiO2 -0.0971 3.643E-06 0.159 0.154 
0.01 mg TiO2 -0.04391 1.329 E-07 0.155 0.146 

 
4. CONCLUSION 

The study aimed to explore the influence of varying quantities of titanium dioxide nanoparticles in epoxy resin on 
the anti-corrosion characteristics of the TiO2-epoxy nanocomposite coated pills. Epoxy-TiO2 nanocomposite coated pills 
were prepared and subjected to EIS to evaluate their anti-corrosion properties. The results indicated that the sample 
containing 0.01 mg of TiO2 exhibited the highest impedance value, indicating superior corrosion resistance and better 
anti-corrosion properties than the other samples. Additionally, this sample had the lowest corrosion current density among 
all samples, with a value of 1.329E-07 mA/cm2, indicating the best corrosion resistance and a slower rate of corrosion 
compared to the other samples. These findings have implications for the design of more efficient corrosion-resistant 
materials. 
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ДОСЛІДЖЕННЯ ВПЛИВУ КОНЦЕНТРАЦІЇ НАНОЧАСТИНОК TiO2 НА АНТИКОРОЗІЙНІ ХАРАКТЕРИСТИКИ 
TiO2-ЕПОКСИД НАНОКОМПОЗИТНИХ ПОКРИТТІВ 

Ахмед Ібрагім Дауд, Ахмед Касім Абдулла 
Факультет фізики, Науковий коледж, Багдадський університет, Багдад, Ірак 

Вивчені антикорозійні властивості зразків покритих TiO2-епоксид нанокомпозитами, від концентрації наночастинок TiO2 в 
епоксидній смолі. Антикорозійні характеристики зразків досліджували за допомогою електрохімічної імпедансної 
спектроскопії (EIS). Згідно з результатами EIS, зразок, що містить 0,01 мг TiO2, продемонстрував найвище значення 
імпедансу, що вказує на кращу стійкість до корозії та кращі антикорозійні властивості, ніж інші зразки. Крім того, цей зразок 
має найнижчу щільність струму корозії серед усіх зразків, зі значенням 1,329E-07 мА/см2, що показує, що цей зразок має 
найкращу корозійну стійкість і нижчу швидкість корозії порівняно з іншими зразками. 
Ключові слова: епоксидна смола; наночастинки TiO2; нанокомпозит; електрохімічна імпедансна спектроскопія (EIS); 
покриття; золь-гель синтез 
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In this work, the effect of Multi-Wall Carbon Nanotubes (MWCNTs) addition on the materials shielding properties
against Gamma radiation with an energy of 662 keV from a 137Cs source is investigated. The linear attenuation
coefficient of MWCNTs-based materials (gelatin-water mixture) with MWCNTs concentrations of 0%, 5%, and 10% is
measured. To isolate the contribution of the MWCNTs unique structure to the shielding capabilities, samples with the
same concentrations of activated carbon were fabricated and their linear attenuation coefficients were obtained. Also,
the linear and the mass attenuation coefficients are obtained theoretically for the same concentrations using the XCOM
program and compared with measured values. It is found that the addition of MWCNTs by 5% or 10% has increased
the linear attenuation coefficient by around 5% when compared to the same concentrations of activated carbon. This
increase in the shielding capabilities against gamma radiation can be related to the interaction of gamma radiation with
the extraordinary geometry and structure of MWCNTs.

Keywords: Radiation; Shielding; Attenuation coefficient; XCOM; Multi-wall carbon Nanotubes
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1. INTRODUCTION

Carbon nanotubes (CNTs), because of their outstanding physical and geometrical properties are considered
one of the key materials for many of the current and future technologies [1, 2, 3, 4]. So far, there is a large number
of studies focusing on the electrical, thermal, and mechanical properties of CNTs-based composites targeting
vast technological applications [5, 6]. However, when it comes to the interaction of gamma (γ) radiation with
CNTs based composites there is a large number of studies that explore the effect of γ irradiation on the electrical
and mechanical properties [7, 8]. Nevertheless, focusing on the shielding properties of CNTs-based composites
against γ radiation has drawn less attention [9, 10]. One reason for this is related to the fact that shielding
capability against radiation is mainly directly proportional to the atomic numbers of the elements in the used
shielding material and their mass density [11]. However, engineering the shielding materials at the nano-scale
level has proven to enhance the shielding properties in some applications. For example, in previous studies by
Hassan et al. as in Ref.[12] and by El-Khatib et al. as in Ref.[13], aiming to fabricate better gamma radiation
shields, materials ( e.g., concrete, polymers) were doped with lead oxide nano-particles to enhance the shielding
properties due to the existence of the lead (Pb) element. In fact, lead is known as one of the best elements to
shield gamma radiation due to its large atomic number and its high mass density. In the X-ray range, in a work
by Fujimori et al. [9], the shielding properties against X-ray radiation were enhanced when CNTs are used in
comparison with other forms of carbon structures in highly oriented pyrolytic graphite (HOPG) and fullerenes
(C60). This enhancement in the shielding properties could not be explained by the known theories, which raises
the need for an alternative theoretical model to explain such enhancement. In a study by Zhang et al.[14], the
shielding capabilities of carbon nanotube (CNT)-based film materials against gamma-ray are investigated for
energies from 241Am and 137Cs. The study shows that CNT films have higher shielding capabilities against
gamma radiation when compared with carbon fiber-reinforced composites, owing to the interaction of gamma
radiation with the outstanding cylindrical structure on the nanoscale. In another work by Viegas et al.[15], an
enhancement of X-ray shielding in the functionalized graphene oxide-based nanocomposites when compared to
MWCNTs is reported for energies between 6.9 to 22.1 keV. The study showed that the structure of carbon used
in the composite is an essential parameter to consider when studying the shielding properties. Moreover, the
work has pointed out that a new interaction mechanism between the graphene structure and the incident γ-ray
could be responsible for such enhancement.
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Since most studies did not focus on the shielding against gamma radiation when CNTs are utilized at
least in the bulk case, it’s worth searching for potential contributions to the shielding capability against gamma
radiation due to the unique geometrical and structural properties of CNTs. Recently, there is an increasing
interest in the medical applications of CNTs for treating cancer by dielectric heating of infected tissues by
the application of microwave radiation [16]. In special cases, if gamma radiation therapy is used during the
existence of CNTs in the tissue, it is important to estimate the shielding level of CNTs to give the correct dose
of γ radiation [17].

When studying the shielding capability of any material after the addition of CNTs, there are key parameters
to consider in such study, e.g., the geometry of CNTs (number of walls, diameter, and length), alignment and
orientation of CNTs, and their concentration in the hosting material. Another important parameter to consider
is the energy of the gamma radiation Eγ used, where Eγ is related to the wavelength λ of γ-ray as Eγ = hc/λ
where h is the Planck’s constant and c is the speed of light [11]. In the current study, we are considering the
concentration of MWCNTs parameter only which can be investigated within the available resources.

To investigate the effect of MWCNTs addition on the radiation shielding properties, the linear attenuation
coefficient (LAC) will be measured for a gelatin-water mixture that is doped with different concentrations of
MWCNTs against γ-radiation from 137Cs at 662 keV. Activated carbon is used in the current study as a control
variable (in terms of structure) to isolate the effect of the unique structure of MWCNTs at such conditions.
The chemical structure of activated carbon is very close to pure graphite structure in which carbon atoms are
arranged as layers of connected hexagons [18]. To help understand the effect of MWCNTs addition on the
shielding properties, the XCOM program will be used to calculate the mass attenuation coefficient µ values
and the LAC values theoretically [19]. The importance of the XCOM program in the current study stems from
the fact that the XCOM program does not account for the structure of the shielding materials in general and
for the MWCNTs structure specifically. Such calculations can help isolate the contribution of the MWCNTs
structure when compared with the experimental measurements of the shielding properties.

One more important goal for the current work is to verify the need for a new theory to explain the
mechanism of interaction between the γ radiation and the MWCNTs at such an energy range. For the γ rays
at an energy of 662 keV from the 137Cs, the dominant mechanism of interaction is the Compton effect at which
the γ rays scattered at different angles θ with less energy (depending on the angle) [20].

2. THEORY

For a radiation of a single energy γ radiation with an intensity of I0 initially incident on the surface of a
material that has a thickness of x, the intensity of the gamma radiation after traveling a distance x inside the
material will drop according to the exponential attenuation law (Lambert-Beer law) as [21]:

I(x) = I0e
−LACx (1)

Here LAC represents the linear attenuation coefficient in units of cm−1. For a shielding material with a
large LAC value, the intensity of γ-rays gets attenuated dramatically as it travels through the material [21].
The total mass attenuation coefficient µ for any shielding material is given as µ = LAC/ρ, where ρ is the mass
density of the sample in units of g/cm3. For any chemical compound or a mixture of elements the µ value can
be calculated theoretically using the following relation:

µ =
∑
i

wi(LAC/ρ)i (2)

where the fractional weight of the ith component is wi. The value of µ can be obtained theoretically using
the XCOM program that is provided by the National institute of standards NIST (USA) [19]. Also, one can
find the Half Value Thickness (HVT), which is the thickness of the shielding material at which the radiation
intensity drops to one-half of its initial value, it can be calculated according to the following equation:

HV T =
ln 2

LAC
(3)

The HVT value is a key parameter to consider when comparing the shielding capability of different
radiation-absorbing materials [22].

3. EXPERIMENTAL SETUP

3.1. Fabrication of the samples

In the current study, a mixture of gelatin and water was prepared as a hosting material for the MWCNTs
due to the simplicity of casting the samples and due to the good dispersion of the MWCNTs into the mixture
after curing [16]. The host material mixture is fabricated out of gelatin (gelatin from bovine skin type B, Sigma-
Aldrich) and distilled water, as demonstrated in a work by Altarawneh et al.[23]. A small amount of p-toluic



526
EEJP.3(2023) Moaz M. Altarawneh, et al.

acid and n-propanol were added to the distilled water and gelatin to enhance the bonding in the host material
and to preserve it for longer periods of time [24]. Table 1 shows the percentage of the elements composing the
host material used in this work. The MWCNTs (supplied by Cheap Tubes Co., with a length of 10-20 µm,
purity > 95 wt.% outer diameter 30-50 nm, and ash<1.5 wt.%) or the activated carbon (supplied by Acros
Organics BVBA Janssen Pharmaceutical, with grains size >1 µm ) of the desired concentrations were added
to the distilled water initially and sonicated using an ultrasonic processor (UP100H- Hielscher Ultrasonics
technology) for 30 minutes. Then, the gelatin and the rest of the components were added according to the
procedure described in Altarawneh et al.[23]. The samples containing the MWCNTs or the activated carbon
were fabricated with concentrations by weight of 0, 5%, and 10% for each of them.

Table 1. The percentage of the main components of the hosting material mixture

p-toluic acid n-propanol deionized water gelatin
0.080% 3.44% 81.84% 14.64%

The resultant mixtures with different concentrations and different fillers types were molded in 10 cm long
glass tubes with a diameter of 1.2 cm. The glass tubes containing the samples were sealed with thin plastic
sheets and left to cure at room temperature for five days. The final form of the samples is flexible cylindrical rods
that can be easily cut by a sharp blade. The mass density for each sample was measured and tabulated to be
used in the rest of the study. For each of the fabricated samples, the LAC value was measured as demonstrated
in the following subsection.

3.2. Experimental setup for studying Gamma radiation shielding capabilities

The setup used in this work to measure the LAC values is as demonstrated in Figure 1. The setup is
composed of a Sodium Iodide (NaI) detector (manufactured by Canberra, model: 2007P) that is housed in a
4.0 cm thickness lead shield to block radiation from background sources.

High Voltage
Amplifier

MCA
NaI Detector

Detector Shield (Pb)

Pb collimator

Sample

Radioactive source Pb 

holder

Cs 137 source

PC

20 cm

10 cm

15 cm

4 cm

Support stand

Figure 1. The schematic diagram of the setup used to measure the LAC values of each of the fabricated
samples.

The NaI detector was connected to an operating high voltage source of 700V (manufactured by Canberra,
model: 3102). The output signal was sent to an amplifier (manufactured by Ortec, model: 575A) where its
output is connected to a Multi-Channel Analyzer (MCA). The data from the MCA was acquired and plotted
on a computer monitor with the help of the MAESTRO Version 7.0 package ( supplied by Ortec).

The fabricated samples were inserted in the custom-made lead housing with a 1.2 cm internal diameter,
40.0 cm length, and 2.0 cm thickness. The detector was placed at a large enough distance to ensure narrow
beam geometry. The Cesium source (137Cs) has a pen shape with an outer diameter of 1.0 cm (supplied by
Amersham) that was inserted in a custom-made lead holder with a length of 8.0 cm. The sample thickness was
adjusted by pushing the sample out of the glass tube and by cutting it with a sharp blade. Inserting a small
amount of oil between the glass tube and the sample can help slide the sample in and out of the glass tube
during the adjustment of the thickness.

The fabricated samples were irradiated by gamma radiation from the 137Cs source where the intensity was
collected for a time interval of 90 minutes. The values of the LAC were obtained by fitting Eq.1 using Igor
Pro 9 data analysis software (provided by Wavemetrics). Suitable background subtraction was conducted for
all collected intensity [25, 26].
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3.3. Calculations of the mass attenuation coefficients using the XCOM program

In the theoretical part of this work, the XCOM program is used to calculate the mass attenuation coefficients
of the fabricated samples at energies from 1 keV to 100 GeV. The XCOM program runs under the Windows
operating system on the Google Chrome web browser [27]. The elements percentages in each sample were
calculated initially and used in the XCOM program to calculate the mass attenuation coefficient for each
sample. In Table 2, the net percentages of the elements (carbon, oxygen, hydrogen, and nitrogen) making up
each of the fabricated samples were calculated.

Table 2. The elements percentage of the 0% host material, for the 5% additives of carbon, and for 10%
additives of carbon either in the activated carbon form or the MWCNTs form.

% of carbon additives % C % H % N % O
0% 9.54 10.62 2.48 77.29
5% 13.82 10.11 2.36 73.63
10% 17.88 9.64 2.25 70.17

The output data generated by the XCOM program is tabulated and plotted for comparison. The theoretical
mass attenuation coefficient values are found for the fabricated samples using the XCOM program and plotted
as a function of energy as in Figure 2.

Figure 2. The mass attenuation coefficients as calculated by the XCOM program for the samples with 0%,
5%, and 10% of carbon additives. The inset shows the values of µ around the 137Cs energy of 0.662 MeV.

4. RESULTS AND DISCUSSION

The gamma radiation intensity I from the 137Cs source at 662 keV was collected using the setup described
earlier for different thicknesses of gelatin-water mixtures with no additives (0%), with the addition of MWCNTs
(5% and 10%), and with the addition of activated carbon (5% and 10%). After suitable background subtraction,
the intensities I for each of the five samples were plotted as a function of the sample’s thickness, and the values of
the LAC were obtained by fitting Eq.1. As it can be seen in Table 3 and in Figure 3-a., there is a small decrease
in the measured LAC values from 0.089 cm−1 down to 0.085 cm−1 and 0.087 cm−1 when the gelatin-water
mixture was doped with 5 % and 10% of activated carbon respectively.

Table 3. The Measured and calculated parameters related to the attenuation of gamma radiation for 0%, 5%,
and 10% concentrations of carbon nanotubes and activated carbon.

Host Material Activated carbon MWCNT Activated carbon MWCNT
concentration 0 5% 5% 10% 10%
LAC (cm−1) 0.089 ± 0.001 0.085± 0.001 0.089 ± 0.001 0.087 ± 0.001 0.091± 0.001
HVT (cm) 7.79± 0.09 8.16± 0.09 7.79± 0.09 7.97± 0.09 7.62± 0.08
ρ (g/cm3) 1.06 ± 0.01 1.08± 0.01 1.09 ± 0.01 1.10 ± 0.01 1.12± 0.01
µ(cm2/g) exp 0.084±0.001 0.079±0.001 0.082±0.001 0.079±0.001 0.081±0.001
µ(cm2/g) XCOM 0.0854 0.0850 0.0850 0.0846 0.0846
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Figure 3. a) the LAC values for all the samples in this study, b) the HVT, c) the µ values as obtained by
XCOM, and d) comparison between values of µ from the XCOM program and the experimental values for the
different types and concentrations of carbon in the study.

In Figure 3-a, the decrease in the LAC values after the addition of activated carbon can be attributed
to the fact that the LAC value is less for materials that are composed of elements of smaller atomic numbers.
Particularly, increasing the concentration of carbon atoms in the sample results in reducing the concentrations
of the rest of the elements in the sample like oxygen and nitrogen which each has slightly a larger atomic number
(see Table 2 for the concentrations of the elements). However, the addition of MWCNTs to the gelatin-water
mixture (by 5% and 10%) results in an increase of about ≈ 4.7% and 4.6% in the LAC values relative to the
gelatin-water mixture with 5% and 10% of activated carbon respectively. Since the concentration of carbon
(in the two forms, as activated carbon or MWCNTs) in the compared samples is the same, the extraordinary
structure of the MWCNTs is the only factor that can be responsible for such an increase in the LAC values.

The HV T value of the gelatin-water mixture after the addition of 5% and 10% of MWCNTs decreases with
4.5% and 4.3 % respectively when compared with the addition of activated carbon as demonstrated in Figure
3-b. Such a decrease in the HVT is due to the extra shielding from the interaction between the γ radiation and
the MWCNTs’ cylindrical geometry. The increase in the HV T value after the addition of activated carbon is
justified by the increase of carbon percentage in the mixture relative to oxygen and nitrogen.

The theoretical mass attenuation coefficients µ for the gelatin-water mixture with the addition of 0%, 5%,
and 10% carbon obtained using the XCOM program were presented in figure 3-c. It’s evident in figure 3-c that
the gelatin-water mixture has less µ as the concentration of carbon is increased. However, the current experi-
mental results show that the addition of carbon in the MWCNTs form has the opposite effect as demonstrated
in Figure 3-d. Particularly, while the addition of the activated carbon (for both 5% and 10% concentrations)
decreases the values of µ, the addition of MWCNTs increases the values of µ for the same concentrations. Based
on this, it is clear that MWCNTs due to their unique structure add extra shielding strength to the gelatin-water
mixture.

Since the MWCNTs geometry and structure appear to be the only factors enhancing the shielding proper-
ties, we should try to find a connection between the physical properties of the γ radiation and the main features
of the MWCNTs structure and geometry. It’s noteworthy that the wavelength of the γ-rays used in this study
at an energy of 0.662 MeV is around 1.87pm, where the interlayer spacing between the walls of the MWCNTs
is around 0.35 nm [28]. In this case, the ratio between the wavelength of γ-ray and interlayer spacing size is
around 1:200. For such a small ratio between the wavelength and the interlayer spacing, one would expect
less interaction between the γ-rays and the MWCNTs. The ratio between the wavelength of the X-ray and
the interlayer spacing between the walls of MWCNTs can be calculated as 1:20 in Fujimori et al. work [9],
where the used X-ray wavelength was 7.11 nm and the spacing between MWCNTs walls was 0.35 nm. The
ratio in both cases can be correlated with the shielding capabilities where a stronger interaction is expected
for the X-rays case. Based on the values of the two ratios above, it can be concluded as the ratio between the
photon wavelength and the interlayer spacing is close to 1:1, the shielding capability against electromagnetic
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radiation would be stronger. This can be observed in the achieved shielding enhancement due to the addition of
MWCNTs against the X-ray radiation (50% enhancement, as in Ref.[9]) compared to the shielding enhancement
against the γ-rays shielding in the current work (5% enhancement) when MWCNTs are used.

5. CONCLUSIONS

In the current study, the LAC values for the gelatin-water mixture, for the gelatin-water mixture with
activated carbon addition (5% and 10%), and for MWCNTs addition (5% and 10%) are investigated experi-
mentally and theoretically. In contrast to the theoretical prediction of the XCOM program of a decrease in the
LAC values, the addition of MWCNTs has increased the LAC values by 5% when compared to the addition
of activated carbon. The main reason for such an increase is only explained by the interaction of γ radiation
with the unique structure of MWCNTs when compared with the activated carbon. It is recommended to use
the MWCNTs to enhance the shielding properties in the X-ray range rather than in the γ-ray range due to
stronger interaction when the wavelength of the radiation is close to the interlayer spacing of the MWCNTs. In
the medical fields, if MWCNTs are introduced to enhance heating effects in living tissues due to the application
of microwaves radiation as many studies have proposed [17], γ radiation therapy can be used too on the tissue
without the need to dramatically increase the radiation doses.
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ÂÏËÈÂ ÄÎÄÀÂÀÍÍß ÁÀÃÀÒÎÑÒIÍÍÈÕ ÂÓÃËÅÖÅÂÈÕ ÍÀÍÎÒÐÓÁÎÊ ÍÀ
ÂËÀÑÒÈÂÎÑÒI ÅÊÐÀÍÓÂÀÍÍß ÂIÄ ÃÀÌÌÀ-ÂÈÏÐÎÌIÍÞÂÀÍÍß
Ìîàç Ì. Àëüòàðàóíåa, Ìóòàç Â. Àëàäàéëàa, Óñàìà É. Àëü-Ìàäàíàòb,c

aÊàôåäðà ôiçèêè, Óíiâåðñèòåò Ìóòà, Àëêàðàê 61710, Éîðäàíiÿ
bÊàôåäðà õiìi¨, Óíiâåðñèòåò Ìóòà, Àëêàðàê 61710, Éîðäàíiÿ

cIíñòèòóò òåõíi÷íî¨ õiìi¨ Óíiâåðñèòåò iìåíi Ãîòôðiäà Âiëüãåëüìà Ëåéáíiöà,
Ãàííîâåð, Êàëëiíøòðàññå 5, Ãàííîâåð Íiìå÷÷èíà

Ó öié ðîáîòi ðîçãëÿäà¹òüñÿ âïëèâ äîäàâàííÿ áàãàòîñòiííèõ âóãëåöåâèõ íàíîòðóáîê (MWCNT) íà åêðàíóþ÷i âëà-
ñòèâîñòi ìàòåðiàëiâ. Äîñëiäæåíî ãàììà-âèïðîìiíþâàííÿ ç åíåðãi¹þ 662 êåÂ âiä äæåðåëà 137Cs. Âèìiðÿíî êîåôiöi¹íò
ëiíiéíîãî çàãàñàííÿ ìàòåðiàëiâ íà îñíîâi MWCNT (ñóìiø æåëàòèí-âîäà) ç êîíöåíòðàöi¹þ MWCNT 0%, 5% i 10%.
Ùîá âèäiëèòè âíåñîê óíiêàëüíî¨ ñòðóêòóðè MWCNT â åêðàíóþ÷i ìîæëèâîñòi, áóëè âèãîòîâëåíi çðàçêè ç òàêîþ æ
êîíöåíòðàöi¹þ àêòèâîâàíîãî âóãiëëÿ òà îòðèìàíi ¨õíi ëiíiéíi êîåôiöi¹íòè îñëàáëåííÿ. Êðiì òîãî, ëiíiéíèé i ìàñî-
âèé êîåôiöi¹íòè îñëàáëåííÿ îòðèìàíi òåîðåòè÷íî äëÿ îäíàêîâèõ êîíöåíòðàöié çà äîïîìîãîþ XCOM ïðîãðàìè òà
ïîðiâíÿíî iç âèìiðÿíèìè çíà÷åííÿìè. Âèÿâëåíî, ùî äîäàâàííÿ MWCNTs íà 5% àáî 10% çáiëüøèëî ëiíiéíèé êîå-
ôiöi¹íò îñëàáëåííÿ ïðèáëèçíî íà 5% ó ïîðiâíÿííi ç òèìè æ êîíöåíòðàöiÿìè àêòèâîâàíîãî âóãiëëÿ. Öå çáiëüøåííÿ
ìîæëèâîñòåé åêðàíóâàííÿ âiä ãàììà-âèïðîìiíþâàííÿ ìîæå áóòè ïîâ'ÿçàíå iç âçà¹ìîäi¹þ ãàììà-âèïðîìiíþâàííÿ
ç ãåîìåòði¹þ òà ñòðóêòóðîþ MWCNTs.
Êëþ÷îâi ñëîâà: ðàäiàöiÿ; åêðàíóâàííÿ; êîåôiöi¹íò îñëàáëåííÿ; XCOM; áàãàòîñòiííi âóãëåöåâi íàíîòðóáêè
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Thermogravimetric (TG/DTG), thermoluminescence (TL), and X-ray powder diffraction (XRD) techniques were applied to characterize 
samples collected from the archaeological site of Polutepe in Azerbaijan, dating to the Neolithic period, and gave new information on the 
firing technology. The thermogravimetric analysis of ceramic shards from Polutepe revealed that the firing temperature of the samples was 
in the range of 700°C, based on the presence of calcite in the sample. XRD analysis confirmed the presence of quartz, feldspar, and clay 
minerals in the ceramic samples. According to XTD analysis the mineral composition of the ceramic sample from Polutepe site was as 
follows: Quartz-33.8 mass%, Feldspar (albite)-21.7 mass%, Muscovite- 33.6 mass%, and Calcite- 10.9 mass%. TL glow-curve intensity 
at 325°C was measured to estimate the historical dose of the sample, which was found to be 22.19±1.36 Gy. The concentration of U, Th, 
and K were 2.24±0.20 ppm, 8.31±0.80 ppm, 2.39±0.23% respectively. Dose rate and age calculation were conducted using the DRAC, 
version 1.2 and output results are as follows: Environmental dose rate: 3.46±0.19 mGy/a; Age of the sample: 4.400±530 BC years which 
are in line with the stratigraphically estimated age of this area and with the radiocarbon age (4270±160 BC) reported in our previous work. 
The results obtained from this multidisciplinary approach provide insights into the firing technology and age of the ceramic samples. 
Keywords: Thermogravimetry; X-ray powder diffraction; Ancient ceramic; Firing temperature; Clay; Quartz; Feldspar 
PACS: 78.60.Kn 

INTRODUCTION 
Archaeology in modern times is adopting an interdisciplinary methodology that employs a range of instrumental 

techniques to examine ancient artifacts. The defining characteristic of the Neolithic period is pottery, and a detailed 
account of ancient pottery typically involves an explanation of its mineralogical, chemical, and thermal attributes. The 
outcomes of the analyses conducted through these methods can help make significant findings in studies of dating and 
the evolution of ancient technologies. Thermal analysis has been extensively employed to scrutinize ancient ceramics 
using a variety of approaches such as powder X-ray diffraction, thermogravimetry, simultaneous thermal analysis, and 
thermoluminescence. 

To check the quality of ceramics, thermal analysis methods are widely used, allowing you to control the processes 
during firing [1][2]. The traditional approach is that if gas is released from the sample during heat treatment, then the 
thermal transformation of minerals in the clay composition is considered irreversible [3]–[7]. When reheating, i.e., when 
a ceramic product is analyzed, exothermic reactions with gas release occur only at temperatures above the first heating. 

Thermogravimetric studies of ancient ceramics and pottery are based on these considerations. Based on these studies, 
the production conditions are reconstructed, and attempts are made to identify sources of raw clay, which enables 
archaeologists to guess the technological level of the ancient potters and restore ancient trade links between regions by 
comparing ceramics from different localities. 

Ceramics usually consists of clay minerals and various additives like quartz, feldspars, calcite, etc. These minerals 
contain unique information about the firing conditions of raw materials. Because quartz and feldspars are thermally very 
stable, only clay and calcite constituent minerals undergo significant changes during firing. Clay minerals (smectites and 
kaolinite) transform into an amorphous phase, while calcite decomposes to form CO2. The powder X-ray diffraction 
(PXRD) [1] method provides adequate information on the mineral composition of ceramics, thereby allowing estimation 
of the firing temperatures of ancient ceramics. And the presence of certain minerals helps to establish the origin of 
ceramics. The possibility of measuring the TL luminescence properties of quartz in order to determine the firing 
temperature of archeological ceramic artifacts was also investigated in [8]. 

MATERIALS AND METHODS 
The Institute of Archeology, Ethnography, and Anthropology of ANAS provided samples of single fragments of 

ceramics found at the archeological site Polutepe. It is located on the eastern outskirts of Uchtepe village of Jalilabad 
region, Azerbaijan Republic, on the right (southern) bank of the Injachai river (39°19' 37. 67" N, 48° 27' 05.71" E) at 
38 m above sea level. A ceramic sample for analysis was taken at the base of the furnace, at a depth of 6.3 m from the 
standard reference point, 5.3 m into the Neolithic layer, and 0.7 m above the base of the settlement. Most of these 
specimens are believed to be from the Neolithic period and may have been used for cooking or preserving food. The 
samples were air-dried overnight at 50°C before analysis and finely powdered in an agate mortar.  
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PXRD was performed using a D2Phaser (Bruker) diffractometer with Ni-filtered CuKα radiation on randomly 
oriented samples. The samples were scanned at the region of 5≤2Ɵ ≤75° at a scanning speed of 1.2°/min. Semi-
quantitative estimates of the abundance of the mineral phases were derived from the PXRD data, using the intensity of 
specific reflections, the density, and the mass absorption coefficients of the elements for CuKα radiation.  

Thermogravimetric and differential thermal analysis of ceramic powders were carried out in a Perkin Elmer 
STA6000 Simultaneous Thermal Analyzer with the following parameters: heating range from ambient to 950°C, heating 
rate 5°C, balance sensitivity- 0.1µg, and nitrogen gas flow-20 ml/min. 

The Harshaw TLD 3500 Manual Reader is used to measure the characteristics of TL samples. TL measurements 
were performed using a linear heating rate 20ºC/s from 50ºC to 400ºC. Three aliquots of 5 mg each of the samples were 
used for each measurement. TL data points represent the average of three different aliquots of the sample. A thin and 
uniform layer of feldspar grains was laid on the planchet surface in order to get full contact that ensures uniform TL signal 
from the sample.  

In order to estimate the natural dose rate soil samples were collected from the site and U, Th, and K content analysis 
by gamma spectrometry Canberra GR4520 which has a low-level gamma spectrometry system with 15 cm lead shielding 
and high-resolution GeHP hyper pure germanium detector, having 43.5% resolution efficiency for 661.6 keV. 

 
RESULTS AND DISCUSSIONS 

Thermogravimetric analysis 
The results of the TG and DTG analysis of the ceramic shred from Polutepe are presented in Fig. 1.  

 
Figure 1. TG, DTG and DTA curves of ceramic shred from Polutepe 

The DTG curve has a small peak at about 100°C and a deep peak at 650-750°C. A large peak in the temperature 
ranges from 100 to 400°C on the DTA curve indicates endothermic processes due to dehydration/dihydroxylation. Mass 
loss figures are summarized in Table 1. The total mass loss (m3) is 11.8%. Mass loss in the region ≤350С occurs due to 
dehydration (m1) and is 4.05%, and mass loss due to dehydroxylation (m2) occurs in the region of 350С÷600С and is 
2.71%. Mass loss above a temperature of 600°C can be attributed to the decomposition of calcite (m3=5.12%) according 
to the reaction: 

CaCO3=CaO+CO2 

There are different approaches in the literature for determining the firing temperature of ancient pottery [9]. The 
basic idea of the thermogravimetric method is that only reversible thermal transformations will be detected if the sample 
is heated a second time. Upon reheating, transformations not observed in the previous heating will be detected only at 
temperatures above the upper-temperature limit of the first heating. The irreversibility of thermal transformations in clay 
occurs due to chemical transformations with the release of gaseous products, the formation of new minerals, or irreversible 
phase transformations.  

Calcite is the most common “fingerprint” for determining the provenance of ceramics and, to some extent, for 
determining the firing temperature since it can be added to ceramic paste or found in the original clays as a natural 
impurity. The presence of calcite in ancient pottery is considered today the sign of low-temperature firing at about 700°C 
[4]. The concentration of calcite in the investigated sample determined by XRD method is 5.12% ; therefore, according 
to the traditional interpretation, the firing temperature of the samples was in the range of 700°C. The presence of calcite 
in ceramic samples from Polutepe was studied by exposing the ceramic powder to hydrochloric acid. The ceramic powder 
was kept in a 10% HCl solution for a week and periodically mixed. After that, the ceramic powder was thoroughly washed 
and dried at a temperature of 50°C for 48 hours. The results of the TG/DTG analysis of a ceramic sample treated in an 
HCl solution are shown in Figs. 2. The total mass loss (m3) is 8.28%. Mass loss in the region ≤350С occurs due to 
dehydration (m1) and is 5.42%, and mass loss due to dehydroxylation (m2) occurs in the region of 350С÷600°C and is 
2.01%. Mass loss above a temperature of 600°C was 0.81 %, indicating the decomposition of the significant part of 
calcite. 
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Figure 2. TG/DTG/DTA analysis of a ceramic sample treated in HCl solution X-ray phase analysis also reveals the calcite in the 
sample from Polutepe (Fig. 3). 

Table 1. Mass-loss of ancient ceramic sample from Polutepe 

Sample Mass loss 
≤350C, % 

Mass loss 
≤600C % 

Mass loss 
≤850C, % 

m1 
% 

m2 
% 

m3 
% 

Total mass 
loss, % m2/m1 

Polutepe, natural 95.95 93.24 88.12 4.05 2.71 5.12 11.8 0.67 
Polutepe, with HCl 94.58 92.57 91.76 5.42 2.01 0.81 8.28 0.37 

Chemical and XRD analysis 
XRD analysis of ceramic shreds reveals that all investigated samples contain similar minerals: quartz, feldspar, 

and clay (Fig.3). 
Feldspars (in our case, albite) can be introduced into the ceramic mass as a hardening or be present in the 

composition of the original clay as a natural admixture since the clays themselves are weathering products of feldspar. 
Quartz is a significant component of tempering materials and also exists in raw clay as a natural mixture. Quartz 
undergoes a phase transition around 573°C when heated, but this process is reversible, and no signs of previous heating 
could be detected after cooling.  

Figure 3. XRD patterns of ceramic shred from Polutepe. Mc-muscovite; Q-quartz; F-feldspar (albite); C-calcite. 

According to XTD analysis the mineral composition of the ceramic sample from Polutepe site was as follows: 
Quartz-33.8 mass%, Feldspar (albite)-21.7 mass%, Muscovite- 33.6 mass%, and Calcite- 10.9 mass%. 
TL analysis 

Figure 4. TL glow-curve of quartz samples extracted from ancient ceramic at different additional laboratory doses. (1) The TL glow 
curve of unirradiated quartz extracted from pottery sample. The four aliquots of quartz were irradiated with additional laboratory doses 
4.6 (2); 9.2 (3); 13.8 (4); and 23 Gy (5) respectively. Dose rate- 0.194 Gy/s. 

Fig. 4 illustrates the dose dependence of the TL glow curve from 0 to 24 Gy. Samples were irradiated with 60Co 
gamma source then TL glow-curves measured after two days. Plotting the TL glow-curve intensity at 325°C against the 
dose adsorbed and backward extrapolation enables the estimation of historical dose equal to 22.19±1.36 Gy. 
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Soil sample collected from the close proximity of the pottery sample was air dried and kept in a closed environment 
for one month. The concentration of U, Th, and K were 2.24±0.20 ppm, 8.31±0.80 ppm, 2.39±0.23 % respectively. Dose 
rate and age calculation were conducted using the DRAC version 1.2 and output results are as follows: Environmental 
dose rate: 3.46±0.19 mGy/a and; Age of the sample: 4.400±530 BC years which are in line with the stratigraphically 
estimated age of this area and with the radiocarbon age (4270±160 BC) reported in our previous work [10].  

CONCLUSIONS 
TG and DTG analysis of the ceramic shred from Polutepe showed a total mass loss of 11.8%, with mass loss above 

600°C attributed to the decomposition of calcite. The presence of calcite in the ceramic samples suggested a firing 
temperature of around 700°C. The studied ceramic shred from Polutepe consisted, as it was deduced from XRPD studies, 
mainly of quartz, calcite, feldspar (albite), and micas (muscovite).  

The thermal properties of the studied ceramic sample from Polutepe obtained from the TG/DTG analysis were 
consistent with their mineralogical data. 

The TL glow curve and dose rate calculations indicated an estimated historical dose of 22.19±1.36 Gy and an age 
of the sample of 4.400±530 BC years, respectively, which are in line with the stratigraphically estimated age of the area 
and previous radiocarbon dating results. 
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КОМПЛЕКСНЕ ДОСЛІДЖЕННЯ ЗРАЗКІВ КЕРАМІКИ НЕОЛІТУ: ТЕХНОЛОГІЯ ВІДПАЛУ ТА ВІК 
Сахіб Мамедов, Айбеніз Ахадова 

Інститут радіаційних проблем НАНА, Азербайджан 
Методи термогравіметрії (TG/DTG), термолюмінесценції (TL) і рентгенівської порошкової дифракції (XRD) були застосовані 
для характеристики зразків, зібраних з археологічної стоянки Полутепе в Азербайджані, що датуються періодом неоліту, і дали 
нову інформацію про технології відпалу. Термогравіметричний аналіз черепків кераміки з Полутепе показав, що температура 
відпалу зразків була в межах 700°C, виходячи з наявності кальциту в зразку. XRD аналіз підтвердив наявність кварцу, польового 
шпату та глинистих мінералів у зразках кераміки. За даними XTD-аналізу, мінеральний склад зразка кераміки з стоянки Полутепе 
був таким: кварц – 33,8 мас.%, польовий шпат (альбіт) – 21,7 мас.%, мусковіт – 33,6 мас.%, кальцит – 10,9 мас.%. Інтенсивність 
кривої світіння TL при 325°C була виміряна для оцінки історичної дози зразка, яка виявилася 22,19±1,36 Гр. Концентрації U, Th 
і K становили 2,24±0,20 ppm, 8,31±0,80 ppm, 2,39±0,23% відповідно. Розрахунок потужності дози та віку було проведено за 
допомогою DRAC, версія 1.2, і отримані результати такі: потужність дози в навколишньому середовищі: 3,46±0,19 мГр/рік; вік 
зразка: 4,400±530 років до н.е., що відповідає стратиграфічно оціненому віку цієї території та радіовуглецевому віку 
(4270±160 до н.е.), про які ми повідомляли в попередній роботі. Результати, отримані в результаті цього мультидисциплінарного 
підходу, дають змогу зрозуміти технологію випалу та вік зразків кераміки. 
Ключові слова: термогравіметрія; рентгенівська порошкова дифракція; старовинна кераміка; температура відпалу; 
глина; кварц; польовий шпат 
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The study aimed to improve the precision of dating historical landmarks, specifically the Ballabur castle in Lenkaran, Azerbaijan 
Republic, using the thermoluminescence dating (TL) method. The annual dose rate, calculated with γ-spectrometer equipped with a 
hyper-pure germanium detector, was found to be 2.98±0.19 mGy/year. By employing an online dose rate and age calculator, the 
sample's age was determined to be 920±50 years, consistent with the historical estimates of this region.  
Keywords: Ballabur castle; Thermoluminescence dating; Annual dose rate; Quartz 
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INTRODUCTION 
Determining the age of archaeological artifacts poses a significant challenge in geological science and practice. This 

method exploits the accumulation of nonequilibrium charge carriers on defects in dielectric materials caused by ionizing 
radiation from natural radionuclides present in the objects being dated or their surroundings. The thermoluminescence 
(TL) method has proven to be a reliable technique for dating archaeological ceramics [1]–[3]. In the case of fired bricks, 
the determined age corresponds to the time elapsed between the firing of the product and their removal from the burial 
site [4], [5]. 

The age of brickwork in many standing buildings from Azerbaijan's late medieval and early modern periods (11th to 
19th centuries AD) can only be determined through historical records or by analyzing their design and style. However, 
this typological dating method relies on the availability of written records. This research aims to establish a standardized 
procedure for dating medieval brick structures in Azerbaijan. We collected two brick samples from the Ballabur castle in 
Lankaran, Azerbaijan, which architectural experts have already estimated to be approximately 1000 years old. 

MATERIALS AND METHODS 
Quartz, a commonly occurring mineral in raw ceramic paste, undergoes a significant change during the heat 

treatment (600-700°C). This change eliminates all previously accumulated charge carriers within the quartz, which have 
been building up since the mineral's formation. Consequently, when employing the thermoluminescence method for 
dating, a reset to a zero state occurs through the heating process during ceramics, bricks, or pottery manufacturing. 

However, in solid materials like quartz crystals, there are traps at various energy levels for both electrons and holes. 
To determine the age of ceramics, the trapped electrons' (or holes') lifetime at room temperature should be at least 
10-20 times longer than the age of the studied objects. In practical terms, the TL peaks with a luminescence maximum of
230-375°C in quartz and feldspars are well-suited for dating purposes.

The methodology for using thermoluminescence (TL) to determine the absolute age of artifacts is based on the
observation that, up to a specific limit, the accumulation of TL in traps is roughly proportional to the radiation dose. This 
dose, in turn, depends on the intensity of irradiation and the duration of exposure [6]. The age of the studied material was 
calculated by experimentally determining the increase in TL per unit of absorbed radiation dose and the rate of natural 
radioactivity according to the protocol described in [2], [7]. 

The experiment utilized quartz samples extracted from two bricks sourced from Bellabur Castle through 
conventional chemical separation techniques [8]. The brick samples exhibit a light red color attributed to hematite (Fe2O3), 
known for its strong coloring properties in pottery. Even a minimal concentration of 1% hematite was sufficient to produce 
a reddish hue during the firing process under oxidizing conditions [4]. The brick sample underwent a series of steps, 
including crushing and sieving, to obtain grain size fractions of 80 to 120 µm. The targeted grain fraction was then treated 
with HCl, subjected to heavy liquid separation, and etched in 40% HF [9], [10]. Precipitated fluorides were subsequently 
dissolved using HCl. To ensure the purity of the quartz concentration, XRF analysis was performed, and the amount of 
SiO2 in the extracted samples was 98.5%. 

As a result of methodological advancements, it was discovered that the most favorable measurement outcomes were 
achieved using powder samples weighing approximately 5 mg, with particle sizes ranging from 0.1 to 0.25 mm. 

Before conducting the ED measurements, the grains underwent a preheating process to eliminate any influence from 
unstable traps on luminescence counts. Experimenting determined that preheating the grains at 200°C for 12 minutes 
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yielded relevant results. The uncertainties in the measurements were calculated, taking into account the losses caused by 
anomalous fading. 

The samples' natural TL (thermoluminescence) was recorded using the HarshowTLD 3500 Manual Reader. Each 
non-irradiated sample underwent five measurements. For accurate TL analysis, it is crucial to maintain linearity during 
the heating process. In this study, the sample was heated linearly up to 400°C at a rate of 5°C/s, which met the needs of 
the TL analysis instruments. A 3 mm heat-absorbing filter (Schott KG-1) was positioned in front of the tube. 

To safeguard the photomultiplier tube against blackbody radiation. The irradiation process was conducted at room 
temperature using a 60Co source at various dose levels ranging from 5 to 25 Gy. The dose rate of the 60Co source was 
determined using the Magnettech Miniscope MS400 EPR Spectrometer. The dose was measured using individually 
wrapped BioMax Alanine Dosimeter Films with barcode labels developed by Eastman Kodak Company [11]. The 
irradiated samples, weighing approximately 5±0.5 mg, were then read after two days in an N2 atmosphere using a 
Harshaw 3500 manual reader, employing a linear heating rate of 5°C/s. 

One of the fundamental steps in luminescence dating is calculating the annual dose rate, which represents the 
radiation dose received by the sample per year. In our study, this dose rate comprises three components: i) the beta dose 
contribution originating from the brick samples themselves, ii) the gamma dose contribution arising from the surrounding 
soil, and iii) a specific contribution from cosmic radiation. Soil samples were collected close to the pottery sample to 
determine the natural dose rate. The concentrations of Uranium, Thorium, and Potassium in the soil were measured using 
the Canberra GR4520 gamma spectrometry system. This system is equipped with a high-resolution GeHP (hyper-pure 
germanium) detector and 15 cm lead shielding, providing a resolution efficiency of 43.5% for 661.6 keV. 

RESULTS AND DISCUSSIONS 
When irradiated quartz grains are heated from room temperature to 500°C, multiple TL (thermoluminescence) peaks 

can be observed [12]. In the case of quartz inclusions extracted from pottery, two peaks were identified above 300°C. The 
peak observed at the temperature of 375°C is considered more favorable compared to the lower shoulder peak of around 
325°C. Another peak that emerges under laboratory irradiation is observed around 110°C, the basis for the "pre-dose 
dating" method. This method utilizes the peak height to monitor dose-dependent sensitivity changes after heating to 
500°C. Fig. 1 depicts the dose-response of the TL glow curve, where samples were irradiated using a 60Co gamma source, 
and TL glow curves were measured two days after irradiation. 

Figure 1. Dose-dependent TL intensity of irradiated quartz at various doses: (1) 
Natural quartz extracted from the brick; Quartz irradiated at (2) 5 Gy, (3) 10 Gy, 
(4) 15 Gy, (5) 20 Gy, and (6) 25 Gy

To assess the environmental dose rate, a soil sample collected near the pottery sample was air-dried and kept in a 
closed environment for one month. The determined concentrations of Uranium (U), Thorium (Th), and Potassium (K) 
were found to be 2.21±0.20 ppm, 9.71±1.10 ppm, and 1.90±0.10%, respectively. 

To identify a stable temperature range for the glow curve of the samples, the plateau test, as described by [12], was 
conducted. This procedure involved comparing the natural TL glow curve with the glow curve obtained after laboratory 
irradiation. The region exhibiting a plateau indicated thermal stability, as the ratio between the natural TL signal and the 
signal from the laboratory-irradiated sample remained constant. The archaeological dose was determined by integrating 
the plateau region of the respective glow curves and subtracting the background signals recorded after each measurement. 

By plotting the intensity of the TL glow-curve at 350°C against the absorbed dose and extrapolating backward, the 
estimated historical dose was determined to be 2.93±0.30 Gy (Fig. 2).  

Precise determination of the environmental radiation dose rate is crucial for trapped charge datings methods like 
luminescence and electron spin resonance dating. While the calculation of the environmental radiation dose rate itself 
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may not be mathematically intricate, incorporating multiple variables and accounting for uncertainties can present 
challenges. The Dose Rate and Age Calculator (DRAC) has been developed as an accessible web-based tool [13] to 
address this issue. DRAC allows users to swiftly calculate environmental dose rates for various trapped charge dating 
applications by selecting a range of recently published attenuation and conversion factors that ensures robust and 
reproducible environmental radiation dose rate calculations, enhancing the accuracy of age estimations [13]. Using the 
DRAC version 1.2 software, dose rate and age calculations were performed. The output results are as follows: The 
environmental dose rate was determined to be 2.98±0.19 Gy/ka (gray per kilo annum), indicating the rate of radiation 
absorbed from the surroundings. The moisture content of a sample plays a significant role due to its impact on water dose 
absorption. When archaeological samples contain water, it absorbs a portion of the radiation, impeding the radiation 
energy from reaching the quartz grains. As a result, a dry sample's dose rate can be higher than a moist sample. This 
disparity can potentially lead to an underestimation of the sample's age. Hence, it is crucial to determine the percentage 
of water in the laboratory analysis of the samples and to consider when the dose rate is calculated.  

Additionally, the cosmic dose rate, which refers to radiation from cosmic sources, was calculated to be 
0.10±0.01 Gy/ka. Based on these calculations, the sample's age was estimated to be 920±50 years. 

Figure 2. Relationship between TL signal intensity (in arbitrary units) and adsorbed dose 
in quartz extracted from bricks at Ballabur Castle 

CONCLUSION 
Despite being in its preliminary stage and involving a limited range of samples, this study has successfully 

showcased the potential of utilizing the TL technique on quartz inclusions for obtaining luminescence ages of late 
medieval bricks. Applying the thermoluminescence (TL) dating method has provided valuable insights into the age 
determination of archaeological ceramics, specifically in the case of the Ballabur castle in Lenkaran, Azerbaijan Republic. 
By analyzing the TL peaks and conducting measurements on both irradiated and non-irradiated samples, significant 
progress has been made in establishing a standardized procedure for dating medieval brick structures. 

The assessment of the environmental dose rate and cosmic dose rate, conducted with the help of software like DRAC, 
has provided vital information for age calculations. Considering factors such as the concentration of Uranium, Thorium, 
and Potassium in the soil, along with the historical dose estimation from TL glow-curve intensity, the age of the sample 
from the Ballabur castle was approximately 920±50 years. 

These findings highlight the significance of TL dating methods in archaeological research, particularly for historical 
ceramics. The established methodology and measurements presented in this study contribute to the broader understanding 
and precise dating of medieval structures in Azerbaijan. Continued advancements in TL dating techniques will enhance 
our knowledge of ancient civilizations and aid in uncovering past mysteries. 
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УСПІХИ В ТЕРМОЛЮМІНЕСЦЕНТНОМУ ДАТУВАННІ: ПРИКЛАД СЕРЕДНЬОВІЧНИХ ЦЕГЛЯНИХ
КОНСТРУКЦІЙ В АЗЕРБАЙДЖАНІ 

Сахіб Мамедов, Акшин Абішов 
Інститут радіаційних проблем НАНА, Азербайджан 

Дослідження мало на меті покращити точність датування історичних пам’яток, зокрема замку Баллабур у Ленкорані, 
Азербайджанська Республіка, за допомогою методу термолюмінесцентного датування (TL). Річна потужність дози, 
розрахована за допомогою γ-спектрометра, оснащеного детектором надчистого германію, виявилася 2,98±0,19 мГр/рік. За 
допомогою онлайн-калькулятора потужності дози та віку було визначено, що вік зразка становить 920±50 років, що відповідає 
історичним оцінкам цього регіону. 
Ключові слова: замок Баллабур; термолюмінесцентне датування; річна потужність дози; кварц 
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This research includes the manufacture of a polymeric nanocomposite consisting of silicone rubber/polyurethane as a base, with the 
addition of the first filler of micro-lead with a ratio of 300 pphr and the second filler of nano-lead with different ratios (0, 0.2, 0.4, 0.6, 
0.8 pphr). With the addition of hexane (liquid state) to the superposition using the casting technique at room temperature. The structural 
properties of the surfaces of the samples were measured using Fourier transformation spectroscopy (FT-IR) and the scanning electron 
microscope (SEM). In addition to studying the mechanical properties represented by each hardness, tensile, elongation, and elastic 
modulus. (FT-IR) showed the absence of a chemical reaction for all samples. While SEM measurements showed a homogeneous 
distribution of micro-lead and nano-lead in the presence of hexane equally, and there were no voids in the eyes of the prepared rubber 
equally. For the mechanical properties, we see that the hardness, tensile strength and modulus of elasticity continue to improve with 
the increase in the number of lead nanoparticles. And a decrease in elongation as a result of inverse proportion to the modulus of 
elasticity. From the results obtained, this composite can be used in gamma ray attenuation applications in shielding, especially in 
medical and industrial fields. 
Keywords: Mechanical characteristics; Silicone rubber; Polyurethane; lead; Hexane; SiR-PU/micro-Pb/nano-Pb nanocomposites 
PACS: 61.25.he, 68.35.B, 68.37.Hk, 68.60.Bs, 28.41.Qb 

1. INTRODUCTION
A composite material is made of two or more different materials that are put together at a macroscopic level to create new 

qualities that can't be made by the parts working alone. Each material has its own chemical, physical, and mechanical qualities, 
unlike metal alloys [1]. Composites are made up of a reinforcing component and a matrix phase. Materials like polymers, 
ceramics, and metals can serve as the matrix phase, while fibers, flakes, or particles provide the reinforcing phase with the 
greater strength and stiffness. Most of the time, composite materials are put into four groups: fibrous composites, laminated 
composites, particle composites, and others [2]. The potential of composites as a strengthening material for many issues related 
to infrastructure deterioration has only recently become apparent to civil engineers and the building industry [3]. Composites 
are made by combining different materials that all have useful mechanical and physical characteristics [4]. In numerous 
engineering applications, the use of massive metals decreases the product's performance. Due to their high specific stiffness and 
strength, polymer-based synthetic fibre composites began to be used in numerous applications in 1930 to surmount this 
limitation  [5]. The goal of making hybrid composites is to improve the composite characteristics by using multiple reinforcing 
agents in a single polymer matrix. The reinforcement impact can be enhanced or diminished depending on whether multiple 
reinforcing materials are used together [6]. Silicone rubber is a widely used manufactured elastomer because of its high quality 
and versatility. Silicone rubber can be subdivided into various kinds based on differences in monomer, vulcanization conditions, 
applicable environments, etc. [7]. Silicone rubber's molecular framework was built from Si-O links that alternated with one 
another. The primary cause of silicone rubber's deterioration with age was the breakdown of its molecular structure in a hot 
atmosphere. There were two major categories to the aging mechanism of silicone rubber in a thermal oxygen environment. A 
rearrangement process was initiated, on the one hand, due to the breaking of the Si-O-Si bond. However, the silicone rubber 
molecule chain structure was altered due to the oxidation of side groups [7]. Polyurethanes (PU) can be found in a wide variety 
of contemporary products. They are a type of polymer that has found extensive application in the healthcare, transportation, and 
manufacturing sectors. Polyurethanes can be found in a wide variety of goods, including furniture, coatings, adhesives, building 
materials, fibers, paddings, paints, elastomers, and synthetic skins [8] . Today's catheters are typically made from polyurethane 
or silicon elastomer. Catheter-related bloodstream infections and thrombotic complications happened significantly more 
frequently with polyurethane catheters in a study comparing 698 venous-access ports implanted at the forearm made of both 
materials. However, mechanical failures like disconnection and catheter breakage are on the rise in silicon. However, this finding 
only applies to devices and catheters inserted through a brachial port, which are subjected to distinct mechanical forces than 
those experienced through a chest port. Rubber may have an effect on catheter-related complications, as evidenced by the fact 
that significant differences were observed with regard to the used catheter material [9]. Because effective radiation protection 
materials are readily available, it is possible to use technologies that generate ionizing radiation, such as gamma rays and 
radioactive sources, without risking one's health. In this context, advancements in efficacious radiation shielding materials have 
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gained a significant importance, which motivates the researchers working in the field of nuclear radiation to continuously search 
and fabricate new radiation, some of these studies are focused on developing composite materials by incorporation of various 
filler materials in various matrices so that the various properties of these materials will be merged and one effective composite 
radiation shield will be formed. In this respect, polymers are a good example because they are highly valued matrix materials 
that can be used to develop gamma-ray barriers that are light weight, resilient, and malleable [10,11]. Nano-particles due to 
extraordinary characteristics including a high surface-to-volume ratio, are incorporated into the polymer matrices to make 
polymer-nanocomposites that have a wide range of applications for dosimetry, calorimetric, and radiation protection purposes 
especially for diagnostic X-rays [12]. Silicon rubber matrix with nanomaterials can improve the gamma radiation attenuation 
characteristics of nanocomposites because nanomaterials are more uniform and exert less force in the composite, thereby 
enhancing the material's protective capacity [13]. Many fields, including manufacturing quality control, basic science, 
astronomy, astrophysics, nuclear engineering, medicine, and even space exploration, have made significant use of X-ray and 
gamma-ray technology. However, due to long-term exposure, ionizing radiation can be harmful to people working in the field, 
to equipment, and to the ecosystem. Shielding is the most efficient way to block harmful rays in radiation uses. Since lead is the 
most commonly used material for radiation shielding, its toxicity, weight, and disposal issues have severely constrained its 
application. As a result, alloys and glasses have been developed as progressively more suitable replacements [14]. In this present 
work, polymer nanocomposites were synthesized and its structural, mechanical and radiation properties were measured. From 
the unique results obtained, it can be used in shielding applications, especially in the medical and industrial fields. 

 
2. MATERIALS AND METHODS 

The materials used in the present work are silicone rubber and polyurethane as matrix, while micro-lead and 
nanoparticles are used as additives; a sensitive electrical scale for weighing small amounts of samples [15] with a hardness 
measuring instrument for measuring the rubber's hardness [16]; the (Shore-A) hardness tester (H-17A, Congenix-Wallac) 
tested hardness experimentally, English (Kingston) [17]. Silicone rubber is combined with a specific amount of (SiR80pphr-
PU20pphr/micro-pb300pphr) nano-Pb powder (99.5% purity, 50 nm diameter) is then doped at quantities of (0, 0.2, 0.4, 0.6, 
0.8 pphr) where the mixture was stirred for 15 minutes using a Stirrer (HT-120DX) and hexane to fill the gaps and 
homogenise the lead material by casting, to make nanocomposites of (SiR80/PU20/micro-pb300/nano-pb0.8). The rubber 
samples were tested by Fourier infrared spectroscopy (FT-IR) with the wavelength range (600-4000) cm-1 [18]. Scanning 
Electron Microscope (SEM) and measuring some mechanical characteristics of rigidity represented by the hardness, tensile, 
elongation and modulus of elastic [19]. And radiation characteristics using two elements, Cs137 and Co60, by an American-
made Geiger counter [20]. 
 

3. RESULT AND DISCUSSION 
Figure 1 represents the FT-IR spectra of the rubber composite of (SiR80/PU20/micro-pb300/nano-pb0.8), with hexane 

in the rang (600-4000) cm-1, where it was observed that there are no apparent changes in the radiation spectrum. Infrared 
for the rubber composite [21]. 

 
Figure 1. Plot of rubber composite (SiR80/PU20/micro-Pb300/nano-Pb0.8) of the sample without hexane and within hexane 

Even when the loading ratios changed, the presence of hexane closed the gaps in the rubber composite, and the 
lead distribution was equally distributed. The FTIR spectra displayed the unique bonds of vibrations. The FTIR spectra 
displayed the distinctive bonds of vibrations. These spectra of silicone rubber's distinctive peaks stretch from the 
functional groups generated in the composites when the crosslinker weight ratio increased. Absorption peaks at 
1258.4 cm−1, 790.75 cm−1, and 1010.90 cm−1 were attributable to methyl groups and Si-O bonds, respectively. The results 



541
Influence of Lead Nanoparticles on Structural, Morphological, and Mechanical...     EEJP. 3 (2023)

suggested that methyl groups on the side-chain were degraded during the corona process and the polymer main-chain 
became decomposed [22]. 

Figure 2. The sample consisting of (SiR80/PU20/micro-pb300/nano-pb0.8) was viewed on a scanning electron 
microscope (SEM) (Hitachi, Japan) before mixing the hexane. Image (B) shows lead heterogeneity and voids in the 
composite sample, while image (A) shows nanoparticles evenly distributed and no voids after mixing hexane. The two 
images are the same and have the same components and amounts [23-25]. Figure 3 shows the distribution function in 
numbers (B, B1), the diameter and area of the nanolead volume without hexane, and (A, A1), the diameter and volume 
area of the nano lead with hexane. This shows that the nano lead is evenly distributed over the sample. The polymeric 
chains crosslinked in image (A, A1) [26-27]. 

 
Figure 2. SEM image of: (A) when hexane is added, and (B) the sample without hexane 

 
Figure 3. Plot of particles distributive function for (A, A1) represents the diameter and volume area of Nano-lead when hexane is 
added. (B, B1) represent the diameter and volume area of Nano-lead without adding hexane.  

Table 1 represents the components of all batches of the composite (SiR80/PU20/micro-pb300) with different weight 
ratios of Nano-Pb (0, 0.2, 0.4, 0.6, 0.8 pphr). Table 2 represents the results of examining the mechanical properties of 
hardness, tensile strength, elongation, and modulus of elasticity. 

Table 1. Represented by fixed weight ratios of (SiR/PU/micro-Pb) with different weight ratios of (nano-Pb) 

Sample No SiR80 (pphr) + PU20 (pphr) (micro-pb) (pphr) (Nano-pb) (pphr) 
Sam 1 100 300 0 
Sam 2 100 300 0.2 
Sam 3 100 300 0.4 
Sam 4 100 300 0.6 
Sam 5 100 300 0.8 
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Table 2. Represents the results of the mechanical characteristics examination represented by hardness, tensile, elongation and modulus 
of elasticity. 

Sample No Hardness 
(Shore A) 

Tensile Strength 
(Mpa) 

Elongation at 
% 

Elastic Modulus 
(Mpa) 

Sam 1 29.7 0.544 127.5 4.2×10-3 
Sam 2 30.1 0.564 125.5 4.4×10-3 
Sam 3 32.5 0.577 120.5 4.7×10-3 
Sam 4 34.0 0.597 117.5 5.0×10-3 
Sam 5 34.7 0.614 113.5  5.4×10-3 

Figure 4. It is clear that the measured hardness values for the surface of the rubber doughs increased gradually and 
irregularly with the increase in the amount of the additive (Nano-Pb). The reason for this is due to the interference that 
occurs between the supporting material and the base material, which increases the value of the hardness. The reason for 
this is due to the occurrence of some cross-linking between the rubber chains and the additive inside the prepared dough 
that is responsible for resisting the external forces applied to it, which increases the hardness of the surface of the prepared 
material and this agrees with previous research [28]. 

Figure 4. Plot of change the hardness for different blends 
samples 

Figure 5. Plot of change the tensile strength for different 
blends samples 

Figures 5, 6 and 7 show the effect of Nano-lead powder additive with loading ratios (0,0.2,0.4,0.6,0.8 pphr) on some 
mechanical characteristics such as tensile, modulus of elasticity and elongation of the rubber composite consisting of 
silicone rubber (80). and polyurethane (20) for rubber batches, and as a result of the comparison between the effects of 
mechanical tests (tensile resistance, modulus of elasticity and elongation) as well as the radiation characteristics of the 
batches models [29]. 

Figure 6. Plot of change the elastic modulus for different 
blends samples. 

Figure 7. Represents change the elongation for different blends 
samples 

The sample (5) with components (SiR80/PU20/micro-pb300) with (nano-pb0.8) pphr was more appropriate. It achieved 
the mechanical characteristics as we notice from the figures a slight increase in the tensile strength, modulus of elasticity 
and a decrease in the amount of elongation with the increase in the loading ratio of the Nano-lead powder [30]. This is 
due to the rise in the physical bonding and the cohesion of the filler with rubber. The Nano lead powder (Pb-nano) has a 
small granular size that increases the surface area for diffusion and, thus, the formation of a larger amount of crosslinking 
with the rubber chains, and this is consistent with previous research [31]. It is also noted from the numbers that the 
decrease in the elongation diagram is explained based on the material’s arrival to the point of application, where the 
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material continues to resist until its resistance collapses as a result of the lack of space between the rubbers. The chains, 
as they are in a certain percentage, do not bear the added material, which leads to cracks and toxins in the sample. 
Flexibility, and this is consistent with previous research [32]. As for the increase in the modulus of elasticity, it can 
indicate a strong drop in elongation, and as a result of its inverse proportion to the modulus of elasticity property [33]. 
Due to the obvious increase in the modulus of elasticity and tensile strength, the loading percentage of the nano-additive 
material is increased.  

Figure 8 shows the graphical relationship between thickness and penetrating radiation (N) when using a Cs137 
radiation source and different loading ratios of (Pb-nano). Where a decrease in the value of the thickness of the half X1/2 
and an increase in both linear and mass absorption coefficients were observed with increasing loading ratios. This is due 
to the efficiency of the prepared composite in absorbing and attenuating the rays used, and this efficiency increases with 
increasing the loading percentage of lead nano powder [34] (see Table 3.). From equations (1,2) we obtain the linear 
absorption coefficient (µ) and the mass (µm). µ /                                                                                           (1) µ  µ                                                                                          (2) 

Figure 8. Graphical relationship between thickness and the number of penetrating radiation (N) when using a source (Cs137) for 
different loading ratios of (Pb-nano). 

Table 3. Linear and mass absorption coefficient and half thickness of cesium source Cs137 for different loading ratios of Pb-nano 
powder for rubber samples. 

Batch No Nano-Pb X1/2 (mm) µ (cm-1) µm (cm2/gm) 
A 0 1.678 4.131 1.487 
B 0.2 1.390 4.987 1.622 
C 0.4 1.288 5.381 1.723 
D 0.6 1.178 5.887 1.877 
E 0.8 1.186 5.842 1.861 

Figure 9 represents the results obtained for the Co60 cobalt source. The second source of electromagnetic radiation, 
the Co60 source, was used to examine the superimposed rubber models. We observed a decrease in the thickness of the 
half when the percentage of additive loading was increased. Basically about the number of particles in the radiation 
path [35], see Table 4. 

 
Figure 9. Graphical relationship between thickness and the number of penetrating radiation (N) when using a source (Co60) for 

different loading ratios of (Nano-Pb) 
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Table 4. Linear and mass absorption coefficient and half thickness of cobalt source Co60 for different loading ratios of nano-Pb powder 
for rubber samples. 

Batch No Nano-Pb X1/2 (mm) µ (cm-1) µm (cm2/gm) 
A 0 1.624 4.269 1.537
B 0.2 1.389 4.991 1.623
C 0.4 1.234 5.616 1.799
D 0.6 1.108 6.253 1.994
E 0.8 0.985 7.040 2.243

4. CONCLUSIONS
The purpose of this research is to better understand the characteristics of (SiR80/PU20/micro-pb300/nano-pb0.8) 

nanostructures for use as radiation shielding in the medical and industrial fields. These findings from our study allow us 
to conclude:  

1- When nano lead powder was added to the batch for the prepared composite of (SiR80/PU20/micro-Pb300) with a
ratio of (0.8pphr) on the mechanical properties, it led to an increase in tensile strength, hardness modulus and modulus of 
elasticity with a decrease in elongation. 

2- The prepared rubber batch samples were examined with the FTIR device, and it was noted that there was no
change in the rubber composites and We gradually obtained a physical correlation in all the composites. 

3- Also, the rubber batch samples examined by the (SEM) device were examined, as the lead was distributed evenly, 
and there were no voids on the samples prepared in the presence of hexane. 

4- The lowest thickness and the largest linear and mass absorption coefficients were obtained at the loading ratio
of 300 pphr and 0.8 pphr when using the Co60 source. 

5- The samples were tested for attenuation of radiation from the sources Cs137 and Co60 whose decay energy is
1.17563 MeV and 2.82307 MeV, respectively. The results indicated that the linear absorption coefficient (μ) and mass 
absorption coefficient (μm) are continually growing, while the half-thickness (X1/2) is decreasing with ray attenuation. 

6- The sample was selected (SiR80/PU20/micro-Pb300/nano-Pb0.8) it can be used in armor applications as an armor
suit to protect workers in the medical and industrial fields. 
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ВПЛИВ НАНОЧАСТИНОК СВИНЦЮ НА СТРУКТУРНІ, МОРФОЛОГІЧНІ ТА МЕХАНІЧНІ 

ХАРАКТЕРИСТИКИ (SiR-PU/Micro-Pb) КОМПОЗИТІВ ТА ЗАСТОСУВАННЯ 
ДЛЯ ЗАХИСТУ ВІД ВИПРОМІНЮВАННЯ 

Муса Хаван Наемa, Самір Хасан Хаді Аль-Несравіa, Мохаммед Х. Аль Мааморіb 
aКафедра фізики, Освітній коледж чистих наук, Вавилонський університет, Аль-Хілла, 51001, Ірак 

bКафедра біомедичної інженерії, Інженерний коледж, Університет Аль-Мустакбал, Вавилон, Аль-Хілла, 51001, Ірак 
Це дослідження включає виготовлення полімерного нанокомпозиту, що складається із силіконового каучуку/поліуретану як основи, 
з додаванням першого наповнювача з мікросвинцю із співвідношенням 300 pphr та другого наповнювача з наносвинцю з різними 
співвідношеннями (0, 0,2, 0,4, 0,6, 0,8 pphr). З додаванням гексану (рідкий стан) до суперпозиції методом лиття при кімнатній 
температурі. Структурні властивості поверхонь зразків вимірювали за допомогою спектроскопії з перетворенням Фур’є (FT-IR) та 
скануючого електронного мікроскопа (SEM). Також вивчались механічні властивості, асаме твердість, розтягування, відносне 
подовження та модуль пружності. (FT-IR) показав відсутність хімічної реакції для всіх зразків. У той час як SEM вимірювання 
показали рівномірний розподіл мікро- та нано-свинцю в присутності гексану, і відсутність пустот в підготовленій гумі. Стосовно 
механічних властивостей спостерігалось, що твердість, межа міцності та модуль пружності покращувалися зі збільшенням кількості 
наночастинок свинцю і зменшення подовження в результаті обернено пропорційно модулю пружності. З отриманих результатів 
видно що ця сполука може бути використана для ослаблення гамма-випромінювання, особливо в медицині та промисловості. 
Ключові слова: механічні характеристики; силіконова гума; поліуретан; свинець; гексан; SiR-PU/мікро-Pb:нано-Pb 
нанокомпозити 
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This study uses the chemical precipitation method to investigate the structural and optical properties of MgO:SnO2 nanoparticles. The 
thin films were deposited by the spin coating technique on glass substrates. X-ray diffraction analysis proved the crystalline structure 
of prepared thin films, with the peaks corresponding to the (110), (101), (200), (211), and (220) planes, with the tetragonal SnO2 
crystal structure. Fourier transforms infrared (FTIR), and scanning electron microscope (SEM) are used to characterize the functional 
groups, shape, and dimensions of synthesized metal oxide nanoparticles. The optical properties of the films were studied by UV-Vis 
spectroscopy. The bandgap energy was estimated to be in the range of (3.9-3.4 eV). The refractive index and extinction coefficient of 
the films were also determined, and the results indicated that the films had good transparency in the visible region. The study 
concludes that MgO:SnO2 thin films obtained by the spin coating technique have potential applications in optoelectronics and gas 
sensors. 
Keywords: MgO:SnO2 films; Spin coating technique; Precipitation method; Structure; Optical properties 
PACS: 73.20.At, 78.20.-e, 77.55.+f 

INTRODUCTION 
MgO:SnO2 nanoparticles are composite particles consisting of magnesium oxide (MgO) and tin dioxide (SnO2) in the 

form of nanoparticles. These nanoparticles can be synthesized using various methods, including sol-gel [1,2], co-
precipitation [3], and hydrothermal methods [4]. MgO:SnO2 nanoparticles have attracted significant attention due to their 
unique properties, such as high surface area, high reactivity, and good stability [5]. These properties make them suitable for 
various applications, including gas sensing, catalysis, energy storage, and biomedical applications. One of the main 
applications of MgO:SnO2 nanoparticles is in gas sensing [6]. These nanoparticles have been shown to exhibit excellent 
sensitivity and selectivity towards various gases, such as CO, NO2, and H2 [7]. The high surface area of the nanoparticles 
provides a large surface area for gas adsorption, while the SnO2 component provides a high catalytic activity for gas 
oxidation . In addition, MgO:SnO2 nanoparticles have been investigated for their catalytic activity in various reactions, such 
as CO oxidation, methanol synthesis, and photocatalysis [8]. The unique properties of the nanoparticles, such as their size 
and composition, can be tuned to optimize their catalytic activity [9]. MgO:SnO2 nanoparticles also show promise in 
energy storage applications, such as in lithium-ion batteries [10,11]. The nanoparticles can be used as anode materials due 
to their high lithium-ion storage capacity and good cycling stability . Furthermore, MgO:SnO2 nanoparticles have potential 
biomedical applications, such as in drug delivery and cancer therapy [12]. The nanoparticles can be functionalized with 
various ligands and drugs to target specific cells or tissues, and their high stability and biocompatibility make them suitable 
for in vivo applications . Overall, MgO:SnO2 nanoparticles have a wide range of potential applications due to their unique 
properties and can be synthesized using various methods [13,14] . 

Spin coating is a popular method for depositing thin films, especially for research and development purposes, due to 
its ease of use, low cost, and compatibility with various materials. In this method, a liquid solution containing the desired 
precursor materials is first applied onto a spinning substrate, such as a glass or silicon wafer [15,16]. The centrifugal force 
generated by the spinning causes the solution to spread uniformly across the substrate and evaporate, leaving behind a thin 
film on the surface [17] . MgO:SnO2 thin films obtained by spin coating have potential applications in various fields, 
including optoelectronics [18], and gas sensors [19]. The properties of the thin films, such as their thickness, composition, 
and morphology, can be tuned by adjusting the concentration and ratio of the precursor materials in the solution and the 
spin-coating parameters, such as spin speed, spin time, and temperature [20]. 

The study aimed to characterize MgO:SnO2 by Co-Precipitation method and prepares thin films by spin coating and 
study the structural properties of the nanoparticles using XRD analysis, determine the surface morphology using SEM, 
investigate the optical properties of the thin films using UV-Vis spectroscopy, and study the properties of MgO:SnO2 thin 
films obtained by spin coating. 

EXPERIMENTAL PART 
1. Materials . Magnesium chloride MgCl2.6H2O, Tin chloride SnCl2.2H2O, Ammonium hydroxide solution,

Deionized water 

† Cite as: R.H. Ayoub, M.H. Al-Timimi, M.Z. Abdullah, East Eur. J. Phys. 3, 546 (2023), https://doi.org/10.26565/2312-4334-2023-3-64 
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2. Equipment. Magnetic stirrer (China-Wincom Co. Ltd.), Glass beaker, Centrifuge (China-Wincom Co. Ltd.),
Drying oven (Germany -Memmert UE 500 Lab Oven), Spin coating device (Britain-Ossila co.). 

3. Procedure . Weigh out the desired amounts of Magnesium chloride and tin (IV) chloride and dissolve them in
deionized water separately, Slowly add the Magnesium chloride solution to the tin chloride solution while stirring 
continuously with a magnetic stirrer with percentages MgO1-x: SnO2 x (x=0.2,0.3,0.4,0.5), adding Ammonium hydroxide 
solution to the mixture until the pH reaches around 9, The mixture will turn white and a precipitate will form, Continue 
stirring the mixture for another 2-3 hours to ensure complete precipitation of the nanoparticles, Centrifuge the mixture at a 
high speed (around 10,000 rpm) for 15-20 minutes to collect the precipitate, Washing the precipitate with deionized water 
to remove any impurities and residual reactants. Finally Drying the nanoparticles in an oven at a low temperature (around 
80°C) for several hours until all the solvent is evaporated and the nanoparticles are fully dried and Calcination at 800°C. 

The MgO1-x: SnO2 x (x=0.2,0.3,0.4,0.5), thin films were prepared by the addition (the MgO1-x: SnO2 nanoparticles 
dissolved in ethylene glycol with a mass ratio (0.1:10) at room temperature), the MgO, SnO2, and MgO:SnO2 
concentration was 0.1 g. Glass substrates were successively cleaned with acetone, ethanol, and deionized water. MgO, 
SnO2, and MgO:SnO2 thin films were deposited on the glass substrates by spin coating at room temperature with a rate 
of 2000 rpm for 30 s, the spin-coating step, the films were heated on a hot plate at 30-50 °C in the air for 10 min to 
remove organic contaminations. 

RESULTS AND DISCUSSION 
The X-ray diffraction (XRD) test was carried out on prepared samples to determine the crystal structure type and the 

crystalline size using an x-ray (Shimadzu-6000) diffractometer, with wavelength (λ=1.54060ᵒA) and voltage (40 KV). 
Fig. 1 shows the obtained XRD patterns of prepared samples. The detected peaks at (2Ɵ = 36.98ᵒ, 42.97ᵒ, 62.39ᵒ, 74.8ᵒ and 
78.75ᵒ) of the crystalline planes (111), (002), (022), (113) , and (222) demonstrated the formation of cubic MgO structure, 
space group (Fm-3m no. 225), with lattice parameters (a=b=c= 4.2060 Aᵒ) and (α=β=γ=90ᵒ), which well agreed with the 
standard data (JCPDS 98-016-9450). While the peaks at (2Ɵ = 26.59ᵒ, 33.89ᵒ, 37.96ᵒ, 51.79ᵒ, 54.77ᵒ, 57.85ᵒ, 61.9ᵒ, 64.77ᵒ, 
65.99ᵒ, 71.31ᵒ and 78.74ᵒ) of the planes (110), (011), (020), (121), (220), (002), (130), (112), (031), (002) , and (231) 
attributed to the Cassiterite tetragonal SnO2 structure, space group (P42/mnm no.136), with lattice parameters 
(a = b = 4.7360 Å and c = 3.1850 Å) and (α=β=γ=90ᵒ) corresponded to the standard data (JCPDS 98-003-9173). As shown 
in Fig. 1(a,b). 

Figure 1. XRD patterns of synthesized samples 

The XRD results revealed the highly pure crystalline structure of the synthesized MgO, SnO2, and MgO:SnO2 
nanoparticles, where there are no impurities peaks appearing in the obtained XRD patterns. After doping with MgO, 
observed that the crystal structure of SnO2 has not changed in all MgO ratios (50, 60, 70 and 80 wt. %), suggesting that 
the Mg ions were incorporated within the SnO2 crystalline lattice, cassiterite tetragonal structure of pure MgO:SnO 
nanoparticles with space group (P42/mnm no.136) obtained. The XRD patterns demonstrated that the peaks intensity of 
pure SnO2 decreased after the doping process, while the full-width half maximum value (FWHM) increased, which can 
be attributed to the SnO2 crystalline growth decreased by Mg ions doping as shown in Fig. 1(c,d,e,f), this is due to the 
smaller diameter of Mg ions (0.067 nm) compared to the tin ions (0.071 nm) [21, 22]. 

The crystalline sizes of the pure MgO, SnO2 and different ratio (50, 60, 70 and 80 wt. %) of Mg ions doped SnO2 
were calculated depending on the highest XRD peak using Scherrer’s equation [23], to be (24.5 nm), (35.42 nm), 
(19.89 nm), (18.97 nm), (14.55 nm), (14.11 nm) respectively. The results indicated a clear decrease in crystalline size 
with the doping Mg ions ratio, as a result of the difference in the ion size of Sn and Mg ions [24]. 

The samples have been investigated using the FTIR test to determine the functional groups within the prepared 
materials. The FTIR spectra of MgO, SnO2, and MgO:SnO2 powder in the wavenumber range (500-4000 cm-1) are 
shown in Fig. 8. The stretching and bending vibrations of metal-oxygen (MgO and SnO2) bonds detected at the range 
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(1500-900 cm-1), spectroscopic evidence points to the presence of Sn-O and Mg-O vibrations bonds at the broad peak 
centered around (616 cm-1) [23]. 

 
Figure 2. FTIR curve of synthesized samples 

Figure 3 presents the results of Scanning Electronic Microscopy images and particle size distributions of prepared 
samples. The synthesized nanoparticles exhibited a semi-spherical nanoparticle of all samples, as shown in 
Fig. 3 (a,b,c,d,e,f). The results revealed that the average particle size of pure MgO is about (117.93 nm), while the 
smaller average particle size (90.07 mn) for pure SnO2 nanoparticles. As presented in Fig. 3(a, b), the SEM images 
clearly show that the SnO2 nanoparticles are approximately identical in size. Fig.  3(c,d,e,f) showed the morphology of 
MgO nanoparticles doped with different ratios of SnO2. The SEM images revealed the agglomeration of doped 
nanoparticles with semi-spherical shapes, and the MgO:SnO2 nanoparticles gathered as clusters. Finally, the SEM image 
demonstrated that the average particle size significantly decreased with the doping with the SnO2, to be (48.71 nm), 
(48.5 nm), (50.05 nm) and (50.3 nm) of the SnO2 ratio (50, 60, 70 and 80 wt. %) respectively, which can be attributed to 
the smaller ionic radius of Sn ions compared with Mg ions [24, 25].  

  

  

  

Figure 3. SEM images and particle size distribution of prepared samples (a) pure MgO, (b) pure SnO2, (c) MgO(0.5): SnO2(0.5) , 
(d) MgO(0.6): SnO2(0.4), (e)  MgO (0.7): SnO2(0.3) , (f) MgO(0.8): SnO2(0.2) 
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UV-Vis absorption spectroscopy is a useful technique to investigate the optical properties of prepared films. The 
films were deposited on glass substrates using the spin coating technique. Optical measurements are conducted in the 
range of 200-1200 nm to determine the optical parameters. The optical absorption and transmission spectra of the MgO 
nanoparticles revealed a change in the band gap transition as the concentration of SnO2 is increased, with a higher 
percentage of dopant, there is a small shift toward the longer wavelength region. The sharp increase in the spectra at the 
absorption edge demonstrates highly crystalline nanoparticles with few surface defects within the films [26, 27] . 
Transmittance and reflectance were calculated separately, the transmittance spectra of the films are plotted as a function 
of the wavelength of incident light of all MgO:SnO2 samples. The transmittance spectra is directly related to the 
concentration of SnO2, It is worth noting that the maximum value of reflectance occurs at a wavelength of 350 nm and 
decreases with the visible wavelength as shown in Fig. 4 . 

Figure 4. (a) Transmittance and (b) reflectance spectra of prepared MgO:SnO2 films 

The absorption coefficient (α) was determined using the following equation, which was derived from the 
absorptance spectrum [28] : α = 2.303 ୲ (1)

The absorbance (A) is used in the calculation of the absorption coefficient (α), As depicted in Fig. 5, the 
absorption coefficient (α) decreases as the concentration of MgO increases. This is attributed to the increase in the 
energy gap that occurs with higher concentrations of MgO . 

The absorption coefficient (α) describes how well a material can absorb light at a particular wavelength. In the 
case of MgO: SnO2 film, an increase in the concentration of MgO leads to a widening of the bandgap [29], which is the 
energy range where electrons are not available to absorb photons [30,31]. This means that fewer photons are absorbed 
by the film, resulting in a decrease in the absorption coefficient (α). Therefore, as the concentration of MgO increases, 
the film becomes less efficient in absorbing light, causing a decrease in the absorption coefficient,  which agreed with 
the results [32, 33] . 

Figure 5. Absorption coefficient (α) of prepared MgO:SnO2 films 

Fig. 6 shows the bandgap energy of pure MgO film, pure SnO2 film, and MgO:SnO2 films. The bandgap energy of 
the sample can be determined using the formula [34,35] : 
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 𝛼ℎ𝜗 = 𝐶(ℎ𝜗 − 𝐸)ଵ ଶൗ  (2) 

Assuming a constant value (C) for the absorption coefficient (α), the bandgap energies of MgO: SnO2 
nanoparticles were approximately 3.9 eV, while those of tin oxides were around 3.6 eV. The bandgap energy of pure 
MgO was approximately 3.5 eV. These values were obtained for (MgO) (SnO2) (MgO: SnO2) films. When these two 
materials are combined in the form of a composite film, their bandgap energies are affected by several factors, including 
the concentration of the materials and the degree of crystallinity [36]. The addition of SnO2 to MgO can cause the 
bandgap energy to decrease, as observed in the case of the MgO:SnO2 films. This is due to the change in the electronic 
structure of the composite film, which arises from the interaction between the two materials [37,38] . 

  

  

  
Figure 6. Energy band gap curves of prepared samples (a) pure MgO, (b) pure SnO2, (c) 80%MgO:20%SnO2, (d) 

80%MgO:20%SnO2, (e) 80%MgO:20%SnO2, (f) 80%MgO:20%SnO2 

By using relation (3), the refractive index of both pure MgO, SnO2 films, and (MgO: SnO2) films has been 
calculated [39]. 

 n୭ = ଵାୖଵିୖ + ( ସୖ(ଵିୖ)మ − k୭)ଵ/ଶ (3) 
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Figure 7. (a) Refractive index and (b) extinction coefficient curves of prepared films 

The absorption spectra can be used to calculate the extinction coefficient from the equation (4) [40,41]: k୭ = ସ (4) 

The fundamental dielectric constant is shown in Figure 8. We can see that the value of 60% MgO:40%SnO2 is 
maximum (5) at the photon Energy (3.5eV), while the value of 70% MgO:30% SnO2 decreases to (3) at the wavelength. 
(3.5eV). The values of (no) and (ko) are connected to the real (εr) and imaginary (εi) components of the dielectric 
constant, The formulae (5) and (6) were utilized to calculate the values of (εr) and (εi), respectively [42, 43]: ε୰ = n°ଶ − k°ଶ (5)ε୧ = 2n°k° (6)

Figure 8. (a) Real part and (b) imaginary part of dielectric constant curves of prepared films 

Figure 8(a) presents the real dielectric constant with the highest value of 5.21 observed at a photon energy of 
3.5 eV of the 60%MgO:40%SnO2 film, while the lowest value of 3.18 is observed at the photon energy of 3.25 eV of 
the 70%MgO:30%SnO2 film. Figure 8(b) illustrates the imaginary dielectric constant, with the highest value of 
0.384 observed at a photon energy of 1.3 eV for the Pure MgO film, and the lowest value of 0.023 observed at the 
photon energy of 0.384 eV for the 70%MgO:30%SnO2 film. In general, both the real and imaginary dielectric constants 
exhibited a change in the behavior with an increase in the doping ratio [44,45] . 

CONCLUSIONS 
The co-precipitation method proved successful in synthesizing MgO, SnO2, and MgO:SnO2 nanoparticles with 

distinct characteristics. X-ray diffraction analysis revealed an average crystallite size of 33 nm, while particle size 
analyzer results indicated an average particle size of 22 nm. The samples exhibited different crystal structures, with 
MgO having a cubic structure, SnO2 nanoparticles showing a tetragonal structure, and MgO:SnO2 displaying a 
tetragonal structure as well. SEM images provided further evidence of spherical and aggregated particles with a 
granular crystalline structure. The nanoparticles were further characterized using UV-Vis spectroscopy. It was observed 
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that increasing the SnO2 concentration doping led to enhanced transmittance in the MgO:SnO2 films. Moreover, the 
energy band gap increased with higher SnO2 concentration, the refractive index, extinction coefficient, and real and 
imaginary dielectric constant components of the material also increased with rising SnO2 concentration. The 
synthesized nanoparticles have potential applications in various fields, such as optoelectronics, and sensors. 
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ПОЛІПШЕННЯ СТРУКТУРНИХ ТА ОПТИЧНИХ ВЛАСТИВОСТЕЙ 
НАНОСТРУКТУРНИХ ПЛІВОК MgO: SnO2 

Р.Х. Аюбa, Мухаммад Х. Аль-Тіміміa, М.З. Абдуллахb 
aДепартамент фізики, науковий коледж, університет Діяла, Ірак 

bУправління досліджень матеріалів, Міністерство науки і технологій, Ірак 
У цьому дослідженні використовується метод хімічного осадження для дослідження структурних і оптичних властивостей 
наночастинок MgO:SnO2. Тонкі плівки були нанесені методом центрифугування на скляні підкладки. Рентгеноструктурний 
аналіз підтвердив кристалічну структуру отриманих тонких плівок з піками, що відповідають площинам (110), (101), (200), 
(211) і (220), з тетрагональною кристалічною структурою SnO2. Інфрачервона Фур’є спектрометрія (FTIR) і скануючий
електронний мікроскоп (SEM), використовували для характеристики функціональних груп, форми та розмірів синтезованих
наночастинок оксиду металу. Оптичні властивості плівок вивчали за допомогою спектроскопії UV-Vis. Енергія забороненої
зони була оцінена в діапазоні (3,9-3,4 еВ). Також було визначено показник заломлення та коефіцієнт екстинкції плівок.
Результати показали, що плівки мають хорошу прозорість у видимій області. У дослідженні зроблено висновок, що тонкі
плівки MgO:SnO2, технікою покриття методом центрифугування, мають потенційне застосування в оптоелектроніці та у
газових датчиках.
Ключові слова: плівки MgO:SnO2; техніка спінового покриття; метод осадження; структура; оптичні властивості
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Solid-state dye-sensitized solar cells (SSDSC) have been fabricated using two different metal oxide materials, graphene oxide and 
titanium oxide, are used as hole and electron transport materials, respectively. The N719 dye ruthenium between the hole and electron 
transport materials to act as an absorber layer in your Go/N719dye/TiO2 solar cells. Through the SCAPS-1D simulation, it was found 
that the Go/N719dye/TiO2 solar cells have significantly improved the performance of the solar cells compared to the Go/TiO2 solar 
cells. Specifically, the short circuit current (Jsc) has increased from 0.17 mA/cm2 to 1 mA/cm2, the open circuit voltage (Voc) has 
increased from 0.2 V to 1 V, and the power conversion efficiency (η) has increased from 0.02% to 2.5%. Additionally, Various factors 
that can affect the performance of Go/N719 dye/TiO2 solar cells. It was found that the optimal dye thickness for achieving high short 
circuit current density, high power conversion efficiency, and high open circuit voltage is between 200nm and 300nm. Furthermore, 
the operating temperature of the solar cells also affects their performance. Increasing the operating temperature negatively affects the 
open circuit voltage and power conversion efficiency of the cells, while the short circuit current density is slightly enhanced. Finally, 
the efficiency of a solar cell can be affected by the type of metal used for the electrode and the type of semiconductor material used in 
the cell. In Ni and Cu electrodes solar cells ohmic contacts allow for efficient transfer of electrons, whereas Schottky barriers can 
impede electron flow and reduce efficiency in Mo and Ag electrodes solar cells. 
Keywords: SCAPS; Graphene oxide; Operating temperature; Thickness; Work function; Parameter of solar cells 
PACS: 42.79.Ek,  78.20.Bh, 72.80.Le, 73.30.y, 73.40.Kp 

1. INTRODUCTION
Photovoltaic (PV) technology is used to convert sunlight into electricity, and it typically involves the use of solar 

cells made of semiconductor materials such as silicon [1.2] Hybrid photovoltaic cells have different semiconductor layers 
and junctions that allow them to create hole-electron pairs more efficiently, which leads to better performance such as 
Dye-sensitized solar cells (DSSCs). This device is a specific type of hybrid PV cell that uses a layer of organic dye to 
absorb light and create electron-hole pairs, which are then transported to an electrode by a layer of inorganic Nano-
crystalline material [2-4]. They several advantages over traditional silicon-based solar cells, including lower production 
costs and the ability to generate electricity in low-light conditions. However, they also have some limitations, such as 
lower efficiency and shorter lifespan. Nevertheless, DSSCs are a promising technology that could help to make solar 
energy more accessible and affordable in the future [4]. 

The common hole conductor used in fabricating dye-sensitized MOSCs (Metal-Oxide-Semiconductor Cells) is an 
electrolyte composed of an iodine couple dissolved in an organic solvent [3,5]. This electrolyte plays a crucial role in the 
functioning of the MOSCs by providing the pathway for the transport of holes from the dye to the electrode. However, as 
known, there are certain problems associated with using electrolyte as the hole conductor. One of the main issues is the 
requirement for a good seal to prevent any leakage of the electrolyte, which can be challenging to achieve over long 
periods of time [5]. This leakage can not only affect the performance of the MOSCs but can also pose safety risks. To 
overcome this problem, researchers have been exploring alternative hole conductors, such as solid-state hole conductors 
or organic hole-transporting materials. These materials can offer improved stability and reliability compared to 
electrolytes, while also reducing the risk of leakage and increasing the lifetime of MOSCs. For example, solid-state 
materials such as PEDOT: PSS have been investigated as an alternative to electrolytes as the hole conductor in MOSCs. 
PEDOT:PSS has several advantages, such as high work function, high conductivity, high optical transmittance, easy 
solution process ability, and potential application on flexible substrates, which make it an attractive material for MOSCs 
and other solar cell application [ 6]. Recently m Yuhan Wu produced high efficiency solar cells of 18% utilizing bromide 
(KBr) into poly (3,4-ethylenedioxythiophene): polystyrene sulfonate) (PEDOT:PSS) to improve its own conductivity and 
interfacial charge transfer [7]. On other hand, there are also some drawbacks to using PEDOT:PSS as a hole transport 
layer. PEDOT:PSS can also be sensitive to moisture, leading to decreased performance and stability over time [8]. As a 
result, researchers are actively exploring alternative hole transport materials that can offer better performance, stability, 
and cost-effectiveness. Some promising options include metal oxides (such as TiO2 or SnO2), conjugated polymers (such 
as PTB7 or P3HT), and carbon-based materials (such as graphene or carbon nanotubes). Graphene oxide (GO) has been 
investigated as a potential alternative to PEDOT:PSS as a hole transport material in solar cells. GO has several interesting 
properties, including a band gap energy of 3.5 eV, excellent transparency, low production cost, large scale production 
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capability, good solubility in many solvents, and high hole mobility [5,8]. Due to these properties, GO has been 
demonstrated to be a promising material for improving the efficiency of solar cells. Its high transparency allows for more 
light to pass through the cell and be absorbed by the active layer, while its high hole mobility can facilitate the transport 
of charge carriers and reduce the recombination of electrons and holes. Other important part in DSSCs is ruthenium dyes. 
It has indeed been extensively studied in photochemistry due to their remarkable properties such as chemical stability, 
excited state reactivity, luminescence, and long excited state lifetime [9,10]. 

This study aims to examine various factors that affect the performance of the solar cell, such as the presence of N719 
Ruthenium dye, the thickness of the dye layer, the work function of the back contact, and the temperature. This 
information can provide insights into optimizing the design and performance of the solar cell. SCAPS-1D simulation 
package is a powerful tool for modeling the physical and electrical behavior of solar cells, including the absorption of 
light, generation and transport of charge carriers, and recombination processes [11]. It can simulate the effect of different 
parameters on the device performance, allowing for the optimization of the solar cell design. 
 

2. NUMERICAL MODELING AND STRUCTURE DEVICE 
Solar Cell Capacitance Simulator (SCAPS-1D) is a one-dimensional solar cell simulation program developed by the 

department of Electronics and Information Systems (ELIS) at the University of Gent, Belgium [11]. The purpose of 
SCAPS-1D is to simulate and evaluate the performance of Single-Step Deposition-Synthesized Solar Cells (SSDSC). It 
is also capable of modeling a variety of solar cell parameters and characteristics, including electrical and optical 
properties, interface and bulk recombination, and temperature and illumination dependence. SCAPS-1D uses a drift-
diffusion approach to simulate carrier transport and considers the effects of doping, carrier lifetime, and surface 
recombination velocity on the cell's performance. The program has been validated against experimental data and has been 
used in various research studies to analyze the performance of different types of solar cells. Initially, the program was 
used to simulate the performance of solar cells made of CuInSe2 and CdTe materials [11]. Later on, researchers began 
using the program to simulate the performance of crystalline solar cells and other types of materials [12]. 

This work has utilized SCAPS, a modeling software for solar cells, to investigate how certain parameters of the cells 
are affected by varying factors. Specifically, the thickness of the dye layer, operating temperature, and work function of 
the back contact were examined, and the efficiency, short circuit current density, and fill factor were extracted as 
parameters of interest. This was accomplished by analyzing the current density versus voltage of the solar cells under 
different experimental conditions. The SSDSC is a layered structure consisting of main layers): Graphen oxide (Go), nano 
crystalline Titanium oxide (TiO2), N719 Ruthenium Dye, back contact and front contact. Figure 1 show schematic 
diagrams of TiO2/dye/Go solar cells. 

 
Figure 1. Schematic of the GO/N719dye/nc-TiO2 solar cells 

From previous literatures (13-15) Tables 1 and 2 present the input parameters used in SCAPS simulators for studying 
the performance of solar cells. 
Table 1. Parameters for TiO2, Go and N719 Ruthenium Dye 

Material properties TIO2 Go N719 Ruthenium Dye 

Thickness(nm) 2000 200 Vary 
Bandgap (ev) 3.2 3.25 2.37 
Electron affinity(ev) 4.200 1.9 3.9 
dielectric permittivity(relative) 10 3 30 
CB effective density of states (1/cm3) 2.000E+17 2.2E+21 2.400E+20 
VB effective density of states (1/cm3) 6.000E+17 1.8E+21 2.500E+20 
Electron mobility (cm3 /Vs) 100 100 5 
hole mobility (cm3 /Vs) 25 300 5 
Shallow uniform donor density ND (1/cm3) 1.000E+17 0 0 
Shallow uniform acceptor density ND (1/cm3) 0 1 E+16 1 E+17 
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Table 2. Parameters of back and front contacts 

Parameters Back contact Front contact 
Surface recombination velocity of electrons 1.00E+5 1.00E+5 
Surface recombination velocity of holes 1.00E+7 1.00E+7 
Metal work function(ev) 5.1 4.4 

 
3. RESULTS AND DISCUSSION 

3-1 Simulation of TiO2/N719-dye/Go and TiO2/Go solar cells 
The J-V characteristics and performance of two different types of solar cells, TiO2/N719-dye/GO (three layers) and 

TiO2/Go (two layers), have been studied using SCAPS simulations under standard simulated solar light of AM 1.5G 
(100mW/cm2). Based on the results in figure 1, the TiO2/N719-dye/Go solar cell exhibits the best performance with an 
open circuit voltage (Voc) of 1.02V, short current density (Jsc) of 3.5mA/cm2, and a maximum output power (Pmax) of 
0.9mW/cm2. The fill factor of the three-layer solar cells was around 0.67, calculated using equation 1 [16]. 

 FF = m m

sc oc

I V
I V

= max

sc oc

P
I V

 (1) 

The power conversion efficiency (η) of a solar cell is given by the ratio of the maximum output power (Pmax) to the 
power of the incident light (Pin). Mathematically, it can be expressed as:  

 η = max

in

P
P

 (2)  

The maximum output power (Pmax) can be obtained by multiplying the open-circuit voltage (Voc) and the short-
circuit current density (Jsc), and then multiplying the result by the fill factor (FF) of the solar cell. Therefore, we can 
express Pmax as:  

  Pmax = Voc×Jsc×FF  (3) 

Substituting equation (2) into equation (1), we get:  

  η = 
in

Voc Jsc FF
P

× ×  (4) 

From equation (4), It is clear that the fill factor (FF) plays a crucial role in determining the power conversion 
efficiency (η) of a solar cell. A high fill factor indicates that the solar cell is able to convert a higher fraction of the incident 
light into electrical power, resulting in a higher efficiency. On the other hand, a low fill factor indicates that the solar cell 
is not able to utilize the incident light efficiently, resulting in a lower efficiency. It's important to note that no additional 
defects or recombination reactions were introduced in each layer during the simulation. 

  
a b 

Figure 2. a) J -V characteristics of Go/DYE/TiO2 solar cell and (b) J -V characteristics of Go /TiO2 solar cell under illumination 

The study found that a three-layer device composed of TiO2, dye, and Go showed an efficiency of 2.5% based on 
numerical simulations, which is higher than the reported 0.9% efficiency in recent literature [17]. Further investigated 
were conducted on three-layer solar cell by varying the thickness of the dye layer and the work function of the back 
contact and operating temperature, this could provide data on the relationship between these parameters and the efficiency 
of the solar cells. This data could then be analyzed to identify optimal values for these parameters that result in the highest 
efficiency. This process of optimizing the design of a solar cell is an important step in improving its performance and 
could lead to the development of more efficient and cost-effective solar energy technologies. 
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3-2. Effect of Thickness of N719 dye layer on solar cells
In dye-sensitized solar cells, the thickness of the dye layer plays an important role in the absorption of photons and 

the separation of photogenerated carriers at the interfaces between the dye layer and the metal oxide layer. The dye layer 
is responsible for absorbing light and transferring the energy to the metal oxide layer, where it generates electron-hole 
pairs. Figure 3 shows the dependence of various photovoltaic parameters on the thickness of dye, which was changed in 
the range of 10-300nm.   

Figure 3a specifically shows the variation of Voc with a change in the thickness of the dye layer. It appears that at 
10 nm thickness, VOC was initially around 0.94V, but as the thickness of the dye layer increased, VOC also increased to 
reach 1.06V at 300 nm thickness. According to Figure 3b and c, the short-circuit current (Jsc) and efficiency of the three-
layer solar cells increased with an increase in the thickness of the dye layer. At a thickness of 200 nm, the Jsc and 
efficiency reached approximately 3.5 mA/cm2 and 2.5%, respectively. However, as the thickness of the dye layer 
increased beyond 200 nm, the enhancement of Jsc and efficiency became very slow, indicating that there is an optimal 
thickness range for maximizing these parameters. This behavior can be explained by the fact that an increase in the 
thickness of the dye layer leads to the absorption of more light by the device, which generates more excitons (electron-
hole pairs) that can contribute to the photocurrent. However, beyond a certain thickness, the additional dye molecules 
may not contribute significantly to the generation of excitons, leading to a plateau in the Jsc and efficiency values. A 
thinner dye layer may produce lower short-circuit current density and efficiency because of several factors. One of these 
factors is an increase in the recombination rate near the interfaces between the graphene oxide (GO)/dye and dye/ TiO2 
layers, which can limit the photocurrent generation. Additionally, a thinner dye layer may not absorb enough light, 
resulting in a lower photocurrent. Furthermore, the thickness of the dye layer should not be larger than the diffusion length 
of charge carriers, as a thick layer can reduce the short-circuit current density due to an increase in series resistance. In 
Figure 3d, the behavior of the fill factor was almost constant at the beginning, but it then declines for dye layers thicker 
than 100 nm, reaching a value of 67 at a thickness of 200 nm. This behavior indicates an increase in the series resistance, 
which can affect the fill factor. As the thickness of the dye layer increases, the series resistance also increases, leading to 
a decrease in the fill factor. 

a b

c d
Figure 3. Photovoltaic performance parameters at various thickness of dye layer as: (a) Voc, (b) Jsc, (c) efficiency, and (d) FF 

3-3. Effect of operating temperature on the performance of N719 dye layer on solar cells
The effect of temperature on the performance of solar cells is a crucial factor to consider for achieving optimal 

efficiency and durability. This section examines the effect of temperature on the performance of TiO2/dye/Go solar cell. 
Figure 4a shows the temperature of solar cells increases, the short circuit current density increases slightly due to improved 
light absorption and generation of electron and hole pairs. That is attributed to thermal energy breaks some of the bonds 
between the atoms or molecules in the material, causing the band gap to decrease. This allows electrons to absorb photons 
with lower energies, which results in improved light absorption and increased generation of electron and hole pairs [18]. 
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As a result, the short circuit current density increases slightly at higher temperatures, reaching 0.35 mA/cm2 at high 
temperature. As the temperature of solar cells increases, more electrons and/or hole carriers are generated, leading to an 
increase in the reverse saturation current density (Jo). According to the Shockley diode equation  (4) , there is an inverse 
relationship between the reverse saturation current density and the open circuit voltage [19]. 

ln(1 scB
oc

o

JnK TV
q J

 
= + 

 
. (5)

Where, Voc is the open circuit voltage,A is ideally factor , q is elementary charge, KB is Boltsman constant , Jo is reverse 
current. 

This means that an increase in Jo will lead to a decrease in the open circuit voltage. Therefore, as the temperature of 
solar cells increases, the open circuit voltage will decrease, as observed in Figure 4b. The operating temperature of a solar 
cell can have a significant impact on its power conversion efficiency (Figure 4 c). At higher temperatures, there can be 
changes in the properties of the semiconductor materials used in the solar cell, which can lead to a decrease in efficiency. 
This degradation in efficiency is due to changes in the physical and chemical properties of the semiconductor materials 
used in the solar cells [18,19]. That is attributed to change in the characteristics of semiconductors used in the solar cells. 
The high temperature causes to change in the electron and hole mobility, carrier concentrations and band gaps of the 
materials. For example, the band gap of semiconductor become narrow at high temperature which my lead the increase 
the recombination of electrons and holes while traveling across the region decrease of efficiency output power of the 
device ( Jsc Voc ) [18]. The increase in fill factor (FF) of a solar cell from 67% to 72% with increasing temperature up to 
450 k is likely due to a reduction in the series resistance within the bulk region of the solar cell. Series resistance is the 
sum of the resistances within a solar cell that limit the flow of current. As the temperature increases, the resistance of the 
bulk material of the solar cell decreases. This reduction in resistance can lead to a decrease in the voltage drop across the 
cell, resulting in an increase in the fill factor. 

a b

c d
Figure 4. Photovoltaic performance parameters at various thickness of dye layer as: (a) Voc (b) Jsc, (c) efficiency and (d) FF 

3.4 Effect of back-contact workfucntion 
In solar cells, it is important to optimize the alignment of energy levels of materials and work function of electrodes 

to ensure efficient charge transfer and minimize energy losses. To achieve this, the energy levels of the materials and 
electrodes must be aligned properly so that the charge carriers can flow efficiently from one to another without losing 
energy. It is desirable to have a small energy level offset between the electrodes and the hole transport layer in order to 
maximize the efficiency of the solar cell. A small offset can facilitate the injection of holes from the hole transport layer 
into the electrode, leading to efficient charge extraction and high photocurrent. Figure 5 demonstrates the impact of 
changing the back contact work function of a solar cell using different electrodes. Specifically, the back contact work 
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function is varied from 5.04 ev to 4.26ev, and the electrodes used include nickel, silver, copper, molybdenum, and 
tungsten. According to the graph, the change in Jsc (short-circuit current density) is minimal, with only a 0.02 mA/cm2 

difference observed between the different electrodes. However, the open-circuit voltage decreases slightly from 1.03 V 
to 0.95 V. The more significant impact is observed in the efficiency and fill factor parameters, as indicated in Figure 5c 
and 5d. The efficiency of the solar cell decreases considerably with the change in back contact work function, with the 
maximum efficiency dropping from approximately 20% to 14%. Similarly, the fill factor parameter also decreases with 
the change in back contact work function, indicating that the cell's ability to convert light into electricity is reduced. 

a b

c d
Figure 5. Photovoltaic performance parameters at various Back-contact workfucntion (eV) as: (a) – Voc, (b) – Jsc, 

(c) – FF, and (d) – efficiency

The performance of solar cells is affected by the type of junction created at the interface between the electrode and 
HTM (hole transport material), as reported by studies [20]. The efficiency obtained in Ag, MO electrode, and Mo solar 
cells was low due to the large energy barrier at the interface that impedes the flow of the active layer to the electrode. 
This barrier is known as a Schottky barrier and arises from the difference in work function between the LUMO (lowest 
unoccupied molecular orbital) of graphene oxide (5.1 eV) and the work function of Ag and Mo (4.26, 4.36 eV). On the 
contrary, solar cells with Ni and Cu electrodes show high efficiency because an ohmic contact is formed between graphene 
oxide and the Ni and Cu electrodes. This is attributed to the small difference between the LUMO of GO and the work 
function of the electrodes, which facilitates efficient charge transfer and helps to form an ohmic contact. 

4. CONCLUSION
The SCAPS-1D simulation was utilized to investigate the impact of several parameters on the performance of 

TiO2/N719-dye/GO solar cells. These parameters included the thickness of the dye layer, operating temperature, and work 
function of the back contact. The simulation results indicated that the Go/N719dye/TiO2 solar cells demonstrated higher 
Jsc, Voc, and η compared to the Go/TiO2 solar cells. The Jsc increased from 0.17 mA/cm2 to 1 mA/cm2, the Voc increased 
from 0.2 V to 1 V, and the η increased from 0.02% to 2.5%. These enhancements were ascribed to the improved light 
absorption and charge transport through the interface due to the presence of the dye layer. Furthermore, it was found that 
the optimal dye layer thickness for achieving high Jsc, Voc, and η was between 200nm and 300nm. However, increasing 
the dye layer thickness resulted in a decrease in the fill factor. Moreover, the increase in operating temperature had a 
negative impact on the Voc and η, while slightly enhancing the Jsc. This is due to changes in the electron and hole 
mobility, carrier concentrations, and band gaps of the materials at high temperatures. The type of electrode used also 
influences the efficiency of TiO2/dye/Go solar cells. Ni and Cu electrodes create low resistance at the interface with Go, 
while Ag and M electrodes create a high barrier that inhibits the flow of charge carriers across it. 
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SCAPS ЧИСЛОВИЙ АНАЛІЗ ОБ’ЄМНОГО ГЕТЕРОПЕРЕХОДУ СОНЯЧНОГО ЕЛЕМЕНТУ 
ОКСИД ГРАФЕНУ/TIO2, СЕНСИБІЛИЗОВАНОГО БАРВНИКОМ РУТЕНІЮ n719 

Хмуд Аль Дмур 
Кафедра фізики, Факультет природничих наук, Університет Мута, Мута, Йорданія 

Твердотільні сенсибілізовані до барвника сонячні елементи (SSDSC) були виготовлені з використанням двох різних металооксидних 
матеріалів, оксиду графену та оксиду титану, які використовуються як матеріали для транспортування дірок та електронів 
відповідно. Барвник Рутеній-N719 між матеріалами для транспортування дірок і електронів, діє як шар поглинача у сонячних 
елементах Go/N719dye/TiO2. За допомогою моделювання SCAPS-1D було виявлено, що сонячні батареї Go/N719dye/TiO2 значно 
покращили продуктивність сонячних елементів порівняно з сонячними елементами Go/TiO2. Зокрема, струм короткого замикання 
(Jsc) збільшився з 0,17 мА/см2 до 1 мА/см2, напруга холостого ходу (Voc) зросла з 0,2 В до 1 В, а ефективність перетворення 
потужності (η) зросла з 0,02 % до 2,5 %. Крім того, різноманітні фактори можуть впливати на продуктивність сонячних батарей 
Go/N719 dye/TiO2. Було виявлено, що оптимальна товщина барвника для досягнення високої щільності струму короткого замикання, 
високої ефективності перетворення потужності та високої напруги холостого ходу становить від 200 нм до 300 нм. Крім того, робоча 
температура сонячних батарей також впливає на їх продуктивність. Підвищення робочої температури негативно впливає на напругу 
холостого ходу та ефективність перетворення потужності елементів, у той час як щільність струму короткого замикання трохи 
підвищується. Нарешті, ефективність сонячної батареї може залежати від типу металу, який використовується для електрода, і типу 
напівпровідникового матеріалу, який використовується в комірці. У сонячних елементах з Ni та Cu електродами омічні контакти 
забезпечують ефективну передачу електронів, тоді як бар’єри Шотткі можуть перешкоджати потоку електронів і знижувати 
ефективність сонячних елементів із електродами Mo та Ag. 
Ключові слова: SCAPS; оксид графену; робоча температура; товщина; робоча функція; параметри сонячних елементів 
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The scattering theory's main objective is to comprehend an object by hurling something at it. One can learn details about an object by 
observing how it bounces off other objects. The potential that exists between the two particles is the thing that one seeks to comprehend. 
In a time-independent approach to scattering, one assumes that the incident beam has been activated for a very long time and that the 
entire system is in a stationary state. For short-range local potentials, the variable phase methodology is highly useful in solving 
quantum mechanical scattering problems. Variable phase methodology/phase-function technique has been explicitly utilized for non-
relativistic nucleon-nucleon scattering phenomenon with the fundamental central local potential term and without spin-orbit force. 
Working under this methodology, scattering phase shifts, total scattering cross section, and Differential cross section have been 
investigated for a new nuclear potential model “Shifted Deng-Fan potential”. Real nucleon-nucleon scattering systems (n-p) and (p-p) 
have been treated for this purpose with partial waves up to 2=  in the low and moderate energy region. For 0>  waves, interacting 
repulsive barrier potential has been incorporated with the existing central part. Our results for the considered potential model show a 
close contest with that of the experimental data. 
Keywords: Shifted Deng-Fan Potential; Phase function method; Scattering Phase shifts; Scattering cross sections; (n-p) and (p-p) 
systems 
PACS: 03.65.Nk; 21.30.Fe; 13.75.Cs; 24.10.-i 

INTRODUCTION 
It is a well-known fact that the exact solution of the Schrödinger equation is significant in quantum mechanics as 

they enclose all necessary information regarding the quantum system under consideration. Most of the quantum systems 
can only be treated by approximation methodologies [1,2,3], as exact analytic solutions are feasible only for a few simple 
cases such as the hydrogen atom, the harmonic oscillator and others [4,5,6] in all partial waves and all energies. In a quest 
to find a suitable potential for diatomic interaction to describe the vibrational spectrum, Deng and Fan, in 1957, proposed 
a new molecular potential model [7] that is exponential in nature and was called Generalized Morse potential [8]. This 
potential is a modification of the Morse potential also known as Deng-Fan molecular potential (DF). Numerous studies 
were performed for this potential by researchers in various applications [9]. This potential has been adequately utilized in 
describing the nucleons’ mobility in the mean field produced from the interactions of the nuclei [10]. Dong treated the 
Deng-fan potential as a pertinent alternative to the Morse potential for vibrational spectrum and electromagnetic 
transitions [11,12] of the diatomic molecules. Mesa [13] applied this potential for energy spectra studies of the diatomic 
molecules. Oyewumi [14] utilized the Nikiforov–Uvarov method to obtain bound state solutions of the Deng–Fan 
molecular potential for several diatomic molecules like HCl, LiH, H2 and so on. Many of the other works have been 
accomplished with this potential via different quantum mechanical wave equations [15-22] by utilizing several standard 
approximation prescriptions to the solution in both relativistic and non-relativistic domains.  

 A modified form of the DF called Shifted Deng-Fan potential (SDF)was proposed by Hamzavi et al. in 2012[23] 
for the calculation of ro-vibrational energy levels for few of the diatomic molecules. In the modified form, the DF potential 
is shifted by the dissociation energy (D). Ref. [23] also demonstrated that DF and Morse potential are qualitatively similar 
but SDF and Morse potentials are very much similar for large values of r i.e in the regions r ≈ re and r >re, however, they 
differ at r ≈ 0. Here, re is the equilibrium diatomic separation. Louis [24] solved the Dirac equation for the Manning-
Rosen plus shifted Deng-Fan (MRSDF) potential in the presence of spin and pseudospin (pspin) symmetries and by 
including a Coulomb-like tensor potential. All of above works [7-24] pertains to molecular spectroscopy and molecular 
dynamics. Within the framework of the shifted Deng Fan potential (SDF), Sajedi [25] studied the cluster structure of 
astrophysically important 19Ne nucleus. In recent past, working with the exponential class of potentials, our group 
obtained exact analytical solution of the elastic Deng Fan potential [26] scattering of a particle in S-wave and obtained 
the phase parameters using the Jost function methodology for the systems under consideration in the nuclear realm. 

In this article, we present the study of the non-relativistic nuclear scattering treatment of the SDF potential in terms 
of the fundamental nucleon-nucleon scattering both charged and uncharged. In support of our justification, we present 
phase shift observables, total scattering cross section for proton-neutron (p-n) and proton-proton (p-p) scattering & 
differential cross section studies for proton-proton (p-p) scattering. A comparison is drawn for the obtained data against 
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the well-established experimental data. This is indirect way of knowing how much the SDF potential model treatment is 
justified in nuclear realm. We make use of the standard Phase function approach (PFM) [27] for numerical solution of 
the Schrödinger wave equation for motion of a particle in the SDF potential. Our study on the selected systems reproduces 
well consistent data in phase parameters, elastic scattering cross section and differential cross section for partial wave 
calculations up to ℓ= 2.  

 
2. METHODOLOGY 

Computing scattering phase shifts ( )kδ   as a function of centre of mass energy ( 2
. 0c mE k= > in the theoretical 

limit of )2 2 1m = is one among the core problems of quantum scattering theory. Phase-function method (PFM) [27] is 
an alternative to the traditional Schrödinger equation approach. This technique is powerful for its capability in 
straightforward physical interpretation of its equations and basic quantities. Moreover, it introduces the same type of 
approach in the bound state problem. This methodology [27] arises from the fact in the theory that certain second order 
linear homogeneous differential equations can be reduced to their first order non-linear equations of Riccati type called 
Riccati equations. The Riccati equations are satisfied by the phase functions ( ),k rδ   that is having the meaning of the 
phase shifts at each point of the wave function for scattering by the potential ( )V r  cut-off at that point. Similar 
investigations with PFM have been made by authors treating the local [28-34] and nonlocal [35-37] potentials. With the 
Shifted Deng Fan (SDF) [23-25] potential in all partial wave treatment, we incorporate a screened centrifugal barrier 
which is repulsive term. Thus, with a modified form of SDF potential [26], the effective potential becomes 

 ( ) ( )
( )2

0 1 2 2 2

1
( ) ( )

1 1

r r

sDF N r r

e eV r V r v v v
re e

α α

α α

− −

− −

+
= = + + +

− −

 
 (1) 

Where 0v  , 1v  and 2v  are the strength parameters with dimension of fm-2 and α  is the inverse range parameter with 
dimension of fm-1 and r  is the inter nucleon distance between the particles. 

For a local potential [1-3,6-33], ( , )k rδ satisfies a first-order non-linear differential equation [27] written as 

 21 ˆ ˆ( , ) ( ) cos ( , ) ( ) sin ( , ) ( )k r k V r k r j kr k r krδ δ δ η−′  = − −      , (2) 

where ˆ ( )j kr  and ˆ ( )krη  are the Riccati–Bessel and Riccati Neuman functions [38]. 
The resulting Phase equations for S, P and D waves and corresponding 0,1&2=  values 

 ( ) 21
0 0( , ) ( ) sin ( , )k r k V r k r krδ δ−′  = − +  , (3) 

 ( ) ( ) 2
1 1 13 2

( )( , ) sin ( , ) cos ( , )V rk r k r kr kr k r kr
k r

δ δ δ′ = −  + − +    (4) 

and 

 ( ) ( )
2

1
2 2 22 2

3 3( , ) ( ) 1 sin ( , ) cos ( , )k r k V r k r kr k r kr
k r kr

δ δ δ−   ′ = − − + − +    
. (5) 

The quantity k  represents the momentum of the scattering particle (center of mass momentum) and is related to the 
centre of mass energy by the relation 2mE /k =  . Thus, 2k  is the energy of the scattering particle in the limit of 1=  
and 2 1m = where m  is the mass of the particle (reduced mass of the two particle system) scattering off the considered 
potential. Phase equation is solved initializing from the origin up to the asymptotic region, given the initial condition

( ,0) 0kδ = . In the course of solving the phase equation, the phase ( , )k rδ  is built up by the potential in additive manner 
as one moves away from the origin to its asymptotic value which implies ( ) ( , )

r
k Lim k rδ δ

→∞
=  . One can also calculate the 

amplitude function ( , )A k r  by utilizing the phase function ( , )k rδ , 
 

3. RESULTS AND DISCUSSIONS 
Nuclear shifted Deng Fan potential (SDF) (Eq. (1)) is parameterized for the standard phase shifts [39, 40] of different 

states of the (n-p) and (p-p) systems by solving the differential equations (3)-(5) numerically. Proper optimization to the 
step size of the ‘ r ’ value is significant in the phase accumulation calculation within the range of the interaction. Thus, 
one has to judiciously optimize the step size in order to have proper phase parameters. The parameters for different states 
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of the (n-p) system are given in Table 1. For stated states of the (p-p) system, we have utilized the same corresponding 
(n-p) states’ parameters as it is an established fact that for nuclear force, (n-p) and (p-p) interactions are equivalent. But 
with (p-p), a Coulombic repulsion force is associated. To take care of this Coulomb force in (p-p) interaction, a Coulombic 
potential term is added to the existing nuclear SDF (Eq.1). 
Table 1. List of parameters for states of (n-p) scattering system 

System States α(fm-1) v1(fm-2) v2(fm-2) v0(fm-2) 

n-p/p-p 1S0 0.868 -0.7174 -0.050 0.014 
 3S1 0.874 -2.000 1.760 -0.235 
 1P1 0.756 -2.165 2.980 -0.006 
 3P0 0.874 -3.430 2.500 -0.045 
 3P1 0.756 -2.250 3.550 -0.010 
 3P2 0.756 -2.410 1.300 -0.010 
 1D2 0.350 -1.700 0.005 -0.060 
 3D1 0.017 -0.550 5.800 -0.0102 
 3D2 0.400 -1.682 0.050 -0.011 
 3D3 0.350 -2.865 0.003 -0.008 

Solving the equations (3)-(5), with the substitution of the values of the parameters from Table 1, we calculate the 
scattering phase shifts for neutron-proton (n-p) and (p-p) systems up to partial waves  =2. We have used the calculated 
reduced mass to be 0.5039npm amu= for the n-p system, and the value of 2 22 41.47m MeV fm= . In our numerical 
routine, the parameters are given free running to fit the desired phase shifts for the various states of the concerned systems. 
The (n-p) scattering phase shifts are presented in the Figures 1-3. 

  
Figure 1. (n-p) S-wave scattering phase shifts as a function of 

laboratory energy 
Figure 2. (n-p) P-wave scattering phase shifts as a function of 

laboratory energy 

  
Figure 3. (n-p) D-wave scattering phase shifts as a function of 

laboratory energy 
Figure 4. (p-p) S-P- and D-wave scattering phase shifts as a 

function of laboratory energy 
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And the (p-p) scattering phase shifts are presented in the Figure 4. From the figures of obtained results, one can see 
that our obtained phase shifts are in close agreement with the experimental results of Gross and Stadler [39] and Wiringa 
[40] data. Fig. 1 shows that the parameters for the 3S1 and 1S0 states from Table 1 for (n-p) system reproduces the close
experimental phase parameter results of Ref. [39] up to laboratory energy 50 MeV. Similarly, Figs. 2 & 3 depict the phase
shift values for the P- and D- wave states and show close agreement with the results of Ref. [39]. However, the P-wave
states 3P0 and 3P1 show some deviation in phase shift around the laboratory energy of 25 MeV although the trend is exactly
matching. Beyond 50 MeV, the phase shifts start differing significantly with the energy for the reason that with increasing
energy, the reaction channels come into effect dominantly over the elastic channel. Also, for (p-p) scattering in Fig. 4,
shows correct trend for different states with some deviation in the phase shift results with increasing laboratory energy.
The difference in their numerical values is for the reason that nuclear potentials are highly state dependent and cannot be
generated properly from any known interaction unlike atomic cases. And in our case, the potential is only the spherical
central term without spin-dependence and tensor potential.

For the Shifted Deng Fan Potential (SDF) model scattering of the (n-p) and (p-p) systems, the interacting potential 
forms for all the partial wave states have been presented in Figs. 5- 8. It is an well-established fact that nuclear potentials 
are highly state dependent and therefore potentials for each different states of S-, P- and D- waves are shown in Figs. 5-8, 
against the variable ‘r’ for the (n-p) and (p-p) systems. From these figures, one can notice that the potentials are fully 
consistent with the phase shifts produced. 

Figure 5. n-p S-wave potentials as a function of r Figure 6. (n-p) P- wave potentials as a function of r 

Figure 7. D- wave (n-p) potentials as a function of r Figure 8. (p-p) potentials for different states as a function of r 

4. SCATTERING CROSS SECTION
In general, two particle interactions, a beam of particles is directed at a layer of matter. The effect of this layer is 

composed additively of the effects of the individual units and the individual nuclei act as independent scattering centers. 
Upon scattering, scattered current is uniformly distributed over a sphere of radius r . The cross section of a scattering is 
then defined as the ratio of number of events of a given type per unit time per nucleus to the number of incident particles 
per unit area per unit time [41,42]. The concept of cross section cannot be used if many scattering centers are taken to act 
coherently with incident ones. Scattering cross section in core of its idea is an effective area proportional to the intrinsic 
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rate at which a given radiation-target interaction occurs. Dimensionally cross section is an area with the base unit of barn 
(10-28 meter). We desire to investigate to what extent our SDF model calculations will be able to reproduce realistic cross 
section data in view of small discrepancies between the results of our phase shift analysis and of other calculations.  

For combined coulomb and nuclear potential scattering as for charged particle interaction, the differential scattering 
amplitude is expressed as 

 ( ) ( ) ( )nC C nf f fθ θ θ= + , (6) 

where 

 2
02( ) exp ln sin ( / 2) 2 ( )

2 sin / 2Cf i iηθ η θ σ η
χ θ

 
 = − − +   

 
, (7) 

and 

 
0

1( ) (2 1)exp(2 ( )) (cos )(exp(2 ) 1)
2

n
nf i P i

i
θ σ η θ δ

χ

∞

=

= + −   


 . (8) 

The quantity nδ  is the Coulomb-distorted nuclear phase shift. The negative sign in front of Eq. (7) originates from 
the fact that the Coulomb force between two protons is repulsive. The Coulomb-distorted nuclear cross section ( )nCσ θ is 
given by 

 2 2( ) ( ) ( ) ( )nC C n nCf f fσ θ θ θ θ= + = . (10) 

For identical particle, like (p-p), scattering 

 2( ) ( ) ( )f fσ θ θ π θ= + − . (11) 

One may calculate the total scattering cross section by integrating the differential cross section ( )σ θ over the entire 
solid angle and the angle integrated cross section is  

 2
2

0

4 (2 1)sinS
L

L
k
πσ δ

∞

=

= +  , (12) 

where δ   is the total scattering phase shift. 
Note that this integrated cross section is sometimes called the total cross section because it is the total after 

integration over all angles. The elastic scattering of neutrons by proton and proton by proton have been investigated by a 
number of researchers [43-48]. In the present text we calculate differential and total scattering cross sections for the (p-p) 
& (n-p) systems and compare them with the data [47- 48] available in the literature by exploiting Eqs. (7)- (12). The (p-p) 
differential cross sections are portrayed in Figs. 9 & 10 together with the Ref. [47] over the whole angular range. However, 
the experimental results [47] are available only up to angle 50°. We have obtained satisfying data from our calculation 
for two different laboratory energies of 6.141MeV and 9.918 MeV as shown in Figs. 9 &10 consecutively. 

  

Figure 9. Differential p-p scattering cross section as a function 
of θ  at ELab=6.141 MeV 

Figure 10. Differential p-p scattering cross section as a   function 
of θ  at ELab=9.918 MeV 

The angular distributions for 6.141 MeV differ quantitatively in a narrow margin with those of Slobodrian et al. [47] 
up to angle 200 while for larger energy 9.918 MeV our results are in good conformity with Ref. [47]. Total cross section 
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results for both the systems (n-p) and (p-p) have been obtained up to laboratory energies of 50 MeV (Figs. 11 & 12) and 
compared with the experimental data [48]. 

The total cross section calculations are performed including the contributions of S, P and D waves for neutron-
proton (n-p) and proton-proton (p-p) scattering systems. Our (n-p) cross sectional data are in excellent agreement with 
the Arndt data [48] while for (p-p) system it shows qualitative agreement but with a slight quantitative disagreement in 
the energy range 2- 20 MeV. 

Figure 11. (n-p) total scattering cross section as a function of 
laboratory energy Figure 12. Total p-p scattering data with laboratory energy 

5. CONCLUSIONS
We have parameterized the Shifted Deng Fan potential [23-25] for the phase shift parameters of the (n-p) and (p-p), 

spin independent, non-relativistic quantum nuclear scattering. Thus, obtained phase shifts along with the parameters are used 
to obtain total scattering cross section and differential scattering cross section values. Having obtained close agreements for 
scattering phase parameters with standard data of Gross and Stadler [38] & Wiringa [39], differential cross section data with 
Slobodrian [47], total cross section results with Arndt et al. [48], it is vivid that under standard PFM [27], Shifted Deng Fan 
potential (SDF) model scattering has the capability of producing the correct nature of phase shifts of respective states. And 
this simple minded, only three parameter attractive potential suffices to reproduce the most of the low energy nuclear 
interaction environment. In future, our group is aiming to explore this potential with other standard methodologies and 
several newer real scattering systems. We are hopeful that the present representation of the SDF potential in nuclear domain 
in the context of non-relativistic quantum scattering physics is expected to explore new possibilities. 
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НУКЛОН-НУКЛОННЕ ПРУЖНЕ РОЗСІЯННЯ ПРИ РУCІ У ЗМІЩЕНОМУ ПОТЕНЦІАЛІ ДЕНГА-ФАНА
Бідхан Хіралі, С. Лаха, Бісванат Суейн, Уджвал Лаха 

Факультет фізики, Національний технологічний інститут, Джамшедпур, 831014, Індія 
Основна мета теорії розсіювання полягає в тому, щоб зрозуміти об'єкт, якщо щось в нього кинути. Можна дізнатися подробиці 
про об’єкт, спостерігаючи, як він відскакує від інших об’єктів. Потенціал, який існує між двома частинками, - це те, що ми 
прагнемо зрозуміти. У незалежному від часу підході до розсіювання передбачається, що падаючий промінь був активований 
протягом дуже тривалого часу і що вся система перебуває в стаціонарному стані. Для короткодіючих локальних потенціалів 
методологія змінної фази дуже корисна при розв’язанні задач квантово-механічного розсіювання. Методологія змінної 
фази/техніка фазової функції була явно використана для нерелятивістського явища нуклон-нуклонного розсіювання з 
фундаментальним центральним локальним потенційним членом і без спін-орбітальної сили. Працюючи за цією методологією, 
фазові зсуви розсіювання, загальний переріз розсіювання та диференціальний переріз були досліджені для нової моделі 
ядерного потенціалу «зміщений потенціал Денга-Фана». Реальні нуклон-нуклонні системи розсіювання (n-p) і (p-p) були 
оброблені для цієї мети парціальними хвилями 2=  до в області низьких і помірних енергій. Для хвиль 0>  взаємодіючий 
бар’єрний потенціал відштовхування було включено в існуючу центральну частину. Наші результати для розглянутої 
потенційної моделі показують близьку конкуренцію з результатами експериментальних даних. 
Ключові слова: зміщений потенціал Денга-Фана; метод фазової функції; фазовий зсув розсіювання; перерізи розсіювання; 
(n-p) і (p-p) системи 
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A physical model is formulated for the motion of liquid inclusions in a crystal in the field of forces caused by the presence of radiation point 
defects. The model is based on a statistical approach to the processes of induced transitions of structural elements of a crystalline matrix at 
the interfacial boundary with its solution. From the energy principle, an analytical dependence of the velocity of a spherical azimuthally 
symmetric inclusion on its size is obtained, considering the threshold nature of the motion. It is shown that the theoretical dependence 
correlates well with experimental results obtained for inclusions of aqueous saturated solution in potassium chloride crystals irradiated by 
high-energy electrons. The proposed model of the radiation-induced motion of a liquid inclusion is dynamic and allows us to interpret the 
nature of inclusion velocity changes in the crystal over time to determine the characteristic energy parameters of point defects. 
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PhySH: Surface & interfacial phenomena 

The problem of radiation defect formation remains one of the most important topics in radiation damage physics 
and radiation materials science. Understanding the mechanisms of radiation defect formation in solids is necessary to 
increase the resistance of materials used in power generation or radioactive material storage, and to develop new 
materials (including nanostructured materials) with special properties that cannot be achieved by conventional synthesis 
methods (see [1] and references therein). 

The problem of radiation defect formation also remains relevant for further improvement of technologies and 
methods for increasing the radiation resistance of semiconductor materials for various critical applications [2, 3], 
including the creation of X/γ-ray detectors (see [4, 5] and references in them). 

At the same time, the problem of radiation defect formation has not been solved even for the simplest in-structure 
alkali halide crystals [6]. Although for more than a hundred years, alkali halide crystals, ionic systems with a simple 
electronic and crystal structure, have been model objects for studying radiation damage in materials caused by various 
types of radiation. It is known that irradiation of alkali metal halide crystals can produce Frenkel defect pairs in both the 
anionic and cationic sublattices. However, particular shockless formation mechanisms of Frenkel cation pairs 
(associated with the decay of various electronic excitations) remain unclear even today. 

For many decades, alkali halide crystals have been topical objects not only for fundamental research but also for 
various applications. Optical media for recording and storing information, laser media, near-infrared light filters, 
thermoluminescent dosimeters, etc., have been proposed on their basis. [7]. One application of lithium fluoride, for 
example, is its use in the biological shielding of neutron-powered nuclear reactors. There are prospects for using lithium 
as an active element in thermonuclear fusion. 

Our interest in the problem of the radiation defects formation and their subsequent dynamics during the thermal 
activation of alkali halide crystals in the medium temperature range (~300–600 K) is primarily due to the previously 
discovered effects of mass transfer on singular crystal faces modified by electron irradiation in vacuum [8] and in the 
process spontaneous migration of saturated solution inclusions in electron-irradiated water-soluble crystals (see [9] and 
references therein). 

Study of surface mass transfer processes leading to elementary steps bunching is topical due to the need to obtain 
substrates for the production of low-dimensional structures (see [10–12] and references therein). And a study of motion 
and transformation of the shape of saturated solution inclusions in water-soluble crystals in the field of thermodynamic 
driving forces of various nature is of interest, in particular, for elucidating the mechanisms of crystallization under 
terrestrial conditions that exclude convective heat and mass transfer, which negatively affects the perfection of obtained 
crystals (see [13, 14] and references therein). 

The purpose of this work is to construct a physical model of the motion of liquid inclusions in a crystal in the field 
of forces caused by the inhomogeneous distribution of radiation-induced point defects. As was shown earlier (see [9] 
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and references therein), the presence of such thermodynamic nonequilibrium defects at a certain difference in their 
concentration can cause a chaotic inclusion motion at room temperatures under isothermal conditions. The presence of a 
dynamic model that adequately interprets the experimental data (including the time dependence of the inclusion 
velocity) may allow a better understanding of the radiation defect formation processes in alkali halide crystals. 

PROBLEM STATEMENT 
One of the experimentally detected features of the radiation-induced motion of liquid inclusions in crystals is the 

conservation of a rounded shape close to the equilibrium shape during their motion (see [9] and references therein). 
Let us consider the case when the inclusion in the matrix has a spherical shape with a radius 𝑅 (see Fig. 1). To 

describe such an inclusion shape, a spherical coordinate system is introduced: 𝑥 ൌ 𝑟 𝑠𝑖𝑛ሺ𝜃ሻ 𝑐𝑜𝑠ሺ𝜑ሻ ,  𝑦 ൌ 𝑟 𝑠𝑖𝑛ሺ𝜃ሻ 𝑠𝑖𝑛ሺ𝜑ሻ ,  𝑧 ൌ 𝑟 𝑐𝑜𝑠ሺ𝜃ሻ, (1)

where , .

For an azimuthal-symmetric inclusion, all unknown quantities do not depend on the angle 𝜑, therefore one can 
assume 𝜑 ൌ 0 anywhere. Variables 𝑟 and 𝜃 remain independent. The gradient of inhomogeneity in the radiation 
defects density 𝜌ሺ𝑟ሻ  (see Fig. 1) is directed at a polar angle 𝜃 ൌ 0 . Thus, on opposite hemispheres of the 
inclusion, the radiation defect density differs by a small amount ఘమିఘభఘమ ≈ ቀ൫2𝑅ሬ⃗ ൯𝛻ሬ⃗ ቁ ൏൏ 1, that is, the following 
inequality can be considered valid:  𝜌ଶ − 𝜌ଵ𝜌ଶ ≈ ቀ൫𝑅ሬ⃗ ൯𝛻ሬ⃗ ቁ 𝜌ଶ𝜌ଶ ൏൏ 1. 

On the other hand, one assumes that the density of defects is so high that the distance between them is small 
compared to the size of the inclusion in the direction of the crystal inhomogeneity. This condition is equivalent 
to inequality 𝑅ඥ�̄�య  1, where �̄� ൌ 𝑊ି ଵ2𝜋   𝜌ሺ𝑟ሻ𝑟ଶ𝑑𝑟 𝑠𝑖𝑛 𝜃 𝑑𝜃గோሜ  is the average density of radiation defects 
in the crystal volume with radius 𝑅ሜ  𝑅. 

Thus, to consider the macroscopic inclusion motion along the direction of radiation defect inhomogeneous 
distribution, the conditions have the following form: 

൫ඥ�̄�య ൯ିଵ ൏൏ 𝑅 ൏൏ ቆቀ൫ோሬ⃗ బ൯ఇሬሬ⃗ ቁఘమோబఘమ ቇିଵ. (2)

Figure 1 shows a schematic diagram of the inclusion in a crystal. 

Figure. 1. Location diagram of a spherical azimuthally symmetric inclusion in a crystalline matrix. 

The velocity of the spherical inclusion is assumed to be 𝑉ሬ⃗  . To simplify the calculations, let us move to the 
reference frame where the inclusion is at rest. Then the velocities of the crystal matrix and the radiation defects are 
given in the form 𝑈ሬሬ⃗ ሺ𝑅ሻ ൌ 𝑉ሬ⃗ ሺ𝑅ሻ − 𝑉ሬ⃗ ,  ห𝑉ሬ⃗ ห ≥ ห𝑉ሬ⃗ ሺ𝑅ሻห, where 𝑉ሬ⃗ ሺ𝑅ሻ ൌ 𝑉ሬ⃗ ൫𝑅  ሺ𝑅 − 𝑅ሻ𝜗ሺ𝑅 − 𝑅ሻ൯ is the velocity of 

( ) ( )2 2 2 1 1, cos , tg− −= + + = =r x y z zr yxθ ϕ 0 , 0 , 0 2≤ < ∞ ≤ ≤ ≤ ≤r θ π ϕ π
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the spherical inclusion of radius 𝑅, 𝑉ሬ⃗ ሺ𝑅ሻ = 𝑉ሬ⃗  is the inclusion velocity corresponding to the inclusion size threshold 
value 𝑅, at which 𝑈ሬሬ⃗ = 0. Here 𝜗ሺ𝑥ሻ is a unit function of the form 𝜗ሺ𝑥 < 0ሻ = 0; 𝜗ሺ𝑥 ≥ 0ሻ = 1. 

Thus, in the chosen reference frame, the crystal matrix with radiation defects either is at rest at 𝑅 ≤ 𝑅 or moves 
in the negative axis 𝜃 direction (𝜃 = 𝜋) when the inclusion size is larger than the critical: 𝑅 > 𝑅. 

In the new frame of reference the crystal matrix moves with a velocity 𝑈ሬሬ⃗ ሺ𝑅ሻ = ൫𝑈ሺ𝑅ሻ;𝑈ఏሺ𝑅ሻ൯, where 𝑈ሺ𝑅ሻ = 𝑈 = 𝑈ሬሬ⃗ ሺ𝑅ሻ𝑒 , 𝑈ఏሺ𝑅ሻ = 𝑈ఏ = 𝑈ሬሬ⃗ ሺ𝑅ሻ𝑒ఏ , 𝑒 , 𝑒ఏ  are unit vectors along the radial 𝑟 and polar 𝜃  axes, 
respectively. 

The inclusion in the crystal contains a solvent that facilitates stress relaxation in the crystal due to 
accelerated diffusion and transfer of the matrix material in the solvent from the front hemisphere to the back. At 
that, the experimental fact of the inclusion motion without a significant change in its shape indicates the 
transition of matrix atoms into solution from the front inclusion surface, and an equal to it deposition of atoms 
from the solution onto the matrix on the back inclusion surface. 

Such processes of matrix atom dissolution and crystallization are observed only in the field of forces of 
inhomogeneously stressed crystal, to which radiation defect inhomogeneous distribution can be referred. 
Therefore, the inhomogeneous distribution of point defects can be considered as a force that initiates inclusion 
displacement. 

The processes of matrix atom transitions into solution and back have a probabilistic nature. Therefore, a two-level 
system can be used to describe such transitions. 

STATISTICAL APPROACH 
The processes occurring on the front and back surfaces of a spherical inclusion are similar to those observed when 

a crystal grows from a supersaturated solvent (vapor or liquid), or when it is dissolved in an unsaturated solvent [15-17]. 
Therefore, the previously developed models for describing such processes are also applicable to the description of the 
crystal inclusion motion, since they are based on the processes of crystal growth and dissolution. 

The presence of a high defect density on the front inclusion surface makes the solvent unsaturated, and this surface 
dissolves. In turn, on the spherical inclusion back surface, where the defect density is lowered and the solvent is 
supersaturated, the growth is observed. Thus, the presence of a radiation defect density gradient causes the inclusion 
displacement in the direction of this gradient. 

Let us consider a model that can explain the inclusion motion along the defect density gradient in a radiation-
damaged crystal. In accordance with the above, the inclusion motion occurs in the direction of the axis 𝜃. In this model, 
the following statistical approach is used to describe the process of inclusion motion in the matrix. 

The elementary processes of the matrix atom transitions into solution and back on the front inclusion surface will 
be considered in the concept of a two-level system shown in Fig. 2. 

Figure 2. Scheme of a two-level system with populations 𝑛ଵ and 𝑛ଶ, energies 𝜀ଵ and 𝜀ଶ, transition probabilities: 𝜇ଵଶ – spontaneous, 𝑤ଵଶ and 𝑤ଶଵ – induced 

In Fig. 2, the arrows show the directions of atom transitions from one level to another: spontaneous transitions 
with probability 𝜇ଵଶ, induced transitions with probabilities 𝑤ଵଶ and 𝑤ଶଵ. In Fig. 2, level 1 corresponds to the matrix 
atoms in the solvent, and level 2 corresponds to those held on the matrix surface. 

In a stable crystal, when the difference in defect densities is less than the critical one, there is no inclusion motion. 
In this state, the difference between the free energies of an atom in the solvent and on the matrix surface is positive [18], 
i.e. 𝜀ଵ > 𝜀ଶ.

Spontaneous transitions reduce the free energy of an atom in solution. Therefore, atoms spontaneously move from 
level 1 to level 2. The probability of spontaneous transitions 𝜇ଵଶ determines the probability of a spontaneous transition 
of an atom in 1 second. Spontaneous transitions from the upper level to the lower level (𝜀ଵ → 𝜀ଶ) are described by 
equations: ௗభሺ௧ሻௗ௧ = −𝜇ଵଶ𝑛ଵሺ𝑡ሻ, ௗమሺ௧ሻௗ௧ = 𝜇ଵଶ𝑛ଵሺ𝑡ሻ, (3)
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where 𝑛ଵ,ଶሺ𝑡ሻ are the populations of levels 1, 2 as functions of time 𝑡, 𝜇ଵଶ is the probability of spontaneous transition. 
Since the inclusion displacement is observed only when the defect density difference on its front and back surfaces is 
higher than the critical one, it is assumed that the probability of the induced transition 𝑤  also depends on the 
externally created difference between the point defect densities on the front and back inclusion surfaces. Then the 
probability of induced transitions can be represented as: 𝑤 = 𝛼൫𝜌ሺ𝑧 + 𝑐ሻ − 𝜌ሺ𝑧ሻ൯ = ఈఉమ 𝑊 = �̄�𝑁, (4)

where indices 𝑖,𝑚 take values 1, 2, (𝑖 ≠ 𝑚), 𝛼 are constant values, 𝑊 is the inclusion volume, �̄� = ఈఉమ 𝑊 is the 
proportionality factor, 𝑊  is the characteristic volume of a solvent molecule, 𝑁  is the number of solvent atoms 
(molecules) in the inclusion volume. 

At the initial moment, the number of solvent atoms is denoted by the value 𝑁(𝑡)|௧ୀ ≡ 𝑁, and it is assumed to be 
sufficiently large, i.e. 𝑁 >> 𝑛ଵ,𝑛ଶ, where 𝑛ଵ = 𝑛ଵ(𝑡)|௧ୀ, 𝑛ଶ = 𝑛ଶ(𝑡)|௧ୀ. 

Consideration of induced processes caused by inhomogeneity of point defect density changes the form of the 
initial equations (4): 

( ) ( )1
12 12 1 21 2 ,

dn t
w N n w Nn

dt
μ= − + +

ௗమ(௧)ௗ௧ = (𝜇ଵଶ + �̄�ଵଶ𝑁)𝑛ଵ − �̄�ଶଵ𝑁𝑛ଶ. (5)

Equation (6) should be supplemented by the equation for changing the solvent atom number 𝑁(𝑡), providing 
induced processes in the two-level system: 

ௗே(௧)ௗ௧ = −൫𝜇ଵଶ + �̄�ଵଶ𝑁(𝑡)൯𝑛ଵ(𝑡) + �̄�ଶଵ𝑁(𝑡)𝑛ଶ(𝑡). (6)

From the condition of statistical equilibrium in a two-level system the Einstein relation follows – 𝜇ଵଶ = �̄�ଵଶ =�̄�ଶଵ [19, 18]. This relation, for the case when induced processes dominate over spontaneous ones (𝑁 >> 𝑛ଵ,𝑛ଶ), 
greatly simplifies the initial system of equations (5), (6): 

ௗభ(௧)ௗ௧ = 𝜇ଵଶ൫𝑛ଶ(𝑡) − 𝑛ଵ(𝑡)൯𝑁(𝑡), ( ) ( ) ( )( ) ( )2
12 2 1 ,

dn t
n t n t N t

dt
μ= − −

ௗே(௧)ௗ௧ = −𝜇ଵଶ൫𝑛ଶ(𝑡) − 𝑛ଵ(𝑡)൯𝑁(𝑡). (7) 

For spherically symmetric inclusions, the unknown quantities 𝑛ଵ, 𝑛ଶ, 𝑁, 𝜇ଵଶ in equations (7) become dependent on 
the coordinates 𝑅 + �̃�, 𝜃 + 𝜃෨, where �̃� and 𝜃෨ correspond to a small (ห�̃⃗�ห << 𝑅, ห𝜃෨ห << |𝜃|) deviation of the radius 
and polar angle from 𝑅 and 𝜃, respectively. 

Under these conditions, equations (7) are transformed to the form: 

డభడ௧ + 𝑈 డభడ̃ + ഇబோబା̃ డభడఏ෩ = 𝜇ଵଶ(𝑛ଶ − 𝑛ଵ)𝑁,
డమడ௧ + 𝑈 డమడ̃ + ഇబோబା̃ డమడఏ෩ = −𝜇ଵଶ(𝑛ଶ − 𝑛ଵ)𝑁, (8)

డேడ௧ + 𝑈 డேడ̃ + ഇబோబା̃ డேడఏ෩ = −𝜇ଵଶ(𝑛ଶ − 𝑛ଵ)𝑁,
where 𝜇ଵଶ൫𝑅 + �̃�,𝜃 + 𝜃෨൯ is the function of �̃�and 𝜃෨. 

Let us find solutions to equations (8) in the simple case when the probability of induced transitions 𝜇ଵଶ can be 
represented as an expansion in a Taylor series in small displacements �̃� and 𝜃෨ [20]: 𝜇ଵଶ൫𝑅 + �̃�,𝜃 + 𝜃෨൯ ≈ 𝜇ଵଶ(𝑅,𝜃) × ቀ1 + ଵఓభమ(ோబ,ఏబ)∑ ଵ! ൫�̃⃗�𝛻ሬ⃗ ൯𝜇ଵଶ(𝑅,𝜃)∞ୀଵ + 𝜃෨𝜆ఏቁ, (9)

where �̃⃗� = �̃� ⋅ 𝑒 + �̃�ఏ ⋅ 𝑒ఏ, 𝛻ሬ⃗ = 𝑒 డడ̃ + 𝑒ఏ ଵோబା̃ డడఏ෩, �̃�ఏ = 𝑅 ⋅ 2 𝑠𝑖𝑛 ቀఏ෩ଶቁ ≈ 𝑅 ⋅ 𝜃෨ (see Fig. 1). Further, in the calculations,
the sign " ∼ " is omitted. 

Consider the case when expansion (9) contains only odd powers 𝑟. Then expression (9) takes the form: 𝜇ଵଶ(𝑅 + 𝑟,𝜃 + 𝜃) ≈ 𝜇ଵଶ(𝑅,𝜃) × ൫1 + ∑ 𝜆,ଶିଵଶୀଵ 𝑟ଶିଵ + 𝜃𝜆ఏ൯, (10)
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where 𝜆,ଶିଵ = ଵఓభమ(ோబ,ఏబ) ଵ(ଶିଵ)! డమషభఓభమ(ோబ,ఏబ)డమషభ , 𝜆ఏ = ଵఓభమ(ோబ,ఏబ) డఓభమ(ோబ,ఏబ)డఏ . Choosing such a power dependence of the 
induced transition probability on 𝑟 under the condition 𝜆,ଶିଵ > 0 corresponds to the inclusion front surface, where the 
density of radiation defects increases with rising 𝑟. In this case, the matrix material dissolution is observed because the 
induced transition probability in the matrix is greater compared to the induced transition probability in the solution. This 
follows from the fact that the terms in (10) proportional to odd powers change sign, because in the solution 𝑟 < 0. 

On the back inclusion surface 𝜆,ଶିଵ < 0, and therefore the deposition of the dissolved crystal atoms on the matrix 
surface is observed, since the value of the probability of induced transitions in the matrix is less than in the solution. 

Based on the type of expansion chosen in (10), a new variable is introduced 𝜉(𝑡, 𝑟,𝜃) = 𝑡 + మఒೝ,భଶೝబ + రఒೝ,యସೝబ + ோబఏమఒഇଶഇబ . 
Then equations (8) can be transformed to the form: 

డభడక = 𝜇(𝑛ଶ − 𝑛ଵ)𝑁, డమడక = −𝜇(𝑛ଶ − 𝑛ଵ)𝑁, డேడక = −𝜇(𝑛ଶ − 𝑛ଵ)𝑁, (11)

where, for simplification, the following notation is used 𝜇 = 𝜇ଵଶ(𝑅,𝜃). 
The form of equation system (11) completely coincides with the form of equation system (7), with the only 

difference that the argument of system (11) is the function 𝜉(𝑟,𝜃, 𝑡). Therefore, the solutions of system (11) coincide 
with the solutions of (7), where argument 𝑡 must be replaced by argument 𝜉(𝑟,𝜃, 𝑡), and 𝜇ଵଶ must be replaced by 𝜇. 

VELOCITY OF THE SPHERICAL AZIMUTHAL-SYMMETRIC INCLUSION 
To determine the inclusion velocity 𝑉, the plane of constant phase is set. This plane is defined by: 𝜉(𝑡, 𝑟,𝜃) = 𝐷 (12)

where 𝐷 is the constant. 
It follows from equation (12) that for a given time 𝑡 = 𝑡ோ and 𝐷 = 𝐷ோ it is possible to construct a second-order 

azimuthal-symmetric surface, which determines the dependence of its radial coordinate on 𝑟 the polar angle 𝜃. 
If one fixes 𝐷 = 𝐷ோ, then over time the azimuthal-symmetric surface of the second order moves in space together 

with the matrix with a velocity of 𝑈ோ. This velocity is determined from the expression for the total time derivative of the 
equation (12): 1 + ఒೝ,భೝబ 𝑈ோ + యఒೝ,యೝబ 𝑈ோ + ோబఏఒഇഇబ ଵ 𝑈ఏ = 0, (13)

where 𝑈ோ = ௗௗ௧ is the radial velocity of a constant phase surface, 𝑈ఏ = 𝑟 ௗఏௗ௧  is the polar velocity of a constant phase 
surface. 

The angular velocity of the constant phase surface is expressed in terms of the surface radial velocity, based on the 
following considerations. Since the matrix moves as a whole, and the spherical inclusion is at rest and does not change 
its shape, the polar velocity 𝑈ఏ of a point on its surface at 𝜃 = గଶ is equal to the radial velocity of a point on its surface at𝜃 = 0, i.e. 𝑈ఏ = 𝑈ோ. 

On this basis, it follows from (13): 𝑈ோ = − ௫ା௫మା௫ర (14)

where 𝑥 = ோబ, 𝐴 = ೝబோబఒೝ,భ, 𝐵 = గଶ ೝబഇబ ఒഇோబఒೝ,భ, 𝐶 = ோబమఒೝ,యఒೝ,భ . 
Assuming 𝑟 = 𝑅 in (14), the dependence of the matrix velocity on the spherical inclusion radius is obtained: 𝑈ோ = − ௫ೃା௫ೃమା௫ೃర , (15)

where 𝑥ோ = 𝑅/𝑅. 
Expression (15) determines the matrix velocity in the frame of reference where the inclusion is at rest. In the 

laboratory frame of reference, where the matrix is at rest, the inclusion velocity has the opposite sign: 𝑈ோ′ = ௫ೃା௫ೃమା௫ೃర , (16)

where the sign "′" already determines the inclusion velocity. Further, the sign "′" is omitted. 
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Since the inclusion motion is observed only at radii exceeding the threshold value of the inclusion radius 𝑅, it is 
possible to replace 𝑥ோ → 𝑥ோ − 1 in (16), which corresponds to the transition to the calculation of velocity dependence 
not on the inclusion radius 𝑅, but on its exceeding the threshold value. 

Thus, taking into account the above replacement and equation (16), it follows that for small inclusion radii, when |𝑥ோ − 1| << 1  and 𝐴 > 0,𝐵 > 0 , its velocity linearly increases as 𝑉ோ ≈ 𝑉 +  (𝑥ோ − 1)  with increasing inclusion 
radius. As the inclusion radius increases, the velocity reaches a maximum value and then, at |𝑥ோ − 1| >> 1, decreases 
as 𝑉ோ ≈ 𝑉 + ௫ೃయ , where 𝐴 > 0,𝐶 > 0. 

ENERGY INTERPRETATION OF THE INCLUSION VELOCITY 
The spherical inclusion velocity 𝑈ோ can be related to the matrix velocity 𝑈 using the energy relations. 
The flow of point radiation defects with density 𝜌(𝑧) creates a "wind" moving at speed 𝑈ோ = 𝑈. The wind 

pressure force of radiation defects on the inclusion is equal to the difference in pressure forces on its front and back 
hemispheres with an area of the order of 𝑆 = 𝜋𝑅ଶ: 

( ) 2 2
2 1 0 0

1 1 ,
2 2D w D r w D rF C m SU C m WUρ ρ β= − = (17)

where 𝑚 is the effective mass of a point defect, 𝑊 = 𝜋𝑅ଷ is the volume of the order of inclusion volume, 𝐶௪ is the 
dimensionless resistance coefficient, 𝛽 = ఘమିఘభோబ  

is the density gradient of radiation defects, 𝜌ଶ,𝜌ଵ  are the radiation 
defect densities at the front and back poles of the spherical inclusion, respectively. 

If the inclusion moves with velocity 𝑉 ′ in the direction of the force (17), its velocity 𝑈ோ is lower, and therefore the 
pressure force decreases: 𝐹′ = 𝐶௪ ଵଶ 𝛽𝑚𝑊(𝑈 − 𝑉 ′)ଶ. (18)

The power produced by the pressure force (17) is equal to: 𝑃 = 𝐶௪ ଵଶ 𝛽𝑚𝑊(𝑈 − 𝑉 ′)ଶ𝑉 ′. (19)

It follows from (19) that the maximum power is achieved at 𝑉 ′ = ೝబଷ  [21], and is equal to: 

𝑃௫ = ସଶ 𝐶௪ ଵଶ 𝛽𝑚𝑊𝑈ଷ. (20)

The maximum power (20) is chosen based on the principle of least action, which determines the way of optimal 
stress relief in the crystal: the radiation stress of the crystal must be reset in the minimum time. The maximum power of 
the inclusion motion corresponds to the minimum time of stress relaxation in the crystal. 

Thus, expression (20) determines the maximum power, which the inclusion gains by the wind of radiation defects 
blowing over it. 

On the other hand, this power is spent on overcoming the resistance force 𝐹ோ, which opposes the inclusion motion. 
The power expended to move an inclusion over a distance 𝑟(𝑡 + 𝛥𝑡) − 𝑟(𝑡) in little time 𝛥𝑡 is determined by the 
following expression: 

𝑃ோ = 𝐹ோ 𝑙𝑖𝑚௱௧→ ቀ(௧ା௱௧)ି(௧)௱௧ ቁ = 𝐹ோ ௗௗ௧ቚ௱௧→ = 𝐹ோ ௫ା௫మା௫ర, (21)

where 𝐹ோ = 𝜅(𝑈 − 𝑉 ′) = ଶଷ 𝜅𝑈 is the resistance force created by the inhomogeneity of the radiation defect density 
distribution and 𝜅 is the coefficient of proportionality. 

From the equality 𝑃 = 𝑃ோ, the velocity of inclusion motion 𝑈 is defined, assuming that the coordinate r is equal 
to the coordinate of the front inclusion face 𝑟 = 𝑅: 𝑉 = 𝑉 + 𝐹(𝑥ோ), (22)

where 𝐹(𝑥ோ) = ఋ௫ೃା௫ೃమା௫ೃర , 𝛿 = ସଷ ఉವௐோబఒೝ,భ. 
To determine the parameters 𝑉,𝐴,𝐵,𝐶 in (22), the experimental data [22] are used. 
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In Fig. 3, the solid line corresponds to the graph constructed using the analytical expression (22) and experimental 
data are shown with a marker ○. 

Figure 3. Dependence of the inclusion velocity on its longitudinal size (markers ○ correspond to experimental points), 𝑉 = 0.08 ⋅ 10ିଵ m/s [22], 𝛿 = 2.8,𝐵 = 0.5,𝐶 = 0.5. 

Comparison of theoretical calculations with experimental data indicates an adequate description of the experiment 
by the proposed theoretical model. 

CONCLUSIONS 
In the present work, a physical model of the liquid inclusion motion in the field of forces due to the inhomogeneous 

distribution of radiation point defects has been developed based on the statistical approach to the processes of induced 
transitions of matrix atoms into solution and back. The analytical dependence of the velocity of a spherical azimuthally 
symmetric inclusion on its size is obtained from the energy principle. It is shown that the analytical expression for the 
inclusion velocity describes the experimental results quite well. The proposed model of radiation-induced inclusion 
motion can be used to estimate the characteristic energy parameters of point defects inhomogeneously distributed in a 
crystalline medium. 
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МОДЕЛЬ РАДІАЦІЙНО-ІНДУКОВАНОГО РУХУ РІДКИХ ВКЛЮЧЕНЬ У КРИСТАЛІ 
Олександр П. Куликa, Оксана В. Подшиваловаb, Михайло Ю. Шевченкоа,c, 

Віктор І. Ткаченкоa,c, Ірина В. Гарячевськаа, Тору Аокіd 
aХарківський національний університет імені В.Н. Каразіна, Харків, Україна 

bНаціональний аерокосмічний університет “Харківський авіаційний інститут”, Харків, Україна
cННЦ “Харківський фізико-технічний інститут” НАН України, Харків, Україна 

dНауково-дослідний інститут електроніки, Університет Шизуоки, Хамамацу, Японія 
Сформульовано фізичну модель руху рідких включень у кристалі у полі сил, спричинених наявністю точкових дефектів 
радіаційного походження. В основу моделі покладено статистичний підхід до процесів індукованих переходів структурних 
елементів кристалічної матриці на міжфазній границі з власним розчином. З енергетичного принципу отримано аналітичну 
залежність швидкості сферичного азимутально-симетричного включення від його розміру, що враховує пороговий характер 
руху. Показано, що теоретична залежність добре корелює з експериментальними результатами, отриманими для включень 
насиченого водного розчину в кристалах хлориду калію, опромінених високоенергетичними електронами. Запропонована 
модель радіаційно-індукованого руху рідкого включення є динамічною і дозволяє інтерпретувати характер зміни 
швидкостей включень у кристалі у часі для визначення характерних енергетичних параметрів точкових дефектів. 
Ключові слова: кристалічна матриця; точкові дефекти; включення розчину; радіаційно-індукований рух; міжфазна 
межа; статистичний підхід 
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Three-nucleon systems are essential for the investigation of many-body forces in nuclear physics. Well-grounded
parametrization of their vertex functions with further application for the calculation of cross-sections in nonlocal QED
approach provides the ground for investigation of the variety of multi-particle systems. In present paper we describe the
process of parametrization of two-particle photo-breakup amplitudes of three-nucleon systems (3H, 3He). We provide
the general description of the wave function construction for three-nucleon systems as well as the parametrization of
their vertex functions accounting two- and three-nucleon interactions based on meson exchange current formalism. In
our calculations we account first and second order one-pion exchange terms and the term related to the exchange of
ω and ρ mesons. The three-nucleon interaction potential is given as a sum of attraction (two-pion exchange) term
and appropriate repulsive part. Based on the variational ”Urbana + Model VII” amplitudes we provide the results for
energy dependence of differential cross-section of 3He(γ, p)d reaction at proton angle θ = 90◦ from the threshold up
to Eγ = 40 MeV and compare theoretical predictions with the available experimental data. The investigation is also
provided for angular cross-section distributions at high photon energies (Eγ = 305± 5 MeV; 365± 5 MeV; 450± 10 MeV
and 675 ± 50 MeV). Correct description of 3H, 3He photo-disintegration processes in a unified approach based on the
gauge nature of the electromagnetic field implies application of this model for other multi-particle systems.

Keywords: Three-nucleon system; Photo-breakup; Cross-section; Amplitude; Many-body force; Meson-exchange current

PACS: 24.10.Cn, 25.20.-x

1. INTRODUCTION

The main goal of studying multi-particle systems in nuclear physics is to obtain the most complete descrip-
tion of the interactions between nucleons. This question is still open, while the charge independence of nuclear
forces is a well-established fact both at low and high energies. In most cases, theoretical methods applied to
multi-particle systems are extensions of the well-studied two-body problem. The most sensitive candidate for
obtaining information about pure nuclear interactions is the binding energy of the tritium and helium-3 nuclei.
Such information can be obtained through the study of three-nucleon systems in the presence of electromag-
netic and weak interactions. In other words, one of the sources of information about sub-nuclear interactions
is the electromagnetic breakup processes and the investigation of momentum distributions of constituent sets
corresponding to different structural levels of matter. It’s worth noting that a satisfactory analytical expression
for the nuclear potential, covering the entire energy scale inside the nucleus, currently does not exist. At this
stage, questions arise about the construction of the wave function components, which can be addressed based
on the meson-exchange current (MEC) formalism.

Three-body systems are the simplest multi-particle systems. Essentially, they don’t have a simple analytical
solution (as in the two-body case) and their behavior cannot be predicted using statistical methods (as in the
multi-particle case). Extending the two-body approximation to the three-body case can provide qualitative
information about the importance and nature of three-body forces. The idea that there might exist a force
between three bodies that cannot be represented as a sum of two-body interactions has no analogy in classical
physics. However, there are indications that three-body forces might play an important role in nuclear physics.
For instance, Brown and Green [1] in 1969 suggested that about 2 MeV of nuclear binding energy arises due to
the presence of a specific multi-particle force. There are indications that the contribution of three-body forces
to the behavior of strongly interacting three-nucleon systems must be significant, particularly proportional to
the magnitude of the recoil in the ground state when the emitted particle has electromagnetic nature.
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2. CONSTRUCTING THE WAVE FUNCTION OF A THREE-NUCLEON SYSTEM

The usual spin and isospin dependence of nuclear forces in three-particle systems introduces algebraic issues
that can be easily overcome. On the other hand, the short-range nature of nuclear interactions incorporates a
more complex problem, which involves approximating complex wave functions with trial functions that have a
simple analytical expression.

The presence of non-central forces significantly complicates the wave function of a three-nucleon system. In
reality, for such systems, there are only three absolute quantum numbers. These are the quantum number of total
angular momentum (J = 1/2), parity (↑↑), and isospin (T = 1/2). However, if central forces are represented as
a ”mixture” of usual (Wigner) and spatial-exchange (Majorana) forces, then permutations of spatial positions
of particles within the nucleus are allowed. These generate additional quantum numbers associated with the
invariance of the wave function with respect to such permutations. A three-nucleon system can have only three
such quantum numbers (three irreducible representations of the permutation group of three objects). There are
completely symmetric, completely anti-symmetric, and one ”mixed” representation.

Thus, the charge independence of nuclear forces yields three possible states 2S1/2 . The dominant state
for a three-nucleon system under the influence of central forces is the symmetric S-state (with a probability of
around 90%), such that L = 0, S = 1/2 and the wave function is fully symmetric. In this work, we will limit
our consideration to this state. In turn, the ”mixed” state is typically denoted as S′. The probability of this
state does not exceed 1-2%.

For three-particle systems, the theory starts with 9 coordinates describing the position of each of the
three particles r1(x1, y1, z1), r2(x2, y2, z2), r3(x3, y3, z3). The center-of-mass symmetry reduces the task to 6
coordinates. These coordinates are defining the size and shape of the triangle formed by the three nucleons.
For instance, these could be the three sides of the triangle (r12, r23, r31) and the three Euler angles (α, β, γ ),
determining the orientation of this triangle in space relative to some standard orientation. Invoking symmetry
groups eliminates the need to write explicit angular dependence in wave functions. This leads to transitioning
from a set of six independent partial differential equations to a set of sixteen coupled equations involving only
three independent variables. It’s evident, that finding the solution for such a set of equations inevitably leads
to the application of variational calculus.

Based on the above, the wave function of the ground state should be written as a sum of products, each
containing three factors: inner wave function (A factor depending on the lengths of the triangle sides); angular”
part of the wave function ( factor depending on the Euler angles, determining the triangle’s position in space);
”spin-isospin” part of the wave function (A factor depending on the spin and isospin functions of each nucleon).
At present paper we attempt to define the first two parts of the total wave function, as long as the second and
third factors can be combined using Clebsch-Gordan coefficients into a single term.

For the triangle sides, the following notations can be used: x1 = r23; x2 = r31; x3 = r12. Permutation
of particles 1 and 2 leads to the permutation of x1 → r31 = x2, x2 → r23 = x1, while leaving unchanged
x3 → r12 = x3. Thus, the permutation of particles corresponds to the permutations between x1;x2;x3. An
arbitrary function f(x1, x2, x3) can be symmetric, antisymmetric, or can belong to a mixed representation of
the permutation group of three objects. In the simplest case, when there’s only one function u(x), we can create
only a symmetric function of the product f(x1, x2, x3) = u(x1)u(x2)u(x3). Having two functions u(x) and v(x)
allows creating both symmetric and ”mixed” states. An example of such a state can be found in [19]. Finally,
with 3 functions, one can create a state:

f(x1, x2, x3) = det

u(x1) u(x2) u(x3)
v(x1) v(x2) v(x3)
w(x1) w(x2) w(x3)

 (1)

which refutes the assertion that there is no antisymmetric S-function for three-nucleon systems. However, there
is an evidence [2] that such a state is not observed in the ground state of a three-nucleon system.

3. PARAMETERIZATION OF THREE-NUCLEON SYSTEM VERTEX FUNCTIONS

To parameterize the vertices of strong interaction, we follow the works [4], [5] where for the nuclei 3H and
3He the results of variational calculations are presented for ”Urbana+Model VII” and ”Argonne+Model VII”,
as well as Faddeev calculations for the ”Argonne+Model VII”.

We start from the solution of 3-body Schrödinger equation:

HΨ = EΨ (2)

H =
∑
i=1,3

− ℏ2

2m
∇2

i +
∑

i<j≤3

vij +
∑

i<j<k≤3

Vijk (3)
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where the potentials vij and Vijk describe the two- and three-nucleon interactions, respectively. In many-body
calculations for nuclei and nuclear matter, two-nucleon interactions are commonly expressed in the form of an
operator:

vij =
∑
p

vp(rij)O
p
ij (4)

where vp(rij) are functions of distances between particles, and Op
ij is represented as a set of operators. The

model currently takes into account fourteen different operators. For the radial functions ,we use the expansion:

vp(rij) = vpπ(rij) + vpI (rij) + vpS(rij) (5)

which includes one-pion exchange in the first and second-order (terms vpπ(rij); v
p
I (rij) ) as well as exchange of

ω and ρ mesons ( term vpS(rij)). For one-pion exchange in the first order the non-zero terms are related only to
(σiσj)(τiτj) and Sij(τiτj) operators. They are chosen as:

v(σiσj)(τiτj)
π (r) = 3.488

e−µr

µr
(1− e−cr2) (6)

v
Sij(τiτj)
π (r) = 3.488(1 +

3

µr
+

3

(µr)2
)
e−µr

µr
(1− e−cr2)2 (7)

where µ = 0.7fm−1.We note that selecting the multiplier (1− e−cr2)2 stimulates the ρ-meson exchange effect.

Denoting e−µr

µr (1 − e−cr2)2 = Yπ(r) and (1 + 3
µr + 3

(µr)2 )
e−µr

µr (1 − e−cr2)2 = Tπ(r) the potentials for one-pion

exchange in the first order can be rewritten as:

v(σiσj)(τiτj)
π (r) = 3.488Yπ(r) (8)

v
Sij(τiτj)
π (r) = 3.488Tπ(r) (9)

One-pion exchange in the second order is chosen in form:

vPI (r) = IipT 2
π (r) (10)

Such a choice of vPI facilitates accounting of three-nucleon interactions.
The exchange of ω and ρ mesons is taken as a sum of two Woods-Saxon potentials. This choice is dictated

by the fact that the size of nucleons must be at least of the order of the Compton wavelength of ω and ρ mesons.
Thus:

vPS (r) = SpW (r) + S′pW ′(r) (11)

where W (r) = 1

1+e
r−R

a

and W ′(r) = 1

1+e
r−R′

a′
. The values of parameters c, Ip, SP , S′p are obtained from phase

shift analysis and presented in [7].
Three-nucleon interactions are described by the potential Vijk. It’s expressed as:

Vijk = V FM
ijk + V R

ijk (12)

where V FM
ijk is the Fujita-Miyazawa three-nucleon interaction potential due to a two-pion exchange. It describes

attraction and can be written as:

V FM
ijk =

∑
cyc

−0.0333{(τiτj), (τiτk)}{xij , xik}+
1

4
[(τiτj), (τiτk)][xij , xik] (13)

where xij = SijTπ(rij) + (σiσj)Yπ(rij). In turn, V R
ijk describes repulsion and is expressed as:

V R
ijk =

∑
cyc

U0T
2
π (rij)T

2
π (rik) (14)

where the coefficient U0 = 0.0038.
All calculations are performed using the Monte Carlo simulation method based on realistic Hamiltonians

that consider both two-nucleon and three-nucleon interactions. These Hamiltonians provide satisfactory binding
energies and densities for light nuclei and nuclear matter. We mark that the results of calculations for d + p
momentum distributions in 3He nucleus at low momentum transfers are in good agreement with the results of
electron scattering analysis in the plane-wave impulse approximation. However, the values observed at high
momentum transfers are slightly larger for the chosen approach.
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The variational wave function Ψv is expressed as a symmetric product of correlation operators. Indeed, in
the case of central forces, the ground state is the S-state, which is described by a spherically symmetric wave
function. The ground 2S1state is symmetric with respect to the spatial coordinates of the nucleon pair and
anti-symmetric with respect to their spins. It has the form:

Ψv = {S
∏
i<j

f c(rij)(1 +
∑
p

(
∏
k ̸=j

fp
ijk)u

p(rij)O
p
ij)}Φ (15)

where S is symmetrizer, and the factor
∏

k ̸=j f
p
ijk reflects the effect from other particles in up. Correlations

induced by the Coulomb potential are neglected, so Fij = f c(rij)(1 +
∑

p u
p(rij)O

p
ij) are identical for 3He and

3H nuclei. The pair correlation Fij can be rewritten as:

Fij = f c
ij(1 + uσ(rij)σiσj + utτ (rij)Sijτiτj). (16)

It contains central f c
ij , tensor u

tτ (rij), and spin uσ(rij) correlations.
The behavior of correlation functions at large r in three-nucleon systems is determined by considering the

decay of the investigated nucleus. For instance, denoting R as the distance between selected nucleon an the
center of mass of the system and considering the wave function in the region where R is large, the wave function
for 3H → d+ n is determined from the formula:

Ψ(d+ n;R → ∞) =
e−k′R

R
[Y

1
2

1
2

0 1
2

+ x(1 +
3

K ′r
+

3

(K ′r)2
)Y

1
2

1
2

2 3
2

] (17)

where x is asymptotic ration of D-wave and S-wave, K ′ can be found from the equation 3ℏ
4mK ′2 = Ed −Et and

Y LS
JM represent spin and angular wave functions.

The dependence of the variational wave function at large R is given by:

Ψv(d+ n;R → ∞) = [f c(R)]2{[1− 4uσ(R)]Y
1
2

1
2

0 1
2

+ utτ (R)Y
1
2

1
2

2 3
2

} (18)

assuming three-particle fp
ijk factor to be unity.

By comparing (17) and (18) we finally obtain f c(r → ∞), uσ(r → ∞) and utτ (r → ∞). The explicit forms

of the spin and angular wave functions: Y
1
2

1
2

0 1
2

and Y
1
2

1
2

3 3
2

are taken from [2].

4. RESULTS AND DISCUSSION

Denoting Ψ2(md, r1) as the wave function of the deuteron with spin projection md, and Ψ3(m3, t3) as
the ground state of the three-nucleon system with spin and isospin projections m3 and t3 we can define the
two-particle amplitude Adp(md,mp,m3,k) as follows:

Adp(md,mp,m3,k) =

√
3

N1N2

∫
dr1..dr3Ψ

†
2(md, r12)χ

†(3,mp,
1

2
)e−ik(r3−R12)Ψ3(m3,

1

2
) (19)

The square of the amplitude gives the probability of the deuteron and protonto be in states md and mp

and a relative momentum k in the ground state of 3He. In formula (19) the effect of antisymmetrization of the

d+p state is contained in the multiplier
√
3. Antisymmetrization introduces a factor

√
1
3 for the normalization

and a factor of 3, which takes into account that any nucleon number can act as a proton. Expanding plane
waves using Bessel functions, we obtain:

Adp(md,mp,m3,k) =
∑
l,m

(−i)lAlm
dp (md,mp,m3, k)Ylm(k) (20)

The angle averaged d+ p momentum distribution in 3He is given by:

Ndp(k) =
1

4π

∑
md,mp,l,m

|Alm
dp (md,mp,m3, k)|2 (21)

The results of the calculations of the two-particle amplitudes are taken from [4]. In general, it’s evident
that variational and Faddeev calculations yield quite similar results. This fact points to the equivalence of
Faddeev and variational calculations. However, we note that a slight difference in momentum distributions
obtained from the Urbana and Argonne models is primarily due to the difference in radii obtained in these
models. Nevertheless, the binding energy is not very sensitive to changes in radius, and therefore the accuracy
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Figure 1. 3He two-body Ndp amplitudes in fm3.

of variational calculations for computed radius is not very high. The error in the calculations is comparable
to the difference between the radii obtained from different models, which suggests that differences in results
between the two models are only related to approximation in the calculations. Here we present the results of
calculations with the variational ”Urbana+Model VII” and ”Argonne+Model VII” and for Faddeev calculations
in ”Argonne+Model VII” amplitude Ndp of 3He ploted on Figure 1.

Figure 2. The energy (θ = 90◦) dependence of the differential cross-section of the process γ +3 He → p + d
from the threshold up to 40 MeV in photon energy. Experimental data are taken from [13], [14].

On Figure 2 the energy dependence of the differential cross-section is shown for the helium-3 nucleus with
the proton’s emission angle in the center-of-mass system equal to 90 degrees. The solid line represents the
results of theoretical calculations. The dashed line represents calculations without accounting the non-local
contact part of the diagram [10]. We provide the comparison of calculations for the approach, developed by
authors in [8] with the experimental data on the cross-section energy dependence at a fixed angle of emitted
nucleon [13], [14]. It can be seen that the theoretical curve is in satisfactory agreement with the experimental
data from the disintegration threshold to a photon energy of 40 MeV. The peak cross-section is represented
by different data sets [12], [13], [14] in the range from 80 to 120 µb/sr. The process may be described if only
the gauge invariance is preserved strictly and is brought into agreement with the law of conservation of the
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four-momentum in the amplitude while applying the requirement of the general covariant scheme. As can be
seen in this figure, there is a satisfactory agreement between the theoretical curve and experimental data from
the threshold of splitting up to 40 MeV in photon energy.

(a) Photon energy Eγ = 305 ± 5 MeV (b) Photon energy Eγ = 365 ± 5 MeV

(c) Photon energy Eγ = 450 ± 10 MeV (d) Photon energy Eγ = 675 ± 50 MeV

Figure 3. Angular distributions of differential cross-sections for 3He(γ, p)d reaction in the center of mass
system for different energies.

By expanding the cross-section with respect to the proton’s emission angle at a fixed photon energy,
it’s possible to trace the evolution of the cross-section’s shape as the energy increases. In this work we present
theoretical distributions of cross-sections at high photon energies (Eγ = 305±5 MeV; 365±5 MeV; 450±10 MeV
and 675±50 MeV) and compare them with experimental data from [15]. The calculations are conducted for the
two-particle breakup of helium-3 nuclei yield to the angular distributions of cross-sections shown on Figure 3. It
can be seen that the proton peak does not disappeared at high energies except the energy Eγ = 675± 50 MeV.
Using the explicit relativistic formulation of the theory [11] removes the question of the role of relativistic
corrections and imposes no limitations on its use in various energy regimes and different kinematic conditions.
As a result, it provides broad possibilities for conducting research on the structure of non-local fields of matter
based on unified requirements.
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âóë. ×åðíèøåâñüêà, 28, ï/ñ 8812, 61022, Õàðêiâ, Óêðà¨íà
Òðüîõíóêëîííi ñèñòåìè âiäiãðàþòü âàæëèâó ðîëü ó âèâ÷åííi áàãàòî÷àñòèíêîâèõ ñèë â ÿäåðíié ôiçèöi. Îá ðóíòîâàíà
ïàðàìåòðèçàöiÿ ¨õ âåðøèííèõ ôóíêöié ç ïîäàëüøèì çàñòîñóâàííÿì äëÿ îá÷èñëåííÿ ïåðåðiçiâ ðåàêöié â íåëîêàëü-
íîìó ÊÅÄ ïiäõîäi äà¹ îñíîâó äëÿ äîñëiäæåííÿ øèðîêîãî ñïåêòðó áàãàòî÷àñòèíêîâèõ ñèñòåì. Ó äàííié ñòàòòi ìè
ïðîâîäèìî ïàðàìåòðèçàöiþ àìïëiòóä äâîõ÷àñòèíêîâîãî ôîòî-ðîçïàäó òðèíóêëîííèõ ñèñòåì (3H, 3He). Ìè íàäà¹ìî
çàãàëüíèé îïèñ êîíñòðóêöi¨ õâèëüîâî¨ ôóíêöi¨ äëÿ ñèñòåì ç òðüîìà íóêëîíàìè, à òàêîæ ïàðàìåòðèçàöiþ ¨¨ âåðøèí-
íèõ ôóíêöié ç óðàõóâàííÿì äâîõ- òà òðüîõíóêëîííèõ âçà¹ìîäié íà îñíîâi ôîðìàëiçìó îáìiíó ìåçîíàìè. Ó íàøèõ
îá÷èñëåííÿõ ìè âðàõîâó¹ìî âçà¹ìîäi¨ çà ðàõóíîê îäíî ïiîííîãî îáìiíó ó ïåðøîìó òà äðóãîìó ïîðÿäêàõ òà òåðì,
ïîâ'ÿçàíèé ç îáìiíîì ω òà ρ ìåçîíàìè. Ïîòåíöiàë òðüîõíóêëîííî¨ âçà¹ìîäi¨ ðîçðàõîâàíî ÿê ñóìó ïîòåíöiàëó ïðè-
òÿæiííÿ (çà ðàõóíîê îáìiíó äâîìà ïiîíàìè) òà âiäïîâiäíî¨ ÷àñòèíè, ÿêà âiäïîâiäà¹ çà âiäøòîâõóâàííÿ. Íà îñíîâi
âàðiàöiéíèõ àìïëiòóä "Urbana + Model VII"îòðèìàíî ðåçóëüòàòè äëÿ åíåðãåòè÷íî¨ çàëåæíîñòi äèôåðåíöiàëüíîãî
ïåðåðiçó ðåàêöi¨ 3He(γ, p)d ïðè êóòi ïðîòîíó θ = 90◦ âiä ïîðîãó äî Eγ = 60 ÌåÂ. Òåîðåòè÷íi ïåðåäáà÷åííÿ ïî-
ðiâíÿíî ç íàÿâíèìè åêñïåðèìåíòàëüíèìè äàíèìè. Òàêîæ ïðîâåäåíî äîñëiäæåííÿ äëÿ êóòîâèõ ðîçïîäiëiâ ïåðåðiçiâ
ïðè âèñîêèõ åíåðãiÿõ ôîòîíiâ (Eγ = 305 ± 5 ÌåÂ; 365 ± 5 ÌåÂ; 450 ± 10 ÌåÂ òà 675 ± 50 ÌåÂ). Êîððåêòíèé îïèñ
ïðîöåñiâ ôîòî-ðîçùåïëåííÿ 3H, 3He â ¹äèíîìó ïiäõîäi íà îñíîâi êàëiáðîâàíî¨ ïðèðîäè åëåêòðîìàãíiòíîãî ïîëÿ
ïåðåäáà÷à¹ çàñòîñóâàííÿ öüîãî ïiäõîäó äëÿ iíøèõ áàãàòî÷àñòèíêîâèõ ñèñòåì.
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Protein nanoparticles are currently regarded as promising biocompatible and biodegradable systems for targeted delivery of different 
types of pharmacological agents. Prior to fabricating such kind of drug nanocarriers it is reasonable to evaluate the drug-protein binding 
affinity and possible interaction modes using the computational tools, particularly, the molecular docking technique. The present study 
was undertaken to evaluate the possibility of creating the protein nanoparticles carrying the antiviral drugs and cyanine dyes as 
visualizing agents. The components of the examined systems included endogenous functional proteins cytochrome c, serum albumin, 
lysozyme and insulin, antiviral drugs favipiravir, molnupiravir, nirmatrelvir and ritonavir, mono- and heptamethinecyanine dyes. Using 
the multiple ligand simultaneous docking technique, it was demonstrated that: i) the drugs and the dyes occupy different binding sites 
on the protein molecule and do not interfere with each other; ii) the heptamethines AK7-5 and AK7-6 possess the highest affinity for 
the proteins; iii) among the examined systems the strongest complexes are formed between the heptamethine dyes and serum albumin. 
Taken together, the results obtained indicate that albumin-based nanoparticles functionalized by the heptamethine cyanine dyes can be 
used for targeted delivery of the explored antiviral agents. 
Keywords: Antiviral agents; Protein nanoparticles; Drug nanocarriers; Cyanine dyes; Molecular docking 
PACS: 87.14.C++c, 87.16.Dg 

During the last decades the nanostructured drug delivery systems (DDS) such as liposomes, polymeric, lipidic, 
protein and inorganic nanoparticles, nanotubes, fullerenes, dendrimers and many others, have become a subject of 
considerable research interest in biomedical field [1-3]. Particular attention is devoted to protein nanoparticles which have 
numerous advantages among which are: i) biocompatibility and biodegradability; ii) a weak or negligible immune 
response; iii) controlled size and stability; iv) a possibility of drug protection from enzymatic degradation and renal 
clearance; v) mild preparation and drug encapsulation conditions; vi) an opportunity for surface modification and 
functionalization with tissue-specific ligands; vii) protein abundance in natural sources; viii) easy synthesis process and 
cost-effectiveness [4-6]. The use of proteins makes it possible to deliver the drugs with low aqueous solubility. The first 
endogenous protein utilized for preparing the nanoparticles was the blood serum albumin. A remarkable ability of human 
serum albumin to reversibly bind hydrophobic molecules provided a basis for obtaining the albumin-bound formulation 
of the antitumor low soluble drug paclitaxel (Abraxane) [7]. Due to their amphiphilic nature, proteins can interact with 
both hydrophilic and hydrophobic drugs. Along with albumin, the nanoparticles were fabricated from a variety of animal 
(gelatin, collagen, casein, silk fibroin) and plant (zein, gliadin, lectin, soy protein) [4,8]. Protein nanoparticles are currently 
used in cancer therapy, lung treatment, vaccine production, etc [9]. To create the protein-based drug delivery system it is 
necessary to ascertain whether the protein can simultaneously interact with a drug and functionalizing molecules, such as 
targeting, stabilizing or visualizing agents. The cyanine dyes fluorescing in the near-infrared region, in the optical 
windows of biological samples are among the most promising visualizing agents for DDS. In view of this, it seems of 
interest to evaluate the possibility of concurrent binding of antiviral drugs and cyanine fluorescent dyes. A series of the 
examined endogenous proteins included cytochrome c (Ct), serum albumin (SA), lysozyme (Lz), insulin (Ins). These 
proteins play important roles in the electron transport (Ct), blood circulation (SA), innate immune (Lz) and endocrine 
(Ins) systems. The antiviral drugs were represented by favipiravir, molnupiravir, nirmatrelvir and ritonavir. The aim of in 
the present study was to characterize the ternary complexes protein-drug-dye using the technique of multiple ligand 
simultaneous docking (MLSD). 

MATERIALS AND METHODS 
Molecular docking studies 

The set of the investigated pharmaceuticals included favipiravir, molnupiravir, nirmatrelvir and ritonavir [10]. The 
examined drug structures as well as monomethine and heptamethine cyanine dyes (Figure 1) were built in MarvinSketch 
(version 18.10.0) and optimized in Avogadro (version 1.1.0) using the Universal Force Field with the steepest descent 
algorithm [11,12]. The counterions were not added to the dye structures in order to save the molecular charges. The three-
dimensional X-ray crystal structures of the examined proteins were obtained from the Protein Data Bank using the PDB 
IDs 1REX, 3I40, 3ZCF, 6M4R for lysozyme, insulin, cytochrome c and serum albumin, respectively. The proteins were 
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taken in the native monomeric form. The SA structural model was prepared using the DockPrep module of UCSF Chimera 
molecular software by removing the water molecules and addition of polar hydrogen atoms and Kollman charges [13]. 
The blind docking of the drugs with the proteins was performed using the PatchDock server 
(http://bioinfo3d.cs.tau.ac.il/PatchDock/php.php) in which the molecular docking algorithm is focused on the finding of 
maximal surface shape complementarity along with the minimal amounts of steric clashes [14]. Subsequently, the top-
scored docked drug-protein complexes were considered as a receptor for docking of the second ligand, one representative 
of the monomethine or heptamethine cyanine dyes, using the PatchDock server. The control dye-protein systems were 
also considered. In order to identify the amino acid residues constituting the binding sites and to analyse the types of the 
drug-protein and the dye-protein contacts, the protein-ligand interaction profiler (PLIP, https://plip-
tool.biotec.tudresden.de/plip-web/plip/index) was employed [15]. The selected docking poses were visualized with the 
UCSF Chimera software (version 1.14) in which the docking models with the best geometric shape complementary were 
combined in the same picture to achieve the best visibility of the binding sites [16]. 

Figure 1. Structural formulas of the examined antiviral drugs and cyanine dyes 

RESULTS AND DISCUSSION 
Shown in Figs 2-5 are the highest-score ternary complexes protein-drug-dye recovered for cytochrome c (Fig.2), 

albumin (Fig. 3), lysozyme (Fig. 4) and insulin (Fig. 5). It can be seen that in the cases of Ct, Lz and Ins the binding sites 
for the investigated mono- and heptamethines are located rather close to each other in the vicinity of the protein surface. 
Meanwhile, the drugs penetrate deeper into the interior of Ct, Lz and Ins, occupying the sites different from that of the 
cyanine dyes. In the case of albumin, the antiviral agents and the dyes reside in the distinct protein pockets. 

The analysis of the geometric shape complementarity scores and approximate interface areas derived for the 
cytochrome c-drug-dye complexes (Table 1) revealed that: i) the drugs do not exert influence only on the dye-protein 
affinity and interface area, only in the cases of AK-1-2-20 for all drugs and AK7-6 for molnupiravir these parameters 
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slightly decrease; ii) the dye-protein affinity follows the order: AK7-5 > AK7-6 > AK-1-2-20 > AK-1-2-19 > AK-1-2-17 
> AK-1-2-18; iii) the interface area decreases in the order: AK7-6 > AK7-5 > AK-1-2-19 > AK-1-2-20 > AK-1-2-17 > 
AK-1-2-18 for all drugs except molnupiravir for which AK7-5 has higher area than AK7-6. 

 

Figure 2. The highest-score docking positions obtained for cytochrome c using the MLSD in PatchDock. 

 

 
Figure 3. The highest-score docking positions obtained for albumin using the MLSD in PatchDock. 
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Figure 4. The highest-score docking positions obtained for lysozyme using the MLSD in PatchDock. 

Figure 5. The highest-score docking positions obtained for insulin using the MLSD in PatchDock. 
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Table 1. The geometric shape complementarity score and approximate interface area of the complex derived for the cytochrome c-
drug-dye systems (F- Favipiravir, M – Molnupiravir, N - Nirmatrelvir, R – Ritonavir). 

Cytochrome c 

Dye 
Score Approximate interface area of the complex, A2 

F M N R - F M N R - 

- 2220 3648 4292 6062  237.40 384.30 576.30 797.80  
AK-1-2-17 4642 4642 4642 4642 4642 608.50 608.50 608.50 608.50 608.50 
AK-1-2-18 4572 4544 4572 4572 4572 580.00 544.00 580.00 580.00 580.00 
AK-1-2-19 5414 5414 5414 5414 5414 744.10 744.10 744.10 744.10 744.10 
AK-1-2-20 5476 5476 5476 5476 5582 716.20 716.20 716.20 716.20 757.70 
AK7-5 6174 6174 6174 6174 6174 819.80 819.80 819.80 819.80 819.80 
AK7-6 5842 5716 5842 5842 5842 846.40 732.90 846.40 846.40 846.40 

The data acquired for the albumin-drug-dye complexes (Table 2) show a greater variability. The dye-protein affinity 
remains the same for the systems AK-1-2-17 + F/N, AK-1-2-18 + F/N, AK-1-2-19 + N, AK-1-2-20 + F/M/N. AK7-5 + N, 
AK7-6 + F/M/N; decreases in the systems AK-1-2-18 + M/R, AK-1-2-20 + R, AK7-5 + F/M/R, AK7-6 + R; and increases 
in the systems AK-1-2-19 + F/M/R. The highest albumin-dye affinity was observed for AK7-6 (F, M, N) and 
AK7-5 (N, R). 
Table 2. The geometric shape complementarity score and approximate interface area of the complex derived for the albumin-drug-dye 
systems (F- Favipiravir, M – Molnupiravir, N - Nirmatrelvir, R – Ritonavir). 

Serum albumin 

Dye 
Score Approximate interface area of the complex, A2 

F M N R - F M N R - 
- 2900 5054 6212 8412  343.60 553.10 719.50 1036.60  

AK-1-2-17 6444 6052 6444 6058 6444 747.70 756.70 747.70 754.60 747.70 
AK-1-2-18 6522 6420 6522 6420 6522 740.90 758.00 740.90 758.00 740.90 
AK-1-2-19 6936 6936 6790 6932 6790 886.60 886.60 867.40 885.60 867.40 
AK-1-2-20 6924 6924 6924 6804 6924 935.80 935.80 930.40 766.70 930.40 
AK7-5 6942 6940 7204 7016 7204 768.80 768.20 950.10 920.10 950.10 
AK7-6 7022 7022 7022 6954 7022 891.80 891.80 891.80 916.90 891.80 

In the lysozyme-drug-dye systems (Table 3) the dye-protein affinity was found to follow the order: AK7-5 > AK-1-
2-20 > AK7-6 > AK-1-2-19 > AK-1-2-18 > AK-1-2-17, while in the case of insulin (Table 4) the highest affinity for the 
protein was observed for AK-1-2-19 (F), AK7-6 (M), AK7-5 (N, R). The PLIP analysis of the driving forces of the 
cyanine-protein binding revealed essential role of hydrophobic interactions for all dye-protein complexes under study. 
The other types of interactions involve hydrogen bonds, salt and water bridges, as well as more rarely occurring π-stacking 
and π-cation interactions. Notably, the strongest complexes formed by heptamethines with Cyt, SA, Lz and Ins are 
stabilized exclusively by hydrophobic interactions. 
Table 3. The geometric shape complementarity score and approximate interface area of the complex derived for the lysozyme-drug-
dye systems (F- Favipiravir, M – Molnupiravir, N - Nirmatrelvir, R – Ritonavir). 

Lysozyme 

Dye 
Score Approximate interface area of the complex, A2 

F M N R - F M N R - 

- 2184 3628 4690 5922  245.40 -54.84 522.30 702.70  
AK-1-2-17 4986 4636 4612 4668 4986 527.70 553.60 518.20 527.40 527.70 
AK-1-2-18 5366 4874 4874 4874 5366 600.10 555.30 555.30 555.30 600.10 
AK-1-2-19 5432 5432 5432 5314 5432 666.10 666.10 666.10 691.30 666.10 
AK-1-2-20 5760 5760 5760 5752 5760 789.00 789.00 789.00 789.00 789.00 
AK7-5 5886 5886 5886 5886 5886 739.30 739.30 739.30 739.30 739.30 
AK7-6 5734 5472 5472 5492 5734 663.80 692.80 692.80 727.10 663.80 
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Table 4. The geometric shape complementarity score and approximate interface area of the complex derived for the insulin-drug-dye 
systems (F- Favipiravir, M – Molnupiravir, N - Nirmatrelvir, R – Ritonavir). 

Insulin 

Dye 
Score Approximate interface area of the complex, A2 

F M N R - F M N R - 

- 1944 2826 3544 4582 244.40 327.80 410.40 619.30 
AK-1-2-17 3888 3802 3784 4030 3888 443.20 416.20 457.90 472.30 443.20 
AK-1-2-18 4000 3898 3862 4130 4022 454.80 489.00 493.20 490.90 475.10 
AK-1-2-19 5022 4954 4954 5102 5022 652.60 578.70 578.70 601.90 652.60 
AK-1-2-20 4886 4920 4920 5024 4886 613.70 591.30 591.30 578.50 613.70 
AK7-5 4816 5096 5048 5554 4816 613.00 638.00 570.80 708.70 613.00 
AK7-6 4858 5274 4858 4738 4858 649.40 688.10 649.40 557.00 649.40 

CONCLUSIONS 
To summarize, in the present study the multiple ligand simultaneous docking technique was used to investigate the 

interactions between four functionally important proteins (cytochrome c, serum albumin, lysozyme and insulin), four 
antiviral drugs (favipiravir, molnupiravir, nirmatrelvir and ritonavir) and cyanine dyes (four monomethines and two 
heptamethines). It was found that: i) in most systems the drugs and the dyes interact with different binding sites on the 
protein molecule suggesting that there is no marked interference between the drugs and the dyes; ii) the heptamethines 
AK7-5 and AK7-6 form the strongest complexes with the proteins; iii) among the examined proteins the highest affinity 
binding of heptamethines is observed for albumin molecule where the dyes are located within the protein cavities. Overall, 
our findings suggest that the systems containing albumin and heptamethines are the most prospective for fabricating the 
protein nanoparticles for targeted delivery of the investigated antiviral drugs. 
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ОДНОЧАСНИЙ ДОКІНГ ПРОТИВІРУСНИХ АГЕНТІВ ТА ЦІАНІНОВИХ БАРВНИКІВ З БІЛКАМИ 
Ольга Житняківська, Уляна Тарабара, Катерина Вус, Валерія Трусова, Галина Горбенко 

Кафедра медичної фізики та біомедичних нанотехнологій, Харківський національний університет імені В.Н. Каразіна 
м. Свободи 4, Харків, 61022, Україна 

Білкові наночастинки наразі розглядаються як перспективні біосумісні та біодеградовні системи для цілеспрямованої 
доставки фармакологічних агентів різних класів. Перед створенням наносіїв ліків такого типу доцільно здійснити оцінку 
спорідненості лікарських препаратів до білків та охарактеризувати можливі способи взаємодії з використанням комп’ютерних 
підходів, зокрема, методу молекулярного докінгу. Дане дослідження було проведене з метою оцінки можливості створення 
білкових наночастинок, навантажених противірусними препаратами та ціаніновими барвниками у якості візуалізуючих 
агентів. Компоненти досліджуваних систем були представлені ендогенними функціональними білками цитохромом с, 
сироватковим альбуміном, лізоцимом та інсуліном; противірусними агентами фавіпіравіром, молнупірівіром, нірматрелвіром 
і рітонавіром; моно- та гептаметиновими ціаніновими барвниками. З використанням методу одночасного молекулярного 
докінгу багатьох лігандів було продемонстровано, що: i) лікарські препарати та барвники займають різні центри зв’язування  
на білковій молекулі; ii) гептаметини AK7-5 та AK7-6 мають найвищу спорідненість до білків; iii) серед досліджених систем 
найміцніші комплекси утворюються між  гептаметиновими барвниками та сироватковим альбуміном. В цілому, отримані 
результати свідчать про те, що наночастинки на основі альбуміну, функціоналізовані гептаметиновими ціаніновими 
барвниками, можуть бути застосовані для таргетної доставки  досліджуваних противірусних агентів. 
Kлючові слова: противірусні агенти; білкові наночастинки; наноносії ліків; ціанінові барвники; молекулярний докінг 
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The optical output of a semiconductor laser can fluctuate chaotically by modulating its direct current in limited conditions of the 
modulated current signal parameters in terms of modulation frequency and modulation index. In this work, single, double, and chaotic 
pulses of an InGaAsP laser with direct current modulation, are numerically presented through a bifurcation diagram. Numerically, the 
unidirectional optical coupling system realizes chaotic synchronization between two identical InGaAsP lasers with direct current 
modulation, as the transmitter/receiver configuration. The transmission time for transmitting light from the transmitted laser to the 
received laser is essential for controlling the quality of chaos synchronization. The transmission time applies on the order of 
nanoseconds. Chaos synchronization quality is estimated by a correlation plot and calculated by the cross-correlation coefficient. This 
study observed the best synchronization quality (complete chaos synchronization) when the two lasers are identical. On the other hand, 
the chaotic synchronization between two non-identical InGaAsP lasers was investigated. In this case, complete chaos synchronization 
is not found, and the quality of chaotic synchronization was observed to decrease as the mismatch between the parameters of the two 
lasers increased. 
Keywords: InGaAsP laser; Chaos synchronization; Direct current modulation; Optical coupling; Cross-correlation coefficient 
PACS: 05.45.Xt, 05.45.Vx, 42.79.Sz, 05.45.-a, 42.65.Sf 

1. INTRODUCTION
After the great success in the late last century in realizing chaos synchronization [1], chaos synchronization has been 

extensively investigated in various nonlinear dynamical systems [2-7]. Chaos synchronization represents the key to the 
success of chaotic communication systems, as the quality of the recovered message depends on the quality of 
synchronization between the transmitter and the receiver in chaotic communication systems [8-14]. Many studies have 
focused on the synchronization in chaotic systems of semiconductor lasers (SLs) with optical feedback [8,9,14-17], optical 
injection [10,11,18], and optoelectronic feedback [12,13,19,20]. In contrast, a few investigations have been published on 
the chaos synchronization and communication of SLs with direct current modulation [21,22]. The scant investigations of 
SLs with direct current modulation because the SLs have chaotic oscillations only under limited conditions. Also, it may 
be because the oscillation frequency of relaxation determines the modulation in direct current modulation, where the 
modulation efficiency decreases, and the intensity modulation becomes difficult as the modulation frequency is larger 
than the oscillation frequency of relaxation [23]. 

A solitary semiconductor laser (SL) is a very stable system. SL is easy to be destabilized by adding an extra degree of 
freedom when the SL is subjected to an external perturbation. Indeed, perturbed lasers show a chaotic oscillation. SL can be 
destabilized by the direct modulation of its current [24-28]. The direct current modulation exhibits doubled-period and chaos 
in some range of the modulation frequency and the modulation current [29,30]. The direct current modulation provides a 
third degree of freedom, which is responsible for making the nonlinear system non-autonomous [31]. 

In this paper, we numerically investigate the synchronization of a chaotic optical system consisting of two InGaAsP 
lasers with direct current modulation, which are unidirectionally coupled. Chaos synchronization can occur between two 
InGaAsP lasers (one the transmitter and the other the receiver) when a small proportion of the transmitter laser output 
power is optically coupled with the receiver laser. This synchronization method has been numerically investigated by 
Jones et al. They showed the synchronization of their optical model of self-pulsed semiconductor lasers with direct current 
modulation can be achieved by optical coupling [32]. In this study, the chaotic region of InGaAsP laser output with 
modulation index is shown by a bifurcation diagram. More importantly, the transmission time between the transmitter 
and the receiver was taken into account. The transmission time is executed on the order of nanoseconds. Also, the quality 
of the synchronization in this chaotic optical system is examined, where the cross-correlation coefficient is calculated 
between the output powers of the two identical and non-identical lasers.  

2. SYNCHRONIZATION MODEL
The schematic diagram for the unidirectional optical coupling system, as transmitter/receiver configuration, is given 

in Fig. 1. The two semiconductor lasers are modulated with a sinusoidal current of GHz frequency. An optical isolator 
(OI) is ordinarily utilized to achieve one-way optical coupling between the two lasers. This optical coupling system can 
be modeled via the normalized rate equation of the photon density, S, and the carrier density, N, which is based on 
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Agrawal's model of the InGaAsP laser with direct current modulation [30]. The rate equations of the optical coupling 
system are given by: 
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Where τc, and τph are the electron and photon lifetimes. δ = nth/n0 where nth, and n0 are the threshold carrier density and 
the carrier density for transparency respectively, β is the spontaneous emission factor, and ε is the nonlinear gain reduction 
factor. 

 
Figure 1. Schematic diagram for unidirectionally optical coupling system. 

The modulating signal for the two lasers is given by [30]: 

 ( , ) sin(2 )b t r m mI I I f tπ= +  (4) 

Where Ib is the bias current, and m, fm are the index and frequency of modulation, respectively. Here, t, and r of the 
sub-position in the equations denote the transmitter and the receiver respectively. Eq.2 is written for the receiver only to 
effect synchronization between the two lasers by the term of delayed optical coupling from the transmitter. The coupling 
term is denoted in Eq.2 as k St (t-T), where St (t-T) is the photon density of the transmitter laser, which is optically injected 
into the receiver laser after the time-delayed for the transmission, T is the transmission time for transmitting light from 
the transmitted laser to the received laser, and k is the optical coupling given as [32]:  

 
(1 )

in

Rk x
Rτ

−
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Where x is the portion of the transmitter optical power coupled into the receiver, is referred to as the optical coupling 
level, the mirror reflectivity of the receiver laser facing the transmitter laser, R = 0.32, and the round-trip time inside the 
laser cavity, τin= 2l/νg, where the cavity length of InGaAsP laser, l = ln(R)/(1/τph νg- α), the group velocity, νg = c/ηe, c is 
the speed of light in vacuum, the effective refractive index of InGaAsP laser, ηe = 4, and for simplicity the losses factor 
of InGaAsP laser, α = 0 [23]. Matlab program is used to solve the model of the optical coupling system as a delay 
differential equations. The parameter values of InGaAsP lasers used in the numerical simulations of the chaotic optical 
coupling system are listed in Table 1. 
Table 1. The parameter values of the two InGaAsP lasers used for simulation [30]. 

Symbol Value 
τph 6 ps 
τc 3 ns 
δ 0.692 
ε 10-4 

β 5×10-5 

m 0.57 
Im m Ith 
Ib 1.5Ith 
fm 0.8 GHz 

3. RESULTS AND DISCUSSION 
In the beginning, attention is paid to the generation of chaos in the InGaAsP laser. By the modulation frequency of 

the laser close to the relaxation oscillation frequency with large values of the modulation index, the dynamics of the laser 
becomes chaotic, as shown in the bifurcation diagram in Fig.2. 
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Figure 2, shows the bifurcation diagram of the peak series of laser pulses against the modulation index for a 
modulation frequency fixed at 0.8 GHz. It indicates the regions  of single, doubled, and chaotic pulses which have been 
numerically published by Agrawal in Ref. 30. 

To effect chaos synchronization between two InGaAsP lasers, the receiver laser is coupled to the transmitter laser by 
it is receiving a portion of the transmitter output power with the transmission time T. T is executed in the order of 
nanoseconds (similar to the order of the modulation time τm = 1/fm = 1.25 ns). The time series of the chaotic outputs of 
the transmitter and the receiver lasers are plotted to highlight how well the chaotic outputs are synchronized, and the 
output power of the transmitter laser and the output power of the receiver laser are used to estimate the quality of chaos 
synchronization by the correlation plot. 

  

Figure 2. Bifurcation diagram of the laser output power against modulation index. The laser bias current is 1.5Ith, and the modulation 
frequency is 0.8 GHz. 

The chaotic time series and the correlation plot of the output powers for the transmitter and the receiver lasers at the 
same modulation conditions for both lasers Ib(t,r) = 1.5Ith, mt,r = 0.57, fm = 0.8 GHz, and the optical coupling conditions are 
x = 1%, and T varies in the order of nanoseconds, are shown in Fig. 3, and Fig. 4, respectively. 

 
Figure 3. Chaotic fluctuations time series of transmitter and receiver for different transmission times (a) 1τm ns, (b) 2τm ns, 
(c) 2τm ns, (d) 4τm ns, I 5τm ns, (f) 6τm ns, (g) 7τm ns, (h) 8τm ns, (i) 9τm ns, (j) 10τm ns, (k) 11τm ns, (l) 12τm ns, and (m) 13.4τm ns. The 
optical coupling level is fixed at 1%. All modulation conditions and the parameters values of the two lasers are identical 

In Fig. 3(a–i) when the transmission time is an odd integer number of the modulation time, the receiver's chaotic outputs 
are poor copies of the transmitter's chaotic outputs, as there is a large shifting between the chaotic fluctuations time series of the 
transmitter and receiver. This explains the poor quality estimation of synchronization as shown by the correlation plots in Fig. 
4(a,c,e,g,i). While, the receiver's chaotic outputs are good copies of the transmitter's chaotic outputs. This is because the very 
small shifting between the chaotic fluctuations time series of the transmitter and receiver when the transmission time is an even 
integer number of the modulation time as shown in Fig. 3(a–i). So, the estimation of the good quality of synchronization as 
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shown by the correlation plots in Fig. 4(b,d,f,h). When the transmission time is increased, the shifting between the chaotic 
fluctuations time series of the transmitter and the receiver decreases, as shown in Fig. 3(j–l). Therefore, the receiver's chaotic 
outputs are excellent copies of the transmitter's chaotic outputs, and this explains the estimation of the excellent quality of 
synchronization as shown by the correlation plots in Fig. 4(j–l). The best case for synchronization is observed when the 
transmission time reaches 13.4τm, as shown in Fig. 3(m), where the receiver's chaotic output is an exact copy of the transmitter's 
chaotic output. Therefore, the distribution of all data points is a 45° diagonal line as shown by the correlation plot in Fig. 4(m), 
which indicates the receiver is completely driven by the transmitter. 

Figure 4. Transmitter output power against receiver output power. All modulation conditions and the parameters values of the two 
lasers are the same as in Fig. 3 

To calculate the chaos synchronization quality between the two lasers, a method similar to that used in Ref. 5. A 
cross-correlation coefficient, C, is calculated between the transmitter and the receiver output powers, which, for better 
synchronization, would give a large value of ǀ C ǀ close to unity sometimes reaching unity. The cross-correlation 
coefficient against the transmission time for the case in Fig. 3, and Fig. 4, and for more optical coupling up to 20%, is 
shown in Fig. 4. 

Figure 5. The cross-correlation coefficient against transmission time for optical coupling levels extends from 1% to 20%. %. Here, the 
transmission time on the order of nanoseconds. All modulation conditions and the parameters values of the two lasers are identical 

In Fig. 5, before the best chaos synchronization quality (T = 13.4τm), the chaos synchronization quality decreases 
when the optical coupling level increases. Importantly, it can be seen that the chaos synchronization quality for each 
optical coupling level has a somewhat periodic behavior as a function of the transmission time. This behavior, in turn 
leads to synchronization quality being equal for each optical coupling level especially when all transmission times are an 
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even integer of modulation time and also at some transmission times are an odd integer of modulation time (see the 
intersection points of the curves in the figure). Although the model is not described in terms of the electric field and phase 
of the two lasers, this behavior of the chaos synchronization quality and the intersection points of the curves are a 
consequence of the optical coherence nature between the two lasers, which is achieved because the transmission time is 
on the same order as the modulation time (in other words, the same order as the time series of the output oscillations of 
the two lasers). The intersection points of the curves are not observed when the transmission time is applied on the order 
of picoseconds (no the same order as the modulation time) as shown in Fig. 6, and this confirms that the intersection 
points in Fig. 5 are attributable to the optical coherence between the chaotic output of two lasers. 

 
Figure 6. The cross-correlation coefficient against transmission time for optical coupling levels extends from 1% to 20%. Here, the 
transmission time on the order of picoseconds. All modulation conditions and the parameters values of the two lasers are identical 

Moreover, for all-optical coupling levels, the best synchronization quality can be seen in Fig. 5 when the 
transmission time is equal to T = 13.4τm and beyond, where the cross-correlation coefficient is equal to C = 1. This 
confirms the estimation of the chaos synchronization quality of the correlation plot in Fig. 4(m). In this situation of 
synchronization quality is called complete synchronization. 

In Fig. 6 for each optical coupling level and the transmission time is very small about (1ps-10ps), complete chaos 
synchronization is observed, where the cross-correlation coefficient is about C = 1. This result is similar to when the 
transmission time is neglected. It is not included here; the optical coupling system has been its carry out without taking 
into account the transmission time and applied coupling levels are the same as in Fig. 6. Here, the model of an optical 
coupling system is solved as ordinary differential equations. 

Now, the synchronization between the two lasers for non-identical parameter values will be verified by changing 
the values of some parameters of one laser, such as changing the bias current and the modulation index, which are the 
two most experimentally changeable parameters. Figure 7, shows the chaotic time series and the correlation plot of the 
output powers for the transmitter and the receiver when 1% of the optical output of the transmitter is coupled to the 
receiver with a transmission time of T = 13.4τm for three different receiver bias currents. The transmitter bias current is 
fixed at Ib(t) = 1.5Ith, and the other modulation conditions for both lasers are mt,r = 0.57, fm = 0.8 GHz. 

  
Figure 7. Chaotic fluctuations time series of transmitter and receiver (lift side), and transmitter output power against receiver output 
power for different laser bias currents of the receiver (right side): (a,a1) 1.5Ith, (b,b1) 1.505Ith, (c,c1) 1.51Ith, and (d,d1) 1.515Ith. The 
bias current of the transmitter laser is fixed at 1.5Ith. The optical coupling level and the transmission time are fixed at 1% and 13.4τm 
respectively. The other modulation conditions and the parameters values of the two lasers are identical 

In Fig. 7(b-d) the small change in the bias current affects the relaxation oscillation frequency of the receiver laser 
which determines the modulation frequency of the laser subject to the direct current modulation, resulting in a frequency 
mismatch between the two lasers. Therefore, when the receiver's bias current increases and at the same time the 
transmitter’s bias current is kept constant, the receiver's chaotic outputs become poor copies of the transmitter's chaotic 
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outputs. This deteriorates the estimation of synchronization quality as shown by the correlation plots in Fig. 7(b1-d1). 
Figure 8, shows the chaotic time series and the correlation plot of the output powers for the transmitter and the receiver 
when 1% of the optical output of the transmitter is coupled to the receiver with a transmission time of T = 13.4τm for three 
different modulation indexes of the receiver. The modulation index of the transmitter is fixed at mt = 0.57, and the other 
modulation conditions for both lasers are Ib(t,r) = 1.5Ith, and fm = 0.8 GHz. 

Figure 8. Chaotic fluctuations time series of transmitter and receiver (lift side), and transmitter output power against receiver output 
power for different laser modulation indexes of the receiver (right side): (a, a1) mr = 0.57, (b, b1) mr = 0.572, (c, c1) mr = 0. 574, and 
(d, d1) mr = 0. 576. The transmitter laser modulation index is fixed at mt = 0. 57. The optical coupling level and the transmission time 
are fixed at 1% and 13.4τm respectively. The other modulation conditions and the parameters values of the two lasers are identical 

In Fig. 8(b-d) a slight change in the modulation index affects the amplitude of chaotic output with the keep the 
frequency of the receiver laser, resulting in a mismatch of the chaotic output amplitudes between the two lasers. Therefore, 
the increases of receiver's modulation index and at the same time the transmitter's modulation index is kept constant, the 
chaotic outputs of the receiver become poor copies of the transmitter's chaotic outputs. This deteriorates the estimation of 
synchronization quality as shown by the correlation plots in Fig. 8 (b1-d1). The cross-correlation coefficient against non-
identical parameters for the case in Fig. 7, and Fig. 8, and for more values of non-identical parameters and optical coupling 
level up to 20%, are shown in Fig. 9. 

From Figs. 9(a), and (b), for each optical coupling level, the chaos synchronization quality is calculated to be 
constant for each value of non-identical parameters. This is because the coupling between the two lasers was done 
optically (see Eq.2), and this does not affect the electrical non-identical parameters (bias current and modulation index, 
see Eq.4). Also, it’s evident, since the modulation frequency is not as sensitive to the modulation index as to the bias 
current, so the drop in synchronization in the case of mismatching modulation indexes is seen as less than in the case of 
mismatching bias currents between the two lasers.  

Figure 9. The cross-correlation coefficient against: (a) receiver bias current, and (b) receiver modulation index. The transmission time 
is fixed at 13.4τm, and the optical coupling level extends from 1% to 20%. The other modulation conditions and the parameters values 
of the two lasers are identical. 

4. CONCLUSION
Chaos synchronization is numerically investigated using two InGaAsP lasers with direct current modulation. The 

cross-correlation coefficient between the transmitter's output powers and the receiver's output powers is calculated when 
a few percent of the optical power of the transmitter is optically coupled to the receiver. The transmission time played an 
important role in the chaos synchronization quality. The transmission time is equal to T = 13.4τm that achieves the best 
quality of the chaos synchronization, complete synchronization, as the synchronization quality is calculated by the cross-
correlation coefficient which is equal to C = 1. On the other hand, the quality of synchronization between two non-
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identical lasers is investigated. Here, the quality of synchronization decreases as the mismatch between the parameters of 
the two lasers increases. 
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СИНХРОНІЗАЦІЯ ХАОСУ В InGaAsP ЛАЗЕРАХ 
Мохаммед Х.Х. Аль-Джассаніa, Акіл І. Фарісb, Хусейн Х. Худхурb 

aФізичний факультет Наукового коледжу Куфського університету, Наджаф, Ірак 
bГоловне управління освіти в Аль-Наджаф Аль-Ашраф, Міністерство освіти, Наджаф, Ірак 

Оптичний вихідний сигнал напівпровідникового лазера може хаотично коливатися шляхом модуляції його постійного струму в 
обмежених умовах параметрів сигналу модульованого струму з точки зору частоти модуляції та індексу модуляції. У даній роботі 
одиничні, подвійні та хаотичні імпульси лазера на InGaAsP з модуляцією постійного струму чисельно представлені через 
біфуркаційну діаграму. Чисельно, система односпрямованого оптичного сполучення реалізує хаотичну синхронізацію між двома 
ідентичними лазерами InGaAsP з модуляцією постійного струму, як конфігурація передавача/приймача. Час передачі світла від 
лазера є важливим для контролю якості синхронізації хаосу. Час передачі становить наносекунди. Якість синхронізації хаосу 
оцінюється кореляційним графіком і розраховується за коефіцієнтом крос-кореляції. У дослідженні спостережено найкращу якість 
синхронізації (повна хаотична синхронізація), коли два лазери ідентичні. З іншого боку, досліджувалася хаотична синхронізація між 
двома неідентичними лазерами на InGaAsP. У цьому випадку повна хаотична синхронізація не виявлена, і спостерігалося зниження 
якості хаотичної синхронізації зі збільшенням невідповідності між параметрами двох лазерів. 
Ключові слова: InGaAsP лазер; синхронізація хаосу; модуляція постійного струму; оптичний зв’язок; коефіцієнт крос-
кореляції 
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The paper examines the properties of CdS thin film, which is used for window material of solar cells and optical devices. The cadmium 
sulfide (CdS) thin film was prepared by sol-gel method on glass and ITO substrate. Prepared thin film dried in a vacuum oven at 70℃. 
Thin film and powder of CdS characterized for structural, optical, and electrical properties by X-ray Diffractometer (XRD), UV-Visible 
spectrometer, and Keithley spectrometer. The average crystallite sizes, micro strain and dislocation density of the samples were 
calculated by the Debye Scherrer formula. The optical band gap of CdS calculated by the Tauc-plot method and obtained 2.40 and 
2.41eV for powder and film. The absorption wavelength of CdS is decreased near 280nm and becomes flat in the higher wavelength 
region. The FTIR spectrometer is used to identification of unknown materials and bond formation. The bond formation, imperfections 
and impurities were observed by the PL spectrometer. Keithley spectrometer is used for I-V characteristics and calculates electrical 
resistivity by Ohms law. 
Keywords: Ultra-Sonication; CdS; XRD; UV-Visible; Electrical Properties 
PACS: 43.35.Zc; 61.10.Nz; 87.64.Cc; 73.61.−r 

1. INTRODUCTION
The cadmium sulphide (CdS) is II-VI group material. This is one of the most investigated semiconductors in the 

form of thin film. The creation and utilization of energy have been a cornerstone considers the improvement of human 
development. Sun-powered energy is accessible in the majority of the areas around world and supplies gigantic green 
energy that can undoubtedly cover world energy requests [1]. Cadmium sulfide (CdS) is the most normally utilized in 
window layer materials for high-productive cadmium telluride (CdTe) and chalcopyrite polycrystalline thin film of 
photovoltaic gadgets [2]. Cadmium sulfide (CdS) is a very important material in II–VI group compound semiconductors 
in optoelectronic devices, and extensive research and development efforts have been undertaken. The utilization of 
sustainable and non-contaminating energy has acquired for significance on the planet because of the weariness of 
petroleum products and the elevated degrees of contamination created by non-renewable energy source use. A promising 
type of perfect and sustainable power is hydrogen, created by the separation of water utilizing sunlight-based energy [3]. 

Quantum confinement effects in semiconductor nanoparticles are known to make their structural, electrical and 
optical properties significantly used with different from those of the bulk material [4]. Cadmium telluride has a direct 
band gap of 1.43 eV that is a good match to the solar spectrum for solar cell applications. The surface recombination 
velocity for CdTe is large so that a hetero junction structure is better suited for CdTe solar cells. Cadmium sulfide have 
band gap of 2.43 eV is a tunable window material for a CdS/CdTe heterojunction solar cell [5]. The cadmium (Cd) nuclei 
48 and sulphur nuclei contains 16 protons with only single pair of the magic proton number Z = 50 and 20 respectively, 
so they are providing nuclear properties like the sub shell effect and also provides outstanding test case for nuclear model 
calculations [6]. Thin films of CdS have used in many devices as electrochemical cells, metal Schottky barrier cells, light 
emitting diodes (LED), photo sensor detection, semiconductor lasers, thin films transistor, photo detectors, 
photoluminescence, photosensitization, photo catalytic properties solar cellular and gas sensor [6-9]. CdS used in the bulk 
as well as in the nano-scale form of thin film and quantum dot. Often CdS semiconductor has been worked for a long time 
and it has been very a fascinating material due to its band gap value, n-type conductivity and high transparency for 
optoelectronic device applications. The n-type CdS semiconductor can be utilized as a window layer along with retention 
layers of CdTe or CIGS to create high-effective sunlight-based cells [10]. Cadmium telluride (CdTe) and CdS based 
slender film sun-oriented cells have drawn in for overall exploration consideration throughout recent many years to foster 
minimal expense and high productivity sun powered chargers appropriate for photovoltaic sun-based energy change. It is 
a special interesting choice due to its appropriate band gap (2.42 eV) relatively high absorption coefficients, particular 
optical properties and pattern of fabrication. CdS exhibits n-type semi conduction properties due to sulfur deficiency. The 
dispersion parameters of the pure and F: CdS films were used to determine the nonlinear optical susceptibility [12-14]. 
The highest 1.25% efficiency was obtained from inexpensive materials in this used porous CdS as a photo electrode [15]. 
Many techniques as spin coating radio frequency, vacuum evaporation, sputtering, electro-deposition, molecular beam 

† Cite as: J.L. Sharma, S.K. Jain, B. Tripathi, M.C. Mishra, East Eur. J. Phys. 3, 599 (2023), https://doi.org/10.26565/2312-4334-2023-3-71 
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epitaxial (MBE), metal organic chemical vapor deposition (MOCVD), pulsed laser evaporation, spray pyrolysis 
deposition (SPD), micelle method, chemical bath deposition (CBD), close-spaced sublimation (CSS) and successive ionic 
layer adsorption have been used to synthesis thin films for a good quality and long time. These techniques have also been 
used for the preparation of CdS films [16-17]. The synthesis of nanoparticles for the green approach is favored over 
traditional methodologies due to environmental concerns [21].  

In the present work CdS thin films synthesized by spin coating method. Films dried in vacuum oven at 70℃ and 
24 hours to analyzed structural, optical and electrical properties of powder and thin films of CdS.  

2. Experimental details
2.1. Solution preparation method 

Cadmium sulphide (CdS) yellow colour and powder form purchased from Sigmachemie specialty Pvt. Ltd. 
(Amaranth West, Maharashtra) with 144.47g mol-1 molecular weight and 99.9% and above purity. Dichloromethane 
(CH2Cl2) Qualikemes, Propane -2-ol ((CH3)2CHOH), ans Triton X-100 were also purchased Fine chem. Pvt. Ltd. in liquid 
form. Cadmium sulphide (CdS), dichloromethane (CH2Cl2), propane -2-ol ((CH3)2CHOH) were used to prepared CdS 
solution. Dichloromethane (CH2Cl2) and propane -2-ol ((CH3)2CHOH) were taken with 10:1 volume ratio 0.5 wt% CdS 
powder was dissolved in the mixed co-solvents. The color of the CdS solution was yellow. After that the CdS solution 
was stirred on the hot plate of magnetic stirrer for 8 hours at room temperature. After stirring a small amount of triton 
X-100 was added in the solution to make uniform and high-quality surface of CdS thin films.

2.2. Deposition of CdS thin films 
The CdS thin film was synthesized on glass and ITO surface by using spin coating method. The glass substrate was 

first cleaned with acetone and DI water. The CdS precursor solution was spin coated one time on glass and ITO 1×1 cm2 
surface at speeds of 1500 rpm for 60 sec. The prepared CdS films were dried at 700C in vacuum oven. 

CH2Cl2
CdS solutions

Propene-2-ol

CdS powder

Magnetic stirrer

CdS solutions After stirring 

CdS film

Substrate

Spin Coating

Thin Films

Figure 1. Schematic diagram of CdS thin film deposition process 

3. CHARACTERIZATION
The X-ray Diffraction (XRD) spectra have been collected of powder and thin film of CdS sample by using copper 

(Cu) Kα Bruker AXS Single Crystal X-ray Diffractometer (modal Apex II) in the range (2θ) 100-800 with step size 1/1000. 
UV-visible and FTIR spectra have collected shimadzu (UV-2600) wave length range 200-900nm, ALPHA Bruker FTIR 
spectroscopy (ECO-ATR) in the transmittance mode at room temperature in the wave number range 4000-200 cm-1. 
Horiba FluoroMax-4 spectrometer have used for photoluminescence spectra (PL). Current–voltage curves were obtained 
by a Keithley M236 source measure unit. 

4. Results and discussion
4.1. Structural studies (X-Ray diffraction) 

The structural analysis of CdS powder and synthesized CdS thin film was studied using X-ray diffraction pattern. 
XRD pattern of the CdS illustrated in below Figure 1 which presents the indexed of cubic structure of CdS (JCPDS – file 
No. 10-0454) with prominent peaks observed corresponding to the reflections at (111), (220), (311) planes at angles 2θ 
equal to 26.680, 43.570, 52.060 respectively. The sharp peaks of thin film Figure a) indicating transparency of thin film. 
XRD pattern in Figure b) intensity decreases and FWHM width increases indicating that the difference of particle sizes 
between film and powder. The d-spacing for both samples can be evaluated from the position of the major peak at about 
26.060. 

The average particle size of the CdS calculated using Scherer formula 

D= kλ / βcosθ, 

where, constant k is a shape factor usually = 0.94, D is the average crystalline size, λ is the wavelength of X-ray radiation, 
β is also a constant define by the full-width at half-maximum (FMWH) of the peak, and θ is the diffraction angle. 
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The lattice constant of synthesized CdS is found to be equal to a = b = c = 5.86 Ao, which is close to reported values 
of cubic CdS by literature of review [17]. 

The crystallites size and dislocation density can be found from  

δ = 1/ D2. 

The lattice strain in the film can be found by, 
ε =  ఉୡ୭ୱθସ . 

Table 1. Shows the results of thin film and powder of CdS 

S.N. Sample name Average particle 
size (D) (nm) 

Dislocation density 
(δ) 

Strain (ε) Energy Band gap 
(eV) 

Resistivity (ρ×10-2) 
(Ω-cm) 

1 CdS Thin Film 34.45 0.08426 0.3279 2.41 3.351 
2 CdS Powder 26.06 0.01472 0.12639 2.40 4.166 
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Figure 2. X-Ray diffraction pattern of a) CdS Thin film b) CdS powder 

 
4.2. Scanning electron microscope 

SEM microscope produces images of material by scanning of the surface. The SEM measurements were performed 
of CdS thin films to study their surface morphology with different images. The particle size distribution and corresponding 
Gaussian curve fitting of sample is show in Figure 3. It has observed that the CdS thin film surface become uniform and 
particle distribute everywhere but random conformed amorphous shapes. SEM image clarify that the thin film surface 
was smooth, random distribution of particles and contains spherically formed grains. The surface was enclosed in grains 
with uniform size. The thin sheets display no cracks or pin prick in the materials [26].    
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Figure 3. SEM image of CdS thin film 

 
4.3. Optical studies 

UV-Visible absorption spectrum of the cadmium sulphide powder and films are show in Figure 4. The optical 
properties of CdS reflected on the UV-Visible spectral data in the region of 370-400 nm wavelengths with a red shift of 
absorption wavelength. The results of above analysis are similar to other researcher by literature. A strong absorption in 
the ultraviolet region was observed at wavelength about 397 nm, 400 nm for film and powder respectively. Which was 
fairly blue shifted from the absorption edge due to quantum confinement effects [16, 18]. 

The optical band gap of CdS powder and film calculated using Tauc’s plot method. The Tauc’s equation 

 αhν =B (hν-Eg)n (1) 
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is used, where the absorption coefficient is α, the energy of photon is h𝜈, B is an also constant, Eg is the band gap and 
n = 1/2 for direct allowed transition. The optical band gap is decided from the boundaries gotten of a straight contraction 
of the term (αhν)2, [27] whose convergence with the x-axis (in α=0) gives the optical band gap. This graphical 
interpretation starts by replacing the wavelength values to energy level using the equation (1), which comes from: 
Eg = ch/λ. To obtain absorption coefficient by measured absorbance assume that sample thickness is 1μm which is 
measured by cross section of SEM micrograph of the Sample α = 2.303A/t, ‘A’ measured by UV-Visible spectrometer 
and ‘t’ sample thickness. According to Figure 4 band gap obtained CdS powder 2.40 eV and CdS film 2.41 eV 
approximately equal. 
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Figure 4. a) Absorption v/s wave length, 4b) Band gap by Tauc’s plot method 

4.4. Fourier transforms infrared spectra (FTIR) 
Figure 5 shows the Fourier transform infrared (FTIR) spectra of deposited powder and films are recorded on a FTIR 

spectrometer. The more vibration in powder form and less vibration in film represent good agreement with solvent. The 
FTIR spectra CdS conforming to the existence of constitutional elements functional group and chemical bonding between 
Cd and S. FTIR spectra were lies from 400 to 4000 Cm-1 at room temperature. The absorption bands of FTIR spectra on 
wave number 1030-1070 cm-1 represents the S = O sulphide group. The sharp bending at the infrared active spectrum due 
to absorption band 1365cm-1-1465 cm-1, it is indicated by C–H and N–H bonding goes to  1580–1650 cm−1.The prominent 
2250 cm-1 caused by C≡N. The powder form of CdS shows water molecules stretching O–H between 3000-3550 cm−1 
due to solvent. The band at 720 cm−1 relate to the Cd–S bond which substantiate the formation of CdS particles [22]. 
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Figure 5. FTIR graphs of powder and film of CdS 

4.5. Photoluminescence spectra (PL) 
Photoluminescence (PL) spectroscopy has been used to study of the photo luminescence spectra of CdS powder and 

films with an excitation wavelength of 507 nm. The PL spectra of the deposited CdS powder and films have been recorded 
the wavelength range between 600 nm – 650 nm (Fig. 6). PL spectra indicate of the CdS exhibited two distinct PL bands 
but the peak positions and PL intensities of the powder and film were remains same due to different physical condition 
of cadmium sources [19]. The PL emission peaks centered around 630 nm for powder and film both. CdS shows band to 
band transition and direct band gap. 
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Figure 6. PL graph of powder and thin film CdS 
 

4.6. Electrical studies (V-I Characteristics) 
Figure 7 Shows I-V characteristics of the CdS films, were traced out by the Keithley spectrometer. The non Ohmic 

I-V characteristics can be attributed to the schottky contacts between CdS and metal contacts by silver paste. The current 
difference ΔI is defined as current Imax - Imin at a specific bias voltage. Imax is the maximum current and Imin is the 
minimum currents on the linear part of the curve. The electrical resistivity is calculated using ρ = VA/IL, where I is the 
current in mA, L the thickness of the sample (1μm), V the applied voltage, and A is the cross-section area of the sample. 
The calculated resistivity of film and powder were 3.351 Ω·cm, 4.166 Ω·cm respectively [25, 26]. 
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Figure 7. I-V Characteristics of powder and thin film CdS 

 
5. CONCLUSION 

In this paper spin coating method is used for CdS thin film. The prepared thin film has a bandgap of 2.41 eV. X-ray diffraction 
spectra show that film exists in the cubic phase. FTIR spectra confirmed sharp and strong bonding of composition. PL spectra indicate 
one strong visible emission band at about 630 nm for CdS. Intensity decreases of thin film comparatively to powder form due to bond 
formation. SEM image shows that particles are distributed randomly on the surface of thin films. The obtained resistivity of the CdS 
thin film was 3.351 Ω·cm. 
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ДОСЛІДЖЕННЯ СИНТЕЗУ ТОНКІХ ПЛІВОК СУЛЬФІДУ КАДМІЮ ОТРИМАНИХ МЕТОДОМ 
ПРОСТОГО ОБЕРТАННЯ ДЛЯ ЗАСТОСУВАННЯ В ЕНЕРГЕТИЦІ 
Джагмохан Лал Шармаa, С.К. Джейнb, Бальрам Тріпатіc, M.C. Мішраd 

aУніверситет Радж Ріші Бхартарі Матсія, Алвар-301001, Індія 
bКафедра фізики Маніпальського університету Джайпур, Джайпур-302017, Індія 
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У статті досліджено властивості тонкої плівки CdS, яка використовується для виготовлення віконних матеріалів сонячних 
батарей та оптичних пристроїв. Тонка плівка сульфіду кадмію (CdS), отримана золь-гель методом на склі та підкладці ITO. 
Підготовлену тонку плівку сушать у вакуумній печі при 70 ℃. Тонка плівка та порошок CdS характеризуються структурними, 
оптичними та електричними властивостями за допомогою рентгенівського дифрактометра (XRD), УФ-видимого 
спектрометра та спектрометра Кейтлі. Середні розміри кристалітів, мікродеформації та густину дислокацій зразків 
розраховують за формулою Дебая Шеррера. Ширина забороненої зони CdS, розрахована методом Tauc-plot, становить 2,40 
та 2,41 еВ для порошку та плівки. Довжина хвилі поглинання CdS раптово зменшується біля 280 нм і стає плоскою у вищій 
області довжин хвиль. Спектрометр FTIR використовується для ідентифікації матеріалів і утворення зв’язків. Утворення 
зв’язків, дефектів та домішок спостерігали на спектрометрі Кейтлі, який використовується для вимірювання ВАХ і 
обчислення питомого електричного опору за законом Ома. 
Ключові слова: ультразвукова обробка; CdS; XRD; видимий УФ; електричні властивості 
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The effect of plasma activation of reactive gas on the process of reactive magnetron synthesis of oxide coatings was theoretically and 
experimentally investigated using a radio-frequency inductively coupled plasma source, which creates a flow of activated reactive gas 
directed towards the surface on which the oxide coating is deposited. The reactive gas passes through a dense inductively coupled 
plasma located inside the plasma source, while argon is supplied through a separate channel near the magnetron. A theoretical model 
has been built allowing the calculation of spatial distributions of fluxes of metal atoms and molecules of activated reaction gas, as well 
as the stoichiometry area of the synthesized coatings. Calculations were performed on the example of aluminum oxide. It was found 
that the plasma activation of the reactive gas allows to increase the sticking coefficient of oxygen to the surface of the growing coating 
from values less than 0.1 for non-activated molecular oxygen to 0.9 when 500 W of RF power is introduced into the inductive discharge. 
In order to verify the developed model, experiments were conducted on depositing an aluminum oxide film on glass substrates located 
at different distances from the magnetron target, followed by measuring the distribution of film transparency along the substrate length 
and comparing it with the calculated distribution. A comparison of the calculation results with the experimental data shows a good 
agreement in the entire studied range of parameters. Based on the generalization of the obtained results, an empirical rule was 
formulated that the power ratio of the magnetron discharge and the plasma activator should be approximately 8:1. 
Keywords: Reactive magnetron synthesis, Inductively coupled plasma, Plasma activation of reactive gas, Mathematical simulation  
PACS: 52.77.Dq 

INTRODUCTION 
Reactive magnetron sputtering is one of the promising methods for the synthesis of high-quality coatings of metal 

oxides or nitrides on the surface of various products for mechanical engineering, microelectronics, optics, and also for 
medical applications. A significant disadvantage of the reactive magnetron sputtering is the interaction of the reactive gas 
not only with the growing film but also with the surface of the magnetron target. Because of this, the target is covered 
with oxide film causing a decrease in the sputtering rate and the appearance of process instability. The main challenge of 
reactive magnetron sputtering is the preferential delivery of reactive gas to the surface of the growing film keeping the 
magnetron target non-oxidized.  

It is known that when alumina coatings are deposited by reactive magnetron synthesis, one of the main problems is the 
low sticking coefficient of molecular oxygen to the aluminum surface. In particular, in [1], the sticking coefficient of oxygen 
molecules to an atomically pure aluminum surface in ultrahigh vacuum was experimentally measured, while it was found that 
the probability of an oxygen molecule in the ground state sticking to the aluminum surface at room temperature is about 2%. In 
[2], similar results were obtained using mathematical modeling by the molecular dynamics method. The results of [3, 4] show 
that even in conditions typical for industrial technologies (not perfect vacuum, limited surface cleanliness), the sticking 
coefficient of molecular oxygen to the surface of a growing film in the process of reactive magnetron synthesis does not exceed 
several percent and the ratio of the flows of oxygen and aluminum required to obtain a stoichiometric film is at least 17. 

Since in the reactive magnetron synthesis of Al2O3 it is necessary to achieve a high sticking coefficient of oxygen to 
the almost completely oxidized surface of the growing film, the described results of fundamental studies of molecular oxygen 
sticking to the atomically clean surface of aluminum can be applied to the description of the synthesis of stoichiometric films 
of aluminum oxide only indirectly. Therefore, for the practical use of scientific data, it is necessary to build a mathematical 
model based on the results of systematic measurements of the stoichiometric composition of the synthesized coatings at 
different ratios of metal and reactive gas flows. As we showed earlier [5], an extremely important role is played not only by 
the value of the reactive gas flow, but also by the oxygen state (vibrational excitation and dissociation degree of the 
molecules), and plasma activation of the reactive gas flow can increase the oxygen sticking coefficient dramatically. 

Attempts to use plasma activation of reactive gas are known, moreover, in almost any magnetron sputtering system 
(especially when using an unbalanced magnetron), gas activation occurs in the magnetron plasma, but the effect of such 
activation is usually small, and to this day there is no clear understanding of the mechanisms of plasma activation and 
precise "recipes" for the organization of technological processes. 

Plasma is a powerful tool, but its effect on gas is quite complex: ionization, excitation, dissociation, and the 
relationship between these processes strongly depends on the type and pressure of the gas, the density and temperature of 
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electrons, and the properties of the surfaces limiting the plasma. It is very difficult to separate these effects, so here we 
use the term "plasma activation", under which we understand the complex effect of plasma on a neutral gas, which 
increases its reactive properties. The effectiveness of plasma activation in reactive magnetron synthesis can be quantified 
through an increase in the sticking coefficient of the reactive gas. 

It is well known that additional activation of the reactive gas significantly improves gas utilization, thus reducing 
the required gas flow rate that allows the target sputtering in metallic mode. To increase the degree of activation of reactive 
gas particles, magnetron sputtering technology with additional ionization was used. In particular, this is described in [6]. 
The process of film growth during reactive deposition consists of two stages. The first is the condensation of the material 
sputtered from the target. The second is the reaction of the film material with the reactive gas. It was shown that an 
increase in the plasma density near the substrate by means of an additional inductively coupled discharge makes it possible 
to increase the activity of the gas and the sticking coefficient of its molecules to the growing film. However, this approach 
puts RF power not only into the reactive gas but also into the sputtering gas (which takes most of the gas mixture) that 
greatly reduces the efficiency of the system. In addition, this power is deposited into a large volume of plasma, which 
also leads to its inefficient use. 

In this paper, we explore a different approach. The reactive gas passes through a dense inductively coupled plasma 
localized inside a dedicated plasma source, while argon is fed through a separate channel near the magnetron. As a result 
of the concentration of high RF power in a small volume, a dense plasma is created there, which makes it possible to 
achieve a higher degree of activation of the reactive gas. As a result, a directed flow of activated reactive gas is formed, 
which, if the process is properly organized, can be delivered directly to the surface of the growing film. Taking into 
account the complexity of choosing the optimal geometry of the system a mathematical model has been developed and 
experimentally verified that is described below. 

EXPERIMENTAL RESULTS 
The process of reactive magnetron sputtering was studied using the multifunctional Cluster Ion-Plasma System (CIPS) 

[7], which consists of compatible sources of fluxes of metal atoms, ions, and chemically active particles for a complex effect 
on the growing film. In the current research, the unbalanced magnetron was used in pair with the gas-activating plasma 
source. The layout of the system may be found in [7]. The RF inductively coupled plasma source is designed to create a flow 
of activated reactive gas particles, as well as a flow of slow ions and electrons. It can be also used to clean the surface of 
processed parts prior to coating deposition. The ICP source is located inside the vacuum chamber and can be moved, which 
allows choosing the optimal ratio between the distances from the sample to the magnetron and to the plasma source. The 
plasma in such a source is concentrated in a chamber made of a ceramic tube (Fig. 1). 

At the outlet of the source, a metal grid is installed, 
which limits the plasma and ensures a pressure difference 
between the source and the technological chamber. An RF 
generator with a frequency of 13.56 MHz and a power of 
up to 1 kW is connected to the inductor coil through a 
matching circuit. Fig. 2 presents a photo of the 
simultaneous operation of the magnetron and the plasma 
source. Details of the gas activation in plasma are 
discussed in [8]. 

When studying the transparency of oxide films 
depending on stoichiometry, an interesting fact was found: 
a non-stoichiometric film is more transparent to long-wave 

light with the greatest transparency in the infrared range. This phenomenon is illustrated in Fig. 3. 

Figure 2. Photograph of the simultaneous 
operation of the magnetron and the plasma 
source. 

Figure 3. Distribution of the transparency of the alumina film along the sample for 
radiation with different wavelengths: 650 nm (red line), 450 nm (blue line), 550 nm 
(green line). On the right edge of the sample, the film is completely stoichiometric 

  

Figure 1. ICP source for reactive gas activation 
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THEORETICAL MODEL 
To improve the understanding of the process of plasma activation of the reactive gas during reactive magnetron 

synthesis of oxide coatings, a mathematical model was built, which is described below. 
The dependence of the current density of argon ions on the target surface from the radius is given by the following 

piecewise linear approximation: 

( ) 2 1 1 2:
2 2Ar

R R R RJ r r
öæ - + ÷ç ÷= - -ç ÷ç ÷è ø
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where R1 = 2 cm and R2 = 7 cm are the inner and outer radii of the erosion area of the magnetron target. The normalization 
constant for this dependence was determined by calculating the integral current of argon ions on the target, which is equal 
to the magnetron discharge current measured in the experiment: 
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The flux density of sputtered aluminum atoms at a point with coordinates r, z through a surface located at an angle 
αs to the axis of the magnetron is determined by the following expression: 
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In this expression, the sputtering coefficient S is defined as a function of the discharge voltage U: 

: 0.4
530
US = ⋅ (4)

Fig. 4 shows the calculated distributions of the aluminum film deposition rate at different distances from the 
magnetron. The diagram of the relative location of the magnetron target, the oxygen plasma activator, and the substrate 
is shown in Fig. 5. All calculations and experiments were performed with the magnetron current of 7.8 A, magnetron 
voltage of 520 V, and oxygen flow rate of 20 sccm. 

Figure 4. Calculated distributions of the aluminum film deposition 
rate in μm/h at different distances from the magnetron. The curves 
correspond to the following distances from the magnetron target 
(from top to bottom): 5, 10, 15, 20, 30, 50 cm 

Figure 5. Schematic of the relative location of the magnetron 
target, the oxygen plasma activator, and the substrate. 
The dotted line shows the axis of the plasma activator. 
Coordinates are in cm 

The molecular oxygen flux density at the point with coordinates r, z (the coordinate origin is in the center of the 
outlet of the plasma source) through the surface located at an angle βs to the axis of the reactive gas activator is determined 
by an expression similar to (3): 
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In this expression, RO2 = 4 cm is the radius of the plasma source, 2
2 2: 1O OJ Rp= ⋅

 
. 

To convert the coordinates to the system with the origin in the center of the magnetron target, the following 
expression may be applied: 
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In addition, it is necessary to take into account the isotropic flow 2O ostj  of non-activated oxygen with the partial 
pressure 2Op  from the chamber to the substrate: 

16
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Tj e p
Mp
⋅

= ⋅ ⋅ ⋅ ⋅ ⋅
⋅

(7)

The calculated spatial distributions of aluminum and oxygen flux density on the substrate, which is perpendicular to 
the magnetron axis, are shown in Fig. 6. 

Figure 6. Calculated spatial distributions of aluminum (left) and oxygen (right) flux density on a substrate perpendicular to the 
magnetron axis (the coordinate scale is the same as in Fig. 5). 

Now we can write the stoichiometric ratio 

2 2 24:
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Here, K is the sticking coefficient of activated oxygen to the surface of the growing film. The expression (7) Takes 
into account the fact that the oxygen comes to the film surface from two sources: the directed flow of activated oxygen 
from the plasma source and the isotropic flow of the residual oxygen from the chamber, which is accounted for using the 
partial pressure pO2. 

In order to compare the results of calculations with experimental data on the dependence of film transparency on 
process parameters, it is necessary to know the dependence of transparency on film stoichiometry. This dependence was 
taken from [9]. Fig. 7 shows the experimental values of transparency compared to the analytical approximation. 

It should be noted that the film transparency depends not only on its stoichiometry but also on its thickness. In the 
described model, the absorption of light is considered to be proportional to the thickness of the coating, which was 
calculated at each spatial point, based on the local flow of aluminum. Examples of calculated distributions of coating 
thickness along samples located at different distances from the magnetron symmetrically and perpendicularly to its axis 
are shown in Fig. 8. 
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Figure 7. Experimental values of transparency (points) compared to 
analytical approximation (curve) depending on the stoichiometric ratio of 
oxygen and aluminum flows (taking into account the sticking coefficient) 

Figure 8. Calculated oxide coating thickness 
distribution along the 20 cm long substrate at different 
distances from the magnetron target 

Thus, using the above expressions, we can calculate the stoichiometric ratio and transparency of the film at any point 
of the technological chamber at any size and relative location of the magnetron, the substrate, and the plasma activator of 
the reactive gas, and finally, at arbitrary process parameters. Fig. 9 shows the calculated spatial distributions of the 
stoichiometric ratio and transparency of the film in the process chamber. It can be seen that near the magnetron, where 
the flow of aluminum is high, it is impossible to obtain a stoichiometric film, at the same time there is a rather large region 
of stoichiometry, in which the samples should be placed during technological processes. 

  
Figure 9. Spatial distributions of the stoichiometric ratio (left) and film transparency (right) in the technological chamber 

 

  
Figure 10. Comparison of experimental data on the spatial distribution of the coating transparency with the simulation results. In 
the upper figures, the calculated transparency is shown by grayscale. Two positions of the substrates are shown in red: 22 cm and 
26 cm from the magnetron target. The lower pictures compare theoretical (red) and experimental (blue) transparency cource along 
the sample for the distance of 22 cm (left) and 26 cm (right) 
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To verify the developed model, experiments were carried out on depositing an aluminum oxide film to glass 
substrates located at different distances from the magnetron target, followed by measuring the distribution of film 
transparency (at 600 nm wavelength) along the length of the substrate and comparing it with the calculated distribution. 
All the parameters were input into the model according to the experimental conditions, excluding the sticking coefficient 
for oxygen, which is predominantly unknown. Then, the sticking coefficient was iteratively fit to achieve the maximum 
possible accordance between the calculation result and the experimental data. The results of calculations, experiments, 
and their comparison are shown in Fig. 10. 
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Figure 11. Dependence of the oxygen sticking coefficient on RF power supplied to the plasma activator 

The obtained results allow us to find a very important principle of the process of plasma activation of reactive gas, 
namely the dependence of the oxygen sticking coefficient on the RF power supplied to the plasma activator. The found 
dependence is shown in Fig. 11. It is quite obvious that the sticking coefficient increases with increasing RF power input 
into the gas-activator plasma source and approaches almost unity at a power of 500 W or more. Thus, the further increase 
of RF power does not make sense, which is very important in view of the high price of powerful RF generators. To 
generalize the obtained results, it is possible to formulate the following empirical rule: the power ratio of the magnetron 
discharge and the plasma activator should be approximately 8:1. 

CONCLUSION 
In this paper, we discussed the possibility of improvement of the technology of reactive magnetron sputtering by 

addition to the sputtering system of a dedicated plasma source activating the reactive gas being passed through the dense 
plasma inside the source. The source creates a flow of activated reactive gas directed towards the surface on which the 
oxide coating is deposited. It has been shown that when alumina coatings are deposited by reactive magnetron synthesis, 
the problem of the low sticking coefficient of molecular oxygen to the aluminum surface can be solved if sufficient RF 
power is input to the source. This possibility of plasma activation of reactive gas in the process of reactive magnetron 
synthesis of oxide coatings was theoretically and experimentally investigated. The theoretical model has been built that 
allows the calculation of spatial distributions of flows of metal and reaction gas, as well as the stoichiometry area of the 
synthesized coatings. Calculations were performed on the example of aluminum oxide. It was found that the plasma 
activation of the reactive gas allows to increase significantly the sticking coefficient of oxygen to the surface of the 
growing coating. In our experiments, the sticking coefficient changed from values less than 0.1 without additional gas 
activation to 0.9 when 500 W of RF power was introduced into the inductive discharge.  

The developed model has been experimentally verified. In the experiments, an aluminum oxide film was deposited 
on glass substrates located at different distances from the magnetron target at different levels of RF power input. The 
resulting distribution of film transparency along the substrate was measured and compared with the simulation output. A 
comparison of the calculation results with the experimental data shows a good agreement in the entire studied range of 
parameters. Analyzing the obtained results, we formulated an empirical rule giving the way of estimation of the additional 
RF power required to reach the oxygen sticking coefficient close to unity. According to this rule, the optimal power ratio 
of the magnetron discharge and the plasma activator should be approximately 8:1. 
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ВПЛИВ ПЛАЗМОВОЇ АКТИВАЦІЇ РЕАКТИВНОГО ГАЗУ ПРИ РЕАКТИВНОМУ 
МАГНЕТРОННОМУ РОЗПИЛЕННІ 

Станіслав В. Дудін, Станіслав Д. Яковін, Олександр В. Зиков 
Харківский національний університет імені В.Н. Каразіна 

майдан Свободи 4, Харків, 61022, Україна 
Теоретично та експериментально досліджено вплив плазмової активації реактивного газу на процес реактивного 
магнетронного синтезу оксидних покриттів з використанням ВЧ індукційного джерела плазми, яке створює потік 
активованого реактивного газу, спрямований у напрямку поверхні, на яку наноситься оксидне покриття. Реактивний газ 
проходить через щільну індуктивно зв'язану плазму, розташовану всередині джерела плазми, тоді як аргон подається через 
окремий канал поблизу магнетрона. Побудовано теоретичну модель, яка дозволяє розрахувати просторові розподіли потоків 
атомів металу та молекул активованого реакційного газу, а також розподіл стехіометрії синтезованих покриттів. Виконано 
розрахунки на прикладі оксиду алюмінію. Виявлено, що плазмова активація реактивного газу дозволяє збільшити коефіцієнт 
прилипання кисню до поверхні покриття, що зростає, від значень, менших за 0,1 для неактивованого молекулярного кисню, 
до 0,9 при введенні в індукційний розряд ВЧ потужності 500 Вт. Для перевірки розробленої моделі були проведені 
експерименти з нанесення плівки оксиду алюмінію на скляні підкладки, розташовані на різних відстанях від мішені 
магнетрона, з подальшим вимірюванням розподілу прозорості плівки по довжині підкладки та порівнянням його з 
розрахунковим розподілом. Порівняння результатів розрахунків з експериментальними даними демонструє добре узгодження 
в усьому дослідженому діапазоні параметрів. На підставі узагальнення отриманих результатів було сформульоване емпіричне 
правило, що співвідношення потужностей магнетронного розряду та плазмового активатора має бути приблизно 8:1. 
Ключові слова: реактивний магнетронний синтез, індуктивно зв’язана плазма, плазмова активація реактивного газу, 
математичне моделювання 
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