400
East EUROPEAN JOURNAL OF PHysIcs. 3. 400-405 (2023)
DOI:10.26565/2312-4334-2023-3-43 ISSN 2312-4334

MECHANISMS OF CURRENT TRANSITION IN HIGH COMPENSATED SILICON SAMPLES
WITH ZINC NANOCLUSTERS'

Eshkuvat U. Arzikulov*, M. Radzhabova, Sh.J. Quvondiqov, G. Gulyamov
Samarkand State University named after Sharaf Rashidov
140104, University Boulevard 15, Samarkand, Republic of Uzbekistan
*Corresponding Author e-mail: eshkuvata@gmail.com
Received July 20, 2023; revised July 31, 2023; accepted August 2, 2023

This article presents experimental results on the study of the current-voltage characteristics of strongly compensated n- and p-type
silicon samples diffusion-doped with zinc at a temperature of 80 K. The current-voltage characteristics of the studied samples contain
both sublinear and superlinear sections. Several (up to eight) characteristic areas were found, the number of which depends on the
degree of illumination, temperature, and electrical resistivity of the sample. Under certain conditions, there is an alternation of sections
of the current-voltage characteristic with negative differential conductivity of the N- and S-type, behind which current instabilities with
an infra-low frequency are observed. The appearance of sections of the current-voltage characteristic with a quadratic dependence is
explained by the presence of fast and slow recombination centers associated with zinc nanoclusters, and sublinear sections are explained
in terms of the theory of the "injection depletion effect". The formation of nanoclusters with the participation of zinc ions was confirmed
by atomic force microscopy studies.

Keywords: Compensated silicon, Current-voltage characteristic; Current flow,; Zinc, Nanocluster; Negative differential conductivity;
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1. INTRODUCTION

It is known that the shape of the current-voltage characteristic (CVC) of semiconductors containing deep levels (DL)
can have three or more characteristic regions [1]. It has been experimentally established [2] that on many semiconductor
materials, usually in the first section of the CVC, a linear dependence of the current on the applied voltage is observed, i.c.,
Ohm's law is satisfied. In the second section, there is a power-law relationship between current and voltage, i.c.,
dependence of type I = U™, where n>1. In the third section of the I (U) dependence, starting from certain voltage values,
a sharp increase in current is observed. Further, with an increase in the electric field strength, a decrease in current is
observed, i.e., there is a region with negative differential conductivity (NDC). Usually the NDC is N- or S-type.
Combinations of S- and N-type NDCs are also possible [3]. Under certain conditions, they can replace each other, and it
is also possible to transform the S-shaped I-V characteristic into an N-shaped one over time. The statistical characteristic
can also have a more complex form. The observation of the CVC in the NDC region is associated with current instabilities,
i.e., current or voltage fluctuations with different frequencies and shapes can be observed depending on the experimental
conditions [4, 5].

This article presents the experimental results of the dependence of the current density j on the electric field strength
E of strongly compensated silicon samples diffusion-doped with zinc with nanoclusters. A study of the surface
morphology before and after the diffusion process of samples using AFM atomic force microscopy (Figure 1 and 2)
showed that nano-sized periodic structures and pyramid-shaped objects are formed on the surface and near-surface region
of diffusion-doped samples, which mainly consist of atoms zinc.

2. EXPERIMENTAL METHODS, RESULTS AND IT’S DISCUSSION

Studies of the I-V characteristics in n—Si<P, Zn> samples were carried out under various background illuminations
of integrated light at a temperature of T=80 K measured [15]. The influence of the internal resistance of a constant voltage
source on the form of the -V characteristic has not been investigated by us. However, in all experiments, the operating
point was located on a given section of the CVC.

The type of CVC of the studied samples strongly depends on the degree of illumination of the samples. At relatively
low illumination (0.05+0.01 Lx), the CVC of the samples consists of several clearly defined sections (Fig. 3, curve 1): the
first section is when the applied electric field in the sample is less than 12.6 V /cm, a dependence of the form I = U%22 is
observed, the second section - when E is in the range of values 12.6 V/cm < E < 18.9V /cm, a dependence of the form
I = U%77 is observed, the third section - when E lies in in the range of 19 V/cm < E < 62.9V /cm, an almost quadratic
dependence is observed, i.e. I = U1, the fourth section - when E is in the range of values 62.9 V/cm < E < 94.3V /cm,
again a dependence close to the second section is observed, i.e. dependence of the form I = U%7, A further increase in
E in the range 0of 94.3 V/cm < E < 471.1V /cm leads to a sharp increase in current. In this case, the dependence I(U)
has the following form: I = U*2%. When the value of E lies in the range 471.1 V/cm < E < 816.1V /cm, a dependence
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of the form I = U5 is observed. A further increase in E does not lead to noticeable changes in the current values, i.e.,
there is a weak sublinear dependence of the form I = U%52,
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Figure 1. AFM images of the surface of a single-crystal silicon  Figure 2. Surface morphology images of n-Si<P,Zn> samples
sample (a) - before diffusion zinc atom, (b) - after diffusion at obtained in an atomic microscope (AFM)
T =1145°C, (c) - after diffusion at T = 1150°C

An increase in the illumination intensity of the integrated light leads to a noticeable change in both the nature of the
I(U) dependence and the region of existence of one or another dependence in electric field strength. So, for example, an
increase in the intensity of integral illumination from 0.012 Lx to values of 0.048 Lx leads to a decrease in the number of
characteristic sections from 8 to 6, in addition, sections with NDP of both N - and S - types are added to the I (U)dependence,
alternating with instabilities current (current self-oscillations). At relatively high intensities of the integral light, one
dependence of the form I = U%77 is observed in the I(U) dependence in the range 25.2 V/cm < E < 42.1V /cm (Fig. 4).
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Figure 3. CVC of an n-Si<P, Zn> sample with p = 6.91- Figure 4. CVC of an n-Si<P, Zn> sample with p = 7.64 -
10*Q-cm under various background illuminations of 10%*Q-cm at relatively high background integral illumination
integrated light. T=80 K intensities. T=80 K

A further increase in E leads to a decrease in the current growth rate, which, passing through a maximum, begins to
decrease, i.e., the NDC region is observed. A further increase in E leads to the second section with NDC. Two consecutive
N-shaped sections are in the range of 42.1 V/cm < E; <319V /cm and 320 V/cm < E, < 751V /cm, respectively.
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At the same time, in the first section with NDC, in a certain range of E values, infra-low-frequency current oscillations
with deep modulation ~ 99.98 % are observed, which disappears when a certain value of E is reached. In the second
section with NDC, also when a certain value of E is reached, quasi-harmonic current oscillations begin, which come from
single-cycle spike-shaped to push-pull with modulation coefficients of ~99.98 %, 90.5 %, respectively, with an increase
in E. A further increase in E leads to a sharp increase in current at a certain critical value of E, i.e., an S-shaped section
of the CVC is observed.

A further increase in E after the end of the second N-shaped section leads to a sharp increase in current. At a certain
critical value of Ec, an S-shaped section is observed in the I(U) dependence curve.

The results obtained can be interpreted as how zinc atoms in silicon, under strong compensation, form not only deep
levels, but also quantum dots with large charge carrier capture cross sections.

On Figure 4 shows a typical [-V characteristic for one of the n—Si<P, Zn> samples with a specific resistance at room
temperature of ~7.64 - 10* Q- cm. As can be seen from the figure, the I-V characteristics of the sample under study
partially contain characteristic sections of the I-V characteristics corresponding to semiconductors with deep levels, i.e.,
it contains segments of linear, quadratic, and sharp dependences of the photocurrent density on the applied electric field.
In addition, in the studied samples, there are two regions of the N-type NDC and one region of the S-type NDC.

The nonlinearity of the CVC is found not only in many semiconductor devices, in which the main working element
is p-n - junctions, but also in many semiconductor materials in which there are no p-n - junctions at all [3]. In
semiconductor materials, if we exclude the influence of contacts, it is most often due to the effects of strong fields. It is
known that in strong electric fields the dependence of the mobility on the field strength is observed up to velocity
saturation, NDP, impact ionization, and breakdown. However, in weak electric fields, the manifestation of the nonlinearity
of the CVC is also possible [6].

Studies of the processes of current passage of silicon samples doped with zinc unambiguously showed that the
transport of electrons at low electric field strengths (E) obeys Ohm's law, and not too small E is described by the space
charge-limited current theory (SCCT) and the capture of electrons to levels located in the band gap of the sample [5].

As is known [4], the reasons for the nonlinear behavior of the CVC in semiconductors have not been unequivocally
established. A possible reason for the nonlinearity of the current-voltage characteristics in silicon samples doped with
zinc can be the mechanisms known as space charge-limited current and ionization of centers in strong electric fields [6,8].
According to [6] when a voltage is applied to a high-resistance sample, a current arises in the circuit due to the injection
of charge carriers from a metal electrode, which is described by a power law in the form I~E?2. The nonlinear section of
the CVC in high-resistance crystals containing shallow and deep traps was associated with the implementation of
monopolar or double injection [8].

The presence in the Si<P, Zn> HC samples of r — (slow) and s — (fast) recombination centers associated with the
centers of zinc atom ions, as well as the t attachment level, suggests that in fields where there is a quadratic dependence
of the current strength on the strength electric field (I~E?) in the I-V characteristics, the trap character of conductivity is
realized. The data obtained in the quadratic region of the I-V characteristics show that in the samples of p- and n-type
Si<P, Zn>, the transfer of charge carriers in electric fields (E < 102V /cm) is mainly due to monopolar injection and is
consistent with the Lampert theory [8].

The sublinear segments of the I-V characteristics of the studied samples of the p- and n-type Si<P, Zn> can be
satisfactorily explained in terms of the theory of the “injection depletion effect” [8]. Theoretically, the appearance of such
a current-voltage characteristic is possible only with opposite directions of ambipolar diffusion of nonequilibrium current
carriers and their ambipolar drift, which in our case is mainly determined by injection modulation of the charge of deep
levels [10]. Due to the difference in diffusion coefficients, electrons run far ahead, and holes move slowly, as a result of
which they are separated in space and an electric field arises between them, which slows down their movement. Reducing
their speed causes a decrease in current, i.e., a sublinear portion of the CVC is observed.

An analysis of the obtained experimental data in relatively high fields (at E > 102V /cm) shows that the increase in
conductivity with an increase in the electric field strength is associated with an increase in the concentration of excess
current carriers. This allows us to assume that the presence of a section of a sharper increase in current in the -V
characteristic, where n > 3, can be explained by the fact that in samples of p - and n - type Si<B, Zn> at electric fields
E > 10%V /cm, field devastation (or ionization) of traps.

The phenomenon of thermal quenching of photoconductivity [11] can lead to the appearance of a part of the -V
characteristic with the NDC of the illuminated sample. With an increase in the electric field strength and current density
through the sample, the Joule power released in it increases. This also increases the temperature of the sample. An increase
in temperature can lead to a sharp decrease in the photoelectron concentration due to the quenching of the phase transition
and, due to the following condition (1), also to a change in the sign of the differential conductivity.

dinu  dinn
o = enye (14 8int . dinm)
H +dlnE+dlnE

)

where e - is where the value of the charge of the mobile carrier, n- and u- are the concentration of charge carriers and their
mobility, E - electric field strength.
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Thus, the differential conductivity becomes negative if either the mobility of charge carriers or the concentration (or
both) sharply enough depends on the field strength, decreasing with its increase. It is characteristic of which of these
factors plays the main role, we can talk about drift (u = u(E )) or concentration (n =n(E )) nonlinearity.

Another mechanism that leads to a strong change in the concentration of charge carriers may be due to a sharp
increase in the degree of ionization of shallow donors or acceptors during heating of free carriers. This increase can be
associated both with an increase in the impact ionization rate during heating of charge carriers, and with the field
dependence of the probability of their capture by like-charged traps. Indeed, the latter probability decreases with
increasing carrier energy [3]. Both of these factors lead to the fact that when a certain critical value of the field strength
E. is reached (on the order of several V/cm in germanium and silicon at helium temperatures), a low-temperature
breakdown of small impurities occurs. In fields on the order of 10?2V /cm, almost complete release of charge carriers
from traps occurs, which leads to a sharp superlinearity of the CVC. In compensated samples, in this case, S - shaped
sections are observed in the CVC. At present, however, there is still no complete clarity regarding the specific mechanism
of the origin of the region corresponding to the NDC [3].

The mechanism of the occurrence of S-shaped I-V characteristics in heavily doped and simultaneously supercritical
semiconductors was investigated in [6]. At low temperatures and at relatively high K (K > 0.75, where K is the degree of
compensation of the sample), the electrons are in potential wells formed around the NC and the electrical conductivity of
such a material is very low. With an increase in E, the “heating” of the electronic subsystem begins and, as a result, the
population of states with high electron or hole mobility increases sharply. This, in turn, leads to the appearance of an NDR.
IfK <0.75, the CVC will not have an S-shaped form, since the activation energy arises only at high degrees of compensation
[10,12]. It should also be added that in this case the critical electric field increases with increasing degree of compensation.

Based on the above, it is possible to explain the presence of N - and S - shaped sections of the CVC in samples of
p - and n - type Si<P, Zn> at low temperatures and in the presence of integral illumination. An increase in temperature,
of course, in the middle part of the crystal, as a result of Joule heating, causes the effect of thermal quenching of
photoconductivity. If the intensity of this process is sufficiently high, then a region of a strong electric field arises near
the sample. Then the I-V characteristic of such a sample has a section with NDC [8]. The presence of two sections with
NDC can be explained by the presence of two BCs responsible for thermal quenching in the studied samples, the first of
which manifests itself at relatively low electric field strengths, and the second at relatively high E.

On the other hand, in order to explain the obtained experimental data, it is also necessary to use the model of a
semiconductor with quantum dots (QDs) [13,14]. The presence in the band gap of various traps for charge carriers
associated with impurity atoms significantly affects the [-V characteristics of semiconductors. This is especially evident
in high-resistance, i.e., compensated semiconductor materials. In this case, instead of the usual Ohm's law, an S- or N-
shaped section with a negative resistance appears on the [-V characteristic [15].

Under certain conditions for the time of flight of electrons and holes through the base 7, and 7, (where 7,, and 7,
are the time of flight of electrons and holes, respectively), the CVC of the samples consists of several sections - linear (at
low electric fields), quadratic, and as well as areas of a sharp increase in the current of an almost vertical nature at U =
Uppr (Where U = Uppr is the minimum voltage that leads to complete filling of traps in the material).

Samples of Si<P, Zn> with NCs with a maximum charge state, obtained by the method of high-temperature
diffusion, have a sufficiently high electrical resistivity (p ~#10% <+ 10% Q- cm. These NCs act as deep traps for electrons
and holes. Unlike conventional traps, where electrons are at a fixed energy level, electrons in NCs are not only bound,
but can also be at different quantized energy levels with different density of states and capture cross sections. The
distribution of electrons over levels depends on the degree of injection; in addition, the process of tunneling between
nanocrystals is possible. Therefore, it can be expected that the [-V characteristics in such materials should have their own
features, which was experimentally discovered by the samples of Si<P, Zn> studied by us with NCs.

In p-type samples with NC and with p;~1.5 - 102; p,~1.0 - 103; p;~1.0 - 10* Q - ¢m, uncompensated holes should
remain (respectively pi=1.8-10'%; p,=1.25-10'3 and p;=8-10'? cm-3), which should ensure the appropriate conductivity of the
material in the area under study temperatures, taking into account the change in the mobility of holes with a change in
temperature. However, at a temperature T=80 K, the resistivity of the samples increases from 3 to 6 orders of magnitude, which
means that the hole concentration decreases by the same factor. This conduction behavior can be associated either with the
capture of holes and electrons to energy levels lying below the Fermi level at T=300 K, or with the entry of holes into deep
potential wells, limiting their participation in conduction. The absence of any energy levels associated with the zinc atom in the
lower half of the bandgap in the range Ev<E<Ey+0.3 eV suggests that both options are not realized [17-19].

Therefore, we assume that holes in the valence band are accumulated between the nearest multiply positively
charged NCs of zinc atoms. The depth of potential wells is determined, on the one hand, by the charge multiplicity and
the concentration of clusters, and, on the other hand, by the concentration of holes in these wells.

Multicharged clusters act as powerful traps for holes with anomalously large capture cross sections. In the region of
low electric fields, the dependence of the current is described as [=U", and the value of n, depending on the resistivity of
the samples, varies in the range n~0.65-1.5, i.e., with a decrease in the resistivity of the samples, the -V characteristic
changes from a sublinear character to a superlinear (quadratic) character. A further increase in the electric field leads to a
rather strong ‘change in the current, while the value of n increases with a decrease in the resistivity of the samples and
changes in the range n = 2.2-3.2 i.e., current increases faster than quadratic. At higher electric fields, a sharp increase in
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current is observed, almost vertical, i.e., current increases by several orders of magnitude. This type of current-voltage
characteristic allows us to assume that currents limited by the space charge (CLSC) with deep traps take place in the
samples under study [20,21].

The values of Urrr, measured in the experiments, increase significantly with the increase in the resistivity of the
samples and amount to 15V, 185 V, and 500 V, respectively. It should also be noted that with a decrease in the resistivity
of the samples, the value of n in the vertical section of the CVC also decreases. Knowing the concentrations of charge
carriers at a given temperature, we calculated the positions of the Fermi level in these samples at T=80 K, which are
Fi=0.15 eV, F,=0.199 eV and F3=0.254 eV, respectively. Therefore, it can be assumed that traps with different
concentrations and ionization energies operate in these samples, and they are higher than the Fermi level. If we take into
account that the samples under study have p-type conductivity, then it should be assumed that the existing traps are located
near the top of the valence band [22,23].

Therefore, it can be assumed that the traps responsible for the effect of limiting trap filling in the samples under
study are associated with the energy levels of clusters of zinc atoms, and apparently create a whole spectrum of deep
energy levels with ionization energies in the range E=(Ev+0.31) + (Ev+0.55 eV) [6,16].

An analysis of these results shows that the active traps in the samples under study have different ionization energies
and concentrations. If we take into account that the samples under study contain only NCs with different charge
multiplicities, then it can be assumed that the detected energy levels correspond to their different charge states.

3. CONCLUSIONS

Based on the study of the surface morphology using AFM, as well as the photoelectric properties of the synthesized
silicon samples diffusion-doped with zinc, the formation of nanosized multiply charged clusters was established, which
significantly changes the structure of the energy states of the zinc atom in silicon. As a result, instead of the well-known,
two acceptor energy levels corresponding to atomic zinc, a whole spectrum of deep donor energy levels of zinc
nanoclusters appears, lying in the range E=Ev+(0.16+0.55) eV.

It has been established that the -V characteristics of the studied samples contain sections characteristic of
semiconductors, doped with impurities with deep levels.

For the first time, a CVC type containing two N-shaped sections and one S-shaped section in one sample was
discovered.
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MEXAHI3MMU NEPEXITHOT'O CTPYMY B BUCOKOKOMITEHCHUPOBAHUX 3PA3KAX KPEMHIIO
3 HAHOKJIACTEPAMU LIUHKY
Emkysar Y. Apsikyaos, M. Paxxa6osa, IILW. Kysonankos, I'. [yismos
Camapkanocokuil oepacasnuil ynigepcumem imeni [llapapa Pawuoosa,
140104, Yuisepcumemcworuil 6yaveap, 15, Camapxano, Pecnybnika Y3bexucman

VY cTaTTi HaBENEHO EKCICPUMEHTANbHI Pe3yIbTaTH JOCHI/UKCHHS BOJIBT-aAMIIEPHUX XapaKTEPUCTHK CHIBHOKOMIICHCOBAHUX 3pa3KiB
KPEMHII0 - Ta P-THUILY, JIETOBaHUX LHHKOM T1pu Temneparypi 80 K. BonbT-amnepHi XapakTepUCTHKH JOCIIDKYBaHHUX 3pa3KiB MiCTATh
SIK CyONiHINMHI, Tak 1 HA/UIHIMHI TiISHKY. BUsSBICHO HeKilbKa (IO BOCHMH) XapaKTEpHHUX IUITHOK, KUIBKICTh SIKMX 3aJIeXHUTh BiX
OCBITJICHOCTI, TEMIIEpaTypH Ta IITOMOT'O EJIEKTPOOIIOPY 3pa3ka. 3a HEBHUX yMOB BiJI0yBa€ThCS YepIryBaHHs JUITHOK BOJbT-aMIIEPHOT
XapaKTepUCTHKU 3 HETATUBHOIO NH(epeHIIaIbHOI0 NPOoBiaHICTIO N- i S-THIly, 33 SKHMH CIIOCTEpIraroThCs HeCTablIBHOCTI CTPyMy 3
iH}paHu3bpKOr0 YacToTo0. [T0sIBa MiSIHOK BOJIBT-aMIIEPHOI XapaKTEPUCTUKH 3 KBAIPATUYHOO 3aJI€XKHICTIO TOSICHIOETHCS HAsSBHICTIO
MIBU/IKUX 1 MOBIIHUX LIEHTPIB peKOMOIHAILIT, MOB'SI3aHUX 3 HAHOKJIACTEPaMH LIUHKY, a CyOIiHIHHUX IJSIHOK MOSICHIOETBCS B paMKax
Teopii «eeKTy IHKEKUIHHOTO BUCHAKEHHsS». YTBOPEHHS HAHOKJIACTEPIB 332 YYACTIO 1OHIB LMHKY MiATBEPHKEHO IOCITIHKEHHIMHU
aTOMHO-CHJIOBOi MIKPOCKOMII.

Kio4uoBi c0Ba: KomneHcoeanuili KpemHill; 0NbM-AMNEPHA XAPAKMEPUCMUKA, NRPOMIKAHHA CMPYMY, YUHK, HAHOKIACMED;
HeeamusHa oughepenyianbHa nPosiOHicMb, cyONIHIUHICMb, HAONIHITHICIb
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The article is focused on optical properties of nanostructures containing spherical gold nanoparticles of various radii. We explore
correlation between the particle radius and the choice of permittivity model applied to describe optical absorption spectra of gold
granules. The experiments show splitting of the absorption band of granular gold films to form a second absorption peak. The first
peak is associated with the phenomenon of plasmon resonance, while the second one reflects quantum hybridization of energy levels
in gold. Quantum effects are shown to prevail over size effects at a granule diameter of about 5-6 nm. The Mie theory gives a rigorous
solution for the scattered electromagnetic field on a sphere taking into account optical properties of the latter, however, it does not
specify the criteria for selecting a model to calculate dielectric permittivity. Both calculations and experiments confirm the limiting
diameter of gold nanoparticles where the Hampe-Shklyarevsky model is applied. Meanwhile, this model is still unable to predict the
splitting of the plasma absorption band. The data presented in the article can be used for a predetermined local field enhancement in
composite media consisting of a biolayer and metal nanoparticles. The conducted research provides a deeper understanding of the
influence of a terahertz high-intensity electromagnetic field localized in the space on quantum dots.

Keywords: Permittivity, Mie theory, Hampe-Shklyarevsky model; Absorption spectra; Plasma absorption band; Gold granules
PACS: 78.67._n, 78.67.Bf, 73.22._f, 77.22.Ch, 78.40.Kc, 61.46.Df, 81.07._b, 81.07.Ta

INTRODUCTION
The Mie theory [1] is based on Maxwell equations which describe the fields where a plane monochromatic wave
interacts with a spherical surface while physical properties of the latter differ significantly from those of the environment.
The main difference lies in dielectric permittivity [2] which depends on the extinction coefficient [3, 4], a parameter
measured experimentally.

A = Agps + Asct = QOext = q(Oaps + Tgcr) (1

where A consists of the absorption coefficient (4,;) and the scattering coefficient (A, ). It can also be presented as a
product of g and g,,; where q denotes the particle filling factor (specific volume occupied by particles) and a,,; is the
effective cross-section of one particle extinction. The latter is obtained by adding the effective cross-section of absorption
by one particle (0,5) and the effective cross-section of scattering by one particle (o).

The choice of the permittivity model for particles which scatter or absorb light determines the effective extinction
cross-section. However, it is more challenging to delineate the limits of applicability for a certain model describing
permittivity of particles. When the particle radius is much smaller than the irradiation wavelength (a < A1), the formulas
for the effective cross section of absorption and scattering are as follows [5]:

— 472 3 €%
Oaps = 4T ~Noa Im ey 2)
Ooe = 2 @ngytas |22 3)
sct 3 ¢ 0 £+2&p

Where w is the frequency of the electromagnetic radiation incident on the particle while n refers to the refractive index
of the medium surrounding the particle with the radius of a.

Thus, the effective extinction cross section determines the limits of a particular permittivity model for particles
which either absorb or scatter light. For a continuous metal film, the Drude theory [6 - 8] is applied since it describes the
reflection spectra well. This theory [6] describes permittivity as follows:
wp

=1+ (4)

—w?+ivw

2
where w, = /47"18 denotes the plasma frequency of free electrons.
m
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This formula is based on the assumption that permittivity only relies on plasma of the free electron gas in the metal
rather than size effects. One of the first attempts to record size effects was made by Maxwell Garnet [9] who suggested
that metal spherical granules isolated from each other represent dipoles located on a non-absorbing dielectric substrate
with &, permittivity. In this case [10], the effective permittivity of the colloid &, is described by the following equation:
3(111%1—1

2
e=n—ik)?=1+—2=
n

1
n
nZ+2

(6))

where n and k refer to effective optical constants of the colloid while n,, is the complex refractive index of the
substance the granule consists of (assumed to be the same as that of metal).

The Drude theory is applicable to describe the reflection spectra of a continuous metal film [6, 8], where only the
free electron gas in the metal contributes to permittivity while size effects are not taken into account. The Maxwell Garnet
model [9, 11] used the Lorentz-Lorentz relation [12] to describe the effective permittivity of a colloid, which gives a
result inapplicable in the case of a two-dimensional colloid of a granular film. On the other hand, the effective value of
the complex dielectric constant of the film depends on the concentration of granules [13, 14], not on their size.
Attempting to resolve the contradictions, Hampe [15] experimented with deposition of fine gold particles on fused quartz
substrates. After annealing the prepared samples, Hampe used a spectrophotometer and an electron microscope for
measurements to show that, despite the fact that annealing does not change the filling factor, the absorption maximum
was increasing with a sharper peak as gold particle size was growing, and its position in the spectrum changed. Hampe
also suggested that an anomalous absorption band is associated with oscillations of free electrons inside the granules.
However, Hampe did not take into account the dipole-dipole interaction between the granules. All of the above ideas were
combined in the Hampe-Shklyarevskii theory [16] where the values of the real and imaginary parts of the effective
permittivity of a granular film were found to agree with the experiment [17]. This theory describes eigenfrequency as
follows:

w3 w}
em+2gp  3(emq+(1-q)&g)

w} = G)*S (6)
The granule radius (a) and the distance between the granules (b) and S as the sum that specifies the coordinates of each
dipole granule relative to the origin were taken into account. However, the values obtained did not account for interzone
transitions.

Thus, the hypothesis of a hybrid or combined nature of plasma resonance was put forward. Thus, we divided
& (w) [18] into two components, one of which corresponds to free electrons, and the other is related to interband
absorption. The paper suggests that gold has zero values of &; (w) at w ~ 3.2 eV. Thus, hybrid resonance can be associated
with changes in motion of both d- and s-electrons. The presence of such a resonance must depend, in particular, on the
oscillator strength and the frequencies of transitions under consideration. Thus, in [19], permittivity formulas were
obtained for a colloid containing small metal spheres and optical properties of a colloid containing small silver particles
were analyzed.

Based on the classical theory of dispersion, the complex dielectric constant can be represented as:

2

| — n Wpi
e'@) = 14+ Tk et ™
.p2
where w,; — natural frequencies of the i-transition, y,; — relaxation frequency, wzz,i = 4”% — plasma frequency of the i-

transition with the participation of n; electrons (n; = f;n where f; — oscillator strength for the i-transition, n — total
concentration of electrons).

The dielectric constant of the considered environment can be found by adding up the optical properties of the spheres
and their environment using the following expression [19]:

Ti @5iTlizjT))

2
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e(w) =gl -q) +q ®
where 1; = w§; — w? + iygw is the denominator in the i-term in (7) and w?; = w;;(1 + 2&,)~*. The products and the
sum in (8) correspond to the number of oscillators. Based on this formula, the optical properties of a colloids can be
calculated if the characteristics of individual oscillators wg;, wp;, ¥o;. are known.

MATERIAL AND METHODS
Samples were prepared for research according to the method described in detail in [20] with some improvements
described below.
The Au film was sprayed onto a SiO; substrate in a 10~7 Torr vacuum by means of evaporation from a boat. The
substrate was preliminarily cleaned in potassium dichromate and then treated with ion discharge under low vacuum
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conditions (approximately 10~2 Torr). The initial film thickness reached 100 nm. For the first time, a specifically
modified laser implantation technology was used for thermal treatment of a gold film and partial implantation of gold
nanoparticles into the near-surface layer of fused quartz in the most active band from a thermal point of view.

The gold film was exposed to thermal treatment using two lasers which were located on the same optical axis and
were heating the sample with the film from both sides. A 10 W Holmium doped yttrium aluminum laser (Ho:Y AG) with
a wavelength of 2.1 um irradiated the gold film. The opposite side of the substrate was heated by a 25 W CO, laser with
a wavelength of 10.6 um. The temperature gradient in SiO2 was controlled by a Fluke Ti400 infrared camera with a
wavelength range of 8 — 15 um. The Ho:Y AG laser was chosen due to the fact that the emissivity of gold at a wavelength
of 2.1 um is ~0.4 [21]. In other words, 40% of the laser radiation is absorbed by the gold film, while 60% is reflected.
On the other hand, fused quartz absorbs light at a wavelength of 10.2 — 10.6 um, which leads to e-fold attenuation of the
laser radiation at the depth of about 1- 2 mm. Since the substrates used in the experiment are 5 mms thick, the substrate
is heated by the CO, laser beam at half the depth. Laser beams are at the same optical axis perpendicular to the substrate

which gives an opportunity to heat the sample on both sides creating a local non-equilibrium state necessary to structure
the gold film (Fig. 1).

a C

Figure 1. Experimental setup to form a nanoparticles cluster structure. a) neodymium-doped yttrium aluminum laser; b) substrate
with a film (numbers indicate bands on the sample); ¢) COz laser; d) Fluke Ti400 infrared camera

The temperature gradient was 384°C per mm. After the exposure time of 15 minutes, pronounced color bands emerged
on the surface of the sample in the transmission light. In band 1, the original film before irradiation was of a blue color. In
bands 2, 3, 4, we observed a purple color under the temperature of 568°C, a pink color under 974°C, a dark gray under
1214°C, respectively. A Shimatzu UV2600 double-beam spectrophotometer was used to take spectrophotometric
measurements for all the four bands. All quartz substrates, both reference samples and samples with applied films, were
taken from the same batch, and the relief of the band surface was measured with an 801NER Pro AFM microscope.

RESULTS AND DISCUSSION

After the exposure of the sample to laser radiation, we detected 4 bands of markedly different colors. The optical
properties and dimensions of the film in the bands are shown in Table 1. We carried out spectrophotometry for all the
bands (Fig. 2). The surface morphology of each band was examined with an AFM microscope (Fig. 3). The color of the
bands depends on the filling factor q and the size of the cluster structure. It is also determined by whether gold was
implanted into the near-surface layer of fused quartz. Gold particles were implanted only in the central band which was
confirmed by its chemical and mechanical resistance and stability of the optical properties after the chemical or
mechanical impact.

Table 1. The optical and dimensional properties of the film in the bands.

Bands Cluster  Nanoparticle 7yl wtheor
size size
Blue 500 nm 10-25 nm 3.316x10'5 571 3.25x1015 57!
568 nm a~20 nm
b~150 nm
q=0.1
Purple 300nm  8-15nm 3.443x10'5 57! 3.4x10'5!
547 nm a~10 nm
b~30 nm
q=0.07
Pink - 2-6 nm 3.664x10'5 571 3.7x105s1
514 nm a~3 nm
b~30 nm
4=0.008
Implantation 500 nm 10-25 nm 3.316x10'5 57! 3.25%10'5s1
band 568 nm a~20 nm
4.956x10'5 571 b~150 nm

380 nm q=0.1
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The initial thickness of the film was calculated to be 100 nm, which corresponded to a continuous gold film. This
fact was confirmed by photometric measurements: curve 1 in Fig. 2 is typical for a gold film. The model used to describe
the permittivity is based on the Drude theory. When exposed to laser beams, the films undergo morphological changes
which result in plasma resonance bands (curves 2, 3, 4 in Fig. 2).
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Figure 2. Optical density spectrum. 1 — continuous film; 2, 3 — irradiation band; 4 — implantation band

d

Figure 3. AFM micrograph of the sample. a) blue band (polycrystalline gold film); b) purple band (cluster structure with large
granules located separately); ¢) pink band (cluster structure with an increased distance between granules); d) implantation band
(“crater” structure with granules implanted in the surface layer)

The AFM micrographs show the structural changes that the film undergoes in different thermodynamic bands.
Plasma resonance bands and their positions indicate that a colloid is formed on the substrate surface while gold partially
evaporates. The radius of the implanted nanoparticles is shown in Fig. 4 and is about 3 nm. Importantly, structural changes
in the film lead to a shift in the plasma resonance band to an area with a short wavelength, which is well explained by the
Hampe-Shklyarevskii theory. However, an additional absorption peak, not associated with plasma resonance, is detected
in the central impact band. Instead, it is connected with interband transitions in gold granules. In this case the
Hampe-Shklyarevskii theory cannot be applied to describe permittivity of metal granules. Quantum mechanics needs to
be involved to describe this phenomenon.
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Height 10nm
Figure 4. AFM micrograph of the optical films implanted in the surface layer.

The experimental technique allowed us to simulate a case when islands with a diameter of about 150 nm exposed
to CO; radiation transformed into clusters with islands of a 30 nm diameter and with a distance between them equal to
their diameter. Further irradiation led to the formation of colloids with a size of about 7 nm and a distance between clusters
of approximately 150 nm. It gave an opportunity to study absorption spectra and surface morphology on the same
substrate, which resulted in controllability and repeatability of the given parameters, such as the filling factor, the size of
nanoparticles, and the distance between them. Plasma resonance frequencies for various parameters of the colloids are
given in Table 1. Theoretical calculations were based on formula (6) used to determine the Frohlich frequency taking into
account the dipole-dipole interaction between the granules. The permittivity of quartz &, = 2.15 [13] and the permittivity
of gold associated with interband transitions &,, = 2.13 are referred to in [13]. The position of the second maximum
cannot be described proceeding from the Hampe-Shklyarevskii model, however, its properties can be based on the
energies of the energy levels in the metal granule described in the quantum theory of Sommerfeld [22, 23].

The main objective of the research was to determine applicability of the Hampe-Shklyarevskii theory to describe
permittivity of a granular colloid based on the size of granules. The fundamental assumption was the following: the Drude
model is applicable if the nanoparticle size is approximately equal to the wavelength; in case of an isotropic colloid, when
the distance between granules is much greater than the particle radius, it is the Maxwell Garnett model that can be applied;
in case of clusters when this distance is approximately equal to the particle radius, the Hampe-Shklyarevskii model is
appropriate. However, the limits of applicability of the latter depend on an increase in interband transitions.

In order to determine the size of nanoparticles on the basis of the permittivity model associated with inter-zone
transitions, it can be assumed that the difference in the energies of the levels within the metal granule described in the
Sommerfeld theory [22, 24] should be approximately equal to the kinetic energy of the electron on the Fermi surface [25].

The eigenfrequencies of plasmons excited in small spheres can be determined with the following wvector
equation [19]:

Re{Det|r;6;; F w%|} =0 ©)

In the presence of off-diagonal elements in (9), the eigenfrequencies of plasmons differ from (w3; — w?%)/?, which
causes a hybrid resonance whose properties depend on the characteristics of all oscillators determining the optical changes
in the environment. The understanding of such changes involves an approach based on quantum mechanics as well as the
study of the electron energies in the metal. In this case, possible optical transitions on positive ions that form the core of
a metal crystal are taken into account as well as the ionic component of the susceptibility y;,, [2]. Thus, the impact of
ionic susceptibility on optical transitions in gold can be explained as follows. Au has the 4f145d'%6s! valence electron
configuration [26]. When atoms condense to form a metal, electrons located in 6s* orbitals turn into free electrons. In
crystals, the outer 4f 1#5d? electrons form energy bands, and optical transitions from the 5d band to the 5s band partially
filled with free electrons lead to an additional absorption band with a certain minimum threshold frequency wj, [27]. For
gold, wy, lies in the visible area and, if w,> w, the ionic susceptibility is a real value (y;,,,>0). So, the eigenvalue of an
electron in metal is determined by the following expression [28]:

2n?h?

E =
L2m

(B +15+13) (10)

where 14, 15, , — quantum numbers, m — electron mass, L — length of the side of a cell, and L > a — sides of an elementary
cell in metal. The abovementioned mathematical equation can be written as follows:

AE~mv? (11)

where v; = 1.8 X 108 ¢m/s — the Fermi velocity (for gold [28])
By substituting (10) into (11) and performing the necessary calculations, we obtain
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L= 2a~\/§ﬂ—hl ~5nm (12)
mvg

These results agree with the values obtained with the AFM microscope, which showed that an increase in the
absorption band associated with interband transitions is observed with a nanoparticle radius of about 3 nm.

CONCLUSIONS

This paper covers the conditions which allow for applicability of different permittivity models used to describe
optical spectra of composites containing gold nanoparticles. The applicability of different models was found to depend
on the particle radius. We performed calculations and conducted an experiment to confirm the limiting diameter of gold
nanoparticles where the Hampe-Shklyarevsky model is applicable. The article presents a methodology for determining
the effects dielectric permittivity of metal nanoparticles is based on. Electrodynamic effects localized in space have
generally been considered as dependent on the effects of plasmon-polariton interaction which accounts for the high-
frequency peak of the absorption band, the latter being fully explained and well-studied [14, 29]. On the other hand, the
effect associated with the interband absorption led to a shift of the plasma absorption band to the low-frequency region
[30]. However, a separate absorption band in the low-frequency region, which would be clearly defined, has not been
detected in previous studies.

The presented experiment revealed two spectrally separated bands. The high-frequency band shows plasmon-
polariton interaction with the incident electromagnetic field, while the low-frequency band illustrates interband transitions
in gold. Meanwhile, the experimental technique made it possible to create, on the one hand, films with a high-volume
filling factor for the granule material which is important for preserving the amount of absorbed energy by maintaining
concentration of the substance; on the other hand, there are spatial regions in the system where quantum mechanical
effects prevail. The Hampe-Shklyarevsky model does not predict for such effects. Thus, the implanted granule represents
a pair of coupled oscillators [31]. One oscillator is a quantum dot whose resonant frequency coincides with the low-
frequency peak, the other is a polariton whose resonant frequency corresponds to the high-frequency peak. The
experimental data reveal how the near field affects the quantum mechanics system. Near field measurement techniques
are well known in the microwave range [32, 33] but poorly developed in the optical range. The methodology presented
in this article is intended to fill the existing gap. The study carried out allows a deeper understanding of the effect of a
terahertz high-intensity electromagnetic field localized in space on quantum dots. This technique is relevant for the study
of surface-enhanced Raman scattering on a monomolecular biolayer. It is well known that the enhancement of Raman
scattering is associated with high-intensity electromagnetic fields localized in the near field where the biolayer is located.
No development of biosensors with predetermined metrological properties is impossible without a theoretical calculation
of the electromagnetic field localization and experimental verification of the calculated data.
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BUBIP MOJEJI JUJIEKTPOHIYHOCTI HA OCHOBI POSMIPHOI'O TA KBAHTOBO-PO3MIPHOI'O E®GEKTY
B IIVTIBKAX 30JI0TA
HOuaist PaGenxo™P, Cepriii llyanra?, Mukona Makaposcbkuii®, Kocrsintun Binouenko?
“Xaprxiecvrutl Hayionanvhull yHisepcumem imeni B.H. Kapaszina, ®@axynrvsmem padiogizuku, 6iomMeOuyHoi enekmpoHiku ma
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VY cTaTTi AOCHiIKEHO ONTUYHI BIACTUBOCTI HAHOCTPYKTYp, IO MICTATH HAHOYACTHHKH 30JI0TA Pi3HOTO pajaiycy. Mu JOCIiIKyeMO
paziyc 4acTHHKH SK KPHUTEpid 11 BUOOPY MOJIENi MieIeKTPUYHOI MPOHHKHOCTI, CIPSIMOBAHOI HA OMHUC CHEKTPIB ONTHYHOTO
MOTJIMHAHHS FpaHyJI 30510Ta. EXcriepiMeHTH MoKa3ay po3MeINIeHHsT CMyTH ITOTJIMHAHHS TPaHyJIbOBaHUX IUTIBOK 30J10Ta 3 yTBOPEHHSAM
Ipyroro miky nornuHaHHA. [lepmmii mik MOB'A3aHMI 3 SIBHINEM IDIa3MOHHOTO PE30HAHCY, a JAPYTHi BigoOpaxkae KBaHTOBY
ribpuau3anito eHepreTHYHUX PIBHIB y 30J10Ti. Byio mokasaHo, 1o KBaHTOBI eeKTH IepeBaXkaloTh HaJ| PO3MIPHUMU IIPH AiaMeTpi
rpanyi npubmusHo 5-6 HM. Teopist Mi nae cTporuii po3B'si30K Uit pO3CISIHOTO €IEKTPOMArHiTHOTO IIOJIsl Ha cdepi 3 ypaXyBaHHIM
ONTHYHUX BIACTUBOCTEH OCTaHHBOI, OMHAK HE BU3HAYAE KPUTEPiiB BHOOPY MOeNi sl PO3paxyHKY IielNeKTPHYHOI POHUKHOCTI. |
PO3paxyHKH, 1 EKCHEPUMEHTH MiATBEPAWIM TPaHUYHUH J[iaMeTp HAaHOYaCTMHOK 30J10Ta, € 3aCTOCOBaHA MOJENb Xamile-
knspescbkoro. Tum wacoM I MOZEINB BCE I HE MOIJIA MepeadadnTH PO3MICINICHHs] CMyTH IornuHanHs. HaBeneHi B cTaTTi maHi
MOXYTh OyTH BUKOPHCTaHI IS 33JJaHOTO JIOKAITBHOTO MiICHIICHHS OISl B KOMIO3UTHHUX CEPEeJOBUINAX, IO CKIAJAI0Thes 3 Oiomapy
Ta METaJeBUX HAHOYACTHHOK. [IpoBeneHi IOCIIJDKEHHS NO3BOJSIOTH INIMOIIE 3pO3yMITH BIUIMB JIOKQJII30BAaHOTO B HPOCTOPI
€JICKTPOMATHITHOTO TOJII BUCOKOT IHTEHCHBHOCTI TEpareprioBoro JAiara3oHy Ha KBAHTOBI TOUKH.

KurouoBi cioBa: dierekmpuuna nponukuicms,; meopis Mi; modenv Xamne-LlIxnspescokozo, cnekmpu nocnuHants,; n1asmosa cmyaa
NO2NUHAHHA,; 2PAHYU 30710MA
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The purpose of this research is to investigate the structural, electronic, and optical properties of ZnX compounds, particularly those with
X =Te, S, and O, which have direct bandgaps that make them optically active. To gain a better understanding of these compounds and
their related properties, we conducted detailed calculations using density functional theory (DFT) and the CASTEP program, which uses
the generalized gradient approximation (GGA) to estimate the cross-correlation function. Our results for lattice modulus, energy bandgap,
and optical parameters are consistent with both experimental data and theoretical predictions. The energy bandgap for all compounds is
relatively large due to an increase in s-states in the valence band. Our findings suggest that the optical transition between (O - S - Te) - p
states in the highest valence band and (Zn - S - O) - s states in the lowest conduction band is shifted to the lower energy band. Therefore,
ZnX compounds (X = Te, S and O) are a promising option for optoelectronic device applications, such as solar cell materials.
Keywords: ZnTe; ZnS; ZnO; CASTEP,; DFT, Density of state; Optical properties

PACS: 36.40.Cg, 87.15.Pc, 87.19.rf, 91.60.Pn, 14.60.Cd, 84.60.Jt, 82.47.Jk

I. INTRODUCTION

Zinc monochalcogenides (ZnX: X = O, S, Se and Te) are considered the prototype of II-VI semiconductors and can
crystallize in either the zinc-blende (z) or wurtzite (w) type structures. The ZnX-z phases are optically isotropic, while
the ZnX-w phases are anisotropic, with ¢ serving as the polar axis [1]. Due to their optical properties, ZnX phases are
considered prime candidates for use in optical devices, such as visual displays, high-density optical memories, transparent
conductors, solid-state laser devices, photodetectors, and solar cells [1]. Thus, understanding the optical properties of
these materials is crucial in designing and analyzing ZnX-based optoelectronic devices [1]. ZnO, with a wide direct
band-gap of approximately 3.37 eV at room temperature, is a typical semiconductor used for optoelectronic applications.
It also possesses transparent properties in visible light and is non-toxic since zinc is abundant in the earth [2].

ZnS, ZnSe, and ZnTe are part of a family of IIB-VIA compounds that crystallize in the cubic zinc-blende structure
at ambient pressure and have direct energy band-gaps [3]. These wide band-gap semiconductors are of significant interest
since they are capable of emitting light even at room temperature [4]. Zinc Telluride (ZnTe) is of particular interest due
to its low cost, high optical absorption coefficient, and suitability for use in PV applications [5]. It has also made extensive
contributions to the field of microelectronics and optoelectronics applications [6]. Researchers have conducted various
studies to investigate the electronic, structural, and dynamic properties of zinc-based semiconductors, such as
Agrawal et al., who used ab-initio to calculate these properties [7]. D. Bahri et al. investigated the structural, electronic,
and optical properties of ZnTe cubic zinc-blende phase with the space group F-43m [8]. J. Serrano et al. used ab-initio to
study the network dynamics of ZnO [9]. P. Walter et a/. calculated the electronic energy band structures of ZnTe and
ZnSe using the experimental pseudo-voltage method, which included spin-orbit coupling [10].

The focus of current research is on investigating the structural, electronic, and optical properties of ZnX (X = Te, S,
and O) for potential photovoltaic applications, using the Density Functional Theory and GGA/PBE gradient
approximation.

II. COMPUTATIONAL DETAILS
In this research, we utilized the CASTEP software [11] to analyze the structural, electronic, and optical
characteristics of ZnX compounds, where X denotes Te, S, and O. The compounds have a space group of (216 F-43m,
186 P-63mc, 186 P-63mc), respectively. Through our assessments, we determined that (§x8%8) BZ k-point cell densities
and planar wave discontinuities of 750 eV for ZnTe, 850 eV for ZnS, and 800 eV for ZnO were adequate. In general, the
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GGA approach is preferred over LDA because LDA tends to underestimate the lattice parameters and cell volume,
whereas GGA overestimates them. To approximate the GGA method, we used the Perdew-Burke-Ernzerhof [12]
approach to estimate the band gap. We conducted geometric optimization with a precision of 1 x 10~ eV/atom and we
used the Broyden—Fletcher—Goldfarb—Shanno (BFGS) algorithm to relax at the lowest energy levels, with force, pressure,
and displacement values set at 0.001 eV/A, 0.05 GPa, and 5.0x 10* A, respectively. We examined the electronic structures
and other optical properties using total and partial densities of states, such as TDOS and PDOS, to achieve a more refined

geometry.

II1. RESULTS AND DISCUSSIONS
a.  Structural Properties

In the first stage of our study, we performed calculations to determine the equilibrium structural parameters of ZnX
(X =Te, S, and O), including the lattice constant a0, size modulus B0, and its first derivative B0'. The crystal structure of
ZnX (X =Te, S, and O) is shown in Fig. 1. We focused on investigating the structural properties of ZnX and optimizing
the lattice constants, and the results are presented in Table 1. The accuracy and validity of our research are confirmed by
comparing our findings with existing theoretical and experimental data (as shown in Table 1). Our calculations show that
the lattice constant a0 is 6.28 A for ZnTe, 5.62 A for ZnS, and 3.25 A for ZnO. These values are slightly larger than the
experimentally recorded values of 6.1 A [13], 5.41 A [13], and a =3.249 A, ¢ = 5.204 A [9], respectively. However, this
discrepancy can be attributed to the difference in the atomic radii of ZnTe, ZnS, and ZnO, as well as the larger total
energies, lattice relaxation constants, volume coefficients, and ground state energy of each material.

Figure 1. Crystal structures of: (a) ZnTe, (b) ZnS and (¢) ZnO compounds.

We have optimized the structures of ZnTe, ZnS and ZnO at different pressure by fitting the Murnaghan equation of
state [14], which gives the variation of the total energy as a function of the volume and given by:

E(V) =E, + [B,g;’,"_l)] . [B’ (1-%)+ (%)B’ - 1] )

where Vy, B and B’ are the volume at equilibrium, the bulk modulus and its derivative. The modulus of compressibility
and its pressure derivative By’ written as follows:

Bo' =28 )

s
The fits of our data regarding the relative lattice constant ao (A), bulk modulus By (GPa) and the volume are given
in Table 1.

Table 1. Calculated lattice constant ao (A), bulk modulus B (GPa) for ZnX (X = Te, S and O) compound compared with
already published data.

Compound ao(A) V(43) Bo(GPa) B’
6.28" 61.986" 41.30" 4.266"
6.187¢ 52.66" 49.70° 4.455
6.103 52.96¢ 51.40¢ 4.50¢
ZnTe 6.16° 56.73 55.21" 4.60"
6.00" 58.73b 45.20 4.63
6.17° 56.82" Exp. 45.25° 4.26°
6.1° Exp 50.9" Exp. 5.04" Exp.
5.62" 44.60" 62.043" 4.094"
54514 75.6° 4.44"
ZnS 5.44¢ 89.67" 4.00" Exp.
5.342" 75" Exp.

5.41¢ Exp
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Compound ag(A) V(43 Bo(GPa) B’
3.250" 55.126" 115.923" 4.486"
a=3.2444 45.824 159.58 4.58
c=15027¢ 47.719 128.72 4.38
a=3249 49.461* 1838 Exp. 48 Exp.
Zn0 c=35216 48.335% Exp.
a=3.198
c=5.167¢
a = 3.2496¢ Exp.

c =5.20428 Exp.

aRef [15], PRef [16], “Ref [17], “Ref [1], ¢ Ref [13], ‘Ref [18], eRef [9], 'Ref [3], ‘Ref [19], Ref [17], K Ref [20], ' Ref [2]
" Present calculations.
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Figure 2. Total energy versus volume for ZnX (X = Te, S and O) compounds.

b. Electronic properties

The band structure and the total density of states (TDOS) and partial density of states (PDOS) calculated with
optimized values were utilized to examine the electronic properties of ZnX (X = Te, S and O). The band-gap energy,
particularly, provided insights into the bonding nature. The PBE-GGA approximation was used in the calculations. The
computed band-gap of the three compounds revealed that all were semiconducting in nature, as illustrated in Fig. 3. In
addition, the direct band-gap values for ZnX (X = Te, S and O) were 2.436, 2.698, and 1.721 eV, respectively. The
conduction and valence bands were situated above and below the Fermi level. Both the bottom of the conduction band
and the top of the valence band were located at the same point k (G - G), confirming that ZnX (X = Te, S and O) is a
direct band-gap. All the calculated band-gap values for ZnX (X = Te, S and O) at 0 GPa are presented in Table 2. All
values shown in Table 2 are consistent with theoretical and experimental data reported in other references that employ
the PBE-GGA approximation. It is worth noting that the calculated band-gaps were lower than experimental values, which
is attributed to the known Kohn-Sham DFT calculation error. The relatively higher band-gap energy of ZnTe, ZnS and
ZnO compounds suggests that these compounds could potentially exhibit enhanced optical properties.
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l% @ ¥ d ng
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Energy (eV)
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Figure 3. Calculated band structure of ZnX (X = Te, S and O) compounds using PBE-GGA approximation.
Table 2. Calculated band-gap value of ZnX at 0 GPa.

Compound This work Other theoretical calculations Experiments
2.436" 1.7114 2.39
ZnTe 1.804

2.698" 2.07° 3.68"
2118
1.317"
217
1.721" 0.8
3.38
0.73*
3.37

aRef [21], °Ref[18], 4Ref [22], °Ref [23], i Ref [24], K Ref [25], ¢Ref [26], P Ref [27], ' Ref [28], " Present calculations.

znS

Zn0
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c. Density of States

To better understand the band and optical properties of ZnX (X = Te, S and O), it is important to investigate the
electronic density of states (DOS) [29] and its relationship with the band structure. In this study, the DOS was determined
and its connection with the band structure was examined. The chemical bonding of ZnX was illustrated by counting single
atoms using partial DOS (PDOS) and all atoms using total DOS (TDOS). The electronic DOS is a crucial electronic
property as it provides a deeper understanding of the band structure. Fig. 4 shows the TDOS and PDOS obtained using
the GGA-PBE approximation, with the Fermi level taken as the energy origin. The electron configuration of Zn, Te, S,
and O were 3d24s2, 3s23p6, 4s24p65s2, and 2s522p4, respectively. There are two regions, BV and BC, on both sides of
the Fermi level: the BV region, dominated by Te-p, S-p, and O-p states, is centered between -5 eV and 0 eV for all three
compounds. The second region, BC, centered between 0 eV and 5 eV, is dominated by Zn-s-p, Te-s-p, and S-s-p states.

These results are consistent with previous reports.
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Figure 4. TDOS and PDOS spectra calculated using GGA-PBE approximation of ZnX (X = Te, S and O) compounds.

d. Optical Properties
The investigation of photonic properties is crucial for the studied compounds, as they have potential applications in
photovoltaic devices and the semiconductor industry. To describe the optical properties of these materials, the transverse
dielectric function g(w) [30] is used. The frequency-dependent dielectric constants have been calculated using the
following formula:

g(m) = g1(o) + 1.e2(w)

3

The dielectric function is characterized by the real and imaginary parts, e1(®) and €2(w), respectively [31]. The real
part of €l(®) corresponds to the dispersion of incident photons by the material, while the imaginary part of €2(w)
represents the energy absorbed by the material. The complex dielectric function &(®) is made up of two contributions:
intraband and interband transitions [31]. The contribution from intraband transitions is significant only for metals. The
interband transitions can be further divided into direct and indirect transitions. In this study, the indirect interband
transitions, which involve phonon scattering and contribute minimally to e(®), were neglected.

The complex dielectric function components were utilized to determine other optical parameters, including
reflectivity R, refractive index n, optical conductivity o, and absorption « [32]. The equations used to calculate these
parameters are as follows:

Rw) = &E0 “)

n(w) = SO 10 )
Re[oc(w)] = ﬁez(w) (6)

aw) = VZ(w) [VEZW) + E2W) — Ex(w)]* @)

Fig. 5 through 9 depict various optical properties of ZnX (X =Te, S and O), including reflection spectra, absorption
spectra, imaginary and real parts of the dielectric function, and photoconductivity.
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1. Reflectivity R

The reflectivity R of a compound ZnX (where X = Te, S, or O) can be accurately predicted using computational
tools such as the CASTEP program. For example, CASTEP simulations have shown that ZnTe exhibits a high reflectivity
of approximately 96% in the infrared region, which makes it a promising material for infrared detectors and solar cells.
Similarly, ZnS and ZnO have been found to exhibit high reflectivity in the visible and ultraviolet regions, respectively,
with values reaching up to 87% and 96%. By tuning the composition and morphology of ZnX compounds, researchers
can manipulate their reflectivity to suit specific applications. For instance, by growing ZnO thin films with a specific
orientation, researchers can achieve high reflectivity of visible light while maintaining transparency.

Our analysis, as presented in Fig. 5, reveals that the reflectivity peaks of ZnTe, ZnS, and ZnO compounds increase
at low energy (up to 7 eV), and decrease significantly at high energy (below 20 eV), as the forbidden bandwidth reduces.
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Figure 5. Reflectivity R as a function of energy of ZnTe, ZnS and ZnO compounds calculated using GGA-PBE approximation.

2. Absorption A

The absorption, denoted by A, is an important optical property of materials that describes the amount of light
absorbed by the material. The absorption of ZnX compounds, where X can be Te, S, or O, can be accurately predicted
using computational tools such as the CASTEP program. The results have shown that ZnTe has a high absorption
coefficient of approximately 25 x 10* cm™! in the mid-infrared region, making it a promising material for mid-infrared
detectors and emitters. Similarly, ZnS and ZnO have been found to exhibit high absorption in the ultraviolet and visible
regions, respectively, with values reaching up to 3 x 10° em™!. By understanding the absorption properties of ZnX
compounds, researchers can design materials with specific absorption properties for various optoelectronic applications.

According to our study, when more electrons can be easily excited from the valence band to the conduction band,
less energy is required, resulting in a redshift at the absorption edge. In this scenario, the probability of valence band
electron guide transitioning to the excited state increases, leading to an obvious increase in the number of absorption
peaks. Our findings, presented in Fig. 6, indicate that the maximum transmittance for ZnX (X = Te, S, and O) occurs in
the energy regions between 0 eV and 5 eV, which are located in the infrared region.
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Figure 6. Absorption A as a function of energy of ZnTe, ZnS and ZnO compounds calculated using GGA-PBE approximation

3. Refractive index

The refractive index, denoted by n, is an important optical property that characterizes how light propagates through
a material. The refractive index of ZnX compounds, where X can be Te, S, or O, can be accurately predicted using
computational tools such as the CASTEP program. We have shown that the refractive index of ZnTe is approximately
2.5 in the mid-infrared region, making it a promising material for applications such as infrared lenses and waveguides.
Similarly, ZnS and ZnO have been found to exhibit high refractive indices in the ultraviolet and visible regions,
respectively, with values reaching up to 2 and 1.9. By understanding the refractive index of ZnX compounds, researchers
can design materials with specific optical properties for various optoelectronic applications.
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Figure 7. Refractive index as a function of energy of ZnTe, ZnS and ZnO compounds calculated using GGA-PBE approximation.

4. Dielectric function
The dielectric function, denoted by &, is an important optical property that characterizes the response of a material
to an external electric field. The simulation results using CASTEP have shown that the dielectric function of ZnTe is
approximately 12 in the mid-infrared region, making it a promising material for applications such as infrared detectors
and emitters. Similarly, ZnS and ZnO have been found to exhibit high dielectric functions in the ultraviolet and visible
regions, respectively, with values reaching up to 9 and 5. By understanding the dielectric function of ZnX compounds,

researchers can design materials with specific optical properties for various optoelectronic applications.
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Figure 8. Diclectric function as a function of energy of ZnTe, ZnS and ZnO compounds calculated using GGA-PBE approximation.

5. Conductivity

The conductivity, denoted by o, is an important electronic property that characterizes the ability of a material to
conduct electric current. The conductivity of ZnX can be accurately predicted using computational tools such as the
CASTEP program. The simulation results have shown that ZnTe has a high electrical conductivity of approximately
7 S/m at room temperature, making it a promising material for applications such as solar cells and thermoelectric devices.
ZnS and ZnO materials exhibit moderate to high electrical conductivity, respectively, with values reaching up to 9 and
5 S/m.

Finally, based on the current findings, it can be inferred that the ZnX (X = Te, S and O) materials show promising
potential as suitable options for optical and photovoltaic devices.
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Figure 9. Conductivity as a function of energy of ZnTe, ZnS and ZnO compounds calculated using GGA-PBE approximation.

IV. Application to the substrate Cu(In,Ga)Se: solar cells
The conventional method of fabricating Cu(In,Ga)Se, (CIGS) thin-film solar cells involves the use of a substrate
configuration that incorporates a CdS buffer layer and a doped ZnO or ITO window layer. This configuration has
demonstrated conversion efficiencies exceeding 22% [29]. The exceptional optoelectronic properties of ZnX (X =Te, Se,
S ...etc) buffer layers have led to increased attention as a potential alternative to CdS buffer layers in recent years [33]. It
is widely believed that the buffer layers play a critical role in preventing shunting through the TCO/CIGS interface, and
they should possess suitable properties that help to minimize carrier recombination at the buffer/CIGS interface [34]. For
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example, the efficiency of CIGS solar cells decreases significantly due to severe shunting when a conventional ZnO/TCO
is directly deposited onto the CIGS layer [35]. According to some studies, the buffer layer demonstrated a higher level of
electrical resistance compared to the top contact layer, which is highly conductive [30]. In this study, the use of ZnTe and
ZnS as buffer layers in the substrate CIGS solar cell, along with the incorporation of the ZnO layer as a window layer,
were investigated.

IV.1. Device settings and simulation process

Fig. 10 shows schematic of the substrate n++-ZnO/n-ZnS/p-Cu(In,Ga)Se, and n++-ZnO/n-ZnTe/p-Cu(In,Ga)Se; solar
cell hetero-structures. To study the transport physics of these structures, the SCAPS-1D software solution solves the dipolar
issues of the device using the Poisson equation and continuity equations for both electrons and holes. The SCAPS-1D simulator
provides a software environment that can accurately replicate the behavior of a real solar cell [32,36]. Typically, the simulation
process for a solar cell would require following the steps outlined in Fig. 11 through a series of screen-shots. The initial
screenshot, labeled (a), displays the standard information input panel of the SCAPS-1D graphical user interface. This panel
provides access to input buttons that enable the user to specify the simulation model and view the device's operating conditions,
structure, and material parameters. The device simulation utilizes DOS mode. One particular layer's structure and material
parameters, along with optical properties and defects, are displayed in screenshot (b). The results of light J-V characteristics in
the form of a curve and axes are shown in screenshot (c). The simulation uses AM1.5 illumination spectrum with an incident
power of 100 mW/cm?. Table 3 summarizes the input parameters of each layer, including thickness, permittivity constant, band
gap, electron affinity, electron/hole mobility, effective density of states in conduction/valence band, donor/acceptor
concentration, defect concentration, and absorption coefficient within a range of 320 - 1100 nm wavelength. The thermal
velocity recombination for holes/electrons at front and back contacts is 1.0 x 107 cm/s.

All data that have been previously calculated using CASTEP are being considered in the simulation.

RRAAT) R

ZnO (n++) ZnO (n++)

ZnS (n) ZnTe (n)

Soda-Lime-Glass : Soda-Lime-Glass

Figure 10. Schematic of the n++-ZnO/n-ZnS/Cu(In,Ga)Sez and n++-ZnO/n-ZnS/Cu(In,Ga)Se:> solar cell structures
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Figure 11. Typical data input panels of the SCAPS-1D graphical user interface, allowing to configure the solar cell device and its
corresponding settings (continued on the next page)
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Figure 11. Typical data input panels of the SCAPS-1D graphical user interface, allowing to configure the solar cell device and its
corresponding settings (continued)

Table 3. Settings for ZnO, ZnTe, ZnS and Cu(In,Ga)Se: layers used in the simulation.

Parameters Cu(In,Ga)Sez Absorber ZnTe buffer ZnS buffer Zn0 window
Thickness (nm) 3000 100 100 200
Band gap E¢ (eV) 1.12 2.43 2.69 3.3
Electron affinity ye (eV) 4.1 4.07 4.09 4.09
Relative permittivity ¢ (-) 13.6 10 10 9
Electron mobility yun (cm®/Vs) 100 100 100 100
Electron mobility up (cm?/V's) 25 25 25 25
Conduc_;zon band effective density of states 20%10° 20%10° 2 0%10° 4.0x10°
Nc (cm™)
Conduc_’jtlon band effective density of states 20%10° 15%100 15x10° 9.0x10°
Ny (cm™)
shallow donor density (1/cm3) 0 1.0x101 1.0x107 1.0x10¢
shallow acceptor density (1/cn’) S.5x10" 0 0 0

oRef [37], PRef [31], 9Ref [38], "Ref [39].

IV.2. Effect of CIGS absorber thickness on solar cell performance
In an attempt to determine the most favorable thickness for a high-performance substrate CIGS solar cell that
employs ZnTe and ZnS buffer layers, the thickness of the CIGS absorber was modified.

1. Case of ZnO/n-ZnS/p-CIGS/Mo solar cell structure
It is desirable to reduce the thickness of the absorber layer, d(CIGS), in order to lower costs while still maintaining
high performance. ZnTe and ZnS buffer layers can help achieve this goal due to the abundance of these materials. In the
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calculations, the thickness of the buffer layers is fixed at 100 nm. As shown in Fig. 12, the short-circuit current density
(Jsc), open circuit voltage (Voc), Fill Factor (FF), and power conversion efficiency (1) are all affected by the thickness
of the CIGS absorber layer. For absorber thicknesses up to 4 um, Jsc remains around 32.1 mA/cm? and Voc is above 0.61
Volt. However, for the thinnest CIGS absorber layer, there is a slight reduction in Voc which may be due to an increased
influence of recombination at the Mo back contact layer, resulting in a smaller effective minority carrier lifetime. The fill
factor slightly increases but remains above 79% for all absorber thicknesses greater than 4 pm. The short-circuit current
density and open circuit voltage show a strong dependence on the absorber thickness, Jsc increases from 29.12 mA/cm?
to 32.08 mA/cm? as the CIGS absorber thickness varies from 1 to 4 pm. For devices thinner than 1 um, current loss may
be due to optical and/or electrical losses. The losses in Jsc and Voc mainly contribute to the conversion efficiency losses.
The optimum thickness for the CIGS absorber layer is greater than 4 um, which results in a maximum conversion
efficiency of 15.6% with FF = 78.5%, Voc = 0.61 Volt and Jsc = 32.1 mA/cm>.

16
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—
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Thickness of CIGS absorber layer (um)
Figure 12. Solar cell performance using ZnS buffer layer as a function of the p-CIGS thickness.

2. Case of ZnO/n-ZnTe/p-CIGS/Mo solar cell structure
Fig. 13 presents the performance of ZnO/ZnTe/CIGS/Mo solar cell as a function of CIGS absorber thickness. It
shows that the recorded efficiency is 14.66% and 16.58% at the CIGS thickness of 1 um and 4 um, respectively.
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—
_—
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Thickness of CIGS absorber layer (um)
Figure 13. Solar cell performance using ZnTe buffer layer as a function of p-CIGS thickness.

A comparison of these results with the 16.12% efficiency at 2 um reveals that decreasing the absorber thickness by
1 pm leads to an 11.58% drop in efficiency, whereas increasing it by 1 um results in only a 3.8% increase in efficiency.
This trend continues to hold for absorber thicknesses more than 2 pm. These findings support the theoretical assumption
that a thickness of around 2 um is sufficient to absorb most of the incident light. However, reducing the absorber layer
thickness below this value would bring the back contact too close to the depletion region, which would facilitate electron
capture by the back contact during the recombination process. The open circuit voltage (¥oc) and short circuit current
density (Jsc) increase with the thickness of the absorber layer, primarily due to the longer wavelengths' absorption, which
contributes to electron-hole pair generation. When d(CIGS) is greater than 4 pm, the maximum Fill Factor of 79.5% is
obtained. The highest efficiency of approximately 16.58%, with FF =79.5%, Voc = 0.61 Volt, and Jsc = 34.05 mA/cm?
can be achieved when d(CIGS) is approximately 4 pm.



422
EEJP. 3 (2023) Faiza Benlakhdar, et al.

III. CONCLUSIONS

The use of computational tools like CASTEP provides a powerful tool for the design and optimization of such
materials, enabling the development of advanced optoelectronic devices. In this paper, the electronic structure and optical
properties of ZnX systems were studied using the first principles of the ultra-smooth pseudovoltage method of density
functional theory and the generalized gradient approximation method using the CASTEP tool. The search showed the
following results: The network parameters took different values; Therefore, it is possible to deposit them on different
substrates. The binary alloy is interesting, because it has a wide bandgap (2.436 eV, 2.698 eV, 1.721 eV) for ZnTe, ZnS
and Zn0, respectively. From the results obtained, the structural, physical and optical properties are in close agreement
with the available theoretical and experimental data which indicate the accuracy of the proposed calculation scheme. The
properties of pure ZnX (X = Te, S, O) materials indicate that these materials have great potential for use in solar cells.
The outcomes of the calculation reveal that although the efficiency grew alongside the absorber thickness, d(CIGS), the
pace of this increase was much less beyond 2 um. The result concludes that the CIGS absorber layer's ideal thickness is
likely to exceed 4 pm.
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AB-INITIO JIOCJIJKEHHSA CTPYKTYPHHUX, EJJEKTPOHHUX TA OITAYHHAX BJIACTUBOCTEM ZnX (X =Te, S i 0):
3ACTOCYBAHHS 10 COHSTYHUX BATAPEN
®aiiza Bennaxaap®, Inpic Bymama®™®, Taiie6 Uixi®Y, I6parim TeGy.1i®Y,
Moxamen Amin I'edyai€, 3oxpa 3eppyryi®, Kerrad XaTipf, Moxamen Anam Caiien®
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¢Jlabopamopis 0ocriodcenb noeepxoms i po3oiny meepoux mamepianie (LESIMS), Jenapmamenm mexnonozii,
Depxam ABFAC Cemigcoruii ynieepcumem, Cemich, Anowcup
TKagpedpa enexmpomexnixu, mexnonoziunuii paxyromem, Yuisepcumem Mcina, Mcina, 28000, Anoicup
&Jlenapmamenm ¢hizuxu, Biooin nayku ma mexuonoeit, Iledazoziunuil ynisepcumem, Jlaxop, Iaxucman

Mertoto poOOTH € IOCIIHKEHHS CTPYKTYPHHX, €JICKTPOHHUX 1 ONTHYHUX BIACTUBOCTEH cronyk ZnX, 30kpeMa THX, y akux X = Te, S i
O, siki MaloTh HpsiIMy 3a00pPOHEHY 30HY, L0 POOUTH 1X onTH4YHO akTUBHUMH. 11]06 Kkpaie 3po3yMiTH 1 CIOMYKH Ta IXHI HOB’s3aHi
BJIACTHUBOCTI, MU MPOBEJHU AETalbHI PO3PaxyHKH 3a JOMOMOTror Teopii gpyHkmioHamy migsHOCTI (DFT) i mporpamu CASTEP, sika
BHKOPHUCTOBYE y3araibHeHe TpanienTHe HaOmmwkeHHS (GGA) mis ominku QyHKIIT Kpoc-kopersmii. Hamri pe3ynpTaTi momo Momyis
IPaTKH, IIUPUHU 3a00pPOHEHOI 30HM Ta ONTHYHMX IApaMeTpiB Y3rOKYIOTBCS SIK 3 EKCIIEpUMEHTAIBHUMH JaHUMH, TaK i 3
TEOPeTUYHUMH NporHo3aMu. EnepreTndna 3a0opoHeHa 30HA IJISI BCIX CIIOIYK € BIZHOCHO BEIHKOIO Yepe3 30LIBIICHHS S-CTaHIB y
BaJIeHTHIH 30Hi. Hai pe3ysibraté nmokasyrorts, mo ontunaHuid nepexig Mixk (O - S - Te) - p-cranamu y HaiiBHILiH BaJeHTHIH 30HI Ta
(Zn - S - O) - s-cranaMu B HWKYiH 30HI ITPOBIHOCTI 3MIIIY€THCS 1O HIKYOI eHepreTudHol 30Hu. TakuM ynHOM, crioayku ZnX (X =
Te, S 1 O) € nepcneKTUBHUM BapiaHTOM UL ONTOEGJICKTPOHHUX NPUCTPOIB, TAKUX K MaTepiajn JJIsi COHUYHUX €IEeMEHTIB.

Kurouosi cnoBa: ZnTe; ZnS; ZnO; CASTEP; DFT; winvuicmo cmany, onmuuHi 61acmuocmi
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Nitrogen is one of the key elements in the evolution and formation of stellar objects. Earth's atmosphere contains 21% oxygen and 78%
nitrogen; these two gases give rise to aurora when ions of the solar wind in the ionosphere collide with them. Some aerosols made of
nitrogen and oxygen are also found in the atmosphere. Nitrogen, hydrogen, carbon, and oxygen are the main contributors to the origin
of life on Earth. The spectrum of nitrogen ion (N V) has been studied using Quantum defect theory (QDT) and Numerical Coulombic
approximation (NCA). N V has two electrons in the core, with the nucleus, and one electron outside the core. It makes it hydrogen or
lithium-like. In the first part, the energies of the ns, np, nd, and nf up to n < 30 were calculated with the help of QDT. In the second
part, the wavelengths were calculated using the energies and line strength parameters using NCA. Very little experimental data on
lifetime and transition probability are available; however, Biemont et al. have calculated the lifetime of the 48 levels of N V using
coulomb approximation. In this study, we calculated the lifetime of 196 multiplets of N V. The results are compared with the available
experimental and theoretical lifetimes; an excellent agreement was found between known lifetimes and calculated in this work. The
lifetimes of 100 multiplets are presented for the first time. The lifetimes of each of the Rydberg series of N V were fitted, and a
third-degree polynomial represents the lifetimes of each series.

Keywords: Nitrogen ion (N V), Lifetimes; Quantum defect theory, Numerical coulomb approximation; Lithium-like ions

PACS: 31.10, +z, 31.15.—p, 31.15.Ct, 31.90.+s, 32.30.—r

INTRODUCTION

In the evolution of chemically peculiar stars, nitrogen plays an important role. For example, Pluto is believed to have a
rocky core and layers of various ices in the surface crust; most of the ice is nitrogen. It indicates a high abundance of nitrogen
on Pluto. Improved spectroscopic data is essential in determining reliable values of stellar abundances. Kancerecivius
calculated transition probabilities and Oscillator Strengths using analytic wave functions of helium and lithium-like atoms
from np to ms (m<3, n <6). They used three different expressions for the dipole moments [1]. Fischer et al. calculated
transition data, including lifetimes using the multiconfiguration Breit-Pauli method of the Li sequence. They calculated the
lifetimes of all configuration levels of principal quantum number < 4, including the configuration 1s*4s [2]. Mohammed
El-Mekki used a semi-empirical Couloum Approximation to calculate 2p levels of isoelectronic Li-sequence lifetimes. With
the help of Hartree Slater's core, he calculated lifetimes for Z =3 — 92 [3]. Chen and Crasemann used the Multiconfiguration
Dirac-Fock approach to calculate the transition data of the highest spin metastable *Foy of 1s 2p 3d configuration of Li-like
ions for Z = 6 to 42. They calculated Auger energies, Auger rate, radiative energies, and radiative rate for the transition
2s - 2p, 3p—3d, 1s — 2p, and 2s-3d [4]. Blanke et al. studied decay curves of the quartet system of Li-like ions forn=6—9.
The decay curve measured the lifetimes of n = 3 states of the configuration 1s 2p 3d [5]. Tunnell and Bhalla estimated the
lifetimes of the “P state of the configuration 1s 2p? of the lithium-like ions (Z =7, 8, 10, and 12) [6]. Kernahan et al. measured
the lifetimes of 11 levels belonging to N II — N V. They considered the transition below 500A [7]. Baudinet-Robinet and
P. D. Dumont used the beam foil technique to measure the lifetimes of N V levels in the ultraviolet spectrum range. Using
Coulomb approximation, they found branching fractions and combined them with the lifetime to measure the transition
probabilities [8]. Kernahan et al. also used the beam-foil technique to measure the lifetimes of 41 states of N I — N V. They
studied transitions in the range 374 to 2064A. They compared the results with existing known lifetimes and found that they
agree well for levels near the ionization stage [9]. Dumont also used the beam-foil technique to measure the lifetime of
nitrogen in the UV spectrum range. They studied nitrogen spectra and found lifetimes of 24 levels in the range
650 — 2000A [10]. Desesquelles used the technique of beam of ions by a thin Carbon foil to prepare a nitrogen beam. This
technique can make an ions beam between 100 keV and 16 MeV. Most of the lines of the spectra of neutral nitrogen to N VII
can be observed. The lifetimes of upper levels and transition probabilities were found by the spatial decay of the light emitted
by fast-moving atoms and ions [11]. Lewis et al. also used the foil excitation technique at high energy of 2 MeV of nitrogen
through carbon foil and measured the lifetimes of upper levels of the transition in N II to N V. The transition lines they
observed were in the range of 2000 to S000A. The measured lifetime by the spatial decay of the excited levels was 0.4 to
10 ns [12]. Heroux also used the same technique Desesquelles [10] and Lewis [12] used to measure the lifetime of multiplets
in N II to N V. The beam energy of nitrogen ions was the same as used by Lewis [12], but the range of wavelengths was from
1085 to 162A [13]. Berry et al. studied nitrogen transition in N I-VI using the beam foil technique; they used an energy range
of 0.25-2.0 MeV in wavelength range 1050-3000A and 5.5 Mev between 2000-5000A [14].
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THEORY
Quantum mechanical systems are complex systems; the exact analytical solutions of the systems are often
unavailable or impossible to find. Numerical approaches are one of the best alternatives to reach an approximate solution.
Schrodinger equation can be solved analytically for hydrogen atoms, with the approximation that variables are separable,
but this equation is difficult to solve for helium and other elements. If the system is approximated as hydrogen, the solution
is achievable and close to the exact solution in many cases, such as Li and lithium-like ions. Nitrogen ion (N V) is a
lithium-like ion; its transition data can be obtained by numerically solving the Schrodinger equation.

*(I*+1)
T'Z

(;—:2 —2V(r) - + 2E) P(r) =o. 1)

The equation (1) can be written as

—+-——+4+2(E———=5—
dr?2 = rdr i 1 r?

2
d?R = 2dR (E A B l(l+1))=0. @)

Here R(r) = @, A/r; — B/r# = V(1) is the potential observed by the electron outside the core formed by the nucleus

and other electrons in the atom, A = —z" is the effective nuclear charge where 1; is the distance between electron i and
the nucleus.
The solution of equation (2) gives the radial wavefunction R as:

R = Cexp (— Z*r) rlp2btt (ZZ_r) 3)

n* n*
.3
22\ 2 [ (=11 . . . . :
Where C = (n* ) Ty S the effective principal quantum number. The lifetime can be calculated using
equation (4)

2\ 3
_ (A4 ) gi
ti= (1265.38 Sif’ 4)
where the line strength factor S; is given by,
Sif = Znn /< flrli >12. )

The matrix element values in equation (5) can be obtained using the wavefunctions in equation (3).

RESULT AND DISCUSSION

Quantum defect theory (QDT) and Numerical Coulombic approximation (NCA) were used to study the lifetimes of
the nitrogen ion (N V). The energies and quantum defects were calculated with the help of QDT. These energies and
quantum defects were used to calculate the lifetimes of the levels of N V. The lifetimes of any branch of the transition
depend on the transition wavelength and line strength parameter. The wavelengths were calculated by the difference of
energies of upper and lower levels calculated by QDT. The wavefunctions of upper and lower levels are required to
calculate line strength parameters. Since nitrogen ion (N V) may be considered hydrogen-like, hydrogen wavefunction
can be used to calculate the matrix element needed for the line strength parameters. The matrix elements are calculated
using NCA.

The lifetimes of the Rydberg Series 1s? ns, 1s? np, 1s?nd, and 1s? nflevels of N V have been calculated and compared
with the available experimental and theoretical values. Generally, a good agreement is found between calculated and
available lifetime data. It was found that the available experimental data on lifetime is very little. The most detailed
theoretical work on the lifetime of N V is by Biemont et al. However, they reported lifetimes of forty-eight levels of N
V. In this work, the lifetimes of 196 multiplets are presented. Table 1 gives the lifetimes of N V levels; the first column
gives the configuration, the second column gives the angular momentum third columns give the lifetimes calculated in
this work, and the fourth and last column gives the corresponding lifetimes available in the literature. The lifetime
calculated for 1s? 2p is slightly different from the experimental value. The reason could be its closeness to the core, which
may affect the effective charge compared to the other levels that lie relatively far from the core. It was observed in the
calculations of transition probability and lifetimes of the same configuration in Li I [16], Be II [17], and C IV [18] that
the calculated and experimental values are slightly different. For the configuration 1s? 2p in Li-like atoms and ions, one
should expect a slight difference in theoretical and experimental lifetimes. A study is needed to see if the problem is
resolved by changing Z by its effective value.
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Table 1. The lifetimes of multiplets of N V calculated in this work and compared with available data

rlrsir::; J vf(l)l::( Other works "f:zrlrlr; J V{;‘:; Other works
3d 32 0.0228 0.028 29d 32 18.541
3d 52 0.0228 29d 52 18.5608
4d 3/2 0.0527 0.065%, 0.05¢ 30d 3/2 20.5184
4d 52 0.0527 0.954 30d 52 20.538
5d 32 0.1012 0.12 10f 5/2 1.7395
5d 5/2 0.1012 11f 52 2.3098
6d 3/2 0.1726 0.188 12f 5/2 2.9928
6d 5/2 0.1728 13f 5/2 3.7989
7d 32 0.2715 0.288 14f 5/2 4.738
7d 5/2 0.2718 15f 52 5.8205
8d 3/2 0.4024 0418 16f 52 7.0566
8d 52 0.4028 17f 5/2 8.4564
9d 3/2 0.5698 0.59¢ 18f 5/2 10.0302
9d 5/2 0.5703 19f 5/2 11.7882
10d 32 0.7781 0.8¢ 20f 5/2 13.7405
10d 52 0.7789 21f 5/2 15.8974
11d 3/2 1.032 1.058 22f 5/2 18.2692
11d 52 1.033 23f 52 20.8659
12d 32 1.3359 1.37¢ 24f 5/2 23.6978
12d 5/2 1.3372 25f 52 26.7752
13d 3/2 1.6943 1.77¢ 26f 5/2 30.1082
13d 52 1.6959 27f 5/2 33.7071
14d 32 2.1118 2.128 28f 5/2 37.5821
14d 52 2.1139 29f 52 41.7421
15d 32 2.5929 2.538 30f 5/2 46.1474
15d 5/2 2.5955 4f 52 0.1153 0.12#
16d 3/2 3.1421 3.19¢ 4f 7/2 0.1153
16d 52 3.1453 5f 52 0.223 0.22¢
17d 32 3.7639 3.738 5f 7/2 0.2231
17d 5/2 3.7678 6f 52 0.3823 0.614,0.382
18d 3/2 4.463 4.75¢ 6f 7/2 0.3824
18d 52 4.4675 7f 5/2 0.6034 0.6¢
19d 32 5.2437 7t 72 0.6036
19d 5/2 5.2491 8f 52 0.8965 0.89¢
20d 32 6.1106 8f 7/2 0.8968
20d 52 6.117 9f 5/2 1.2718 1.268
21d 3/2 7.0684 9f 72 1.2723
21d 52 7.0758 10f 7/2 1.7402 1.72¢8
22d 32 8.1214 11f 7/2 2.3107
22d 52 8.1299 12f 7/2 2.994
23d 3/2 9.2742 13f 7/2 3.8004
23d 52 9.284 14f 7/2 4.7399
24d 32 10.5314 15¢ 7/2 5.8229
24d 5/2 10.5425 16f 7/2 7.0596
25d 32 11.8974 17f 7/2 8.46
25d 52 11.91 18f 7/2 10.0345
26d 3/2 13.3769 19f 72 11.7932
26d 52 13.3911 20f 72 13.7465
27d 3/2 14.9743 21f 7/2 15.9044
27d 52 14.9903 22f 72 18.2771
28d 3/2 16.6942 23f 7/2 20.8751
28d 52 16.7118 24f 7/2 23.7083




Mean Lifetimes of ns, np, nd, & nf Levels of N V

427
EEJP. 3 (2023)

rlr:zr::; J v{(l)lrlf( Other works rlr:zr:; J ;5(1::; Other works
25f 72 26.787 22p 12 14.3028
26f 72 30.1216 22p 32 14.3138
27f 72 33.7221 23p 172 16.3157
28f 7/2 37.5987 23p 32 16.3282
29f 72 41.762 24p 12 18.5101
30f 7/2 46.2199 24p 32 18.5242
2p 32 2.8423 2.9741*,3.12°,3.29,3.37,2.95¢ 25p 12 20.8939
2p 172 2.871 2.9442% 3.08%, 3.34, 3.3° 25p 3/2 20.9098
3p 12 0.0821 0.081328%, 0.084°, 0.5170.08¢ 26p 172 23.4749
3p 32 0.0822 0.082058" 26p 32 23.4927
4p 172 0.1333 0.14%,0.17¢ 27p 172 26.2611
4p 32 0.1335 27p 32 26.2809
5p 12 0.2224 0.22¢ 28p 172 29.26
5p 32 0.2227 28p 32 29.2821
6p 172 0.353 0.51%,0.368 29p 172 32.4742
6p 32 0.3534 29p 32 32.5049
Tp 12 0.5321 0.54¢ 30p 12 35.906
7p 32 0.5327 30p 32 35.9494
8p 12 0.7672 0.77¢ 3s 172 0.11 0.10985%, 0.121¢,0.12°,0.11#¢
8p 3/2 0.7679 4s 12 0.1733 0.5%,0.17212¢,0.18¢
9p 12 1.0659 1.08¢ Ss 12 0.2849 0.29¢
9p 3/2 1.0669 6s 172 0.4486 0.45¢
10p 12 1.436 1.46¢ 7s 172 0.6731 0.68¢
10p 3/2 1.4373 8s 172 0.9678 0.98¢
11p 172 1.8854 1.85¢ 9s 172 1.3425 1.39¢
11p 3/2 1.887 10s 172 1.8069 1.84¢
12p 12 2.4219 2.45% 11s 12 2.3709
12p 32 2.4239 12s 12 3.0444
13p 12 3.0532 2.96* 13s 12 3.8375
13p 3/2 3.0557 14s 12 4.7599
14p 12 3.7873 3.92¢ 15s 12 5.8216
14p 32 3.7904 16s 12 7.0327
15p 172 4.632 4.268 17s 172 8.403
15p 32 4.6357 18s 172 9.9426
16p 172 5.5951 4.3¢ 19s 172 11.6614
16p 3/2 5.5996 20s 172 13.5694
17p 172 6.6846 5.03¢ 21s 172 15.6766
17p 3/2 6.6899 22s 172 17.993
18p 12 7.9083 23s 12 20.5286
18p 32 7.9145 24s 12 23.2933
19p 12 9.2741 25s 12 26.2971
19p 32 9.2814 26s 172 29.5501
20p 12 10.7899 27s 12 33.0623
20p 3/2 10.7983 28s 12 36.843
21p 12 12.4635 29s 172 40.8972
21p 32 12.4731 30s 172 45.1651

*[21, °[71, [91, “[10], °[13], 'T14], ¥[15]

The plot of lifetimes is smoothly increasing; the different polynomials were fitted on the calculated lifetime's data
of N V. Third-degree polynomial (t = a, + a;n + a,n? + a;n®) fitting gives closer values of calculated lifetimes.
Figure 1(i)-1(vii) gives plots of calculated lifetimes with fitted values for 1s? ns, 1s? np, 1s? nd, and 1s? nf levels of N V.
In fitting the np series, the level 1s? 2p was not included as its lifetime does not follow the trend.
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Third-degree polynomial represents the lifetimes of various Rydberg series 1s? ns, 1s np, 1s? nd, 1s?> nf of N V. The
coefficients of the polynomials are given in Table 2. There are two polynomials for each of the series np, nd, and nf for
two different possible values of angular momentum. nd series is the only series for which the coefficients for both angular
momenta are approximately the same.

Table 1. Coefficients of the polynomial fitted for calculated lifetimes of N V for different series

Coefficients of the Polynomial

Term and J value i1 a a a3

ns (1/2) 0.053562 0.009137 0.005815 0.00164
np (1/2) 0.019362 0.005954 0.000504 0.001306
np (3/2) 0.017367 0.006626 0.000449 0.001309
nd (3/2) -0.0035 0.001466 0.000128 0.000754
nd (5/2) -0.0034 0.001432 0.00013 0.000755
nf (5/2) 0.018192 -0.00479 0.000773 0.001689
nf (7/2) -0.00463 0.001625 0.000275 0.001701

CONCLUSIONS

The Rydberg levels series 1s? ns, 1s? np, 1s? nd, and 1s nf of N V have been studied. The lifetimes of multiplets

belonging to these levels have been calculated and compared with the available data. The agreement is excellent except
for 1s? 2p levels, where a slight difference between calculated and experimental values of lifetimes was observed. The
same can be observed in all Lithium like ions due to the cooper minimum. The cooper minimum was first observed for
alkali atoms. It occurs due to overlapping the positive and negative amplitude of the wavefunctions of the levels taking
part in the transition [16]. Due to this, the dipole matrix elements have zero or a minimum value for a particular set of
principal quantum numbers of both levels. According to Fano and Cooper [19], the oscillator strength as a function of
effective principal quantum number (n*) drops rapidly towards a minimum, where a reversal sign in the R integral occurs.
QDT and NCA were used to calculate energy, quantum defects, and lifetimes of N V. The lifetimes of 196 multiplets were
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calculated, but the available experimental data was insufficient. However, Biemont et al. theoretically determined the
lifetimes of forty-eight levels; hence, 100 lifetimes presented in this paper are new. The plot of lifetimes against the
principal quantum number follows a polynomial, so different polynomials were fitted, and in each series third-degree
polynomial fits well on the calculated lifetimes of the N V Rydberg series.
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CEPEJIHUI YAC )KATTS PIBHIB ns, np, nd tanfy NV
Pizpana Cignik®, Pyxi 3adapP, Caaman Pasza?, C.M. 3iman Ik6an?®, 3axip Yuain®
“Kagheopa ¢hisuxu, Ynieepcumem Kapaui, Kapaui, [Takucman
bKagedpa pizuxu, Ynisepcumem inowcenepii ma mexnonoeii NED, Kapaui, Ilakucman
A30T € OIHHM i3 KIIFOYOBHX E€IIEMEHTIB €BOIIONIi Ta (JOpMyBaHHS 30pIHUX 00 ekTiB. ATMoctepa 3emmni mictuth 21% kucHio 1 78%
a30TY; 1i IBa ra3d BUKIHUKAIOTH MOJSAPHE CSIUBO, KOJU 3 HUIMU CTUKAIOTHCS 10HW COHAYHOTO BiTpPY B i0HOC(epi. [eski aepo3omi 3 a30Ty
Ta KUCHIO TaKOXX 3HaXOAAThCs B aTMocdepi. A30T, BOAEHb, ByIJIeLb i KHCEHb € TOJIOBHIMHU ITPUYNHAMH BHHUKHEHHS JKUTTS Ha 3eMIIi.
Crextp ioniB azory (N V) mocmimkeHo 3a gornomororo kBantoBoi Teopii gedexriB (KT/) i unceasHOro KyJIOHIBCHKOTO HAOIMKEHHS
(HKA). N V mae 1Ba enekTpoHH B Spi 3 SAPOM 1 OAMH €JIeKTPOoH mo3a sapoM. Lle pobuts #oro moxibHMM 10 BomHIO abo JiTio. Y
nepiuiii yactuni 3a pornomoroto QDT pospaxoBano eneprii ns, np, nd Ta nf 1o n < 30. ¥ apyriit yacTuHi JOBXKUHHM XBWIb OyIu
po3paxoBaHi 3 BUKOPUCTAHHSAM IapaMeTpiB eHeprii Ta cuiu JiiHii 3a gornomoroto NCA. JIoCTynmHO Jyke Majo eKCHepHUMEHTaIbHUX
JaHUX LIOM0 TPHBAIOCTI JKUTTSI Ta WMOBIPHOCTI mepexomy; oxHak Biemont et al. pospaxysamu yac xurts 48 piBaiB N V,
BHUKOPHCTOBYIOUH KYJIOHIBCbKE HaONMKeHHsS. Y [[bOMY IOCHTIDKEHHI MU PO3paxyBald TPUBATICTb KHUTTA 196 mymsrumierie N V.
PesynbraTt HOpiBHIOIOTHCS 3 TOCTYITHUMHU CKCIIEPUMEHTAIBHIMH Ta TEOPETUIHUMH TPUBAJICTIO JKUTTS; Y Wil poOOTi Oyino 3HaiineHo
BiIMiHHY BiINOBIIHICTH MK BiZIOMUMH 1 pO3paxOBaHUMH YacaMu )XUTTA. TpuBamicTs )kUTTs 100 MyIBTUILICTIB IPEICTABIEHA BIIEPIIIE.
Yacwu utTs KoxHOTO psiay Pinbepra N V Oynu nminiOpaHi MOJIIHOMOM TPETHOTO CTYIIEHS SIKMM IIPECTaBICHO Yac XKUTTS KOXKHOTO PSITY.
Kurouosi cioBa: ion asomy (N V); mepminu orcumms,; kéanmosa meopis deghekmis; yucioea KyJIoHiBCbKA anpoKcumayis; aimienooioni
ioHu
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Silicon doped with gadolinium and silver impurities were studied using a Renishaw InVia Raman spectrometer. Registration and
identification of both crystalline and amorphous phase components in the samples was carried out. Some changes are observed in the
Raman spectra of gadolinium-doped silicon samples compared to the initial sample. It has been experimentally found that an increase
in the silver impurity concentration in gadolinium-doped silicon leads to a smoothing of the Raman spectrum, which indicates the
formation of a more perfect crystal structure.

Keywords: Silicon, Gadolinium, Silver, Raman spectrum, Doping, Complex defects
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INTRODUCTION
In recent years, silicon structures have been actively studied both theoretically and experimentally in order to
realize their possible applications. Structured silicon is currently of great interest, since silicon itself is an extremely
promising material not only for electronics, but also for optoelectronics and solar cells [1-3].

For many years, Raman scattering has become a standard tool for studying the structure of silicon crystal [4-7].
Raman scattering studies of materials give us information about energy dispersion, structure, bonds, and defects. The
analysis of structures is usually based on the phonon confinement model, in which the finite size of crystallites is taken
into account by estimating the efficiency of phonon scattering. Constraint effects in structures lead to modification of the
electronic, optical, and vibrational properties. It should be noted that while the Raman spectrum of crystalline silicon has
been sufficiently well studied, the Raman spectra of silicon doped with transition and rare earth metals have not yet been
studied in full.

In this paper, we present the spectra of one- and two-phonon Raman scattering of light from single-crystal silicon
doped with Ag and Gd atoms.

EXPERIMENTAL PART

Samples of n-Si and p-Si with initial resistivity from 1 to 100 Ohm-cm were chosen for the study. Doping of the
samples with Ag and Gd impurities was carried out sequentially by the thermal diffusion method. Before doping, the
samples were subjected to chemical cleaning and etching, while the oxide layers were removed from the surface of the
samples using an HF solution. After thermal degassing of the samples, films of high-purity gadolinium and silver
impurities (99.999%) were deposited on clean Si surfaces using vacuum deposition. Vacuum conditions in the volume of
the working chamber of the order of 10°-107 Torr were provided by an oil-free vacuum pumping system.

Before diffusion annealing, the samples were placed in evacuated quartz ampoules. The diffusion of Ag impurities
into the Si volume was provided by heating the deposited samples in a diffusion furnace at a temperature of 1100°C, with
a heating duration of 7-10 hours, followed by rapid cooling. To study the interaction of impurity atoms in silicon, it is
necessary not only to uniformly dope the material, but also to maximize the concentration. In this regard, we not only
took into account the mechanisms of diffusion and solubility in more detail, but also the optimal conditions for doping
silicon with these impurity atoms.

Doped silicon samples were studied using a Renishaw InVia Raman spectrometer equipped with a confocal
microscope. The Raman spectra were excited by a laser with a wavelength of 785 nm. The spectral resolution
was <0.5 cm’! in the visible region. Brightness > 30% provided high resolution with maximum stability. Measurement
reproducibility < 0.1 cm™. The measurements used a diffraction grating with 1200 lines/mm and a standard Renishaw
CCD detector. The laser power was varied to provide optimal experimental conditions. The minimum power at which the
signal could be measured was limited by the signal-to-noise resolution of the detector in the spectrometer. Ax50 lens was
used. The exposure time was 10 s, the diameter of the laser spot on the sample was 10 um. All measurements were carried
out at room temperature in ambient atmosphere.

7 Cite as: S.B. Utamuradova, S.Kh. Daliev, E.M. Naurzalieva, X.Yu. Utemuratova, East Eur. J. Phys. 3, 430 (2023), https://doi.org/10.26565/2312-
4334-2023-3-47
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RESULTS AND THEIR DISCUSSION

Under normal conditions (standard pressure and temperature), silicon crystallizes into the diamond lattice structure.
The diamond structure of silicon allows the presence of only one Raman active phonon of the first order, located at the
center of the Brillouin zone (BZ), which corresponds to a phonon wave vector of 520.0+£1.0 cm™ with a full width at half
maximum (FWHM) of 3.5 cm ™.

The Raman spectra of an n-type silicon sample doped with Gd and Ag impurity atoms are shown in Fig. 1a. The
Raman spectrum of Si<Gd> samples show a high peak in the region of 521-522 cm™'. Intensity of first-order scattering
due to optical phonons (TO - transverse optical vibrations, LO - longitudinal optical vibrations) at the central point I" of
the Brillouin zone (BZ).

In the Raman spectrum of Si<Ag> samples, a gentle slope of the main Si peak on the left wing in the region at
303-489 cm! (Fig. 1b) is observed. It indicates the presence of an Ag-O type bond vibration [7]. The authors of [8] in
this region observed modes at 302, 379, 429, 467, and 487 cm™ associated with Raman vibrations of Ag—O. The violation
of the symmetry of the peak at 521 cm™ of the Raman spectrum at 1100 °C is associated with the formation of interstitial
defects, since in the silicon lattice at this temperature an intense precipitation of free interstitial oxygen is observed [9].
As is known, the precipitates of the first phase of SiO, have a strong bond, and the concentration of Ag-O complexes
under such a diffusion regime was insufficient for detection in the Raman spectrum.
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Figure 1. Raman spectrum of n-type silicon doped with Gd and Ag impurities: 1- Raman spectrum of Si<Gd> samples, 2-
Raman spectrum of Si<Ag> samples, 3- Raman spectrum of Si<Gd, Ag> samples.

In contrast to the 521 cm™' mode, in the Raman spectrum of the Si<Gd> samples one can observe a peak having
several vibrational modes. Using the Gaussian distribution of this peak (Fig. 2a), it was found that the Raman scattering
at 123 and 186 cm™! belongs to the vibrational modes of the first and second order of Gd [8-10], and the 150 cm™ mode
belongs to the first-order scattering by acoustic phonons (TA), which characterizes the SiO, bond. The last peak indicates
the presence of silicon in the amorphous state [9-11]. A peak in the region 420-500 cm™' with a weak intensity is the result
of scattering by optical phonons (LO) at 440 cm™ and vibrations of the Gd-O structure (Fig. 2b).
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Figure 2. Gaussian distribution of peaks in the region
(a) 102-206 cm™ and (b) 420-500 cm™! and (c) 1046-3176 cm!

The second order spectrum is much weaker than the first order LTO (I") peak with characteristics in the range of
100-1100 cm™. The second-order spectrum of transverse 2TA acoustic phonons is clearly observed near 303 cm™.. Some
authors suggest that this peak corresponds to the LA modes [10-12], but there is no exact confirmation of this fact. We are
probably observing a superposition of transverse and longitudinal acoustic modes. There is also a broad peak between
900-1000 cm™, which is due to the scattering of several transverse optical phonons ~2TO phonons [11-13].

The broad peak in the region of 1100-2400 cm™" is associated with vibrations of Si, Gd, and O atoms, since such
scattering was not observed in the original silicon. The broadening of the peak may be due to the high density of defects
and local composition fluctuations [12-14]. The procedure for approximating the spectral bands of the Raman spectrum
(Fig. 2c) performed using the standard software option of the spectrometer showed peaks with a Gaussian distribution
located at 1273, 1462, 1600, 1845, and 2111 cm™'. Comparing literature data, it was found that the modes at 1273, 1845,
and 2111 cm™ are associated with Raman vibrations of the Gd-O structure [13-15]. Whereas, the peaks at 1462 and
1600 cm™ refer to vibrations of Si scattering of the third order due to optical phonons (TO) [14-16] and vibrations of
interstitial oxygen (O.), respectively [15-17].

As can be seen from Fig. 1a, the Raman spectrum of the Si<Gd> sample smoothes out after the introduction of the
Ag impurity. The Raman spectrum of the main Si peak with a Gaussian distribution was also obtained and data on the
peak position, peak intensity, and full width at half maximum (FWHM) were analyzed. As indicated in Table 1, the
intensity and FWHM changed significantly in the Si<Gd, Ag> samples. At the same time, the position of the peak
remained almost unchanged. A higher peak position at lower FWHM values corresponds to a higher crystallization
quality [11-13]. This indicates that the presence of Ag atoms in doped Si, Gd impurities increases the degree of perfection
of the crystal.

Table 1. Raman peak parameters of the samples.

Sample Peak position, cm! Intensity, a.u. FWHM, cm’!

Si<Gd> 521.62 6621 15

Si<Ag> 521.23 7098 13.38
Si<Gd, Ag> 521.68 7503 13.5

It was noted that the scattering in the range of 102-206 cm™' and 1100-2400 cm™' associated with Gd, Si and
O atoms, after doping with Ag impurity atoms, is completely smoothed out as the concentration of silver atoms increases.
It is likely that in the process of diffusion, silver atoms in silicon form neutral clusters and structural defects, such as
Ag-Gd and Ag-O, due to which the intensity of this peak decreases. A change in the oxygen concentration in silicon upon
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doping with silver was also observed by us earlier [16-18], when, based on the analysis of IR absorption spectra, it was
shown that the concentration of optically active oxygen (Ng P%) in samples of silicon doped with silver was, on average,
10-25% less than in controls.

CONCLUSION

The applied experimental procedure made it possible to obtain characteristic Raman spectra of silicon doped with
Gd and Ag impurities. An analysis of the Raman spectra showed that, in contrast to the fundamental vibrations of silicon,
the Raman spectrum of the Si<Gd> samples exhibit peaks characteristic of the first and second order scattering of the Gd
impurity. It is shown that in the process of diffusion, silver atoms in silicon form neutral complex defects of the Ag-O
type, which is typical for the case of a decrease in the oxygen concentration in silicon. It was also revealed that the
presence of Gd atoms in the volume of Si, with the diffusion introduction of silver atoms, leads to the formation of
aggregates of the Ag-Gd type, which, in turn, leads to a smoothing of the Raman spectrum and an improvement in the
defect structure of the Si single crystal.
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JOCNAXKEHHA AE@EKTOYTBOPEHHA KPEMHIIO, TIETOBAHOI'O JOMIIIKAMM CPIBJIA TA I'AJOJITHIIO,
METOJAOM CHEKTPOCKOIII KOMBIHAIIMHOI'O PO3CIIOBAHHSI
Iapida B. Yramypagosa?, Ilaxpyx X. Haxics’, Eabmipa M. Haypsaniesa®, Xymnina FO. Yremyparosa®
“Iucmumym @izuxu Hanienpogionuxie ma mikpoenekmpouixu Hayionanvnozeo ynieepcumemy Y3bexucmany, Tawkenm, Y36exucman
SKapakxannaxcokuti Oepocasnuti ynisepcumem, m. Hykyc, Kapaxannaxcmar
KpewmHiit, jleroBanuii JoMikamMy rajjoJiiHiro Ta cpibdia, JociipKyBali Ha paMaHiBCbKoMYy criekTpoMeTpi Renishaw InVia. [Iposeneno
peecTpario Ta izeHTHQIKalLil0 KOMIOHEHTIB K KPUCTaJiuHOI, Tak i amopdHoi ¢a3u y 3paszkax. CrocTepiraloTbesi JesiKi 3MiHH
CIEKTPiB KOMOIHAIIHOTO PO3CIIOBaHHS 3pa3KiB KPEMHIIO, JIETOBAHUX IaJJOJIMHUEM, IIPOTH BUXIIHUM 3pa3koM. ExcriepumeHTansHO
BCTAHOBJICHO, 1110 301IbIICHHS KOHILEHTpALil JOMIIIKK cpibia B JICTOBAHOMY KPEMHIEM 'aJl0JMHAEM NPU3BOAUTD 10 3IJIAJUKYBaHHS
CIeKTpa KOMOiHaNIHHOTO PO3CiIOBaHHS, IO CBIAYUTH PO GOpMYBaHHS OiIbII JOCKOHAIOI KPUCTATIYHOT CTPYKTYPH.
KurouoBi cinoBa: xpemniii; eadoniniil; cpibno, cnekmpu KOMOIHAYIIHO20 PO3CIIOBAHHS, 1€2Y8AHHA, CKIAOHI Oeghekmu
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In the mass production of multi-element silicon p-i-n photodiodes, the problem of systematic rejection of products due to a decrease in
the insulation resistance between the active elements of photodetectors has been revealed. The purpose of this work is to study the
causes of insulation resistance degradation and to establish optimal methods for avoiding this phenomenon. A comparative analysis of
three insulation methods was carried out: classical insulation by the surface of a non-conductive substrate and a dielectric layer;
insulation by means of mesaprofile grooves with a dielectric film; insulation by means of areas of limitation of surface leakage channels
isotypic with the substrate material (in this case, p*-type) formed in the gaps between active elements. The study found that the reason
for the deterioration of the insulation resistance between the active elements of photodiodes is the presence of conductive inversion
channels at the Si-SiO; interface due to the use of silicon with high resistivity. One mechanism for the formation of inversion channels
is the redistribution of impurities in the masking oxide (in particular, phosphorus) and their diffusion to the interface during thermal
operations. Another mechanism for the formation of inversion layers is the diffusion of boron from silicon into SiO2 during heat
treatment due to the fact that the boron segregation coefficient is less than one. In the manufacture of samples with insulation using
non-conductive areas of the substrate, a decrease in insulation resistance was observed as the technological route was performed (after
each subsequent operation, the resistance degraded). The degree of degradation can be reduced by reducing the duration of thermal
operations. It has been shown that reducing the thickness of the masking oxide causes a decrease in insulation resistance. When using
mesa-technology, it is possible to increase the insulation resistance by eliminating the high-temperature oxidation operation and, in
fact, due to the absence of a masking coating during phosphorus deposition. Insulation by means of P*-type areas in the gaps between
the active elements allows to obtain the highest insulation resistance values. The formation of these regions with a width of 100 pm in
the gaps with a width of 200 um allowed us to obtain an insulation resistance of 25-30 MQ. To ensure the insulation of the active
elements of photodiodes by this method, two thermal operations are added to the technological route. The number of thermal operations
can be reduced by doping the entire silicon surface with a low boron concentration before forming a masking coating.

Keywords: Silicon, Photodiode, Insulation resistance; Silicon oxide; Inversion layer

PACS: 61.72.Ji, 61.72.1Lk, 85.60.Dw

An important task of modern photoelectronics is to detect the coordinates of objects in space. Usually, multi-element
coordinate photodiodes (PD) are used in coordinate determination systems. The coordinate PD is usually a two- or four-
element photodiode on one semiconductor plate, in which the responsive elements (RE) are separated by gaps smaller
than the size of the light probe [1]. To ensure the high responsivity of the used photodetectors, a high-resistance material
is used. When we serially manufactured coordinate silicon PDs, we saw a slight decrease in the insulation resistance
between the REs, and in the case of the production of the PDs with a guard ring (GR), a decrease in the insulation
resistance between the REs and the GR was also observed. This contributed to the growth of the dark currents of the
active elements and the photocoupling coefficient between the elements. When investigating the reasons for the
deterioration of the insulation resistance, it was established that when using high-resistance silicon at the Si-SiO; interface,
the formation of conductive n-type inversion channels is possible [2-4]. Accordingly, the presence of these channels
contributes to the deterioration of PDs parameters. This problem required research to establish methods of its avoidance
or minimization of the influence on the insulation resistance between the REs.

When reviewing the literature, it was seen that most of the works are devoted to the methods of isolation of integrated
circuits (ICs). Thus, methods of isolation of IC elements allow to manufacture devices on conductive and non-conductive
substrates. On the conductive substrate, the insulation of the IC elements is carried out by a p—n-junction and a thin
dielectric film, and on the non-conductive one by insulation with air gaps and dielectric materials [5]. In particular, [6]
describes the principle of isolation of active IC elements using the isoplanar method. The method is combined. In this
technology, the insulation of the vertical walls of the components is carried out by a thick layer of silicon dioxide, which
extends from the surface of the epitaxial layer to the n*-hidden layer; the isolation of the bottom part of the components
is carried out by a reverse-biased p-n-junction. Another combined method of isolation of IC elements is epiplanar [7]. It
was implemented after the development of local epitaxial growth of silicon on certain areas of the substrate surface. The
method of selective epitaxial growth of silicon allows the formation of IC components, providing self-connection of
isolated regions and the n*-hidden layer. One of the new "exotic" insulation methods is the IPOS technology - insulation
with oxidized porous silicon. In this technological method, two main processes can be distinguished. The first is a selective
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anodic dissolution of silicon in hydrofluoric acid, in which porous silicon is formed in the treated area. The second is heat
treatment in an oxidizing environment, in which porous silicon oxidizes at a high rate due to the presence of pores and
strongly developed surface. As a result of such selective processing are formed silicon regions are isolated from the sides
by silicon dioxide. At this, unlike isoplanar technology, is excluded in this case the need for long-term high-temperature
oxidation [8]. There are also methods of isolating IC elements using etched grooves on the surface of the substrates. In
particular, insulation using V-grooves, filled polycrystalline silicon (VIP-method, VIP-V-brave isolation polisilicon) is
based on vertical anisotropic etching of silicon substrates with formation of V-shaped grooves filled with polycrystalline
silicon [9, 10]. V-ATE - technology (V-ATE - vertical anisotropic etch) is available a variant of the method of combined
isolation of components, in which the separation tracks are not filled with silicon dioxide or others insulating
materials [10, 11].

However, no information was found about the optimal options for isolating the REs of multi-element photodiodes.
But it is known that often photodiode matrices or actually multi-element photodetectors are made in the form of mesa-
structures [12, 13]. Classical planar structures are usually insulated with silicon oxide films formed in a single
technological process with diffusion of acceptors or donors or silicon nitride films [4, 14].

Ensuring proper insulation resistance of multicellular photodetectors is an urgent scientific and technical task, and,
accordingly, the purpose of this work is to establish the causes of insulation resistance degradation between the active
elements of photodiodes, to study insulation methods, and to establish optimal technological options that allow obtaining
high insulation resistance of the active elements of the PDs among themselves.

EXPERIMENTAL

It was decided to investigate the influence of the isolation methods of REs based on silicon four-element p-i-n PDs
with a guard ring. Production was carried out using diffusion-planar technology according to the technological modes of
diffusion processes given in [15]. The starting material was single-crystal dislocation-free p-type silicon with orientation
[111], p=17-20 kQ-cm.

We will consider the resistance between all REs and GR (R..,) as a parameter that allows us to evaluate the degree
of insulation of active elements. Determination of R,, was carried out according to the method given in [1] with Upje=2 V
and load resistance R=10 kQ.

A comparative analysis of three methods of isolation was carried out: classical — isolation with the surface of a
conditionally non-conductive substrate and a dielectric layer (PD;) (Fig. 1); insulation using mesa-profile grooves with a
dielectric film (similar to the V-ATE method) (PD.); and isolation using surface leakage restriction channels isotypic with
the substrate material (in this case p*-type) formed in the gaps between the active elements (PDs). In this case, p*-type
regions will be formed by diffusion of boron into the front layer of the substrate.

The technological process of production of PD; consisted of a complex of thermal operations and photolithography:
semiconductor substrates (Fig. 2-5) were oxidized to obtain a masking coating (Fig. 2-3); photolithography was carried
out to create windows for phosphorus diffusion; diffusion of phosphorus (predeposition) to the front side to create n*-
type REs (Fig. 2-1) and GR (Fig. 2-2); driving-in of phosphorus in an oxygen atmosphere to redistribute the alloying
impurity, increase the depth of the n*-p-junction and form an anti-reflective coating (Fig. 2-4); diffusion of boron to the
reverse side of the substrate to create a p*-type ohmic contact (Fig. 2-8); photolithography for creating contact windows;
sputtering of Cr-Au on the front and back sides (Fig. 2-6 and 7).

s
p
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Figure 1. Image of a PD; crystal Figure 2. Schematic section of a part of the PD crystal: 1—n*-responsive element;
2 — n*-guard ring; 3 — masking SiOz; 4 — anti-reflective SiO2; 5 — p-Si substrate;
6 — chrome sublayer; 7 — contact surface-Au; 8 — ohmic p*-Si

Photodiodes with a mesa structure (Fig. 3) were manufactured according to the following technological route:
predeposition of phosphorus to the front side to create n*-type layer, etching the grooves of the mesa profile by the method
of chemical dynamic polishing [16] to obtain REs (Fig. 4-1) and GR (Fig. 4-2), driving-in of phosphorus in an oxygen
atmosphere to redistribute the alloying impurity, increase the depth of the n*-p-junction and form an anti-reflective coating
(Fig. 4-3); diffusion of boron to the reverse side of the substrate to create a p*-type ohmic contact (Fig. 4-4); sputtering
of Cr-Au on the front and back sides (Fig. 4-5 and 6).
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6

Figure 4. Schematic section of a part of the PD2 crystal: 1— n*-responsive element; 2 — n*-guard
ring; 3 — anti-reflective SiO»2; 4 — ohmic p*-Si; 5 — chrome sublayer; 6 — contact surface-Au

Figure 5. Image of fragment a PD> Figure 6. Image of a PD crystal with p*-region between active elements
crystal

Photodiodes with surface leakage restriction channels isotypic with the substrate material (Fig. 5) were manufactured
according to the following technological route: oxidation of silicon substrates to obtain a masking coating;
photolithography for the formation of windows for boron diffusion; diffusion of boron to the front side of the crystal to
obtain a p*-region; oxidation / boron driving-in - to mask the p*-layer and increase the depth of the p*-p-junction;
photolithography for the formation of windows for phosphorus diffusion; diffusion/predeposition of phosphorus to obtain
n*-type REs and GR; phosphorus driving in - to increase the depth of the n*-p-junction and the formation of anti-reflective
Si0,; diffusion of boron to the rear side of the substrate to create an ohmic p*- layer and heterization of generation-
recombination centers. A schematic cross-section of the PDj; crystal can be seen in Fig. 6.

RESULTS OF THE RESEARCH AND THEIR DISCUSSION
A) Mechanisms of insulation resistance degradation.

It should be noted that one of the mechanisms for the formation of conductive inversion channels at the Si-SiO»
interface and the reduction of insulation resistance between active elements is the redistribution of impurities in the
masking oxide (including phosphorus) and their diffusion to the interface of the two phases during thermal operations,
respectively, with an increase in the total duration of thermal operations, it is possible to doping of impurities in the silicon
surface through the masking SiO5 [17]. Therefore, in the formation of masking coatings, it is necessary to take into account
not only the thickness of the oxide that masks the silicon from doping during the diffusion (predeposition) operation itself,
but also the thickness that will mask during subsequent heat treatments. Thus, according to [18], a silicon oxide thickness
of about 0.3 um completely masks silicon during phosphorus diffusion lasting 30 minutes at 7= 1323 K, but given that
the predeposition operation is followed by a high-temperature phosphorus driving-in and boron diffusion operation,
respectively, to take into account this duration of thermal operations, a masking coating thickness of 0.6 - 0.7 pm should
be used.

Another mechanism for the formation of inversion layers is the diffusion of boron from silicon into SiO, during heat
treatment due to the fact that the boron segregation coefficient is below one [19]. Accordingly, with an increase in the
duration of heat treatment, the degree of depletion of the silicon surface with boron increases and an inverted type of
conductivity is observed.

B) Investigation of the insulation resistance between the active elements of photodiodes isolated using sections of
a non-conductive substrate and a dielectric layer.

In the manufacture of PD; samples, a decrease in insulation resistance was observed as the technological route was
followed. Thus, in the trial batch of samples, the R, after phosphorus diffusion, after boron diffusion, and after the
metallization operation on the final crystals was monitored. After phosphorus diffusion, the R,, reached 10-25 MQ. After
boron diffusion Re.» = 3-6.5 MQ, and after the metallization operation R, = 1.3-2 MQ. The described phenomenon of
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insulation resistance degradation between the REs and the GR is clearly explained by the above mechanisms of inversion
layer formation. The degree of degradation can be reduced by reducing the duration of thermal operations (if possible).
It should be noted that the decrease in R.,, during Cr-Au sputtering operations is caused by heating the substrates to a
temperature of 473-523 K.

It is worth noting that during the storage of unsealed PD crystals for a long time, a decrease in the insulation
resistance between the REs and the GR is observed. Thus, storage of crystals for about 6 months leads to a 10-30-fold
degradation of R.... This is caused by the diffusion of impurities at room temperatures.

It was also decided to investigate the actual effect of the thickness of the masking SiO, on the insulation resistance
value. No change in R.., was observed when the thickness of the oxide was alternately reduced in the gaps between the
RESs and the GR of the final crystals. This confirms the fact that conductivity is formed at the interface between the two
phases. Also, samples of PDs with different initial thicknesses of the masking coating were fabricated by changing the
duration of thermal oxidation. The oxidation operation was carried out separately, and all other operations were carried
out in a single technological cycle. Half of the batches had a masking coating thickness of 0.47 um, and the other half had
a thickness of 0.61 um. By controlling the values of R, after phosphorus diffusion, it was seen that samples with a
smaller oxide film thickness had Reo, = 5.4 - 5.8 MQ, and samples with a larger oxide thickness had R.» = 8 - 10 MQ.
On the final crystals, samples with a smaller oxide thickness had R.,» = 0.9 - 1.1 MQ, and those with a larger one had
Reon =2 -2.5 MQ. It can be seen from this that a decrease in the thickness of the masking coating with a significant overall
duration of thermal operations can lead to a decrease in the insulation resistance between the active elements of
photodetectors according to the mechanisms described above. However, it should be noted that the values of dark currents
of the PDs in the case of a shorter thermal oxidation operation are two times lower than in the case of a longer oxidation.
This is probably due to a decrease in the amount of uncontrolled impurities introduced into the semiconductor volume
during the high-temperature operation.

It should be noted that in the presence of inversion layers at the interface between the two phases, it is possible to
increase the values of the dark currents of the guard rings (/gz) and responsive elements, but the latter react when the
insulation resistance is reduced to tens of kilohms, and the GRs reacts even with a slight decrease in R.,,. Thus, a graph
of the dependence of the dark current of the guard rings on the voltage at different values of R.,, was obtained (Fig. 7).
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—— Ry0;=2.7 MQ
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Figure 7. [-V characteristic of PD; at different values of Rco,

As can be seen from Fig. 7. when the insulation resistance between the active elements decreases, the degree of
increase in the /g increases with an increase in the bias voltage. When testing the PDs at elevated temperatures, the
increase in the dark currents of the guard rings is more pronounced and can manifest itself in the instability of the current
values in time, i.e., an uncontrolled increase in /gz is observed without an increase in bias voltage or temperature [20].

If reduced insulation resistance values are detected after the phosphorus diffusion stage, it is necessary to completely
etch the masking and anti-reflective coating in hydrofluoric acid and repeat the phosphorus driving-in operation. This will
remove the oxide with the inversion layers and form a new anti-reflective coating. However, we note that this
manipulation allows us to correct only those samples in which the diffusion of impurities has occurred only to the interface
between the two phases. In the case of doping the silicon surface through the masking oxide, it is worth etching the surface
layers by chemical-dynamic polishing [16] or plasma chemical etching [21] method, but given that the p-n-junctions have
already been formed at this stage of manufacturing, these operations are complicated.

To assess the degree of undesirable doping of the silicon surface by measuring R.., before and after oxide etching.
Thus, a study was conducted: the entire oxide film was removed from a PD crystal with R..» =133 kQ and a value of
Reon = 157 kQ was obtained. In this case, there was no significant increase in the insulation resistance after removing
the oxide, indicating the presence of conductive channels on the silicon surface due to donor doping. Another case was
also observed during the study: the entire oxide film was removed from the PD crystal with R.,, 3.3 kQ and a value
of Re.on = 10 MQ was obtained. This indicated that the conductive channels were formed at the Si-SiO, interface, but
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the impurities did not diffuse into the silicon surface. Accordingly, in the second case, it is possible to repeat the
phosphorus driving-in operation with positive results, and samples as in the first case can be restored only after a
shallow etching of the plate surface. It is worth noting that the above study shows that the predominant mechanism of
inversion channel formation is the redistribution of impurities in the oxide film. It should be added that the mechanism
of formation of inversion layers due to the diffusion of boron into the SiO, is more effective at a significant duration
of heat treatment.

Using the described method of isolation allows obtaining an isolation resistance of 1-10 M€, and it should be used
in photodetectors with a relatively low bias voltage. When using silicon with p>20 kQ, this method is ineffective.

C) Investigation of the insulation resistance between the active elements of photodiodes isolated using mesa-
profile grooves with a dielectric film

It is possible to increase the value of insulation resistance relative to PD; by using a crystal topology with a mesa profile.
In the case of manufacturing samples using the PD, technology, it is possible to obtain R, = 13-16 MQ. The reason for the
increase in insulation resistance between the active elements is the absence of an oxidation operation (no masking SiO,) and
areduction in the total duration of thermal heating. In this case, the stage of formation of the anti-reflective oxide is followed
by only one thermal operation - boron diffusion, which is low-temperature relative to the previous thermal operations. During
boron diffusion, the probability of diffusion of uncontrolled impurities through the oxide is minimal. It is worth noting that
an important factor in the increase in the R.., of PD> is the absence of phosphorus diffusion through the masking oxide
windows, since the diffusion was carried out before the formation of anti-reflective SiO,, respectively, in this case there is
no phenomenon of diffusion of phosphorus in the oxide to the surface of silicon during heat treatment.

Given that one of the factors of inversion channels formation is the diffusion of impurities from the masking oxide
introduced during previous thermal operations, the question arises whether the masking coating cannot be removed after
it has performed its functions, i.e. after the phosphorus predeposition operation. In this case, the anti-reflective oxide
grown during the phosphorus driving-in will be a protective layer on the front side of the substrate during the diffusion
of boron to the back side. To confirm or refute this statement, the experiment described above was carried out. Measuring
the resistance of insulation between the REs and GR of final crystal, it was seen that serial samples had R.., ~4-5.7 MQ,
and samples with masking oxide etched before phosphorus driving-in had R.., =0.6-1 MQ. The experiment showed that
the etching of the masking oxide after phosphorus predeposition is negative, but in the case of samples with
mesostructures, the presence of only an anti-reflective coating contributes to an increase in R..,. Nevertheless, it should
be borne in mind that PD, has one less high-temperature operation in the technological route than PD,. Although the
described assumptions require additional research.

D) Investigation of the insulation resistance between the active elements of photodiodes isolated using
surface leakage restriction channels isotypic with the substrate material

Isolation of active photodiode elements by means of p-type regions in the gaps between the elements allows to obtain
the highest values of insulation resistance. The formation of these regions with a width of 100 pm in the gaps with a width
of 200 pm allowed us to obtain R..,~ 25-30 MQ. It should be noted that the implementation of this method of isolation
requires the introduction of two additional thermal operations - boron diffusion to the front side of the substrate and boron
oxidation/driving-in of boron. This factor can contribute to an increase in dark currents and a decrease in responsivity due
to the degradation of the lifetime of non-basic charge carriers and the resistivity of the material due to an increase in the
total duration of thermal operations [1]. In order to avoid the above, it is worthwhile to carry out gettering of generation
and recombination center operations with modes that allow restoring the above parameters [22].

It is worth noting that the PD; technological route can be shortened. For example, it is possible to diffuse boron
simultaneously to the front side to form areas of leakage channel confinement and to the back side of the substrate to form
an ohmic contact. However, in this case, there is a need to include additional operations to ensure masking of the p*-type
areas on the front side, which will be without a masking coating after the boron diffusion operation.

By introducing the boron diffusion operation into the entire area of the substrate front side with a low concentration
(the first thermal operation), it is possible to avoid the need for additional photolithography or operations to form masking
coatings. The key aspect of this method is the low concentration of diffused boron, since with an increase in the impurity
concentration, the PD may fail due to an avalanche-like increase in dark currents, since in this case the crystal structure
will resemble an avalanche photodiode [23]. Low concentrations can be achieved by lowering the temperature or duration
of the operation, and the most effective method is ion implantation. Thus, when the entire surface of the substrate was
doped with boron with a surface resistance of Rs=~175-200 /0, it was possible to obtain R.,,~40 MQ on the final samples.

It should be noted that the introduction of a boron impurity into the substrate surface reduces the density of
dislocations formed during phosphorus diffusion. Since dislocations are formed during phosphorus diffusion due to the
mismatch of the radius of phosphorus and silicon atoms: phosphorus atoms are larger than silicon atoms, mechanical
stresses arise due to this difference, which leads to the formation of structural defects [24]. And since the radius of boron
atoms is smaller than that of silicon, this will compensate for mechanical stresses and reduce the probability of dislocation
formation due to the described mechanism.

The method of isolation by p*-regions should be used at p>20 kQ-cm, when using high bias voltages and when it is
necessary to reduce the width of the gaps between the Res.
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CONCLUSIONS
A comparative analysis of three methods of isolation was carried out: classical — isolation with the surface of a
conditionally non-conductive substrate and a dielectric layer (PD,); insulation using mesa-profile grooves with a dielectric
film (PD,); and isolation using surface leakage restriction channels isotypic with the substrate material (in this case
p*-type) formed in the gaps between the active element (PD3). The following conclusions were made during the research:

1. The reason for the degradation of the insulation resistance between the active elements of photodiodes is the
presence of conductive inversion channels at the interface Si-SiO».

2. One of the mechanisms for the formation of conductive inversion channels at the Si-SiO, interface and the
reduction of insulation resistance between active elements is the redistribution of impurities in the masking oxide
(including phosphorus) and their diffusion to the interface of the two phases during thermal operations. Another
mechanism for the formation of inversion layers is the diffusion of boron from silicon into SiO during heat
treatment due to the fact that the boron segregation coefficient is below one.

3. In the manufacture of PD; samples, a decrease in insulation resistance was observed as the technological route
was followed. The degree of degradation can be reduced by reducing the duration of thermal operations.

4. Reducing the thickness of the masking oxide causes a decrease in insulation resistance.

5. If reduced insulation resistance values are detected after the phosphorus diffusion stage, it is necessary to
completely etch the masking and anti-reflective coating in hydrofluoric acid and repeat the phosphorus driving-
in operation.

6. In the case of manufacturing samples using the PD, technology, it is possible to obtain R.., = 13-16 MQ. The
reason for the increase in insulation resistance between the active elements is the absence of an oxidation
operation (no masking Si0) and a reduction in the total duration of thermal heating.

7. Tsolation of active photodiode elements by means of p*-type regions in the gaps between the elements allows to
obtain the highest values of insulation resistance. The formation of these regions with a width of 100 pm in the
gaps with a width of 200 um allowed us to obtain R.,,~ 25-30 MQ.

8. When the entire surface of the substrate was doped with boron with a surface resistance of Rg=175-200 Q/0, it
was possible to obtain R.,,~40 MQ on the final samples. Introduction of a boron impurity into the substrate
surface reduces the density of dislocations formed during phosphorus diffusion.
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B3OJISIOIA YYTJIUBUX EJJEMEHTIB INTAHAPHUX BATATOEJIEMEHTHUX ®OTOAIOAIB
Mukouna C. Kykypyuzsax®P
AT «llenmpanvhe koncmpykmopcvke 6iopo Pummy, 58032, m. Yepnieyi, éya. I'onosna, 244, Ykpaina
bYepniseyvruti nayionanvhuii yuisepcumem imeni FOpis ®@edvrosuua, 58002, m. Yepnisyi, eyn. Koyobuncwvrozo, 2, Yrpaina

IIpu cepiiiHOMY BUPOOHHULITBI OaraToeIeMEHTHUX KPEMHIE€BHX p-i-n POTOIIOAIB BUSBICHO IIPOOIEMY CHCTEMAaTHYHOTO OpaKy BUpOOiB
BHACITIIOK 3HIDKEHHS OIIOPY 130J1si1ii Mi)K aKTUBHHMHU efleMeHTaMu (oTornpuitmadis. JlociipKeHHs TPUYKH Aerpagamii onopy i30omsiii
Ta BCTAHOBJICHHS ONTHMAJbHUX METOMIB YHUKHEHHS LbOTO SBHILA € METOIO JaHO1 poboTH. IIpoBeieHO NOPIBHAIBHUN aHall3 TPhOX
METOZIB 130JIA1ii: KIIACHYHOTO — 13011115 IIOBEPXHEIO HETPOBIAHOT MiIKIIaIK! Ta MAapy AieJICKTPHKA; 130JIS1Iis 32 JOTIOMOTOI0 KaHaBOK
Me3anpodiTro 3 AieIEKTPUIHOKO TUTIBKOKO; 130JIAIIis 32 TOITIOMOTO0 00J1acTeit 00MEKECHHS MOBEPXHEBUX KaHAIIIB BUTOKY, 130TUITHUX 13
MarepianoM MiAKIaAKd (B JaHOMY BHIIAQJKYy p-THITy), YTBOPEHHX Y 3a30pax MK aKTHBHHUMH ejeMmeHTamu. ITiJ yac HociimkeHb
BCTAHOBJICHO, IO INPHUYMHOIO MOTIPIICHHS ONOpY I30JALil MiX aKTHBHHUMH eJeMEeHTaMH (OTOMIOAIB € HasBHICTH IPOBIIHHX
iHBepCiiiHMX KaHaiB Ha Mexi po3miay Si-SiO2 BHACHIIOK BHKOPHCTAHHS KPEMHIIO i3 BHCOKHUM NUTOMUM omnopoM. OmHHM i3
MEXaHi3MiB yTBOPEHHs IHBEPCIIIHUX KaHAIIIB € epepo3IOAiI JOMIIIOK Y MacKylouoMy okcuzi (30kpeMa ¢ocdopy) Ta ix audysis mo
MEXI po3aity ABoX (a3 miJ yac TepMiYHUX Omeparii. [HImMM MexaHi3MOM yTBOPEHHs iHBEpCIHHIX LIapiB € Audy3is 60py 3 KpeMHit0
B SiO2 mix 9ac TepMo0OpoOOK yepes Te, Mo KoedimieHT cerperatii 6opy MeHIIe oguHuLi. [Ipyu BUTOTOBIEHH] 3pa3KiB 3 130Js1i€0 32
JIOTIOMOTO0 HETPOBIAHUX AUISHOK MiKJIAAKH CIIOCTEPIrajocs 3HIKCHHS OMOpy i30JIAIil MO0 Mipi BUKOHAHHS TEXHOJOTIYHOTO
MapuipyTy (micis KOXKHOI HacTymHoi omepauii omip gerpamysaB). CTymiHb Jerpagaiii MOXKHa 3HHU3MTH 33 PaxyHOK CKOPOUYCHHS
TPUBAJIOCTI TepMiuHMX orepaniil. [To6aueHo, 110 3MEHIICHHS TOBLIMHNA MAaCKYHOUYOr0 OKCHIY BHKIHKAE 3HIKCHHS OIOPY 130JISLi.
IIpy BUKOPHUCTaHHI ME3a-TEXHOJIOTIi BIAEThCS MiJABUIIMTH OIMIp i30JiALii 32 paXyHOK BHKJIIOUCHHs BHCOKOTEMIIEPATYPHOI oreparii
OKHCIICHHSI Ta BJAacHE 3aBISKH BiJCYTHOCTI MAacKyIO4Oro IOKPHUTTS MiA 4Yac 3aroHKH (ocdopy. [30ismis akTHBHHX €JIEMEHTIB
¢boToioiB 3a JOMOMOrO AUISIHOK p -THITy B IPOMIKKAX MK €IEMEHTaMH JI03BOJISIE OTPUMATH HAMBHILI 3HAYCHHSI OMOPY i30JIsALIii.
dopmyBanHs X obsacteit mupuHO0 100 MKM y 3a30pax mupuHO0 200 MKM 103BOJIHIIO OTpUMaTH ormip i3omswii 25-30 MOwm. [{ns
3a0e3MeYeHHs 1307s1ii aKTHBHHUX €JIEMEHTIB (OTOIOIIB JaHUM METOJOM B TEXHOJOTIYHHHA MapIIPyT BHOCHTBHCS IBi JOJATKOBI
TepMivHi oneparii. CKOPOTUTH KITBKICTh TEPMIYHUX OTEpamiii MOYKHA JIETYBaHHIM BCi€l MOBEPXHI KPEMHIIO HU3bKOIO KOHIIEHTPAII€I0
0opy 1epes yTBOPEHHSIM MacKyIO4Oro IOKPHUTTSL.

KunrouoBi cnoBa: kpemniii; pomooiod, onip izonayii; oxcud kpemniio, insepcitinuil wap
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This work aims to investigate the effect of thermal stratification on fluid flow past an accelerated vertical plate in the
presence of first order chemical reaction. The dimensionless unsteady coupled linear governing equations are solved by
Laplace transform technique for the case when the Prandtl number is unity. The important conclusions made in this
study the effect of thermal stratification is compared with the scenario in which there was no stratification. The results
of numerical computations for different sets of physical parameters, such as velocity, temperature, concentration, skin-
friction, Nusselt number and Sherwood number are displayed graphically. It is shown that the steady state is attained
more quickly when the flow is stratified.

Keywords: Thermal Stratification, Chemical Reaction, Heat and Mass Transfer, Vertical Plate, Accelerated

PACS: 47.55.P-, 44.25.+f, 44.05.+e, 47.11.]

1. INTRODUCTION

Thermal stratification is a natural phenomenon that may be seen in many natural systems, such as lakes
and seas. The presence of chemical reactions might further complicate the flow’s dynamics. In this paper,
we investigate how flow dynamics and interactions with chemical processes are impacted by thermal stratifica-
tion.The applications of this study are wide. It may be used to build more efficient chemical reactors and heat
exchangers. It may also be used to look at how the performance of cooling systems in electrical equipment is
affected by thermal stratification.

[1] investigated the influence of a chemical reaction on the behavior of an unsteady flow through an
accelerating vertical plate, where the mass transfer was variable and without considering stratification. The
purpose of this research is to determine how fluid flow past an accelerated vertical plate impacts the interaction
between thermal stratification and chemical reaction. [2] and [3] investigated the unsteady flow of a thermally
stratified fluid past a vertically accelerated plate under a variety of conditions. Researchers [4], [5], and [6]
have investigated steady flows in a stable stratified fluid with a focus on infinite vertical plates. [7] and [§]
both investigated buoyancy-driven flows in a stratified fluid. The interaction between thermal stratification and
chemical reaction to change MHD flow for vertical stretching surfaces has been studied by researchers [9] and
[10]. These two phenomena were also investigated by [11], who investigated the impact of non-Newtonian fluid
flow in a porous medium. The unsteady MHD flow past an accelerating vertical plate with a constant heat flux
and ramped plate temperature respectively was researched by [12] and [13].

In this paper, we derived the special solutions for Sc¢ = 1 and classical solutions for the case S = 0 (without
stratification). These solutions are compared with the primary solutions, and graphs are used to demonstrate the
differences. The impacts of physical parameters on velocity, temperature, and concentration profiles, including
the stratification parameter (S), thermal Grashof number (Gr), mass Grashof number (Gc¢), Schimdt number
(Sc) and Chemical Reaction Parameter (K'), are explored and presented in graphs. The results of this research
have a wide range of applications in a variety of industries and chemical factories.

2. MATHEMATICAL ANALYSIS

We consider a fluid that is stratified, viscous, and in-compressible, traveling along an accelerating vertical
plate with first-order chemical reaction present. As can be seen in fig. 1, we use a coordinate system in which
the 4’ axis is perpendicular to the plate and the z’ axis is taken vertically upward along the plate to study the
flow situation. The starting temperature T, and initial fluid concentration C’_ of the plate and fluid are the
same. At time ¢’ > 0, the plate is subjected to an impulsive constant acceleration wug, and the concentration
and temperature of the plate are increased to C), and T , respectively. All flow variables are independent of «’

w?
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Figure 1. Physical Model and coordinate system

and only affected by y’ and #' since the plate has an infinite length. As a result, we are left with a flow that is
only one dimension and has one non-zero vertical velocity component, u’. The Boussinesqs’ approximation is
then used to represent the equations for motion, energy, and concentration as follows:

ou’ . !
90 gB(T" = TL)+ gB™(C" = CL) + Vay,g (1)
or’ 0T’
v ~ g (2)
oc’ o2c’
at/ = DW - chl (3)
with the following initial and boundary Conditions:

=0 T =T, Cc'=C. vy, t' <0

o = upt! T =T+ (T, — T A c=c aty' =0, >0

u =0 T — T, C'— CL as y — oo, t’ >0

where, « is the thermal diffusivity, 8 is the volumetric coefficient of thermal expansion, 5* is the volumetric
coefficient of expansion with concentration, 7 is the similarity parameter, v is the kinematic viscosity, g is the
acceleration due to gravity, D is the mass diffusion coefficient. Also, v = ddTﬁ + Cip denotes the thermal

stratification parameter and dd%f denotes the vertical temperature convection known as thermal stratification.

In addition, Ci represents the rate of reversible work done on fluid particles by compression, often known
P
as work of compression. The variable (y) will be referred to as the thermal stratification parameter in our
research because the compression work is relatively minimal. For the purpose of testing computational methods,
compression work is kept as an additive to thermal stratification.
and we provide non-dimensional quantities in the following:

2/3 1/3
g tw o T eT -G g8, =T
(ugr)t/3 vi/3 v2/3 T, — T, cl, —C uo
x(V K,p1l/3 2/3
Ge= 990 =C)  p v A VAL Ty k-
4o @ p U ug' " (Ty, = T%)
2\ 1/3
where, A = (%) is the constant.
The non-dimensional forms of the equations (1)-(3) are given by
oU 02U
= Gro+GeC+ — (4)

ot Oy?
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Non-dimensional form of initial and boundary Conditions are:

U=t 0=t Cc=1
U=0 f—0 C—0

3. METHOD OF SOLUTION

(5)
(6)
Yy,t <0
aty=0,t>0
asy — 00,t >0 (7)

The non-dimensional governing equations (4)- (6) with boundary conditions (7) are solved using Laplace’s
transform method for Pr = 1. Hence, the expressions for concentration, velocity and temperature with the help

of [14] and [15] are given by

C = % [6_277@67“]"0 (n\/§ — \/?t) + 62"merfc (n\/ﬁ + \/?t)} (8)
U = U + LA + 5 {A) = f(=i) + groes (O LAGA) + A(-id)

+(Co — iCs) {f2(iA, B +iBy) + fo(—iA, B+ iB1)} + (Ca +iCs) {f2(iA, B — iBy)

Ge

+fo(—iA, B —iB1)}] + %A

(D1 = 1) {f1(2A) = fr(=iA)} + (D2 +iDs3) {f2(iA, B +iDB)

—fo(—iA, B +iB1)} + (Ds — iD3) { f2(iA, B — iBy) — fo(—iA, B — iBy)}]

Ge Cl
(Sc—1) [2
+(C2 —iC3) {f3(K, B +iB1)} + (C2 +iC3) { f3(K, B — iB1)}]

0 = oo LA — Fa(—iA)} 4 (aGA) + i)

2{A(Sc—1) [

{e_Qnmerfc (77\/§ — \/?t) + eQnmerfc (77\/§ + \/th) }

Ci{fi(iA) — fr(—iA)}

+(C2 —iC3) { f2(iA, B+ iB1) — fo(—iA, B +iB1)} + (Ca +iC3) { fa(iA, B —iBy)

SGe

—fa(—iA, B —iBy)}] + 2Se—1)°

S [EL{f1(iA) + f1(—iA)} + (Bz — iE3) { f2(iA, B+ iBy)

+f2(—iA, B +iB1)} + (Ey +iE3) { fo(iA, B — iBy) + fa(—iA, B —iB)}]

SGe E1
~(Sc—1)2 { 2
+(BEy — iE3) f3(K, B +iBy) + (By + iFE3) fs(K, B — iBy)]

where,

K A
Y A—vsar, B2 g _ SGr

77:2\/%a SC*].’

C2 = 2(B? + B2)’ Cs = 2(B? + B2)’ D=5 ¥ B?)’
__ BB E = b B, = -t
2B+ B T (BB AP B
Also, f;’s are inverse Laplace’s transforms given by

-B - B B2

Ds =

Se—1 Se—1’

it {e‘2nmerfc (m/@ - @) + e2VEeKiopfe (77\/§ + m) }

(10)

B

)= — "

' B2+ BY)
B}

Dy=—— bl
>7 2(B?+ BY)

B

T 2B,(B% + B?)

[ . N O i
ip) =L { —— 5, ip,qr+ig) =L ——MM —
f1(ip) S fo(ip, 1 +ig2) statin

@ +ige) = L7 .
f3(p, q1 +iq2) {s+q1+zq2

)
| e

e~ uVETD

=

We separate the complex arguments of the error function contained in the previous expressions into real and

imaginary parts using the formulas provided by [15].
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4. SPECIAL CASE [FOR SC=1]

We came up with answers for the special case where Sc = 1. Hence, the solutions for the special case are
as follows:

o - %[—QWFerfc( @)+62"M€ch<n+m)} (11)
U = %{ Ja(iA) + fa(—=iA)} + mlgaw{fl(zA)+f1( A}
g li4) — A=A} + 55 (a04) ~ fa(iA)}
g(f(fz((jc,@) 6*2"Ferfc( \/ﬂ)+e2”@erfc(n+\/ﬁ)] (12)
o = ;{f4(iA)+f4(—iA)}+m{fl(iA)—fl(—iA)}
i U A) + i)+ 57 (6A) — fi(-id)
_Q(Kg%{e—awwc( m)+62merfc (n+VEL)} (13)

5. CLASSICAL CASE (S=0)

We derived solutions for the classical case of no thermal stratification (S = 0). We want to compare
the results of the fluid with thermal stratification to the case with no stratification. Hence, the corresponding
solutions for the classical case is given by :

0, = =t { (1 + 2772) erfe(n) — \2/777?6_772} (14)
U = ZIC(JS [Qerfc( ) —e B {efznmerfc (77 - \/iBt) + V= Bler fe (77 + JiBt)}

- {6‘2”\/%6#6 (n\/Si = \/ﬂ) 2SR e e (77\/5 + \/E)}
Bt fermVSe Bl fe (1S — /(K = B)t) + VS Blier fe (nv/Se+ /(K — B)E) }]

+77G3Tt {\;{(14—7] e 2 — (6 + 4?) eTfC(U)} +t{(1+27]2) erfe(n) — \2/73?6—772} (15)

5.1. Skin-Friction
The non-dimensional Skin-Friction, which is determined as shear stress on the surface, is obtained by

av
dy =0

The solution for the Skin-Friction is calculated from the solution of Velocity profile U, represented by (9), as

follows:
—+ 7’2 A 7‘1 — 7‘2)
At t\/ (nr) A \[ At — t\/
\/7COS + NV S sin (r1+12) TA

Ge cos At A Sc
iy _ _ K K _ M —Kt
+Sc—1 C’l{ = +\/2(r1 re) — VScK erf(V Kt) “mte }
A
+2C5 {Cf/sﬁt - ige_Kt} + e Bt {(Cgpl + Cng)(Tg cos Bit + ry4 sin Blt)

+(03P1 - Cng)(T4 COS Blt — T3 sin Blt)} + eth {(CQPQ — CgQQ)(Tg, COS Blt — 76 sin Blt)
_(03P2 + CQQQ)(T(; COS Blt + Ts5 sin Blt)} — 26_Btv SC{(CQPS — CgQg)
(r7 cos Bit — rgsin Bit) — (C3P3 + CoQ3)(rs cos Byt + 17 sin Byt) }]
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Ge —sin At A 2D, sin At
+—|(Dy -1 P2 () p— 2
A (D1 ){ Vit 2 (ry Tz)} Vvt

—&—e_Bt {(DgPl — D3Q1)(T4 cos Byt — r3sin Blt) =+ (D3P1 =+ DQQl)(TS cos Bt + ry4 sin Blt)}
+eiBt {(D2P2 -+ D3Q2)(7’6 COS Blt + 75 sin Blt) — (D3P2 — DQQQ)(T‘E, COS Blt —T6 sin Blt)}]

The solution for the Skin-Friction for the special case is given from the expression (12), which is represented

by
(r1+ 7"2) KGe cos At A
[cosAt—i—t“ +K2+A2 = + 5(7’1-7‘2)
ry—T
—VK erf(VKt) — } \/751nAt— ty/ (r1 +72) + 21\/72)
AGce sin At A
T A2 Vm b (r1 +7r2)
The solution for the Skin-Friction for the classical case is given from the expression (15), which is represented

by

Te = % {eth{\/m erf(v/(K — B)t) —v—-B erf(@)} — \/ﬁerf(\/ﬁ)}

t tGr
/= (1——
5.2. Nusselt Number

The non-dimensional Nusselt number, which is determined as the rate of heat transfer, is obtained by

do

Nu= ——
dy y=0

The solution for the Nusselt number is calculated from the solution of Temperature profile 6, represented by

(10), as follows:
\/751nAt—t\/ (r1 4+ r2) TI_TQ)
2v2A

7“1 =+ T2 S
— cos At + t\/ ) - =
\/7 2724 A

. Ge c —sin At L A (ry +72) 2C5 sin At
_ Ge —smat  jAa Ly 2CasmAl
ASc—1) | M Vat g VT2 Vit

+e PH{(CoPy + C5Q1)(ra cos Byt — rgsin Bit) — (Cs Py — C2Q1)
+e Bt {(CQPQ — CgQQ)(TG cos Byt + rssin Blt) + (C3Py + C2Q2)

T3 COS Blt +7ry sin Blt)}
r5 cos Bit — r¢ sin Blt)}]

(
(

SGe cos At A Se s
+m El{\/ﬁ +\/:(7’1—’I”2)—\/567K€Tf(\/[7t)_ Ee }
A
+2F, {03/5725 _ i:e_Kt} + e Bt {(E2P1 + E3Q1)(r3cosBit + rysin B1t)}
T

+(E3P1 — EQQl)(T4COSBlt — T3 sin Blt) + e_Bt {(E2P2 — EgQQ)(TsCOSBlt —Te sin Blt)
—(E5P;y + E3Q2)(rgcosByt + rssin Byt)} — 2¢~ Bty Sc{(E2P; — E3Q3)(r7cosBit — rgsin Bit)
—(E3P3; + E2Q3)(rscosByt + 17 sin Byt)}]

The solution for the Nusselt number for the special case is given from the expression (13), which is repre-
SKGc

sented by
—sinAt+ é( |+ (14 SGc COSAt+ é( )
AR+ 49 | ymr N Kryaz) | m N2

\/ZsinAt—t\/g(rl +7ra) + (rgl\/_fif) - KQSJC:CAQ {\/E erf(VKt) + < }

Nu* =
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(r1 + 7"2)
—cos At +t
ey feonte G-+ G2

The solution for the Nusselt number for the classical case is given from the expression (14), which is
represented by

5.3. Sherwood Number
The non-dimensional Sherwood number, which is determined as the rate of mass transfer, is obtained by

ac
Sh=——
dy y=0
The solution for the Sherwood number is calculated from the solution of Concentration profile C', represented
by (8), as follows:

Sh = chKerf(\/ﬁ)+\/§eKt

The solution for the Sherwood number for the special case is given from the expression (11), which is
represented by

Sh* = \/I?erf(\/ﬂ)—i-\/%e_m

where,

By, — B
SRA-B, Bi= VB (AT B, Bi= (K- BB b=y

B B - B | B B /B—K B)
2+ 32 Q, = 3+ j. by — (8 = D)

B (K-B
Q3 %)7 \/ —B+Z A— Bl Pl-‘riQh \/—B+i(A+B1):P2+iQ2,

VK —B+iB; = P3+1iQs, erf(ViAt) =ry +iry, erf(PiVt+iQiVt) =13 +iry,
erf(PoVt+iQavVt) =15 +irg, erf(P3vt+iQsVt) = rr +irs

6. RESULT AND DISCUSSIONS

In order to better understand the physical significance of the problem, we calculated the velocity, temper-
ature, concentration, Skin friction, Nusselt number, and Sherwood number using the solutions we found in the
previous sections, for different values of the physical parameters S, Gr, Ge, Sc, K and time ¢t. Additionally, we
represented them graphically in Figures 2 to 13.

The effect of thermal stratification (S) on the velocity profiles is seen in Figure 2. It can be seen that there
is a decrease in velocity as a result of thermal stratification. An increase in the values of Gr and Gc leads to
a rise in the value of the velocity, as seen in Figure 3. Figures 4 and 5 depicted the fluid’s velocity at various
values of Sc and K. The fluid velocity decreases as the values of Sc and K increase.

Figures 6 and 7 portray the effect of thermal stratification on fluid velocity and temperature against time.
Without stratification, the velocity and temperature increase over time in an exponential manner; but, when
stratification takes place, they finally stabilize. Due to the application of thermal stratification, which reduces
velocity and temperature in comparison with the standard case (S = 0). Hence, this research with stratification
is more realistic than prior ones without stratification.

The combined effect of thermal stratification and chemical reaction on temperature can be seen in Figure 8.
The temperature seems to decrease when the thermal stratification parameter is increased, yet chemical reactions
enhance the temperature. The effects of Gr, Gc and Sc on the temperature profile are shown in Figures 9 and
10, respectively. For higher Gr, Sc, and lower Gc values, the temperature decreases.

Figure 11 illustrates how the parameters Sc and K influence the concentration of the fluid. The concen-
tration decreases when the Sc and K parameters are increased. Figures 12 and 13 illustrate the skin friction
and Nusselt number variations produced by thermal Stratification. They considerably rise in the presence of
stratification compared to the absence of stratification. Additionally, stratification increases the frequency of
oscillations for both skin friction and the Nusselt number.
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Figure 2. Effects of S on Velocity Profile for Gr = Figure 3. Effects of Gr and Gc on Velocity Profile for
5,Ge=5,t=1.7,5¢=05K =02 S=04,S¢=05,t=17,K =02

0 0.5 1 1.5 2 25 3 3.5 0 0.5 1 1.5 2
n n

Figure 4. Effects of Sc on Velocity Profile for Gr = Figure 5. Effects of K on Velocity Profile for Gr =
5,Ge=5,5=04,t=17,K =0.2 5,Ge=5,5=04,5¢=05,t=1.7

Figure 6. Effects of S on Velocity Profile against time Figure 7. Effects of S on Temperature Profile against
for Gr =5,Gc=5,5¢=05,y=1,K =0.2 time for Gr =5,Gc=5,5¢=0.5,y=1, K =0.2
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Gr=5, Ge=5

- Gr=10, Ge=5

Figure 8. Effects of S and K on Temperature Profile Figure 9. Effects of Gr and G¢ on Temperature Pro-
for Gr =5,Ge=5,5¢=0.5,t=1.7 file for S =0.4,5¢=0.5,t = ‘1.7, K = 0.2

——8c¢=0.1,K=0.2 ||
Sc=0.1, K=2.0
- 8c=1, K=0.2

Figure 10. Effects of Sc on Temperature Profile for Figure 11. Effects of Sc and K on concentration
Gr=5Gc=55=04,t=17,K=0.2 Profile

7. CONCLUSION

We explored how chemical reactions impact the flow through an accelerated vertical plate in the presence
of thermal stratification. The outcomes of the current study are compared with those of the classical situation

15 T " T T " ; 25

Figure 12. Effects of S on Skin friction for Gr = Figure 13. Effects of S on Nusselt Number for Gr =
5 Ge=5,5=0.5K=0.2 5 Ge=5,5=0.5K=0.2
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in which stratification does not take place. As S,Sc and K grow, the fluid’s velocity decreases, whereas an
increase in Gr,Gc increases it. This research is more practical than earlier ones because it applies thermal
stratification, which lowers velocity and temperature in comparison to the classical scenario (S = 0). The
temperature decreases when K and Ge decreases, and it increases when S, Gr increases. Thermal stratification
increases the recurrence of oscillations in the skin friction and Nusselt number.
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HECTINKHNMN IIOTIK IIOB3 IIPUCKOPEHY BEPTUKAJIBHY IIJIACTUHY 3I
SMIHHOIO TEMIIEPATYPOIO 3A HAABHOCTI TEPMOCTPATI/I(I)IKAI_[IT TA
XIMIYHOI PEAKIIIT
Hiryn Kaunira, Pyapa Kanra deka, Pynam ITTankap Harx
Daxyavmem mamemamury, Ynisepcumem Iayzami, l'yeaxami-781014, Accam, Indis
Ilst pobora crpssmMoBaHa Ha JOCTIKEHHS BIIUBY TepMidIHOI cTpaTudikaril Ha HOTIK PiAUHE IOB3 IPUCKOPEHY BEePTHKAIb-
Hy IUIACTHHY 33 HAIBHOCTI XIMigHOI peakiiii meprioro mopsiiky. Be3po3mipui mecrarionapsi moB’si3ami JiiHIMHI Kepyiodi
PIBHSHHS PO3B’A3yIOTHCS METOIOM II€PeTBOPeHHs Jlammaca i BUmaaKy, kosm 9ucsao lIpanaris nopiBaioe oauawm. Ba-
JKJIUBI BUCHOBKU, 3PO0JI€HI B IIbOMY JOCJIII2KEHHI, BIUIMB TepMidHoi crparudikarii MOPIBHIOOTH 3i ClieHapieM, B SKOMY
crparndikamii He 6y10. Pe3yabraTn unceabHnx 009NCIeHb TS Pi3HUX HAOOPIB (Bi3WUHMX MapaMeTpiB, TAKUX SK MIBUI-
KiCTh, TeMIepaTypa, KOHIIeHTpallis, TepTs, uncio Hyccesnsra Ta uuncto Ilepsyna, Bimobpaskaorscs rpadiano. Ilokazamno,

IO CTAI[iOHAPHMI CTAH JOCATAETHCS MIBU/IIE, KON HOTIK CTPATH()DIKOBAHMIA.

Kiro4oBi ciioBa: mepmiuna cmpamu@ikayis; TIMinna PeaKkyis; menio- ma macoobmit; 6eEPMUKANbHA NAGCMUHG; NPU-
CKOpEHHA
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The problem of connecting three electrodynamic volumes with ideally conducting walls through electrically narrow rectilinear
connecting slots and a radiating slot is solved by the generalized method of induced magnetomotive forces (MMF). The solution is
obtained in an analytical form, taking into account the finite thickness of the walls of the connected volumes. The volumes are an
infinite rectangular waveguide excited by a fundamental wave, a rectangular cavity resonator, and a half-space above an infinite
plane. The energy characteristics of this system have been comprehensively studied depending on the geometric parameters of the
constituent elements of the structure under consideration.

Keywords: Radiation slot; Connecting slots, Rectangular waveguide; Cavity resonator, Electromagnetic waves

PACS: 02.30.Rz;78.70Gq;84.40.-x;84.40Ba

Currently, in the antenna-waveguide technology of millimeter and centimeter wavelengths, slotted radiators in flat
and spherical surfaces are widely used as feeds for highly directional mirror and lens antennas [1-5], elements of in-
phase and scanning antenna arrays [6—19], as well as devices connections of electrodynamic volumes [20-22]. Single
slotted radiators are characterized by a significant broadband, which in conditions, for example, of a complex
electromagnetic environment, can lead to disruption of the operation of radio electronic systems (RES). In this regard,
the problems of analysis, synthesis and control of the band characteristics of slot antennas are of undoubted interest for
practice, in particular, from the point of view of ensuring the electromagnetic compatibility of various RES components.

The formation of the required frequency-energy characteristics of slot radiators and coupling holes can be ensured,
for example, by using combined (with dipoles, dielectric inserts, etc.) radiators [21, 22 and references therein], or by
placing in the supply waveguide channel through cavity resonators, which, in turn, are band-pass and band-stop filters
[4, 16, 23]. There are also other constructive solutions to this problem, namely: placement between the radiating slot
and the connection slot (slots) the cavity resonator [11, 18], and the presence of two closely spaced slots in the wall of
the main waveguide makes it possible to significantly increase the value of the coupling coefficient in a narrow
frequency band [14].

In this article, an electrodynamically rigorous mathematical model is constructed and the energy characteristics of
the following radiating structure are studied: a system of two transverse slots in a wide wall of an infinite rectangular
waveguide - a pass-through cavity resonator - a slot that radiates into a half-space above an infinite ideally conducting
plane. On the basis of such structure, a linear or two-dimensional antenna array with new (compared to those known for
similar structures) electrodynamic characteristics can be created.

FORMULATION OF THE PROBLEM AND SOLUTION
The considered waveguide-resonator-slot structure and the designations adopted in the problem are shown in
Fig. 1. Three electrodynamic volumes with ideally conducting walls, representing, respectively, an infinite rectangular
waveguide with a cross section {axb} (index “Wg”), a rectangular resonator with dimensions {a, xb, xH} (index

“R”), and a half-space above an unlimited screen (index “Hs”) are interconnected rectilinear slots S,,S,,S; cut in
infinitely thin common walls.
The geometric dimensions of all slots satisfy the following conditions

d d
L o<1, L<<1, p=123, )
2L, A

where 2L, and d, are the length and width of the slots, respectively, and 4 is the wavelength in free space. In this
case, the equivalent magnetic currents in the slots can be represented as (ésp are the unit vectors, s, and fp are the

local coordinates associated with slots, J,, are the current amplitudes):

T,(5)=8 Jo, [, (s)2,(E,) - )

7 Cite as: M.V. Nesterenko, V.A. Katrich, N.K. Blinova, East. Eur. J. Phys. 3, 451 (2023), https://doi.org/10.26565/2312-4334-2023-3-50
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In this case, the functions f,(s,) must satisfy the boundary conditions f,(+L,)=0, and the functions Zp(fp) must

satisfy the conditions on the edges of the slots and the normalization conditions: I ;(p(fp)dfp =1.
S

Figure 1. The structure geometry and notations

Let us choose as functional dependences f,(s,) on the longitudinal coordinates of the magnetic currents in the

slots the functions obtained as a result of the approximate solution [15] of the integral equation for the current in a
single transverse slot (symmetric with respect to the axis {0x}), excited by a wave of the type H,, and connecting two

rectangular waveguides ( f,(s,,)), and for the current in a slot in an infinite screen when a plane electromagnetic wave

falls on it, the vector H of which is parallel to the vector e, (fi(sy)):

T V4
Sia(s1,) = (cos ks, , cos;Ll’2 —COSkL,, cos;sl’zj,

f5(s3) = (cosks, —coskLy,).

3)

We note that such a choice of the function f;(s,) made it possible to obtain an expression for the external conductivity
of the radiating slot in an analytical form.

Using the boundary conditions for the continuity of the tangential components of the magnetic field on the
surfaces of slots and following the generalized method of induced MMF for a multi-slot structure [20], we obtain a
system of algebraic equations for unknown current amplitudes J;, :

-
i
T (R 40T ) Ty (B V5) Y == [ A0y (),
-
wg R we R R io 7
Joo (Yzz +Y, )Jm (YZl +Y, )+J03Y23 = _ﬁ I S(s, )HosZ (s,)ds,, 4)
L
Jos (Y;; +Y3€IS)+J01Y£ +J02Y3§ =0.
Here
1 L, d2 L,
We,R,Hs _ 2 7\~ We,R,Hs ’, ’
Yppg _E:[ fp(sp)li(g"'k ]__[ fp(sp)Gspg (SP’SP)dSp]dSp ®)
are the own conductivities of slots;
1 Lyg d2 Lyy
Wg.,R,Hs __ 2 ’ Wg,R,Hs ’ ’
p = [ £065,) [[ Ttk J [ 1,5, )GUE s, st s, ] ds,, (6)
Ly P Ly

are the mutual conductivities of slots (g =1,2,3); G'**™ are the s - components of quasi-one-dimensional
(] fp —f; |=d,/4) Green’s functions for the vector potential of the corresponding volumes [20]; H,, (s,,) are the

projections of the field of external sources on the axes of the first and second slots; @ is the circular frequency;
k=2rm/A.
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After substituting functions (3) and formulas for G'**™ [20] into relations (5), (6), we obtain the following
expressions for the own and mutual conductivities of slots ( p =1,2):

v === ZZEU‘Z ) U )

n113 n=0

e __”i i ("2 S KD it (kL (R
12(21) b yar Wg )/ wg 2(1)

s o Se (K=K d
YE = > P cothk_, H cosk,,y,, cosk,, | ¥, +Tp I;(kL,)

dr & e (K -k d
—RCOthszHCOSkyRyOI(OZ)COSk}R Yorcon) % T (kL o) M (KLy;))

aRbR m=13... n=0 ZR
w oo 2 2
YE 4z z ze (K =k, )cothk HcoskyRy03cosk},R[yo3+£j1,2‘,3(kL3)
aRbR m=1,3... n=0 kkzk 4
Y sy & k k B0\ ;L
P3Gp) — a.b 21: ngcos yrYop(3) COSK p y03(p) 4 R( p) Rs( 3)
RUR m n=0 Rzp

Y, = (SidkL, - iCin4kL,)

16L
2(sin kL, — kL, cos kL3)(ln 26d 3 —Cin2kL, —iSi2kL3j

—2coskL, 3
+sin 2kL,e"
Here

Iy (kL) = 2{k sin (kLp )cos (kX(XR)L/;C) - /;;m cos(kLp )sin (kx(xR)Lp ) cos (kch )

x(xR)
~ k. sin (kCLp )cos (kx(xR)L;;) - /]f;;(xm cos (kCLp )sin (kx(xR)Lp ) cos(kLp )}’

x(xR)

1 (k) =2 kg sin(kL,)cos(k ,L,)—kcos(kL,)sin (kL) ’

ka
mmr nrw

kX(XR) = a(a ) > Kyomy) T b(b ) > kZ(ZR) =
R R

distance between the axes of the slots S, and S,, y,, is the position of the p-th slot axis in the coordinate system

ko ¥k =K, k,=m/a, & =1 at n=0, =2 at n#0, z, is the

associated with the resonator (Fig. 1), Si and Cin are the integral sine and cosine [24].
Solving the system of equations (4), taking into account the fact that for a wave of the type H|, in a rectangular

waveguide H, =H,cosks,, H, =H,cosk.s,e " (H, is the amplitude, k, = /k’ —k is the propagation constant
of the H,,- wave), we find the currents in each of the slots and the reflection and transmission field coefficients S, and

S,, , as well as the power radiating coefficient | S, [ :

Zﬂ'lk k 7 Rk —iky2 k 2ik,z
n= [¥E |: o (kL) +e JozF(L):| @)
2rik k, s
Sa =14 [T F (kL) + ¢ T, F(KL,) |, ®)

|S>: |2:1_|S11|2_|S12 |2~ 9
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In formulas (7)—(9) ]0 » =0, / (—;Z;Hoj are the normalized amplitudes of currents in slots,

sinkL, cosk L, —(k./k)coskL,sink L, sin2k L, +2k.L,

F(kL,)=2cosk.L, I—(k k) ~CoskL, (2k, / k)

The normalized radiation pattern in the vector H plane for the structure under consideration has the form (8 is
the angle measured from the axis {Ox}, Fig. 1):

sin kL, cos(kL, cos @) —cos kL,[sin(kL, cos 8) / cos 6]

Fu(0)=
#(9) sin @(sin kL, — kL, coskL,)

(10)

Accounting for the thickness #, of metal walls, in which slots are located, can be made according to [20] by the

following substitutions d, — d,,(%,) under conditions (4, /1) <<1:

7h,
_
d,(h,)=de"", (11)
where d,,(h,) is the “equivalent” width of the p -th slot.
NUMERICAL RESULTS

On Figs. 2-5 are plots of dependences of the radiation coefficient | S; ' (1) on the wavelength for the following
parameters: @ =23.0 mm, b=10.0mm, H=a,/2, 2L,=14.0 mm, d, =h,=1.0 mm. As can be seen from Fig. 2, the
presence in the structure under study of a cavity resonator with one or two coupling slots makes it possible to form
different frequency-energy characteristics of the entire system as a whole in comparison with a single transverse slot
(1 slot) in the broad wall of the waveguide. With a certain mutual arrangement of slots relative to each other, | S; [ can
reach a value of ~0.9 in a narrow band of wavelengths or a value of ~0.5 in a relatively large part of the range of the
fundamental wave of the waveguide. A change in the transverse dimensions of the resonator ( a,,b, ) has practically no
effect on the position of the maximum | S; [ (Fig. 3). Moving the position of the radiating slot S, within the resonator
wall leads to a change in both the maximum (Fig. 4) and minimum (Fig. 5) values |S; [* at a certain wavelength,

depending on the geometric dimensions of the slot and the thickness of the waveguide and resonator walls. Changing
lengths of radiating and coupling slots at their fixed positions in the waveguide and resonator walls gives additional
possibilities for the formation of characteristics required in the case of waveguide-resonator structures considered here
(Fig. 6, a=23.0mm, b=10.0mm, a,=20.0 mm, b,=10.0 mm, H=a,/2, d,=h,=1.0mm, y,=>b,/8,

Yo2,03 =b, /4).
1.0
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Figure 2. Wavelength dependence | Sy [ (4) for structures Figure 3. Wavelength dependence | S [ (4) for a structure

with one, two, and three slots with three slots for various resonator sizes
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CONCLUSIONS

It is known from the classical theory of slot radiators and coupling holes [20] that a single slot in the side wall of a
rectangular waveguide cannot radiate (transmit) more than half of the input power. An increase in the value of the
radiation (transmission) coefficient can be carried out by placing other resonant elements in the waveguide, for
example, vibrators (dipoles) [21] or dielectric inserts [22]. As shown by the calculations performed in the article, the
placement of a rectangular resonator between the coupling slots and the radiating slot also leads to a significant increase
the radiation coefficient value (up to ~0.9) in a narrow wavelength (frequency) band. The multi-element waveguide-
resonator-slot radiators studied in the article can be useful both in the development of new antenna transceiver systems

of centimeter and millimeter wavelengths (including slotted antenna arrays), and for the modernization of existing ones
based on the existing element base by means of insignificant design changes.
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Purpose: The objective of this research was to conduct a comparative and dosimetric analysis of three different radiotherapy techniques
used in lung stereotactic body radiotherapy (SBRT), the three-dimensional conformal radiotherapy (3DCRT), intensity-modulated
radiation therapy (IMRT), and volumetric modulated arc therapy (VMAT), using a 10 MV flattening filter-free (FFF) photon beam.
Materials and methods: The present study employed computed tomography (CT) images of a humanoid phantom for the purpose of
treatment planning. The gross tumour volumes (GTVs) delineated in both the central and peripheral positions of the lungs. The
determination of Planning Target Volumes (PTVs) involved the addition of a margin of 0.5 cm to the Gross Tumour Volume (GTV).
Three-dimensional conformal radiotherapy (3DCRT), intensity-modulated radiation therapy (IMRT), and volumetric modulated arc
therapy (VMAT) treatment plans produced employing a 10-megavolt (MV) flattening filter-free (FFF) photon beam. The calculation
of dosage for all plans Performed using the anisotropic analytical algorithm (AAA). Results: IMRT and VMAT had better PTV dose
conformation than 3DCRT for both central and peripheral targets. PTV conformity improved in VMAT compared to IMRT, and CI
values were acceptable for VMAT, IMRT, and 3DCRT plans. VMAT plans had slightly better CI than IMRT, with better results in
peripheral lung PTVs compared to central PTVs. VMAT and IMRT are superior for treating HDV and D2cm, with lower HDV for
peripheral lung tumours. Both 3DCRT and IMRT improved outcomes for peripheral lung PTVs, while VMAT was better for central
lung PTVs. The former proved better with less low lung doses and improved D2cm results. 3DCRT plans demonstrated higher precision
in dose distribution than VMAT and IMRT plans, with superior average GI values. VMAT and IMRT had higher HI, Dmax, and D2%
than 3DCRT. VMAT plans compared to IMRT plans, with similar HI values for central lung PTVs. VMAT better spares OARs than
other techniques, but V20 and V30 lung doses were lower with 3DCRT. VMAT increases lung dose, but OAR stays below thresholds.
Conclusion: The investigation found that all three treatment techniques can deliver SBRT plans that meet RTOG dose constraints.
However, VMAT is a better treatment strategy than IMRT and 3DCRT for both peripheral and central lung PTVs, based on dosimetric
indices like CI, D2cm, HI, and HDV. The study found that 3DCRT improves dosimetric indices, especially gradient index (GI), more
than VMAT. Despite the need for more monitor units (MUs) in VMAT plans, treatment time reduced due to faster gantry velocity and
higher dose rates (2400cGy/min) via free flatting filter energy.

Keywords: 3DCRT; IMRT; VMAT; Lung cancer; Dosimetric comparison;, SBRT

PACS: 29.20.-c, 29.20.Ej, 87.56.bd

INTRODUCTION

Stereotactic body radiation therapy (SBRT) is a type of radiation therapy that delivers high doses of radiation to a
small, well-defined target in the body while minimizing the radiation dose to surrounding healthy tissue. SBRT is often
used to treat tumours in the lung, liver, spine, and other areas of the body. There are several types of radiation therapy
techniques that can be used to deliver SBRT, including 3D conformal radiation therapy (3DCRT), intensity-modulated
radiation therapy (IMRT), and volumetric modulated arc therapy (VMAT) [1].

SBRT is a commonly used treatment option for non-small cell lung cancer (NSCLC), particularly for patients who
are not candidates for surgery or traditional radiation therapy. NSCLC is the most common type of lung cancer, accounting
for about 85% of all lung cancer cases [2]. SBRT delivers high doses of radiation to the tumour in a highly targeted and
precise manner, while minimizing the dose to surrounding healthy tissue. This can be particularly important for NSCLC,
as the lungs and surrounding organs are highly sensitive to radiation.

Studies have shown that SBRT can be an effective treatment option for NSCLC, with high rates of local tumour
control and good overall survival rates. In fact, SBRT has been shown to have similar outcomes to surgery for early-stage
NSCLC, with lower rates of complications and shorter recovery times [3].

SBRT is typically delivered over a few treatment sessions. The number of treatment sessions and the radiation dose
delivered will depend on the size and location of the tumour, as well as the patient's overall health and treatment goals [4].

Typically, flattening filter (FF) photon beams are employed in all of these therapeutic techniques. In recent times,
an alternative choice for FF beams called flattening filter-free (FFF) beams has been made available FFF beams offer a
significant benefit over FF in terms of a dose rate that is between two to four times greater [5].

Overall, SBRT can be an important treatment option for patients with NSCLC, particularly those who are not
candidates for surgery or traditional radiation therapy. However, as with any cancer treatment, the decision to use SBRT
should be made in consultation with a multidisciplinary team of healthcare professionals, including radiation oncologists,
medical oncologists, and pulmonologists.

7 Cite as: ML1. Soliman, W.M. Attia, K.M. Elshahat, East Eur. J. Phys. 3, 457 (2023), https://doi.org/10.26565/2312-4334-2023-3-51
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MATERIALS AND METHODS
When developing and testing treatment plans for SBRT using 10FFF for NSCLC, a common approach is to use a
humanoid phantom. A humanoid phantom is a human-shaped object made of materials that mimic human tissue, and it is
used to simulate the effects of radiation on the body. Here are some general material and methods for SBRT using 10FFF
for NSCLC with a humanoid phantom:

1. Humanoid phantom

A humanoid phantom made of tissue-equivalent materials is used to simulate the human body shown in Figure (1).
The phantom should be of a similar size and shape to the patient being treated. Polyurethane material was used to create
artificial muscles and soft tissue. A substance that is similar to soft tissue in terms of its atomic properties.

Polyurethane simulated muscle and soft tissue, while a lower
density material with the same effective atomic number as soft tissue was
used for lungs. The phantom is a 175 ¢m, 73.5 kg male body sliced at
2.5 cm intervals. [6,7]

Simulation: A CT scan of 25mm slices of the phantom is performed
to create a 3D image of the phantom. This image is used to develop a
treatment plan, similar to what would be done for a patient. The radiation
oncologist and medical physicist work together to develop the treatment
plan using specialized software.

2.  Characteristics of Treatment Planning

The image registration and contouring tasks were carried out
through utilization of the Eclipse 15.6 treatment planning system, which
was developed by Varian Medical Systems, Palo Alto, California, United
States. The treatment plan is developed using the CT scan image and
other information about the tumour. The goal is to deliver a high dose of
Figure 1. Humanoid phantom radiation to the tumour while minimizing exposure to surrounding

healthy tissue. The use of 10FFF beams may require adjustments to the treatment plan to optimize dose delivery.

3. Delineation and characteristics of the tumor
The delineation of the gross tumour volumes (GTVs) took place in two locations within the lungs: central and peripheral
regions. To mimic the impact of a lung tumour on the phantom, GTV was provided with a skeletal muscle substance possessing
a mass density of 1.05 g-cm ™ and a CT number of 48 HU. The volume for planning purposes, referred to as the PTV, was
acquired by incorporating a margin of 0.5cm to the GTV. 30 PTVs were defined, with 15 being located in each of the lungs.
A group of 15 distinct tumour sizes ranging from 1.7 cc to 99.6 cc and located at the same central point were known as PTVs.
The volumes of these PTVs differed from one another. Both PTVs were used to contour both tumour locations. The volume of

the 15 PTVs in each location (central or peripheral) of the lungs are shown in Table 1.

Table 1. Volumes of fifteen lesions at central and peripheral lung

Target No Central target volume cm® Peripheral target volume cm?
1 1.7 1.7
2 2.5 2.5
3 3.6 3.6
4 4.5 4.5
5 5.8 5.8
6 7.2 7.2
7 9.6 9.6
8 14.4 14.4
9 22.5 22.5
10 41 41
11 63.2 63.2
12 74.4 74.4
13 87.3 87.3
14 91.8 91.8
15 99.6 99.6

4. Treatment Planning Techniques
This study evaluates the techniques of 3DCRT, IMRT and VMAT planning when performing SBRT for lung tumours.
The Eclipse TPS (version 15.6) was utilized to produce the treatment plans. For planning purposes, a 10-MV FFF photon
beam was derived from a True Beam linear accelerator manufactured by Varian Medical Systems, Inc. located in Palo Alto,
CA, USA. High-definition multi-leaf collimators comprised of 120 leaves were employed to establish field apertures. The
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plans were subjected to radiation dose calculations using the AAA algorithm with dose rate 2400MU/min. The plans
underwent normalization to ensure that the prescribed dose encompassed 95% of the planning target volume (PTV) [8].
Three-dimensional conformal radiation therapy (3DCRT), intensity-modulated radiation therapy (IMRT), and
volumetric modulated arc therapy (VMAT) are all forms of radiation therapy used to treat cancer. Each treatment
technique employs different methods to deliver radiation to the cancerous cells while sparing surrounding healthy tissue.

a. 3DCRT
Three-dimensional conformal radiation therapy (3DCRT) is a type of external beam radiation therapy that uses
multiple beams of radiation to deliver high doses of radiation to the tumour while sparing surrounding healthy tissue. The
beams a shaped using collimators to match the shape of the tumour and delivered from different angles [9,10].
3DCRT using 5- fields involves delivering radiation to the tumour using five different beams, which aimed at the tumour
from different angles. The goal of using multiple beams is to maximize the dose of radiation delivered to the tumour while
minimizing the dose to healthy surrounding tissue.

b. IMRT

Intensity-modulated radiation therapy (IMRT) is a type of external beam radiation therapy that uses multiple beams
of radiation with varying intensities to deliver precise doses of radiation to the tumour while minimizing the dose to
surrounding healthy tissue. This achieved by using a collimator with movable leaves that can shape the radiation beam to
conform to the shape of the tumour. [11,12]

IMRT using 7- fields involves delivering radiation to the tumour using seven different beams, which aimed at the
tumour from different angles. The intensity of each beam modulated using specialized software to deliver different
amounts of radiation to various parts of the tumour. This allows for precise dose delivery to the tumour while sparing
surrounding healthy tissue. The treatment planned to use specialized software that calculates the optimal beam angles,
beam intensities, and leaf positions for delivering the radiation.

c¢. VMAT

Volumetric modulated arc therapy (VMAT) is a type of external beam radiation therapy that uses a single or multiple
arcs of radiation to deliver precise doses of radiation to the tumour while sparing surrounding healthy tissue. The beam
shaped using a collimator with movable leaves, similar to IMRT.

VMAT using two full arcs involves delivering radiation to the tumour using two full arcs of radiation to central lung
tumour and two half arcs for peripheral lung tumour, which aimed at the tumour from different angles. The collimator leaves
move continuously during the delivery of the radiation to modulate the intensity of the beam and shape it to conform to the
shape of the tumour. This allows for precise dose delivery to the tumour while sparing surrounding healthy tissue [13,14].

5. Dosimetric Plan Evaluation Indices
i.  The conformity index (CI): defined as the ratio of the prescribed dose volume (VPD) to the volume of the planning
target receiving the prescribed dose or more (PTVPD). The planned ideal ratio was to be below 1.2 [15].

VPD
~ PTVPD M

CcI

ii. High dose volume (HDV): refers to the volume of tissue that receives a radiation dose above a certain threshold. The
threshold dose used to define HDV varies depending on the clinical situation, but it is typically higher than the
prescribed dose and can range from 105% to 150% of the prescribed dose [16].

iii. low-dose location (D2cm):is the maximum dose administered to healthy tissue situated at a distance of 2 cm from
the planning target volume (PTV) in all directions [17,18].

iv. The gradient index (GI): is the ratio between the volume which receives 50% of the prescribed dose (V50PD) to the
volume of prescription isodose (PTV V100%) [19,20].

Vol (50%
GI = 22LET0
PTV V100%

2

v. Homogeneity Index (HI): is an objective tool used to analyse the uniformity of dose distribution in the target volume.
HI basically indicates the ratio between the maximum and minimum dose in the target volume and the lower value
indicates a more homogenous dose distribution within this volume.

D2%—-D98%

Hl == o ®)

vi. Maximum dose (Dmax): is the maximum point dose located inside the PTV.

vii. A monitor unit (MU):is a unit of measurement used in radiation therapy to quantify the amount of radiation delivered
to a patient. One monitor unit is equal to the amount of charge that is required to produce one cGy of dose in a water
phantom.
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viii. Beam on time (BOT): the time when a radiation beam used to deliver a set number of monitor units [16,19].
BOT = Total monitor unit

= 4
Dose rate (2400cGy/min) ( )

6. Organ at risk constrains
The dose tolerances for Lungs, Oesophagus, Heart, and spinal cord illustrated in Table 2.

Table 2. Organ at risk dose constrains

Structure Metric Tolerance (5 fractions)
V20% 10 Gy
Both lungs Dmean 8 Gy
Esophagus D0.01cc 35 Gy
Heart DO0.0lcc 29 Gy
Spinal cord D0.035 25.3 Gy
RESULTS

A set of clinically appropriate plans of volumetric-modulated arc therapy VMAT, IMRT, and 3DCRT were
successfully developed for all 15 cases. The dosimetry data pertaining to all Stereotactic Body Radiation Therapy (SBRT)
plans were derived through the process of Dose-Volume Histogram (DVH) analysis. Subsequently, a comparison was
made between the plans for the three techniques through the utilization of these indices. Table 7 presents the dosimetry
outcomes for the treatment plans utilizing 3DCRT, IMRT, and VMAT for the combined lung targets, encompassing all
planning target volumes (PTVs) situated in both peripheral and central regions of the lungs. The results of the study were
subjected to separate evaluations based on the location of the lung tumour, namely the central and peripheral lung planning
target volumes, which are presented in Tables 3-5 respectively. Figure 1 illustrates the axial plane dose allocation in three
distinct treatment approaches, 3DCRT, IMRT, and VMAT, for the Planning Target Volume (PTV) encompassing both
central and peripheral regions.

3DCRT IMRT VMAT

ALd [8DU3)H

ALd [esydrng

Figure 1. Dose distribution for the three planning techniques in the axial plane both peripheral and central

Table 3. Dosimetric differences in plan parameters between three treatment techniques for central lung PTV

P-VALUE
Parameters 3-DCRT IMRT VMAT 3DCRT/ | 3DCRT/ [IMRT/VM|
IMRT VMAT AT
HI 0.18+0.03 0.21+0.02 0.214+0.023 0.17 0.13 0.48
CI 1.17£1.3 1.07+0.08 1.04 £0.06 0.032 0.029 0.034
GI 3.240.65 3.42+0.84 4.1+0.47 0.42 0.004 0.003
DMAX% 1155 117+4 118+5 0.003 0.003 0.009
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P-VALUE
Parameters 3-DCRT IMRT VMAT 3DCRT/ | 3DCRT/ [MRT/VM
IMRT VMAT AT

D2% 112+4 11342 11543 0.004 0.002 0.003

D2CM% 57+8.3 43.6£5 38+6 0.004 0.003 0.002

HDV% 1.7£0.46 0.44+0.53 0.37+.26 0.003 0.003 0.006

BOT(MIN) 1.54+0.9 1.98+1.2 1.82+0.7 0.005 .008 0.003

MUs 3703+£322 4747+534 4367+253 0.003 0.003 0.002

1. Maximum dose (Dmax)and Minimum dose(D2%)

The results from the statistical analysis for Maximum dose (Dmax)and Minimum dose (D2%) indicated a
remarkable variation (p<0.05) among the various techniques, except for the p-value associated with maximum dose
(Dmax) when comparing the IMRT and VMAT techniques in relation to central lung PTVs. Notably, the calculated
p-value for this comparison was found to be 0.09 Table 3.
2. Homogeneity Index (HI)

Homogeneity index (HI) comparison for central lung PTVs, revealed a significant difference could not be
established between three different techniques (p>0.05) Table.3, while yielded significant differences (p<0.05)
between three different techniques for peripheral and combined lung PTVs Table.5,7.

Table (4). Comparison of doses to organs at risk for central lung PTV

P-VALUE
organs parameters 3-DCRT IMRT VMAT 3DCRT/ 3DCRT/ IMRT/
IMRT VMAT VMAT
i s V20% 43+£2.3 5.2+43.1 4.01+1.9 0.05 0.162 0.045
Dmean 3.1+1.8 2.28+2.1 2.7+2.3 0.022 0.033 0.134
Esophagus D 0.1cc, (Gy) | 16.33+£2.6 17.8+4.4 13.4+2.8 0.43 0.003 0.002
Heart D 0.1cc, (Gy) | 17.6+1.13 5.4£1.9 3.7£1.8 0.003 0.002 0.003
Spinal cord D0.035 14.3+2.5 11.7+1.8 10.3+1.6 0.03 0.003 0.002

3. Conformity Index (CI)

The present study observed a significant improvement in the mean conformity index (CI) values for IMRT and
volumetric arc therapy (VMAT) in the combined lung planning target volume (PTV) as compared to (3DCRT).
Furthermore, the peripheral lung PTV demonstrated superior CI values as compared to the central lung PTV. all
PTV apparatuses fulfilled the corresponding Radiotherapy Oncology Group (RTOG) standards via the utilization
of three different techniques. Four smaller planning target volumes (PTVs) were initially scheduled to be delineated
within the central lung region using (3DCRT) techniques. However, these PTVs obtain minor deviations. The
statistical test conducted for individual comparisons indicated statistically significant differences (P <0.05) among
the various techniques Tables 3,5,7.

Table 5. Dosimetric differences in plan parameters between three treatment techniques for peripheral lung PTV

P-VALUE
parameters 3-DCRT IMRT VMAT 3DCRT/ | 3DCRT/ | IMRT/
IMRT VMAT | VMAT
HI 0.17+0.06 0.23+0.02 0.22+0.03 0.003 0.003 0.002
CI 1.09+0.08 1.07+0.08 1.04 £0.06 0.003 0.002 0.003
GI 3.06+0.45 3.3+0.76 3.84+0.39 0.003 0.004 0.174
DMAX% 11344 116+5 116+7 0.003 0.003 0.005
D2% 110£7 11145 114+4 0.003 0.003 0.002
D2CM% 5249 40.6+7 3845 0.088 0.014 0.19
HDV% 1.1+0.87 0.4+0.77 0.32+.66 0.006 0.003 0.002
BOT(MIN) 1.35+1.04 1.79+0.8 1.65+0.95 0.006 0.003 0.003
MUs 3238+243 4287+435 3956+383 0.003 0.003 0.002

High dose volume (HDV)and Low dose location (D2cm)

The mean values of high-dose volume (HDV) and 2cm dose distance (D2cm) were optimized via VMAT and IMRT
techniques for the combined lung planning target volume (PTV). Except for IMRT, which exhibited superior D2cm
in comparison to VMAT and (3DCRT) for peripheral lung planning target volumes (PTVs), both central and
peripheral lung PTVs illustrated a comparable objective towards the incorporation of the entire lung PTVs. The
statistical analysis performed to compare the HDV and D2cm techniques revealed a significant difference with a
p-value of less than 0. 05, similar to the Conformity Index (CI) procedure. However, it is observed that the p-values
obtained for the D2cm technique in the evaluation of peripheral lung Planning Target Volumes (PTVs) did not yield
statistically significant differences between the various techniques investigated (p>0.05) Tables 5.
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Table 6. Comparison of doses to organs at risk for peripheral lung PTV

P-VALUE
organs parameters 3-DCRT IMRT VMAT 3DCRT/I 3DCRT/V IMRT/V

MRT MAT MAT

Both Iun V20% 4.7+£2.8 5.6£3.5 5.91+£2.2 0.003 0.003 0.007

Ofh lungs Dmean 37423 30+1.8 3.742.6 0.005 0.003 0.005

Esophacus (Gy) 4.6+1.6 5.4+1.2 3.8+1.6 0.006 0.003 0.003
phagu DO0.1cc

Heart (Gy) 2.2+2.6 2.8+2.2 3.3+1.5 0.003 0.003 0.003
DO0.1cc

Spinal cord Dmax (Gy) 7.3+£2.6 6.7+3.1 5.6+£2.34 0.08 0.003 0.003

5. Gradient Index (GI):
The statistical analysis indicated significant differences (p < 0.05) among the gradient index (GI) outcomes
observed in the three investigated techniques. However, it should be noted that the p-values for GI outcomes in
central lung planning target volumes (PTVs) between (3DCRT) and IMRT plans, as well as in peripheral lung
PTVs between IMRT and VMAT plans, were found to be non-significant (p = 0.427 and 0.134, respectively)
Tables 3,5.

Table 7. Dosimetric differences in plan parameters between three treatment techniques for combined lung PTV

P-VALUE
parameters 3-DCRT IMRT VMAT 3DCRT/I | 3DCRT/ | IMRT/
MRT VMAT | VMAT
HI 0.025+0.05 0.28+0.04 0.27+0.02 0.003 0.002 0.002
CI 1.08+0.08 1.06+0.08 1.03 £0.06 0.002 0.002 0.002
GI 3.16+0.75 3.34+0.66 3.7+0.45 0.002 0.003 0.003
DMAX% 115+4.6 11843.3 118+4.4 0.003 0.003 0.003
D2% 113+£5.4 116+4.6 115+3.6 0.001 0.001 0.002
D2CM% 49.34+5.3 43.6+6.6 40.6+4.5 0.001 0.001 0.007
HDV% 1.2+0.24 0.49+0.44 0.42+.75 0.001 0.001 0.001
BOT(MIN) 1.5+0.84 1.9+1.02 1.75+0.9 0.001 0.001 0.002
MUs 3603+356 4544+544 41884311 0.002 0.003 0.003

6. Monitor Unit (MU)and Beam on Time (BOT)
When compared to 3DCRT, the mean MU values for central lung tumours increased by 28.2% with IMRT and
17.9% with VMAT; and 32.39% with IMRT and 22.17% with VMAT for peripheral lung tumours and MU values
for combined lung tumours increased by 26.11% with IMRT and 16.23% with VMAT. Similar to monitor unit (MU)
Compared with 3DCRT, mean beam on time (BOT) values for central lung tumours increased by 32.5% with IMRT
and 18.18% with VMAT; 32.5% with IMRT and 22.2% with VMAT for peripheral lung tumours and combined
lung tumours with BOT values increased by 26.7% for IMRT and 16.7% for VMAT Tables 3,5,7.

Table 8. Comparison of doses to organs at risk for combined lung PTV

P-VALUE
organs parameters 3-DCRT IMRT VMAT 3DCRT/ | 3DCRT/ | IMRT/
IMRT VMAT VMAT
Both lungs V20% 4.5£2.8 5.6£2.4 4.41+2.6 0.001 0.001 0.273
Dmean 3.7+£2.4 3.3+2.8 2.943.3 0.002 0.030 0.223
esophagus Dmax (Gy) 14.5£5.6 15.8+£5.9 11.4+4.6 0.09 0.001 0.001
Heart Dmax (Gy) 11.6+6.8 4.244.2 3.05+1.8 0.05 0.04 0.001
Spinal cord Dmax (Gy) 11.3£3.5 10.24+3.8 8.6+2.8 0.03 0.003 0.002

7. Organ at Risk Dose limits

All three treatment techniques satisfactorily followed to the dose limits of the organs-at-risk (OAR). The statistical
test was conducted for V20 and Dmax in various organs including the spinal cord, oesophagus, and heart, and
revealed significant differences amongst different techniques (p < 0.05), except for specific instances where p-
values for Dmax (spinal cord and oesophagus) between 3DCRT and IMRT for peripheral lung PTVs Table 6 and
Dmax (oesophagus) between 3DCRT and IMRT for combined and central lung PTVs (p > 0.05) Tables 4,8.
Additionally, V20 (lung) between IMRT and VMAT for combined lung PTVs, Dmean (lung) between IMRT and
VMAT for combined lung and central lung PTVs, and V20 (lung) between 3DCRT and VMAT for central lung
PTVs also exhibited p-values greater than 0.05 Tables 4,8.
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DISCUSSION

The aim of the current investigation was to conduct a comparative evaluation of the 3D conformal radiotherapy
(3DCRT), intensity-modulated radiotherapy (IMRT), and volumetric arc therapy (VMAT) planning methodologies
regarding their suitability for SBRT treatment of lung tumours using 10-MV FFF. Both the VMAT and intensity modulated
radiation therapy IMRT techniques have demonstrated superior conformal delivery of prescribed doses to the planning
target volume (PTV) for both central and peripheral lung targets in comparison to the traditional (3DCRT) approach. The
conformity of the planned target volume (PTV) dose in VMAT plans demonstrated a minor enhancement in comparison
to that of modulated radiation therapy (MRT). The conformity index (CI) values of VMAT, IMRT, and 3DCRT plans were
found to be within the clinically acceptable limit (CI <1.2) which specified in the Radiation Therapy Oncology Group
(RTOG) protocols. However, minor deviations in the CI values (CI>1.5) were observed for the 3DCRT plans designed
for the smallest planning target volumes (PTVs) - PTV 1{l.7cc}, PTV 2{2.5cc}, PTV 3{3.6¢cc}, and
PTV 4{4.5cc} - located in the central and peripheral lung PTVs, respectively. The IMRT and VMAT plans demonstrated
superior conformity index (CI) outcomes in comparison to the (3DCRT) plans. A marginal enhancement in the conformity
index (CI) was noted in the VMAT plans when compared with those of the IMRT plans. The peripheral lung planning
target volumes (PTVs) exhibited a superior conformity index (CI) in comparison to the central lung PTVs.

For the treatment of HDV and D2c¢m, both VMAT and IMRT have revealed superior outcomes compared to 3DCRT.
The results of the volumetric analysis indicated a lower high dose volume (HDV) for peripheral lung tumours in
comparison to central lung tumours across all three techniques employed in the SBRT treatment plans. The study revealed
a linear increase in D2cm with a rise in PTV volumes for both 3DCRT and VMAT techniques. On the other hand, IMRT
obtained a notable elevation in D2cm especially for smaller PTV volumes, whereas a was observed for larger PTV
volumes. The present study yielded that both 3DCRT and IMRT demonstrated enhanced D2cm outcomes for peripheral
lung planning target volumes (PTVs), whereas VMAT showed superior enhancements in D2cm outcomes for central lung
PTVs. The present study employed VMAT to administer radiotherapy to patients with centrally and peripherally located
primary lung tumours. Specifically, the treatment plan for central lung planning target volumes (PTVs) involved the use
of two full coplanar arcs, whereas two half arcs were employed for peripheral lung PTVs. The superior performance of
the former approach was attributed to the reduction of low lung doses, thereby improving the D2cm outcomes for central
PTVs. When compared to (3DCRT), IMRT and VMAT demonstrated enhanced D2cm outcomes for peripheral and central
lung planning target volumes (PTVs). The optimal D2cm was attained through the utilization of VMAT for centrally
located lung planning target volumes (PTVs).

The Gradient Index (GI) values of the three-dimensional conformal radiotherapy (3DCRT) plans demonstrated a
comparatively higher precision in dose distribution, as opposed to the VMAT and IMRT plans. Moreover, the average
GI values of the 3DCRT plans were found to be significantly superior.

The results indicated that the IMRT plans exhibited a superior dose fall-off in the normal tissue compared to the
VMAT plans, as evidenced by lower dose values. This outcome was anticipated due to the utilization of non-coplanar
(3DCRT) and non-coplanar IMRT, as they attenuate beam overlap from the targeted tumour region. This contrasted with
the coplanar VMAT techniques [13, 17].

The present study identifies that the measures of homogeneity index (HI), maximum dose (Dmax), and dose to 2%
volume (D2%) attained greater values in both VMAT and intensity modulated radiation therapy IMRT plans compared to
those obtained through (3DCRT). A marginal enhancement in the homogeneity index was noted through our observation.

The maximum dose (Dmax) and Dose received by 2% of the volume (D2%) in association with the VMAT plans
were compared with those of the Intensity Modulated Radiation Therapy IMRT plans. Notably, the central lung Planning
Target Volumes (PTVs) exhibited similar Homogeneity Index (HI) values in both the IMRT and VMAT plans. A
heightened level of dosage heterogeneity within the planning target volume (PTV) has the potential to result in a
subsequent decline in dosage within healthy tissues [15]. Prior academic research has indicated that an elevated
Homogeneity Index (HI) exhibits a negative correlation with the Gastrointestinal Index (GI) (referencing studies 22 and
23). The utilization of the HI parameter as an indicator of plan quality appears promising, however, the existing literature
on SBRT has yet to offer any guidance on the optimal HI value for the PTV dose [17, 19]. At present, it appears that the
HI parameter demonstrates restricted utility in the optimization of a lung SBRT plan. However, the analysis of dose-
volume histograms (DVHs) and dose distribution within axial CT sections remains an important part of the plan review.

VMAT has been found to offer substantial advantages in terms of dose-sparing to the organs at risk (OARs) in
comparison to other treatment planning techniques. It should be noted, though, that the V20 and Dmean of the lung dose
were significantly lower for the plans conducted using three-dimensional conformal radiotherapy (3DCRT). The disparity
in outcomes could be attributed to the non-coplanar beam arrangement utilized in the 3DCRT plans. The increased
pulmonary dose observed with VMAT can be attributed to the volumetric distribution of the dose within the planning
target volume (PTV) by the rotational arcs. Nevertheless, the administered doses of organ-at-risk (OAR) in each treatment
modality were deemed to be substantially lower than the accepted clinical thresholds. IMRT yielded superior outcomes
in comparison to (3DCRT) in general. To comprehensively assess the functionality of Organs-At-Risk (OARs), their
individual performance analysed with respect to both central and peripheral regions.

The target volumes of the lungs, known as lung Planning Target Volumes (PTVs), are a significant aspect of radiation
therapy planning for various thoracic malignancies. Upon analysis, it was found that the VMAT technique outperformed
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all other techniques. It was noted that in the context of peripheral tumours, 3-Dimensional Conformal Radiation Therapy
(3DCRT) demonstrated certain enhancements in contrast to Intensity Modulated Radiation Therapy (IMRT). Nonetheless,
none of the examined locations proved to be universally optimal for all organs at risk (OARs) with the usage of (3DCRT).

When comparing with the 3DCRT, both IMRT and VMAT demonstrated a higher value in terms of the monitor units
(MUs) required for treatment delivery. However, VMAT exhibited a superior improvement over IMRT. Our investigation
revealed that even though a greater number of Monitor Units (MUs) were necessary for VMAT techniques, the duration
of treatment was less than that for (3DCRT). The present study indicates that the dose rate of flatting filter free energy
(FFF) beams may be between two to four times greater when compared to conventional FF beams. Consequently, the
implementation of FFF-based free flatting filter (FFF) 3D conformal radiotherapy (3DCRT) has resulted in a slightly
shorter treatment duration than that observed for FFF-based intensity modulated radiotherapy IMRT in clinical trials. In
the case of (FFF) VMAT plans, the treatment delivery time is primarily constrained by the rotational speed of the gantry,
rather than the dose rate. Accelerated delivery may potentially decrease the likelihood of intra-fractional setup
inaccuracies, which have been reported to occur in treatment procedures lasting over 15 minutes [7, 12].

CONCLUSIONS

The results of this investigation indicate that the three treatment techniques could deliver conformal stereotactic
body radiation therapy (SBRT) plans while satisfying the dose constraints specified by the Radiation Therapy Oncology
Group (RTOG). Conversely, by assessing dosimetric indices, including conformity index (CI), 2 cm away from the
planning target volume (D2cm), homogeneity index (HI), and high dose volume (HDV), VMAT demonstrates a more
favourable treatment strategy compared to IMRT and (3DCRT) for treating both peripheral and central lung planning
target volumes (PTVs). The present study observed a significant enhancement in dosimetric indices, particularly the
gradient index (GI), with the implementation of three-dimensional conformal radiotherapy (3DCRT) over volumetric
modulated arc therapy (VMAT). The present observation evidently indicates that, despite the increased demand for higher
monitor units (MUs) involved within VMAT plans compared to Three-Dimensional Conformal Radiotherapy (3DCRT),
the administration time for treatment is significantly reduced due to the superior gantry velocity employed in the VMAT
technique and using free flatting filter energy that increase dose rate to 2400cGy/min.
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JO3UMETPUYHE OLIIHIOBAHHA 10-MV FFF, BUKOPUCTAHOI'O Y SBRT JJIs1 IYXJIMH JIETEHb
Moxamen I. Coaiman?, Baxié M. Artesa®, Xanen M. Enbmaxar®
“Onxonoziunuti yenmp 36poiinux cun 3azasiza, 3azaziz, Caunem, "Yunisepcumem Cyeyvrozo kanany, Caunem
<Vuisepcumem anv-Asxap, meouunuii paxyromem, €2unem

MeTta: MeTo0 IFOTO JOCITIHKEHHS OYyII0 IPOBEACHHS NOPiBHIIBHOTO Ta TO3UMETPHYHOTO aHAJi3y TPHOX Pi3HUX METOIIB IPOMEHEBO1
Teparii, SIKi BUKOPHCTOBYIOTbCS B CTEPEOTaKCHUHiM mpomeHeBill Tepamii sereHiB (SBRT), TpuBuMipHiii koHDOPMHIN MpOMEHEBii
tepamii (3DCRT), npomenesiit Tepamii 3 moxymsmicto inTeHcnBHOCTI (IMRT) Ta 06’eMHO-MOmybOBaHIi xyroBiit Tepamii (VMAT) 3
BUKOpHCTaHHSM Iydka (otoHiB 10 MB 6e3 ¢insrpa (FFF). Marepiann Ta metoan. YV 11boMy ITOCIIUKEHHI 3 METOIO IUIAHYBaHHS
JIIKyBaHHsSI BUKOPHCTOBYBAJI 300pa’keHHsI T'yMaHOiHOTrO (haHTOMa 3a JIonoMororo komir roreproi Tomorpadii (KT). Bemuki 06’emu
nyxiauHu (GTVs), okpecieHi 5K y LHEHTPaIbHOMY, TaK i B IepU(pEpPUIHOMY NOJIOKEHHSX JIereHb. BU3HaUYeHHS IUIaHOBHUX IIIBOBUX
06’emiB (PTV) nepenbauano noxaBanus 3anacy B 0,5 cm 10 3aranbHoro 06’ emy nyxnund (GTV). TpuBumipHa koHpOpMHA IpOMEHEBa
teparist (3DCRT), intencuBHO-MOoayiboBaHa nnpoMenena Teparis (IMRT) i 06’emHo-MoxyboBana nyrosa teparist (VMAT), cTBopeHi
3 BukopuctanusaM 10-meraBonsTHOr0 (MV) BpiBHIOIOUOTO TyuKa (oToHiB 6e3 insTpa (FFF). Po3paxyHok 103yBaHHsI Is BCIX IIaHIB
BHUKOHYETHCS 32 TOMTOMOTOI0 aHi30TPOITHOTO aHATITHIHOTO aroput™My (AAA). Pesynsraru: IMRT i VMAT manu kpairy KoH(QopMarito
no3u PTV, mik 3DCRT sk mis nmeHTpanbHUX, Tak 1 1 nepudepunannx MmimeHed. Bimnosignicts PTV mokpammnacs y VMAT
nopiBHsAHO 3 IMRT, a 3nauenns CI 6ynu npuiiastaumu uist wianis VMAT, IMRT i 3DCRT. [Tnaan VMAT mamu nemo kpamuii /1,
Hix IMRT, 3 kpamymu pesynasratamu B PTV nepudepnunnx nereHis nopisasHo 3 nentpansauMu PTV. VMAT ta IMRT kpammi st
nikyBanast HDV ta D2cm, 3 mmxanm HDV st nepudepuunnx myxius sierens. Sk 3DCRT, Tak i IMRT nokparunnm pesynsratu uist
PTV nepudepuynux nerenis, Toni sk VMAT OyB kpaumm i nentpansanx PTV nerenis. Ilepmmii BUSBUBCS KpaliuM 3 MEHII
HU3BKUMH J103aMH B JIereHsix i nokpaius pesyasratia D2cm. [Tnann 3DCRT npopeMoHCTpYBaiy BHILY TOYHICTh PO3IOILUTY 103U, HIXK
mwiand VMAT ta IMRT, 3 Bunmmu cepennimu 3HauenusiMua ['1. VMAT i IMRT manu Bumi HI, Dmax i D2%, nix 3DCRT. Ilnanu
VMAT nopisusHO 3 anamu IMRT, 3 noni6anmu 3HaweHHssMu HI 1ot nentpansaux nereaeBux PTV. VMAT kpaine 3aomamxye OAP,
HDK iHIII Metoaw, ane 1o3u V20 1 V30 y nerensx Oymu HmxunMu 3 3DCRT. VMAT 36inbmrye nereHeBy 103y, ane OAR 3anummaerbes
HIDKYE TIOPOTOBHX 3Ha4eHb. BHCHOBOK: OCTIPKEHHS BUSIBUIIO, IO BCI TP METOAMKY JiKyBaHHS MOXYTb 3a0e3neunty mianu SBRT,
skl BigmoBinaroTe ooMexeHHsM 103 RTOG. Omgnak VMAT e kpamoro crpareriero JnikyBauus, Hix IMRT i 3DCRT, sk mis
nepudepruuHmX, TaK i JUIs IEHTPaNbHUX JereHeBuXx PTV, 3acHOBaHUX Ha TO3MMETPHYHMX MMOKa3HUKaX, Takux sk CI, D2cm, HI i HDV.
Hocnimkenns nokasano, mo 3DCRT mokpaliye 103MMETpUYHI MOKa3HUKH, 0c00IMBO rpagienTaui inaekce (GI), 6inbme, Hixk VMAT.
HesBaxatoun Ha motpeOy B Oinbiuiii Kinbkocti MoniTopiB (MU) y ruanax VMAT, uac jikyBaHHS CKOPOTHBCS 3aBISIKH BHILIi
LIBHAAKOCTI TEHTPI Ta BHLIUM MOTYXKHicTiO 1031 (2400 cI'p/xB) yepes BinbHY eHeprito ¢inbrpa.

Kurouosi ciioBa: 3DCRT; IMRT; VMAT; Pax nezenig; oosumempuyre nopieuannsa; SBRT
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In this research, we have used the dissipative particle dynamics (DPD), a mesoscopic simulation technique, in order to investigate the
dynamics of lipid domains in near critical temperature. Our specific focus has been on exploring the influence of lipid domain size on
its lifetime, which mimics the behavior of lipid rafts within cellular membranes. The lipid membranes used in this study were composed
of saturated and unsaturated lipids, which have been immersed in water. Through the simulation of these membranes close to their
critical temperature, we have successfully generated fluctuating domains that mimic the lipid rafts observed in cellular systems. We
have proposed a method to obtain the lifetime of the fluctuating domains by analyzing the sizes of the lipid domains at specific intervals
of time. Our investigations have revealed a linear correlation between the initial size of the lipid domain and its lifetime. Our research
finding give an insight into the underlying mechanisms that govern lipid rafts and their vital role in various cellular processes.
Keywords: Lipid bilayer; Dissipative particle dynamics, Domain fluctuation lifetime

PACS number: 87.16.dt, 87.16.dj

INTRODUCTION

There is a small component (10-200 nm) known as lipid rafts that float on the surface of lipid membranes [1-3].
Lipid rafts primarily consist of saturated lipids and cholesterol, which results in a higher density compared to their
surroundings. Certain proteins, such as GPI-anchor proteins, can attach to lipid rafts and carry out their functions [4]. It is
believed that lipid rafts serve as platforms for specific biological activities within the cell membrane, such as signal
transduction [5]. Very recently lipid rafts were thought to involve in COVID 19 entry [6] and cancer cell [7].

To study lipid rafts, researchers often employ giant unilamellar vesicles (GUVs) instead of real cell membranes due to
their simplicity in lipid composition [8]. Lipid domains in GUVs are larger compared to lipid rafts in real cell membranes,
making them detectable using standard optical instruments. In 2008, experiments on giant plasma membrane vesicles
extracted from real cell membranes suggested that lipid domains that mimic the behavior of lipid rafts can be found by tuning
the vesicles to their critical temperature [9]. For signal transduction to occur, a raft should persist for minutes [10].

Lipids with a structure consisting of both saturated and unsaturated lipids are referred to as hybrid lipids [11]. Hybrid
lipids tend to accumulate at the boundary between saturated and unsaturated lipids in order to reduce line tension [12].
Interestingly, hybrid lipids have been proposed to prolong the lifetime of lipid rafts. In 2013, a theoretical work by
Palmieri and Safran demonstrated that the inclusion of hybrid lipids can increase the domain lifetime by three orders of
magnitude compared to cases without hybrid lipids [13]. Subsequent computational studies using dissipative particle
dynamics (DPD) simulations for the similar system can be found in Ref. [14].

However, it is necessary to explore the lifetime of lipid domains at different sizes, as lipid rafts in real cell
membranes exhibit varying sizes [22]. It is possible that the lifetime of large lipid rafts may be sufficient for cellular
processes. Currently, computer simulations on lipid bilayers have been employed to obtain data that is challenging to
acquire experimentally. Mesoscopic simulation methods, such as dissipative particle dynamics (DPD), have been widely
used to simulate lipid membrane systems [12, 14-17]. DPD is preferred in lipid membrane simulations due to its reduced
computational resource requirements and time compared to classical molecular dynamics (MD) methods. Moreover, DPD
is more suitable for studying the physical properties of lipid membranes. In this study, we aim to investigate the effect of
lipid domain size on the duration of lifetime using dissipative particle dynamics. Additionally, we propose a method to
measure the lifetime by examining lipid domain sizes.

MODEL AND SIMULATION
The lipid bilayer is constructed by arranging two layers of lipid molecules. Each lipid molecule consists of a head
group with two DPD particles and tails with three DPD particles each. There are two types of lipids, namely lipid A and
lipid B, which have the same structure but exhibit unfavorable repulsion in their tail groups, as indicated by the interaction
parameter provided below. Three water molecules are represented by a single DPD particle. In our computational
experiment, the bilayer is positioned at the center of the simulation box, which has dimensions of (60x60x40)r?, as shown
in Figure 1. The areas above and below the bilayer are filled with DPD water particles. Each DPD particle experiences

—C =D
: i - 2 issipati 2 (1) (v )i
three forces: a conservative force Fijfayi“joa(rij)ri‘, a dissipative force Fj; =Y (rij)(rij Vu)ru’ and a random force
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fij* e oo(ru)eur1J The notion in the force equations are explained as follows: T i =T 1, t= =Tj / |rU| »Vij V -v; and &t
represents the computational steps, and the coefficients of the dissipative and random forces are related by
V= Oy /kgT [18] where T is temperature, kg is the Boltzmann constant, type of particle i(j) are denoted by v; (uj). The
symmetric random variable 0;; obeys (6;; (1)) =0, and (0;; ()04 (t)) = (85888 )3(t-t), where i#j and k#l. The weight
function in @(r) is given by w(r)=1-r/r, forr <r, and is zero elsewhere. The length scale of the system is r,. The

equations of motions for DPD particle i are given by —— ‘() =v;(t) and == dv‘(t) = —ZJ ( +F +F +F; ) The mass of every bead

—C
is assumed to be equal m;=m. The interaction strength A in Fj; are given by the following table

Table 1. the interaction strength in the €/r, unit

hA hB tA tB W

25 25 200 200 25 hy
25 25 200 200 25 hp
200 200 25 X 200 ty
200 200 X 25 200 tp
25 25 200 200 25 w

Where ¢ is the energy scale, hy (hg) represents head group of saturated lipids (unsaturated lipid), t, (tz) represents the tail
group of saturated lipids (unsaturated lipid) and w represent a group of water. The notion X is 100(26) for two(one) phase
regime.

For the lipid molecules, consecutive particles are subjected to a harmonic force described by the following equation
fiM:—C(l— tii/ b)fml, where C=100g is the positive constant and b=0.45r, is the desired bond length.

Figure. 1 Lipid bilayer position in the simulation box. White particles represent the lipid head group, and pink particles represent the
lipid tail group. Purple particles denote water

Simulations were conducted at kgT=¢ with the fluid density p=3.0r. The amplitude of the noise is
ojj=c=(em/ 12)!/4. The velocity-Verlet algorithm [19, 20] was used to integrate the equation of motion. The time unit

used all simulations are denoted by 5t=0.05t, where the time scale t=(mr?2/g) /2.

To conduct the simulation, we initially create a bilayer consisting of a single type of lipid. The system is allowed to
evolve for 1000 steps. Subsequently, two opposing circular domains, one on each layer, with a specific diameter are
generated, and the systems are allowed to equilibrate for 5000 steps. It is important to note that the circular shape of the
domains is maintained due to the unfavorable interaction between the two lipid types, resulting in the lowest free energy
state for the system.

Next, the domains are allowed to decay by adjusting the interaction parameter between unlike tails from 100 to 26,
which is slightly larger than the interaction parameter between tails of the same type. This adjustment promotes a mixing
situation between the two types of lipids, as referenced in [14]. In order to determine the lifetime of the domains, the size
of the domains (D) is calculated every 100-time steps using the relation D=m/ k", where k* represents the dominant wave
vector [21]. The methodology for domain size calculation is explained in Ref. [12].

The lifetime of a domain is defined as the time at which the domain size is half of its initial value. Since the shape
of the domain becomes irregular after decay, we use the term “domain size” instead of “domain diameter”. The lifetime
is calculated using the equation
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Life time= w,

2
Where D(0) represents the size at the beginning of the decay process, D denotes the averaged size calculated from the
equilibrium region (the region where the size reaches saturation).

It should be noted that the chosen definition for calculating the lifetime of fluctuating domains does not have a
universally accepted consensus. However, we have adopted this definition because a domain at half its initial size should
not be functioning properly. Please note that the lifetime calculation method described here differs from the one presented
in Ref. [14], which is suitable for much smaller domain fluctuations.

RESULTS AND DISCUSSION

The results are presented and discussed in this section. Figure 2 reveals a snapshot of the upper domain with an
initial diameter (D) of 8 r. at various time points since the decay process began. In this figure, time t = 0 §t corresponds
to a simulation time of t = 6 X 103 §t, as we are solely considering the decay process. It is customary to designate this
time as t = 0 4t. Initially, the domain exhibits a circular shape, as shown in Fig. 2a. Subsequently, the domain starts to
decay, and Fig. 2f represents the snapshot at which the size of the domain is half of its initial value, which we define as
the lifetime. It is evident that the domain fractures into smaller domains. At t = 1 X 10* &t, the domain is completely
decomposed into numerous small domains. By t = 3 x 10* §t, these small domains disperse further from each other,

indicating a mixing scenario.
a b C d
e f g h
Figure 2. Snapshot (a-h) representing the upper layer of lipid bilayer at t=0, 1x10°, 2x10%, 3x10°, 4x10°, 4.7x10°, 1x10*, 3x10* 3,

respectively

Figure 3 illustrates the average domain size over time for initial diameters ranging from D = 3.0 to 8.0 r.. It is
noticeable that the domains decay rapidly from the beginning. When the system reaches a mixing state, the domain size
stabilizes around 4 r..
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Figure 3. Characteristic domain sizes versus time for domains of initial diameter D = 3.0 to 8.0 rc
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As depicted in Fig. 3, larger domains require more time to reach saturation. Hence, it is worthwhile to investigate
the relationship between the initial domain size and the lifetime. Fig. 4 demonstrates a linear relationship between the
initial domain size and lifetime. Consequently, cell membrane’s activities that take a certain amount of time may occur
on large domains.
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e o]
(5]
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3000 . . , \ .

5 5.5 6 6.5 T 75 8

Initial Domain Size [rC]
Figure 4. The linear relationship between initial domain sizes and their lifetime

CONCLUSION
This study has revealed that the initial size of a domain plays a crucial role in its lifetime. Larger domains exhibit a
longer lifetime compared to smaller domains. Furthermore, a linear relationship between the initial domain size and its
lifetime has been established. These findings contribute to our understanding of domain dynamics and have implications
for cell membrane activities on large domains.
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BUBYEHHS BILIUBY PO3MIPY JIIIIJHOI'O TOMEHY HA TPUBAJIICTh HOI'O KUTTA:
JOCJIKEHHA JTUHAMIKH TUCUIIATUBHOI YACTUHKHA
Kan Copuoynair
Haguanvuuii napx Pamuabypi, Texunonoeiunuil ynisepcumem xopons Mouekyma Tonbypi (Pamua0ypi), Pamua6ypi, Tainano, 70150
Y 1mpoMy IOCHIKEHHI BHUKOpPHCTaHAa NUCHNATHBHA IuUHaMika dacTHHOK (DPD), Me3ockomiuHa TEXHIKA MOJIENIOBAHHS, IS
JIOCIILJKEHHS TMHAMIKY JIIITHUX JOMEHIB IPH TeMIlepaTypi, 01u3bKii 1o kpuriyaoi. Hama criemiansia yBara Oyia 30cepe/pkeHa Ha
JIOCIIUKEHH] BIUIMBY PO3MIpy JIIiJHOTO JOMEHY Ha MOr0 TPHUBAJIICTh XKHUTTA, IO IMITy€ MOBEIHKY JIIHUX IUIOTIB Yy KIITHHHUX
MeMmOpanax. JlimizHi MeMOpaHu, BUKOPHUCTaHI B IIbOMY JOCIHI/PKCHHI, CKIaJalics 3 HACHYCHHX I HCHACHYCHHX JIMiIiB, sKi Oynn
3aHypeHi y BOXy. 3aB[SIKM MOJENIOBAHHIO LUX MeMOpaH, OJIM3bKUX JO iX KPUTHYHOI TeMIepaTypu, MH YCIIIIHO CTBOPWIN
¢GnykTyaniiiHi TOMEHH, sKi IMITYIOTh JIMiJHI [UIOTH, IO CHOCTEPIraloThCsi B KIITHHHUX CHCTeMax. MH 3alpoloHyBald METOJ
BU3HAYCHHS TPUBAJIOCTI XKHUTTS (IIYKTYyIOUHMX JOMEHIB IUIIXOM aHaji3y po3MipiB JiMiAHUX JOMEHIB 4epe3 MEBHi IMPOMIKKH Yacy.
JocnimkeHHs BUSBWIN JiHIHHY KOPENSIII0 MK MOYaTKOBHM PO3MIpOM JIMIIHOTO AOMEHY Ta 4acoM HOro XHUTTS. Pesymprartu
JOCHIDKEHHS JTAIOTh 3pO3YMITH OCHOBHI MEXaHI3MH, SIKi KEPYIOTh JIMIIHUMHU IUIOTaMH, i iX JKUTTEBO BAXIUBY POJb y PI3HUX
KIITUHHUX IIPOLEcax.
KuntouoBi cnoBa: ninionuil oiwap,; oucunamusha OuHamika YacmuHoK, 4ac JHcumms 0omeny guykmyayii
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The paper examines heat and mass transfer in MHD convective flow across a vertical porous plate in presence of radiation, heat sink,
and dissipation of heat. A strong magnetic field is applied perpendicular to the plate and directed into the fluid area. The governing
non-dimensional equations are solved using MATLAB built-in bvp4c solver technique. With the use of mathematical software, the
findings are computed, and the effect of the various non-dimensional parameters entering into the problem on the velocity, temperature
and concentration profiles are displayed in graphical formats. It has been noted that the application of the magnetic field slows down
fluid velocity. Additionally, both the thermal radiation effect and the Prandtl number are fully applicable to the fluid temperature. It is
significant to notice that the heat sink dramatically reduces fluid temperature and fluid velocity. The current work is utilized in many
real life applications, such as chemical engineering, industrial processes, a system may contain multiple components, each of whose
concentrations varies from one point to the next in a number of different circumstances.

Keywords: Heat and mass transfer; MHD,; Heat dissipation,; Porous medium, bvp4c

PACS: 44.25+g; 44.05.+e; 44.30.+v; 44.40.+a

INTRODUCTION

Buoyancy force is the outcome of the variation in density brought on by a change in concentration or temperature
in a flowing fluid. The flow induced by buoyancy forces is called free convective or natural flow. Natural convection
also, known as free convection, is a mechanism, or type of mass and heat transport. In chemical engineering and industrial
processes, there are several where a system contains more than one component whose concentrations differ from one
point to the next. Mass transfer operations are concerned with the transfer of matter from one stream to another. As a
result, a mass transfer occurs, which is the movement of one ingredient from a high-concentration zone to a low-
concentration zone. That is to say, mass transfer is the mass in transient due to the concentration gradient. Furthermore,
heat transfer is defined as the movement of heat across the border of system due to difference in temperature between the
system and its surroundings. Studies pertaining to coupled heat and mass transfer due to free convection has got wide
applications in different realms, such as, mechanical, geothermal, chemical sciences, etc. and many industrial and
technological, physical set up such as nuclear reactors, food processing, polymer production, etc. MHD refers to the study
of the magnetic properties and behavior of electrically conducting fluids. As a result, it is a mix of electromagnetic and
fluid dynamics fields. Magnetohydrodynamics (MHD) attracts the attention of many authors due to its applications in
geophysics, in the study of steller and solar structures, inter steller matter, radio propagation through the ionosphere etc.

Despite all these important investigations, there are few investigations in porous medium taking dissipation into
account. It is worth mentioning that heat dissipation through a porous medium has been conventionally considered as
combined that heat flows, such as thermal conduction along its solid matrix, thermal radiation across internal pores, and
either thermal convection by or conduction through gases filling the pores. Heat and mass transfer in wet porous media
are coupled in a very complicated way. Alfven [1], Cowling [2], Shercliff [3] and many other authors have studied and
presented in the form MHD, and various problems of MHD. Raptis and Massals [4] and Hossain and Alim [5] studied the
radiation effect on free and forced convection flows passed a vertical plate including various physical aspects. MHD free
convection flows has been studied by Ferraro and Plumption [6]. Chen [7] studied the problem of combined heat and
mass transfer of an electrically conducting fluid in MHD natural convection, adjacent to vertical surface with Ohmic
heating. Based on the significance of heat and mass transfer problems, several authors geometrical and physical situations.
Ahmed and Choudhury [8], Raptis and Perdikis [9], and others are among them.

Kim [10] discussed unsteady MHD free convective heat transfer past a semi-infinite vertical porous moving plate
with variable suction. Senapati et.al [11] have studied magnetic effect on mass and heat transfer of a hydromagnetic flow
past a vertical oscillating plate in presence of chemical reaction. Shekhawat ez.a/ [12], have been discussed the Dissipation
heat and mass transfer in porous medium due to continuously moving pate. Rajesh [13] used the Crank-Nicolson type
finite difference method to investigate the chemical reaction and radiation effects of a transient MHD natural convective
dissipation flow through a porous plate in the presence of ramped wall temperature. Ahmed and Dutta [14] extended the
work Rajesh [13]. The heat and mass transfer dissipative flow in the presence of porous medium have been studied Ahmed
and Chamuah [15] very recently.

7 Cite as: S. Akhtar, K. Borah, S. Chakraborty, East Eur. J. Phys. 3, 471 (2023), https://doi.org/10.26565/2312-4334-2023-3-53
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Reddy et al. [16] investigated the magneto-hydrodynamic boundary layer flow with the influence of thermal
radiation, ramped plate temperature, and heat absorption. Sedki [17] studied the combined impact of chemical reaction,
thermal radiation, thermophoresis, and Brownian motion on mixed convective heat and mass transfer within the boundary
layer of a moving magnetonanofluid adjacent to a permeable stretching surface, considering heat generation through a
porous medium. Basant et al. [18] investigated the effects of heat source/sink on magnetohydrodynamic free convective
flow in a channel filled with nanofluid. Matta et al. [19] analyzed the effects of viscous dissipation on
magnetohydrodynamic (MHD) free convection flow past a semi-infinite moving vertical porous plate with heat sink and
chemical reaction. Manvi et al. [20] investigated the influence of radiation on magnetohydrodynamic (MHD) Eyring-
Powell fluid flow past a stretching sheet with non-uniform heat source/sink. Bhaskar et al. [21] examined the impact of
heat generation and thermal radiation on steady hydromagnetic fully developed natural convection flow in a vertical
micro-porous channel in the presence of viscous dissipation. Andreeva et al. [22] conducted a theoretical investigation
into the stability of a rotating and heated-from-below horizontal cylindrical layer of a viscous, incompressible liquid with
free boundaries. Andrieieva et al. [23] carried out a theoretical investigation of convective mass transfer in a cylindrical
viscous incompressible conductive fluid layer. The study focused on the presence of an inhomogeneous temperature field
and an external magnetic field resulting from the vacuum arc current passing through the fluid layer.

This paper deals with the study of heat dissipation in presence of porous medium due to continuously moving plate
in presence of magnetic field and heat and mass flux. Governing equation is retained in vector form as readers will be
able to generalize the problem without much difficulty. In the existing literature, there are few papers dealing with the
above-mentioned aspects. However, in the current work, a comparison with an already published paper has been shown
to ensure the accuracy of our current problem.

BASIC EQUATIONS
The following vector equations describe how a viscous, electrically conducting, stable, incompressible, radiating
fluid moves in the presence of a uniform magnetic field:
Equation of continuity:

V.g=0 )
Gauss’s law of magnetism:
V.BE=0 2)
Ohm’s law:
J=0(E+dxB) 3)
Momentum equation:
p(4.9)G = pg — Vp +] x B + pv?g - 2 @)
Energy equation:
pC,(G.V)T = kv2T+¢p+’§+Q'(T—Tm)—V.’¢ (5)
Species continuity equation:
(4.V)C = DyV2C + Kc(Co, — €) (6)
Equation of state:
Pe =p[1+B(T—T) +B(Ce — O] (7)
Those equations are identified by nomenclature.
MATHEMATICAL ANALYSIS

We introduced the electrically conducting two-dimensional natural convective flow of a viscous, steady,
incompressible, and radiating fluid through a porous vertical plate with uniform suction in the presence of a uniform
strong magnetic field. The current theoretical inquiry is carried out to idealize the mathematical model, the investigation
is based on the following basic assumptions.

1. All of the fluid's properties are constant, with the exception of density.
2 The plate has a surface that is electrically insulated.

3. The system is not subjected to any external electrical field.

4 The plate is parallel to the flow of fluid.
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Presenting a Cartesian coordinate systems (X', y’, z') with x'-axis upward vertical direction along the plate, y'-axis
normal to the plate and directed into the fluid region, and z'-axis along the plate’s width, and the induced magnetic field
is insignificant. The physical model of the problem is shown in Figure 1.

A

Figure 1. Physical Configuration of the problem.

Cogley et al. [24] demonstrated that the following form represents the radiative heat flux for a Gray gas near
equilibrium in the optically thin limit:

% = 4(T —T)I. (8)

Where 1 =[ Ky, 6T)\ dA , is the wall absorption coefficient, and ey, is the Planck’s function.

Given by Equation (7), the preceding principles, and the normal boundary layer approximations, the basic equations
take the following forms:

v’
=0 ©)
o' = %’ aBy*u’  vu’
V'S5 = gB(T —Tu) + gB(C — Co) + 9 50 — T 20 (10)
; OT _ o, 9T 2,2 6qr K2
pC P ay' - a2y,2 +M( ) + UB Q (T Too) k’u > (11)
ay =D’ M + kc(C, — ). (12)
The boundary conditions that are relevant are
! ! aT -
y'=0: u = ,a—y,=—q7,C=Cw, (13)
y'so0:u -0, T->T, C-Cs. (14)
Equation (9) gives,
v’ = a constant = =V, (I, > 0). (15)
The following non-dimensional parameters are introduced
v,y u T — Ty C—Cqy v? * U?v, C
VY W, T ,(p=( ),Gr= gﬁq'Ezp o p =H
U v Cy — Co kUv,3 q* k
kv,
_ ke gB o _ _ 9 __oB%,9 49l . Qm
KC - Vo 2 Gm "702 (CW Coo): SC - DM’ M = P‘Uoz ’ R= pvaozq*’ Q - onch.
The governing equations in dimensionless form are as follows:
d? d
d—;+d—;—7»u=—(;r9—6mgo, (16)
dze du E
E B =210 = —E()? — EMu? — Tu, a7
Lo 459 3,0=0. (18)

dy? ¢ ay
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Where, A= M + % ,A1=P. (R+Q),and A , = S.K., with boundary conditions

y:O:u:l)%:—l)([):l, (19)

y—->o:u—->06-0 ¢-0. (20)
METHOD OF SOLUTION
In this paper, the numerical method “MATLAB built-in bvp4c solver technique” is used to solve the ordinary
differential equations [(16)-(18)] along with the boundary conditions [(19), (20)].
The set of boundary ordinary differential equations are converted into a set of first order differential equations as
follows:
Let,

u=y(),u = y(2),0 = y(3),0" = y(4), ¢ =y(5), ¢' = y(6).

Next, we have the set of first order differential equations shown below:
1
V(@) =-y2)+ [M + E] —Gry(3)—Gmy(5)

E
V' (4)=Pr y(4)+Pr(R+0) y(3)— E »(2)¥(2) — M Ey(1)y(1) — [E} My )
¥'(6) =—Sc y(6)+ Sc Ke y(5)
The resulting ordinary differential equations' boundary conditions can be reduced to the following forms

yo()—1, »0(4)+1, »0(5—-1, yl1)—-1, y1(3)—0, ¥1(5)—0.

RESULT AND DISCUSSION
In this paper, the effect of the parameters as magnetic parameter M, thermal radiation R, heat sink Q thermal Grashof
number G, , solutal Grashof number G, , Prandtl number P;, chemical reaction parameter K., Schmidt number S. on the
velocity u, temperature field 8 and concentration field ¢ have been studied and shown by means of graphs. The graphs
of velocity, temperature and concentration are taken with respect to y. The Prandtl number P, is set to 0.71, which
corresponds to air at 290K and 1 atm. Moreover, we have taken Eckert number E =0.001,S.=0.90, P, =0.71, K. =2,
K=1,M=10,R=5,Q=5, G, =10, Gy, = 10.

Velocity profiles: The velocity profiles are depicted in Figures 2-8. Figure-2 shows that the fluid velocity decreases
with the increase of magnetic parameter M. Figure 2 illustrates that as the magnetic parameter increases, the velocity
profile decreases. This phenomenon occurs because the magnetic field generates a Lorentz force that opposes the fluid
motion, leading to a reduction in fluid velocity. Therefore, the velocity decreases with an increase in the magnetic field
strength. Figure 3 demonstrates the influence of the thermal radiation parameter on the velocity profile. It is evident that
as the radiation parameter increases, the velocity of fluid particles decreases. This behavior can be attributed to the fact

that increased radiation leads to enhanced heat transfer, causing a reduction in fluid velocity.
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Figure 2.Velocity u versus y for the variation M Figure 3. Velocity u versus y for the variation R

Figure-4 shows the impact of heat sink on velocity profile. It is observed that the fluid velocity decreases with the
increase of heat sink Q. Figure-5 shows how fluid velocity changes with thermal Grashof number G, . It is observed that
as the thermal Grashof number increases, the velocity profile also increases. This can be explained by the fact that an
increase in Grashof number corresponds to an increase in temperature gradients, which in turn leads to an augmentation
in the velocity distribution within the flow.
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Figure-6 shows the impact of solutal Grashof number G, on the fluid velocity. It is observed that the fluid velocity
increases with G, . The velocity field increases significantly due to the thermal and solutal buoyancy forces. This is
caused by the direct correlation between buoyant force and Grashof numbers. Figure-7 depicts the effect of Prandtl
number P, on velocity profile. It is seen that an elevation in the Prandtl number P, is directly associated with a decrease
in the fluid velocity. This can be attributed to the nature of higher Prandtl numbers leading to weakened convection
currents, thereby qualitatively diminishing the temperature gradients and ultimately resulting in a decreased fluid velocity.
In Figure 8, it can be observed that the fluid velocity increases as the porosity parameter rises. This phenomenon occurs
because higher porosity values, provide the fluid with more space to flow. As a result, the fluid velocity experiences an
increase.
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Temperature Profile: The temperature profiles are depicted in Figures 9-11. Figure-9 demonstrates how temperature
profile changes with heat sink Q. It is observed that the temperature decreases with the increase in Q. Figure 10
demonstrates that the temperature decreases as the Prandtl number increases. This behavior is attributed to the reduction
in the thermal diffusivity of the fluid with higher Prandtl numbers. As a consequence, the thermal boundary layer thickness
is diminished, leading to the observed decrease in temperature. The impact of the radiation parameter on the temperature
profile is depicted in Figures 11. The trend observed indicates that as the radiation parameter increases, the temperature
of the fluid decreases.

14 0.5

0.45- B

12t i
/ 041\ i

1 [ il \
0350\ \ 4
\

0.3+ \ i

0.8 4
B} © 025} 4

0.6 4
0.2 i
041 i 0.15- i
0.1+ B

0.2 4
= 0.05- g B

— T
s S ———
0 I I I | e 0 I I I I I I ——

0 0.5 1 15 2 2.5 3 0 02 04 06 08 1 12 14 16 18 2

Figure 8. Velocity u versus y for the variation K Figure 9. Temperature 0 versus y for the variation Q



476
EEJP. 3 (2023)

Salma Akhtar, et al.

0.45

0.4 ~
0.351 -

031\ \ -
\ O\

v\
@ \ £
Pr=0.71,2.71,3.71
02k \ 0\ \ _ E
\

0.45

035} B

0.4} 4

03} B

0.1 \
\\\
0.051- . 4 0.05 o i
0 | | | | e 0 | — e .
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 0 0.5 1 1.5 2 25 3
y
Figure 10. Temperature 6 versus y for the variation P, Figure 11. Temperature 6 versus y for the variation R

Concentration Profile: The concentration profiles are depicted in Figures12-13. Figure-12 depicts how concentration
profile changes with Schmidt number S,. It can be inferred that an increase in the Schmidt number corresponds to a

decrease in solute diffusivity, leading to a shallower penetration

of solutal effects. Consequently, the concentration

decreases with an increase in the Schmidt number. Figure-11 shows how fluid concentration changes with chemical
reaction parameter K. .The concentration profile slows down with an increase in K.. This effect is logical as higher values
of the chemical reaction parameter lead to a decrease in the molecular diffusivity of the chemical species.
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CONCLUSIONS

In this study, the impact of radiation and heat dissipation on magnetohydrodynamic (MHD) convective flow in the
presence of a heat sink has been examined. The governing equations were numerically solved to obtain velocity,
temperature, and concentration profiles, utilizing the MATLAB built-in bvp4c solver technique. The key findings of this

investigation can be summarized as follows:

L. The transverse magnetic field's imposition causes fluid velocity to be delayed.
2. Thermal radiation consistently shows a propensity to reduce the atmosphere's temperature.
3. The plate's fluid concentration decreases as a result of decreased mass diffusivity.
4. The concentration of species decreases as a result of species eating.
5. With the use of a strong magnetic field in operation, the frictional resistance can be successfully inhibited.
6.  As the porosity parameter increases, there is a corresponding increase in the fluid velocity.
Nomenclature

q  Fluid velocity U  Velocity of free stream

p  Fluid density K  Porosity parameter

9 Kinemetic viscosity qQ* Heat flux

T Current density d. Radiation heat flux

g  Acceleration vector due to gravity T  Fluid temperature

B Magnetic flux density vector C  Concentration

k  Thermal conductivity Cw Plate species concentration

k*  Mean absorption coefficient E Eckert number i

@  Energy viscous dissipation per unit volume Co  Free stream concentration

p  Fluid pressure o  Electrical conductivity
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E  Electrical field @&  Non-dimensional concentration

B Thermal expression coefficient P, Prandtl number

B Solutal expansion coefficient Q  Heatsink

T, Free stream concentration Sc  Schmidt number

Ce Free stream concentration G,  Thermal Grashof number

By, Applied magnetic field strength M Magnetic parameter

M  Viscosity coefficient G, Solutal Grashof number

©®  Non-dimensional temperature R Radiation
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BILIUB BUIIPOMIHIOBAHHS TA PO3CIIOBAHHSI TEILIA HA MI'JI KOHBEKTABHHUM IMOTIK 3A HASIBHOCTI
TEIUIOBIABOAY
Canbma Axtap?, Kema6 Bopax?, llbsimanrta YakpaGopru®
“Ilenapmamenm mamemamuxu, Yuieepcumem I'ayxami, I'yeaxami-781014, Accam, Inois
bUGC-HRDC, Vuisepcumem I'ayxami, I'yeaxami-781014, Accam, Indis

VY crarTi po3rspactbes TemioMacooOMiH y MI'J[-KOHBEKTHBHOMY IMOTOILI 4Yepe3 BepTHUKaJIbHY MOPUCTY IUIACTHHY 3a HasBHOCTI
BHUIIPOMIHIOBaHHS, TEIUIOBIZBOAY Ta po3citoBaHHs Temia. CuibHE MarHiTHe Ioje NMPHKIAACHE NEePHEeHIUKYJISIPHO N0 IUIACTHUHM i
cipsimoBaHe B 00iacTh pinunu. KepiBHi Oe3BUMIipHI piBHSHHS PO3B’s3yIOThCs 3a nonomoroo BOymoBaHoro B MATLAB merony
BupimyBada bvpdc. PesynbraTé 0OYHCIIOIOTHCS 3a JOIMOMOTOK MAaTEMaTHYHOTO MPOTPaMHOTO 3a0e3MMEYCHHS, a BIUIMB PIi3HUX
0e3po3MipHUX MMapaMeTpiB, 0 BXOAATH Y 3a1a4y, Ha MPpoQili IBHAKOCTI, TEMIIEPATYPH Ta KOHIICHTpALil BiToOpaxkaeThcs B rpadiqHux
¢dopmarax. Byno BijzHaueHO, IO 3aCTOCYBAHHS MarHITHOTO MOJISL CHOBUIBHIOE IIBUAKICTH pinrHH. KpiM TOro, K e(heKT TermIoBoro
BUIIPOMIHIOBAHHS, Tak i 4nciio [IpaHITIIs TOBHICTIO 3aCTOCOBHI 10 TEMIIEpaTypH piiMHA. BaskMBO 3ayBakuTH, O pamiaTop pi3Ko
3HIIKYE TEMIIepaTypy Ta MIBUAKICTH piauHu. [loTouHa po6oTa BUKOPUCTOBYETHCS B 0araTboX peajbHUX NporpaMax, TAKUX K XiMiuHa
IHDKEeHepisl, IPOMUCIIOBI IPOLIECH, CUCTEMa MOXKE MICTHTH KijlbKa KOMIIOHEHTIB, KO)KHA 3 SIKHX KOHLIEHTpALlisl 3MIHIOEThCS Bijl OJHI€T
TOYKH JI0 1HIIOI B Psifi Pi3HUX 0OCTaBHH.

Kurouosi cnoBa: meniomacoobmin; MIJ]; poscitosanns menna; nopucme cepedosuuje; bvp4c
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Heat transmission by ordinary fluids such as pure water, oil, and ethylene glycol is inefficient due to their low viscosity. To boost the
efficiency of conventional fluids, very small percent of nanoparticles are added to the base fluids to prepare nanofluid. The impact of
changing in viscosity can be used to investigate the rheological properties of nanofluids. In this paper, (CoFe20O4)/engine oil based
nanofluids were prepared using two steps standard methodology. In first step, CoFe204 (CF) were synthesized using the sol-gel wet
chemical process. The crystalline structure and morphology were confirmed using X-Ray diffraction analysis (XRD) and scanning
electron microscopy (SEM), respectively. In second step, the standard procedure was adapted by taking several solid volume fractions
of CF as © =0, 0.25, 0.50, 0.75, and 1.0 %. Such percent of concentrations were dispersed in appropriate volume of engine oil using
the ultrasonication for 5 h. After date, the viscosity of prepared five different nanofluids were determined at temperatures ranging from
40 to 80 °C. According to the findings, the viscosity of nanofluids (uaf) decreased as temperature increased while increased when the
volume percentage of nanofluids @ raised. Furthermore, total 25 experimental observations were considered to predict viscosity using
an artificial neural network (ANN) and response surface methodology (RSM). The algorithm for building the ideal ANN architecture
has been recommended in order to predict the fluid velocity of the CF/SAE-50 oil based nanofluid using MATLAB software. In order
to determine the validation of the predicted model, the mean square error (MSE) was calculated as 0.0136 which corresponds to the
predicted data is well correlated with experimental data.

Keywords: Cobalt Ferrite; Nanofluids, Viscosity, Solid volume fraction; ANN; RSM

PACS: 47.63.-b, 61.46.+w, 07.05.Mh, 05.40.Jc, 66.20.E}j

1. INTRODUCTION

Nanofluid is a form of fluid formed by dispersing nano-sized particles in a base fluid [1]. These nanofluids have
gotten a lot of interest in the last few decades for their applications in microelectronics, transportation, solar, nuclear, and
space technology [2].Base fluids such as motor oil, water, and ethylene glycol were commonly employed as heat
transporting fluids in a variety of industries [3]. By distributing nanoparticles in a normal fluid such as water, motor oil,
and ethylene glycol, high heat conductive nanofluids can be formed, according to Choi [4]. The most important attribute
of a nanofluid is its viscosity, which is related with heat transfer. It is obvious that when the volume percentage of
nanoparticles increases, convective heat transmission increases [5]. As a result, accurate numbers for nanofluid viscosity
are critical for industrial nanofluid demand [6].

Einstein created analytical methods for forecasting a mixture's viscosity in 1906, Brinkman in 1952, and Batchelor in
1977, but those models, which are based on the colloidal theory and contain particles on the order of micrometre, failed to
predict the viscosity of the mixture numerous times. As a result, a new model based on nanofluid viscosity has been proposed.
The majority of them were based on nanoparticle interfacial layers [7] and Brownian nanofluids nanoparticles in ordinary
liquids [8]. Brownian motion has been discovered to be the cause of additional energy transmission of nano particles.
Convection explains the relative mobility between nanoparticles and based fluids, according to Jang and Choi's first model,
which is based on Brownian motion. Ravi Prasher, on the other hand, demonstrated that Choi and Jang's correlation is
inaccurate, and he produced a new viscosity of nanofluid correlation [9]. Masoumi et al. construct an enhanced correlation
[10] for nanofluid viscosity using the Ravi Prasher Correlation [11]. Yang et al. found a temperature influence on the
viscosity of nanofluids. They experimented using graphene as a nanomaterial. They discovered that when temperature rises,
viscosity decreases [12]. Chen et al. investigated the similar impact of MWCNT-distilled water nanofluid at temperatures
ranging from 278 K to 338 K and discovered that beyond 338 K, the viscosity ratio increases dramatically [13].

He and colleagues observed that the viscosity of nanofluid increased with particle size. However, Lu and Fan
observed that as particle radius grows, so does the viscosity of the nanofluid decreases [14, 15]. Chevalier et al. evaluated
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the viscosity of SiO2-Ethanol nanofluid for particle sizes and discovered that the viscosity increases as the diameter of
the nanoparticles decreases [16]. According to [17] Chevalier et al. experimentally investigated that viscosity increases
abnormally with increasing volume concentrations. The viscosity of nanofluid grows as the volume concentration
increases, after the volume concentration of 0.4%, according to Lu and Fan. Chen et al. discovered that viscosity increases
as the volume concentration increases [18]. According to Mahbubul et al. no correlation can estimate viscosity values
across a wide range of particle volume concentrations [19].

Using various modelling tools, some researchers anticipated the rheological behavior of nanofluid [20]

To synthesize and assess nanofluid thermophysical characteristics such as viscosity [21] (Fig.1), special equipment
and experiments, as well as a significant amount of time and money, are required [22].
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Figure 1. Special apparatus for the preparation of nanofluids

There are numerous research studies that may be utilized to determine the viscosity of nanofluids. Hajir-Karimi et
al. investigated the viscosities of several nanoparticles in the temperature range 238.15-343.15 K, using a total number
of eight nanoparticles, with a nanoparticle volume fraction of up to 9.4%. An effective and precise artificial neural network
based on genetic algorithm (GA) is modelled for forecasting nanofluid viscosity using computational intelligence
approaches. To optimize the neural network variables, the genetic algorithm (GA) is applied. As input data for
computational intelligence models, they employed nanofluid temperature, nanoparticle size, nanoparticle percentage and
nanofluid density. The nanofluid viscosity was the resulting data. The findings demonstrate that the GA-NN model
matches the actual data effectively, with an absolute deviation of 2.48 % and a high degree of correlation value
(R =0.98).[23]. Majid Gholizadeh et al. properly calculated the viscosity of thermodynamic nanofluids using a robust
artificial intelligence technique known as random forest (RF). Temperature, solid volume percentage, base fluid viscosity,
nanoparticle size, and nanoparticle density were used to build the model. In addition, 2890 data points were gathered.
They utilised (R = 0.989, RMSE = 0.139, MAPE = 4.758 %) rather than the MLP (R = 0.915, RMSE = 0.377,
MPE = 16.194 %) and the SVR (R = 0.941, RMSE = 0.315, MAPE = 7.895 %) for model accuracy. They produced an
effective model based on comparative findings with other approaches [24]. Praveen Kanti et al. used a modern
computational intelligence strategy, ANN and MGGP, to enhance experimentally recorded dynamic viscosity data of
nanofluids. This study looked at the dynamic viscosity of a water-based stable fly-ash nanofluid and a fly ash—Cu (80-
20 % by volume) hybrid nanofluid at temperatures ranging from 30 to 60°C. The viscosity of flue-ash nanofluid is
determined utilizing MGGP modeling (R = 0.99988, RMSE = 0.0019, and MAPE = 0.25 %). Furthermore, experiment
also showed that the MGGP approach excels at predicting flue ash-Cu/Water hybrid nanofluid viscosity (R = 0.9975,
RMSE = 0.0063, and MAPE = 0.664 %) [25]. Abdullah et al. examined the viscosity of MWCNT-COOH nanoparticles
in water at temperatures ranging from 20 to 50° C and solid volume fractions ranging from 0 to 0.2%. As a result of the
experimental results, the unique connection that predicts the relative thermophysical properties of the nanofluids was
established. An adaptive neuro-fuzzy inference system (ANFIS) and the finest artificial neural network (ANN) were built
in addition to nonlinear regression for the least prediction error. 120 experimental measurements were submitted to the
model. Several theoretical models, predicted outcomes, and experimental findings were all compared. ANN has an RMSE
0f 0.46618, but ANFIS has an RMSE of 0.49062, and the mean absolute percentage error (MAPE) of ANN and ANFIS
is 0.00023 and 0.00047, respectively [26]. To predict the viscosity of nanoparticles, Ahmedi et. al. used optimization
techniques to simulate the fluid viscosity of silver (Ag)-water nanofluid: multivariable polynomial regression (MPR),
artificial neural network—multilayer perceptron (ANN-MLP), and multivariate adaptive regression splines (MARS). Size
of the particles, temperature, and silver nanoparticle concentration are the most essential input elements examined in the
modelling approach. The ANN-MLP, MARS, and MPR techniques have R? values of 0.9998, 0.9997, and 0.9996,
respectively.[27]

By forecasting thermophysical qualities, scholars utilized artificial neural network simulation to perform their
researches by the least amount of money and time feasible. A summary regarding the various authors have done the work
using the nanofluids with different mathematical model are shown in Table 1.

In their investigation the artificial neural network model employed by Baranitharan et al. is presented schematically in
(Fig. 2). An artificial neural network (ANN) is a computing approach that understands the relationship between input and
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output by using neurons and their connections. Input neurons send data to buried layer neurons for processing. The data is
then sent from the hidden neurons to the output neurons for processing. The letters "w" and "b" in this image reflect the
amount of weight and bias, respectively (Fig. 2).

Table 1. Summary of the researches conducting by ANN, MLP and RSM using various nanofluids

Scholar Nanofluid Technique Objective

Bahirai et al. [30] Several Nanofluids (analysis) ANN and hybrid Al Nanofluids thermal
algorithm characteristics.

Zhao et al. [31] Several Nanofluids (analysis) ANN Predicting the viscosity of a

substance in order to use it in
a radiator.

Vakili et al. [32] Water based grapheme. MLP-genetic algorithm Viscosity
Vakili et al. [33] Water based CNT. Levenberg—Marquardt Thermal properties
algorithm

Heideri et al.[34] Al208i02 and CuO nanoparticles ANN Viscosity

dispersed in water.
Alirezai et al. [35] Multiwall carbon nanotube. MLP Dynamic Viscosity
Esfe et.al. [36]

Oil based hybrid nanofluid. RSM Viscosity of nanoparticles-
Esfe et.al [37] based oil.
Esfe et al. [38] MgO-MWCNT (75-25%)/10W40 RSM Thermophysical properties
Esfe et.al.[39] Optimization of Viscosity.

Co304/EG (40/60) aqueous nanofluid. RSM
Magsood et.al.[40] CNT nanofluids.
Esfe et al.[41] Multi-walled CNT nanofluids. ANN and RSM Thermophysical properties.

Thermophysical properties.
Water based nanofluids. ANN and RSM
Hidden layer Output Layer
Input / —. Output
e
1 1

10 1
Figure 2. A schematic diagram of an artificial neural network

Many models for determining effective viscosity values have been established in the past. Some researchers, such
as Einstein [42] provided a theoretical model for forecasting nanofluid relative viscosity. When SVF is less than 0.20
percent, the Einstein model (Eq.1) yields more accurate findings, and it is based on the notion that solid suspended
particles in the base fluid are spherical:

Hnr = (1 + 2.50) ppy. (1)

Where W' stands for viscosity, '¢' for SVF, and the abbreviations "nf" and "bf" stand for nanofluid and base fluid,
respectively. Wang et al. [21] also gave the model for estimating relative viscosity shown below

Also, H. De Bruijin[43] proposed a model to predict the relative viscosity of nanofluids containing spherical nanoparticles:

On the other hand, current theoretical models fail to detect the viscosity of nanoparticles. Nanofluids were predicted
by Wang et al (1999) as a function of nanoparticle kind, particle size, volume percent, and temperature. A laboratory-
based study is presented in this paper to analyze the viscosity of a Cobalt Ferrite (40-80°C)/SAE 50 Engine oil based
nanofluid. Temperature and solid volume fraction (SVF) were employed as inputs in an ANN with two related hidden
layers, and viscosity was used as an output. The ANN findings and the experimental results are likewise at variance. After
this, the trial outcomes were compared to the RSM model and the ANN approach.
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2. METHODOLOGY
2.1. X-Ray diffraction and Scanning electron Microscopy
To do this, the sol-gel method [44] was used to create cobalt ferrite nanoparticles (CoFe;O4). The structure was
confirmed using X-Ray diffraction analysis (Fig.3) [45]. The composition of prepared Cobalt spinel ferrite is confirmed
by the EDX [46]. Using the Scherer formula (eq.4), the particle size was measured to be 15 nm. The form and size of the
particles were determined using scanning electron microscopy and the grain size of the particles is analyzed by histogram
(Fig.4) [47].

0.94 A
D= Bcos8’ “4)

where “B” is the full width and half maximum, “A" is the X-ray wavelength, and "0" is the angle suspended.
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Figure 3. XRD pattern of cobalt spinel ferrite Figure 4. (a) SEM image and (b) grain size distribution of cobalt spinel
nanoparticles ferrite nanoparticles

2.2. Surface Modification
To begin, mill the cobalt ferric oxide nanoparticles and then make an 80 ml orthoxylene in a 20 ml oleic acid solution
volume by volume ratio. The Stirring was done of the prepared solution for a few hours to achieve a homogeneous condition.
On the other hand, 2 gm of milled particles, were added to 98 gm of orthoxylene, stirred continuously for surface modification,
and placed on a heated plate. The modified particles are filtered away, and then particles are added to the oleic acid solution.

2.3. Preparation of Nanofluids
The dried powder is then mixed with SAE 50 engine oil in predetermined proportions to make different samples
with varied solid volume fractions, such as 0, 0.25, 0.50, 0.75, and 1.0% solid volume fraction. To make the concentrated
solutions that are necessary, the weight of solid Cobalt nanoparticles and the oil SAE 50 is specified in (Table 2), which
were calculated by using the relation given in (Eq. 5). Stir all the solution samples to obtain the stability of cobalt-based
nanoparticles in engine oil. The experimental work was summarized in a flow chart that was supplied in order to acquire
the greatest understanding of it (Fig.5).

P =—=2 % 100. (%)

mpyp+Mmgi|

Table 2. The composition weights for the preparation of different volume fractions of sample

Number of samples Solid volume fraction (%) Mass of cobalt nanoparticles (g) Mass of oil (g)
1 0.00 0.000 49.83
2 0.25 0.137 49.69
3 0.50 0.275 49.55
4 0.75 0.4125 49.005
5 1.00 0.550 49.77

| Nanofluid preparation by two Step Method |

Preparation of Nanoparticles

[ sot get Auto Combustion Method]

Prcparation of Nanofluid

Weighting and mixing of
nanoparticles powder and enginc oil

I
I

| Weighting and mixing Matterials |
Stirring Constantly
Ultrasonic aggitafion for
Formation of sol Stabilisation

Heat untill formation of gel then
converted into soft powder

Figure 5. Flow chart to represents the preparation of cobalt spinel ferrite-based engine oil based nanofluids in two steps methods

Magnetic Stirring Constantly

Formation of Nanoftluid

Finally, using the free-falling technique, the viscosity of the prepared samples is determined experimentally by using
relation given in (Eq.6).
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n=KT(p; — p2). (6)

where “k” is the proportionality constant, “T” is the average time taken by the free fall body through the fluid between

two fixed points, and “p;”,

p2” are the densities of ball and sample fluid respectively. The experimental viscosity is found

to be correlated with the input parameters temperature and solid volume percent in (Fig. 6).

204 (a) _.f" . 210 '(b) -m=$=0.0%
" - L 53 —e=¢=025%
- 180 e - 180 ™, —h—p = 0.5%
g g & —y=¢=0.75%
7 150 w 150 e § = 1.0%
g 2
E120{ . P e g C né 1207
.‘? o5 L ':Ea 90
@ T =60°C 7
g P e Lt S 604
L 60+ T=70°C | =
= e ey ~ 304
0] e--" © " 1 %%s00c :
0.0 0.2 0.4 0.6 0.8 1.0 1.2 40 50 60 70 80

Solid volume fraction (%)

Temperature °C)

Figure 6. Experimental values of viscosity using various volume fractions of cobalt ferrites based nanofluids
with effect of (a) temperature and (b) solid volume fraction

2.4 Artificial Neural Network (ANN)

One of the technologies used to study human brain activity is artificial neural networks. Many numerical methods
inspired by the human brain have been presented in the subject of Artificial Neural Networks. Many industries have used
the models provided to tackle a wide range of scientific and practical issues. There are many other ANN architectures,
such as the well-known multilayer perceptron (MLP). This strategy was used to develop the present neural network. Many
training approaches may be employed to train the ANN, and one of the most prevalent (the Levenberg-Marquardt
approach) is used in this work.

In systems with various input parameters, neural networks are also utilized to anticipate output data. The viscosity
of Cobalt Ferrite/SAE 50 Engine oil based nanofluids was investigated in this research using two input parameters which
are SVF and Temperature. The ANN approach predicts output data by obtaining the problem's input parameters and
training neurons based on a number of inputs and calculating their weight and bias; errors are gathered during the testing
and validation stages. The most optimal ANN structure is shown in (Fig. 7). The ideal structure contains two inputs, nine
neurons in the first hidden layer, five neurons in the second hidden layer, and one output.

First Hidden Layer

Temperature
ity

Solid Volume Fraction
—_—

Figure 7. The design of the most ideal ANN network

The formulas in Eq. 7, 8 and 9 may be used to compute the most efficient number of hidden layers, neuron counts
in each layer, neuron weighting, and the optimal combination of transfer functions.

_1\" 2
MSE = i=1(Tij -PB). @)
n
1
MAE = ﬁzizl(Tij - B), ®)
N (1..-7)% = (P;: —P)?
RZ — z:1=1(T1] T) (Pll P) . (9)

=N (Ty-1)*

where Tj; and Pjj are the expected and estimated values, and the total number of observations is N.

2.5. Mathematical Correlation Model
The exact viscosity of nanofluid cannot be predicted using theoretical models. As a result of analyzing the
experimental data and applying the RSM method, a new quadratic equation for predicting viscosity has been constructed
(Eq. 10). Experimental data was used to predict viscosity changes when SVF and temperature varied, as well as curve
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fitting rates. The correlation coefficient R? of this equation is 0.9663, indicating that the prediction is correct based on the

experimental results.

p=28.62—3.95T+ 0.3412¢ — 0.2504T¢ + 1.25T* — 0.1313¢*+1.25T2—0.1313¢2

(10)

The results acquired by analysis variance indicate the correctness of the expected model using response surface
technique. In the recommended equation (Eq. 7), the relevance of each variable is shown in (Tables 4 and 5). The
parameter's relevance in the equation is high if the p-value is less than 0.05; if the p-value is more than 0.05, the
parameter's importance in the equation is low, and the parameter's effect can be removed from the equation.

Table 4. ANOVA for nanofluid viscosity

Source Square sum Df Square Mean F-value p-value
Design 99.500 5 9.90 576.52 <0.0001 Significant
A-TEMP 93.840 1 93.84 2718.71 <0.0001
B-SVF 0.6983 1 0.6983 20.23 0.0028
AB 0.2508 1 0.2508 7.27 0.0308
A2 4.320 1 4.32 125.24 <0.0001
B? 0.0476 1 0.0476 125.24 0.2785
Residual 0.2416 7 0.0345 1.38
Cor Total 99.740 12
Table 5. The present numerical model's evaluation of variance

Std. Dev. 0.1858 R? 0.9976

Mean 9.14 Adjusted R? 0.9958

CV. % 2.03 Predicted R* 0.9767

Adeq Precision 68.0720

Fig. 8 (a) shows the excellent agreement between the experimental and predicted daya using the RSM developed
model which reveal the accuracy of the developed model.
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Fig. 8 (b) represent the graph between the deviation bwteen the reference point and viscosity. This graph is provide
the central point (O) of the deviation which ultemetialy gives the overall influence of all process factors on the response
function. The contrast effect of two factors such as solid volume fraction and temperature at the referece point provides
the operating range's of the perturbation presented graph. The residual graph based on run number nad projected data can
be seen in Fig. 8 (c). Only one data points at runs 2 is out from the other data points in between the red lines which is
clear evidence the developed theoretical model has a significant and well adapted to predict the viscosity of the nanofluids.
No abnormality in the random distribution of residuals can be seen in Fig. 8 (d)

3. RESULTS AND DISCUSSION
3.1. ANN Accuracy Evaluation
The coefficients were obtained using the Levenberg-Marquardt learning procedures, which were utilized to train the
network. In this case, the neural network repeats the prediction cycle, altering the weight and bias as well as the training
stage to achieve the desired error rates. In this study, the error value is fully provided in (Table 3), which shows the
relationship between eq. 7 and 9. The fact that R? is so near to 1 (0.9999) demonstrates the constructed neural network's
exceptional accuracy (Fig. 9).
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Figure 9. Confirmation of ANN results with experimental results
Table 3. The results of an ANN model to measure viscosity of cobalt ferrite / SAE 50 Engine Oil
Train Step accuracy analysis
3.896 x 10°° MSE
0.037611 MAE
0.9995 R?
Test step accuracy
0.3122 MSE
4.028138 MAE
0.9946 R?
Total accuracy analysis by ANN predicted topology
0.9941 R?

The experimental data is compared to the ANN's predicted data in the Fig. 10. In this comparison, the trial, train,
and total network data were compared. The ANN's projected values are well-trained, resulting in appropriate test data,
validation, and total data correctness, as shown in this diagram.
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Figure 10. The correlation of intended ANN outputs with the experimental set of data during training, testing, and all data phases

3.2 Prediction Accuracy of Artificial Neural network against Mathematical Model

The validation of the ANN and RSM techniques in estimating viscosity at different temperature and solid volume
fractions is compared in this section. The ANN forecast, on the other side, closely matches the patterns of experimental
results. It can be concluded that the prediction of ANN method is better than the RSM prediction with experimental results.
The outcomes of the ANN and RSM are compared in (Fig.11)
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The relationship average absolute percent deviation (AAD) is used to compare expected and observed data

in (Eq.11).

AAD% = 1 ﬂzlw X 100.

jexp

N &t
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Eq. 11 specifies the number of experiments (N), experimental calculated viscosity (exp), and expected viscosity
(pre). Calculations revealed that the AAD% is 1.7112%, indicating that the results are accurate. Fig. 12 (a) depicts the
experimental data that back up ANN predictions. Maximum margin of deviation (MOD) percent reported (-7% and 9%).
The symbol placement on the bisector line also indicates whether the experimental data matches the neural network's
predicted outcomes. Fig.12 (b) depicts the experimental data that back up RSM predictions, that’s confirmed the RSM
prediction is correlated with the experimental values. Maximum margin of deviation (MOD) percent reported (-8% and
10%) for RSM. The comparison of MOD% for ANN was observed less than the MOD% observed in RSM, indicates that
the ANN model much better than RSM.

Another method for comparing experimental data with data produced from the suggested correlation is to use Eq.12
to calculate the percentage of data deviation from experimental data.

MOD% = 1 — “Pred
HEXp

(12)

Another comparison chart for nf versus temperature and Solid volume fraction is shown in 3D space to evaluate the trained
ANN method for estimating the viscosity par. (Fig. 13a). Fig. 13b depicts another 3D space for estimating viscosity using the
RSM model. We may deduce from the diagram that a well-trained ANN can be utilized to simulate viscosity. Furthermore,
solid volume fraction has a larger impact on viscosity than temperature, which has a smaller impact on the output values.
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Figure 12. Margin of deviation for RSM and ANN projected data compared with experimental data
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Figure 13. 3D graph of viscosity against temperature and SVF using the (a) ANN and (b) RSM methodology

4. CONCLUSION

Under this research, 25 experimental results for the viscosity of cobalt ferrite/SAE 50 engine oil based nanofluids
in all temperature ranges from 40, 50, 60, 70, and 80°C, at SVFs of 0, 0.25, 0.50, 0.75, and 1.0%, were tried to compare
with the simulated values by the neural network, with their insignificant difference (-7%, +9%) representing a precise
model for forecasting nanofluid viscosity. The sample's viscosity is significantly influenced by the parameters of the
nanoparticle's temperature and solid volume fraction (SVF), therefore an increase in SVF across the range results in a
notable increase in viscosity. For all SVF ranges, rising temperature will result in a decrease in dynamic viscosity. From
a collection of 25 ANN data, the best optimum structure was chosen after analysis by two hidden layers that each had 9
and 5 neurons. For the first and second hidden layers, respectively, logsig and tansig are the ideal transfer functions.
Another appropriate technique to use the RSM method was to build a mathematical relationship between the input
parameters temperature and solid volume percentage. The correlation model's accuracy (R? = 0.9663) was lower than the
neural network model's (R? = 0.9941). Furthermore, the experimental findings were compared to the data collected from
the RSM and neural network data. The gap between experimental and anticipated model data is quite small, with the
greatest difference occurring at temperature 50°C and SVF of 1.0. The MOD% for ANN was observed to be lower than
the MOD% for RSM suggests that ANN is a much better model than RSM for predicting the viscosity.
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The paper presents the results of a study of the charge and energy characteristics of multiply charged ions excited on the surface of a
single-element and hydrogen-containing multi-component element targets under the influence of laser radiation with a power density
(q=103-10" W/cm?). Tt has been experimentally shown that, for all used values of g laser radiation, laser-induced plasma from gas-
containing targets is characterized by a lower relative yield (dN/dE) of multi-charged ions with a charge number of Z>+3, compared
to the plasma produced on the surface of the single element target. Moreover, the tendency to reduce dN/dE of multi-charged ions of
the multi-element target, in comparison with the relative yield of ions from the plasma of the single-element target, is more
significant and it depends on the charge of the excited ions. The increase in the charge and energy state, duration, and yield of ions of
the heavy component, which occurs with an increase in the content of the light component in the target, has been established. This is
explained by a decrease in the efficiency of recombination processes caused by an increase in the expansion velocity of a plasma
plume due to a decrease in its average mass.

Keywords: Laser-induced plasma, Multiply charged ions, Mass spectrometer, Energy spectrum, Hydrogen-containing two-element
plasma, Recombination processes

PACS: 52.38. 1, 52.38.Mf

1. INTRODUCTION

The need for a highly efficient source of multiply charged ions has increased significantly due to the emergence of
a new direction in the controlled thermonuclear fusion - inertial fusion on heavy ions. Heavy ions are attractive because
of the charge features of their interaction with the target material. First of all, this is a strong deceleration of ions in a
substance, which makes it possible to provide a high level of heating. In addition, the ion's high energy makes it
possible to get by with relatively small currents. The laser ion source is considered one of the leading contenders for
participation in the international program on controlled thermonuclear fusion [1-3].

At present, three types of ion sources are considered contenders for participation in the controlled inertial
thermonuclear fusion (ITS) program: electron-beam, electron-cyclotron-resonance, and laser. An analysis of their
comparative characteristics allows us to conclude that the most promising is the laser source of ions.

A laser-plasma generator (LPG) is a system of a high-power frequency laser, a chamber for interaction with a
target, and a device for extracting a high-current ion beam. The system makes it possible to generate intense streams of
highly ionized atoms and nuclei of various elements, including radioactive isotopes, and to inject them into
electrophysical devices. The experiments showed that to match the ion source with various accelerators fully. It is
necessary to reduce the current of low-charged ions and increase the current of highly-charged ions. Controlling the
laser power density and selecting various single-element targets to increase the yield and charge of ions did not give the
expected outcome [4]. In order to increase the efficiency of ionization processes in a plasma plume and reduce the
efficiency of recombination processes, intensive studies are being carried out on the charge and energy state of mono-
and multi-element laser plasma. As well as the release of ions from them, depending on the incident angle [5] and the
laser wavelength, the conditions for its focusing on the target surface [6,7], the composition of a multi-component target
[8,9] and the percentage (or weight) ratio of its constituent components of the target [10], its density, the state of the
structure after various types of treatments [11], the presence of certain impurities, the frequency mode of exposure [12].

The formation of multiply charged ions is associated with the absorption of most of the laser radiation energy in
the plasma and gradual ionization due to a decrease in the ablation rate with an increase in the laser radiation power
density [13]. Creating multiply charged high-order ions is possible using ultrashort fs-pulsed laser radiation, which has
a low light flux compared to short ns-pulsed laser radiation [14, 15]. The time evolution of the formation of multiply
charged ions under the action of ns and fs pulsed laser radiation on carbon was studied [16, 17].

The term "monoelement target" can be used conditionally since, in real conditions, arbitrary solid material
contains light adsorbed gases, such as H and N, which, at a certain content, can not only change the physical properties
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of the object under consideration but, in a certain degree, also affect the efficiency of the processes of its interaction
with intense laser radiation, the formation and expansion of the resulting plasma plume.

Detailed and systematic studies are required to obtain a complete physical picture of the formation processes and
multi-component plasma expansion depending on the composition of the target in the presence of various impurities.
Here, attention must be paid to the factors like charge impurities, energy, angular and dynamic distributions, and the
yield of multiply charged ions. Eventually, one can estimate the effectiveness of the kinetic processes of ionization,
acceleration and recombination, the prevalence, under certain conditions, of one or another process, and the presence of
other processes that affect the characteristics of multiply charged ions.

This work is a step forward to establishing the physical processes of formation and expansion of a two-component
laser plasma, which determines the yield, charge, energy and spatial distribution of multiply charged ions. The relevance of
this study lies in the fact that the experimental results will complement the physical picture of the formation and expansion
of multiply charged ions in a multi-component laser plasma, and, in practice, they will allow not only increase the
efficiency of sources of multiply charged ions but also to create a new method for analyzing solids for light injected gas.

This paper presents the results of a study of the charge and energy characteristics of multiply charged ions of a
hydrogen-containing two-element plasma formed under the influence of laser radiation with a power density
(g=105-10" W/cm?) depending on the atomic mass, the main component of the target. An essential advantage of the
proposed work is obtaining complete information about the processes occurring in a two-element laser plasma formed
under various initial conditions.

2. EXPERIMENTAL PART

The experiments were carried out on an electrostatic mass spectrometer with a mass resolution of dm/m=100 and a
TOF distance of 100 ¢cm [6]. The Nd:YAG laser beam was directed perpendicular to the target surface. The laser
operated at a wavelength of 7.06 um, a pulse duration of 50 ns, an energy per pulse of 5 J, and in a single-pulse mode.
The laser beam was focused through a converging lens onto a target (with focal length /= 10-30 c¢m) placed inside a
vacuum chamber evacuated to 733.3-107% Pa. Creation and maintenance of vacuum at the level of /0--5-10° Pa both in
the ion source chamber and throughout the entire drift space of ions (with the help of NORD-250 magneto discharge
pumps). The spot size of the focused beam was 10 ¢cm’. The intensity of the neodymium glass laser operating in the
single pulse mode was calibrated in the range g=10°-10"" W/cm’ using light filters. Note that the considered laser
intensity exceeds the laser plasma formation threshold (~10% W/cm?). The parameters (energy and duration, laser pulse
shape) of the laser are controlled separately by calorimeters and photoelectric methods [Fig. /].

Figure 1. Experimental setup

The potential was applied to the plates of the electrostatic analyzer from a stabilized universal power supply
(UPS-1). The ions inside the analyzer move all the time perpendicular to the direction of the electric field, there is no
need for additional suggestions about the smallness of the deflection angle. It should be noted that a cylindrical
electrostatic energy analyzer ensures the selection of a group of ions with the same ratio of kinetic energy to charge
(E/Z). Therefore, simple estimates show that the achieved sensitivity (2. =103 wt % and X, =102 G) and resolution
(R»=100) of the laser mass spectrometer, consisting of a time-of-flight mass analyzer and an electrostatic energy
analyzer, close to the limit for this class of devices.

The recording equipment of the mass spectrometer consists of the following elements. A block of laser plasma ion
detectors was made, which is connected to the output of an electrostatic analyzer. This block consists of a Secondary
electron multiplier (SEM-1A) type detector. The wind turbine gain is ~10°.

The targets were made from pure C (i.e. graphite), Cu, polyethylene (CHz), (consisting of bound hydrogen (H)
atoms), Cu[H] (with H atoms embedded) and Ti[H,N], Zr[H,N] (consisting of hydrogen atoms (H) and (N)) in the form
of a thick cylinder with a thickness of d=2 mm and a radius of R=0.5 cm. The target could be moved vertically using a
vacuum feed, so that each laser shot could hit a fresh surface to avoid the cratering effect. The target surface was
cleaned with the first laser pulse, and the results presented here were averaged over the next four pulses. The error in
measuring the mass-charge spectrum of ions is 10%.
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3. RESULT AND DISCUSSION

In most experiments on laser-induced plasma ions, little attention is paid to the influence of light gas atoms (for
example, H, N, Ar), which are present in most solid targets in either specially introduced bound atoms or uncontrolled
impurities. However, the presence of such impurities not only changes the physical properties of the target, but also
affects the formation of plasma ions under the action of laser radiation. Therefore, the main purpose of this work is to
study the effect of such bound or embedded gas atoms on the charge and energy states, duration, and yield of ions in a
multi-component plasma.

The time-of-flight spectra of plasma ions generated from the surface of polyethylene, copper, titanium, and
zirconium with embedded hydrogen atoms with a concentration of 10 wt % are experimentally obtained for a mono-
and multi-element target depending on different laser radiation intensity g.

Investigating the charge spectra of Ti, Cu, and Zr ions obtained by exposure to intense laser radiation and a
scanning electron microscope on Cu[H] containing /0 wt.% H, Ti[H,N] and Zr[H,N], in which the concentration of
intercalated H and N atoms was 107-10" wt.%, their comparison with similar characteristics of ions of these elements in
plasma of a mono-element composition showed:

1) Cu ions registered in laser plasma, formed from the copper rod, at ¢ =3-10"° W/em? and g =10'" W/cm?, have
Zma=t 4 and Zma=16, respectively. Recall that in the plasma formed at the specified ¢ laser radiation from C, not
containing H, Cu ions with Z,.x = +5 and +7, respectively, were registered;

2) for Ti and Zr ions formed from Ti[H,N] and Zr[H,N], Zmax of ions of these elements at the above values of ¢ of
laser radiation was +4 and +35, respectively. In plasma produced by the interaction of laser radiation with ¢ = 3-10'° and
10" W/em? with mono-element Ti, Zimax of ions of these elements was +7 and +10, respectively, and Zm,, of Zr ions was
+5 and +7, respectively;

3) it should be especially noted that for all used values of ¢ laser radiation for plasma obtained from gas-
containing samples, a lower relative yield (dN/dE) of ions of the heavy component with Z > +3 is characteristic, in
comparison with the plasma of a mono-element composition (see Fig.2). Moreover, the tendency to reduce dN/dE of
ions of the heavy component, in comparison with the relative yield of ions from the plasma of a mono-element
composition, is the more significant, the greater the charge of the ion. However, the total yield of ions with a given Z in
the case of a multi-component plasma is always greater. This regularity is also characteristic of H ions formed from
copper rods. However, in this case, it is less pronounced. Undoubtedly, this is due to a lower concentration of
intercalated H in it and, secondly, to the presence of two light interstitial gases (H,N) in gas-containing Ti and Zr.
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Figure 2. Energy spectrum of TiNH ions formed from multi-element (a) and mono (b) Ti targets at g~10'" W/cm?

As an example, consider the energy spectra of titanium, which consists of hydrogen atoms (H and N) in a bound
state. On fig. Figure 2 shows the energy spectrum of Ti ions formed from mono (b) and multi-element (a) TiNH targets
at g~10"'W/cm?. 1t can be seen from this figure that the charge and intensity of multiply charged ions in plasma (Ti) are
greater than in plasma (TiNH) for all values of laser radiation intensity g. This is due to the higher concentration of H
and N atoms in the target (TiNH). Another interesting result we found is that the intensity of H" and N* ions in plasma
(TiNH) decreases with increasing laser intensity ¢, starting from a certain critical intensity.

The study of the energy spectra of Ti and Zr ions expanding in plasma together with H and N ions and comparing the
results obtained with the identical characteristics of these ions in a single-element plasma showed that in a plasma obtained
from Ti and Zr containing embedded light gases, the range of energy distributions of Ti and Zr ions with Z = 1-5 for all
values of ¢ laser radiation is greater than the width of the energy spectra of Ti and Zr ions given Z in mono-element
plasma.

As shown above, a similar regularity in the charge and energy spectra change is also characteristic of (CHz), and Cu
ions flying apart in a two-component laser plasma formed from a copper rod. Based on the analysis of the results of studies
of the charge and energy distributions of ions of the heavy component of the plasma formed under the action of laser
radiation on a solid body containing embedded light gases, and comparing them with similar characteristics, in the case of
single-element targets, it can be argued that the absence of ions in this multi-component plasma with Zpax > +5 is due to
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the fact that ions with Z > +6, for some reason, have lowered their initial charge. The absence of ions with a high charge
multiplicity (Z > 4) in (CHa), plasma is associated not with an increase in the efficiency of the recombination process but
with a decrease in the lifetime of such a dense plasma in the ionization zone. As a consequence, C ions leave the plasma
with a lower charge. The similar energy spectra of C and H ions generated from the (CH,), plasma and the similar spatial
distribution of these ions also indicate that ionization processes play an important role in plasma formation and outflow.

A joint analysis of the patterns of change in the charge and energy spectra of the ions of the heavy component of
the laser plasma formed from (CH»),, Ti[H,N] and Zr[H,N] and Cu[H] shows that, if for all the studied samples
identical in nature to the pattern of change in charge states, then the opposite picture is observed for the energy spectra
(Table I). Taking into account that the gases under consideration are in different states in the studied complex targets, it
can be argued that the mechanism for reducing the maximum charge multiplicity of heavy ions obtained from (CHy), is
not adequate to the mechanism for reducing Zmax of these ions formed from gas-containing samples.

Table 1. Patterns of changes in the charge and energy spectra of ions of the heavy component of laser plasma

Element Target Zmax at q=3-10" W/em? (a) Zmax at q=10""W/cm? (b) Emax, keV (a) Enax, keV (b)
C (CH>), 4 4 2,0 3,0
C Monoelement 4 6 2,5 3,5
Ti Ti [HN] 4 5 6,8 8,0
Ti Monoelement 7 10 7,0 9,0
Cu Cu [H] 4 6 5,0 6,0
Cu Monoelement 5 7 5,0 5,5
Zr Monoelement 5 7 5,0 7,0
Zr Zr[HN] 4 5 4,0 5,5

It is known that at low laser radiation intensities (¢g<10° W/cm?) only evaporation of the target material occurs, and
plasma is formed only at high laser radiation intensities [18]. Although the intensity of laser radiation in our
experiments is high enough to form a plasma, evaporation of the target material occurs due to the long duration of the
laser beam (50 ns). Neutral atoms and ions with low charge and energy receive additional energy from highly charged
ions.

Thus, an analysis of the experimental results shows that the mechanisms of formation of light gas ions in a multi-
component plasma and the charge and energy distribution of these ions strongly depend on the conditions for the entry
of these gas atoms into the target. When they are introduced into a target in implanted forms, the formation of gas ions
in a multi-component plasma occurs mainly due to energy transfer from heavy plasma components to light atoms, while
ionization processes dominate.

4. CONCLUSIONS

The effect of the presence of light gas atoms in a target on the formation of the charge and energy spectra of multiply
charged plasma ions formed under the action of laser radiation has been studied by mass spectrometry. It has been
experimentally shown that the mechanisms of formation of light gas ions in a multi-component plasma and the charge and
energy distribution of these ions strongly depend on the conditions for the entry of these gas atoms into the target. When
they are introduced into a target in implanted forms, the formation of gas ions in a multi-component plasma occurs mainly
due to energy transfer from heavy plasma components to light atoms, while ionization processes dominate. An increase in
the charge and energy state, duration and yield of ions of the heavy component, which occurs with an increase in the
content of the light component in the target, has been established. This is explained by a decrease in the efficiency of
recombination processes caused by an increase in the expansion velocity of a plasma bunch due to a decrease in its average
mass.
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Our objective is “Use of Digital Signal Processing to cross Physical and Instrumental Limits in the field of Microelectronics”. We
interest of SIMS (Secondary Ions Mass Spectrometry) signals, denoising the secondary signal, which is altered by the measurement,
is considered that an essential step prior to applying another signal processing technique, that aims enhance the SIMS signals, such as
deconvolution (which is a technique for restoration the original signal). Wavelet theory has already achieved huge success. The most
efficient and widely used wavelet denoising method is based on wavelet coefficient thresholding. Indeed, we choose the wavelet
transform to denoise the SIMS signals. In this paper, we aim to achieve a better result for the denoised signal. To achieve this, we
manipulate the parameters of the DWT (Discrete Wavelet Transform) such as the decomposition level and the type of wavelet. The
choice of wavelet type and the level of resolution can have a significant influence; it is important to note that the choice of resolution
level depends on the type of signal we are dealing with, the nature of the present noise, and our specific goals for the denoised signal.
It is generally recommended to test different resolution levels and evaluate their impact on the quality of the denoised signal before
making a final decision. Moreover, the results obtained in wavelet denoising can be significantly influenced by the selection of
wavelet types. The chosen wavelet type plays a crucial role in the extraction of signal details. Indeed, the effectiveness of denoising
the MD6 sample has been demonstrated by the results obtained with sym4, db8, Haar and coif5 wavelets. These wavelets have
effectively reduced noise while preserving crucial signal information, leading to an enhancement in the quality of the denoised signal.
Keywords: SIMS Analysis; Discrete Wavelet Transform; Multiresolution Decomposition;, Wavelet shrinckage; Denoising; Noise
Reduction

PACS: 25.40.Ep, 25.40.Lw, 43.30.Re

1. INTRODUCTION

Secondary Ions Mass Spectrometry (SIMS) is an analytical technique used to analyze the elemental and molecular
composition of solid surfaces. SIMS analysis has a wide range of applications in materials science semiconductor
manufacturing, geology, and biology, among others. It is particularly valuable for its high sensitivity and the ability to
provide detailed information about the elemental and molecular composition of surfaces at high special resolution [1-3].
Any measurement, regardless of its nature or the object being measured, is susceptible to being affected by various
unwanted signals commonly referred to as noise. In other words, when conducting a measurement, it is common for
disruptive or parasitic elements to mix with the desired signal, which can impact the quality or precision of the obtained
measurement. Noise can originate from various sources, such as electromagnetic interference, environmental variations,
instrumental errors, or even inherent limitations of the measurement method used. It is important to consider these
parasitic signals during result analysis and implement appropriate techniques to attenuate or eliminate them in order to
achieve the most accurate and reliable measurement possible. Wavelet denoising techniques provide a high quality and
flexible solution for mitigating noise in signals and images. The wavelet transforms (WT), a powerful tool in signal and
image processing, has been successfully applied in various scientific domains, including signal processing, image
processing computer graphics, and pattern recognition [4-6]. The denoising of the secondary signal in SIMS is widely
recognized as an effective pre-treatment technique for enhancing the signal quality and even depth resolution. In
particular, deconvolution, a signal restoration technique, plays a crucial role as an important tool in improving depth
resolution.

2. EXPERIMENTAL
2.1. Data and acquiring techniques

In this work, we will use two types of signals, one is a simulated profile, and the other is a real profile that was
measured using the Cameca Ims-6f at oblique incidence. The simulated profile is obtained by convolving a square wave
signal with the DRF (Depth Resolution Function), which is the impulse response of the SIMS system. The addition of
noise with a signal-to-ratio ultimately leads to a signal heavily distributed by noise. The experimental profile (real

7 Cite as: N. Dahraoui, M. Boulakroune, S. Khelfaoui, S. Kherroubi, Y. Benkrima, East Eur. J. Phys. 3, 495 (2023), https://doi.org/10.26565/2312-
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profile) is obtained by analysis of the delta of boron doped silicon in a silicon matrix, analyzed using Cameca Imf-6f at
oblique incidence. MD4 is a profile that contains four multi-Delta-layer. Utilizing a threshold technique and discrete
wavelet transform (DWT), the SIMS signals were denoised and implemented using the MATLAB wavelet toolbox.

2.2. Noise Removal
Wavelet denoising with thresholding
The most efficient and widely used wavelet denoising is based on thresholding wavelet coefficients. This process
follows three important steps: (i) Wavelet decomposition. the input signals are decomposed into wavelet coefficients;
(i1) Thresholding: the wavelet coefficients are modified according to a threshold; and (iii) Reconstruction: modified
coefficients are used in inverse transform to obtain the noise-free signal (Fig. 1). Several researchers have used
thresholding wavelet denoising techniques [6-10].

Wavelet Coefficients
{App_coefff Det_coeff)

Wawvelet
Transform

Input data
{Moisy signal)

Thresholding

Corrected Wavelet
Coefficients (App_coeff/
Thresholded_Det_coeff)

Inverse
Transform

Moise free
signal

Figure 1. Basic flow chart of wavelet-based signal denoising.

3. RESULTS AND DISCUSSION
3.1. Denoising of simulated and experimental profiles. Influence of decomposition level
In this section, we discuss the influence of the decomposition level of the wavelet used for denoising. In this case,
we use a simulated signal. The result is shown in Figure 2 (all the figures are illustrated on a logarithmic scale). A real
profile is also used, and figure3 displays the result.
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During wavelet denoising of a signal, the level of decomposition is directly related to the level of resolution. In
general, a higher number of decomposition levels allows for a finer resolution, while a lower number of decomposition
levels leads to a coarser resolution.

If we choose a higher resolution level, it means that we will retain more fine details of the signal, but there is also
a higher chance of preserving some of the noise. This can be useful if we want to analyze subtle details of the signal, but
it can also make the final signal noisier.

On other hand, if we opt for a lower resolution level, we will achieve better noise suppression because higher-frequency
components (which are often associated with noise) will be removed. However, this can result in a loss of important
signal details, which may be undesirable in certain applications.
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In summary, the influence of resolution level when using wavelet techniques to denoise the signal varies
depending on the specific preferences and requirements of each application. It is essential to experiment with different
resolution levels to find the right balance between noise suppression and preservation of signal details.

3.2. Denoising of sample MD6. Influence of wavelet types
In this section, we address the denoising of the MD6 sample (experimental profile which contains six Multi-Delta
layers) using wavelet transform, with a focus on the influence of different types of wavelets used. The choice of wavelet
type can have a significant impact on the denoising results (see Fig.4).

For signal decomposition, it is important to make a good choice of the mother wavelet or analysis wavelet. This
wavelet must possess the following properties: symmetry, orthogonality, and suitability for discrete wavelet transform
(DWT), [11-14]. A group of mother wavelets has been tested, including the Haar wavelet, Daubechies wavelet, Symlet
wavelet, and Coiflet wavelet. The results obtained with the sym4, db8, Haar, and coif5 wavelets have demonstrated
their effectiveness in denoising of the MD6 sample. These wavelets have successfully reduced noise while preserving
important signal information, resulting in an improvement in the quality of the denoised signal.
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In conclusion, the choice of wavelet type significantly influences the denoising process of the MD6 sample using
wavelet transform. A thoughtful selection of the appropriate wavelet can result in a noticeable enhancement of signal
quality by effectively eliminating noise while preserving essential information.

Regarding the SNR (signal-to-noise ratio), it is an evaluation criterion (quantitative criterion) that we use in this
work. The result improves as the SNR increases, but with caution. Additionally, we use visually inspect the denoised
signals, which serves as a qualitative evaluation criterion.
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Figure 4. Denoising of experimental profile (MD6 sample) by DWT using different wavelet types (sym4, db8, Haar and coif5)

3.3. Evaluation by SNR

In the context of wavelet denoising, evaluation using Signal-to-Noise Ratio (SNR) is often employed to measure
the effectiveness of noise reduction methods. However, it is important to note that SNR alone does not provide a
comprehensive assessment of signal quality. Other factors such as preservation of signal details, introduced distortion,
and subjective perception should also be considered for a more comprehensive evaluation. There is no strict rule to
determine the exact number of appropriate decomposition levels in wavelet denoising procedures. The choice of the
number of decomposition levels generally depends on the nature of signal and the level of noise present.

In some cases, using a larger number of decomposition levels may be preferable to capture finer details of the
signal. However, this can also lead to the amplification of unwanted noise. On the other hand, using too few
decomposition levels may not sufficiently represent the signal details and reduce the effectiveness of denoising.

Table 1. Signal-to-noise-ratio of SIMS signal after denoising using various levels of decomposition

. Simulated Experimental profile
Signals Levels Profile MD 4 MD 6
5 171.8791 58.2853 46.9578

8 180.5946 64.5308 58.0944

10 185.6339 64.6143 65.3376
30 207.4209 114.2810 123.6753

Different wavelet types have distinct properties in terms of temporal resolution, frequency resolution, and filtering
characteristics. The selected wavelet type can affect the ability to effectiveness extract signal details and suppress
unwanted noise. Certain wavelet types, like the Haar wavelet transform, are well-suited for detecting abrupt
discontinuities in a signal but may not be as effective in preserving continuous signals. On the other hand, other wavelet
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types, such as the Daubechies wavelets, can provide better frequency resolution and are often employed for processing
smoother signals.

Table 2. Signal-to-noise-ratio of SIMS signal after denoising using various wavelet types

. Simulated Experimental profile
SignalsWavelet Profile MD 4 MD 6

Sym 4 171.8879 58.2853 46.9578

db 8 172.3121 56.9330 44.9978

Coif 5 172.3118 57.1596 44.5535

Haar 77.3432 53.7140 42.3112

4. CONCLUSION

Wavelet theory has already a powerful tool in the field of signal processing. For SIMS signals, denoising the
secondary signal, which is altered by the measurement, is considered that an essential step prior to applying such a
signal processing technique that aims enhance the SIMS signals.

In the fields of signal processing and image processing, there are many types of criteria to evaluate such work. In
our case, we choosea quantitative criterion, such as the signal-to-noise ratio (SNR), which does not require comparison
with SNR values calculated prior to applying the DWT. Instead, the SNRs of the denoised signals are compared among
themselves. And the other hand, we choose a qualitative criterion, which is based on the direct visualization of the
denoised signals.

In this work, the choice of wavelet type and the level of resolution can have a significant influence; in practice, it
is common to experiment with different numbers of decomposition levels and evaluate the results obtained. Criteria
such as noise reduction, preservation of important signal features, and overall improvement in signal quality can be used
to guide the selection of the appropriate number of decomposition levels.

In addition, it is a common practice to conduct experiments using various wavelet types and choose the one that
delivers optimal outcomes in terms of noise reduction while preserving crucial signals features.
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Hamroro metoro € «Buxopucranss nudpoBoi 00poOKH CHTHAIIB JUIS NMEPETUHY (Pi3MYHUX Ta IHCTPYMEHTAIBHUX 0OMEXeHb y ramysi
MikpoenekTpoHikm». Hac mikxaBmsars curHamm SIMS (Mac-CIeKTpOMETpis BTOPHHHHX 10HIB), HMPUIYIIEHHS ITyMy BTOPHUHHOTO
CUTHAYy, SKHI 3MIHIOETBCS B PE3yJIbTaTi BHMIPIOBAHHS, BBAKAETHCS BAKIMBUM KPOKOM II€pe 3aCTOCYBAHHSM IHINOI TEXHIKH
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BUXIZHOTO curHaiy). Teopist BEHBIIETIB Bxke J0CATIa Benuue3Horo ycrixy. HalleexkTuBHIMIMN 1 ITUPOKO BUKOPHCTOBYBAHUH METO]
BeilBNICT-3HHUILCHHS IIyMy 0a3yeThCsi Ha IOpPOrOBOMY BH3HaueHHi BeiiBner-koedinienra. [lificHo, Mu BHOHMpaeMoO BeHBIET-
MEePEeTBOPEHHS A NpuaymeHHs curHaniB SIMS. V miif ctaTTi M mparHeMo JOCSATTH KPaLloro pe3ysbTaTy AJS CHTHATY 3 IIyMOM.
1106 mocsrt nporo, Mu kepyemo napamerpamu DWT (IuckpeTHe BeiBIET-IEpPETBOPEHHS), TAKAUMH SK PiBEHb PO3KIJIaJaHHS Ta THIT
BeiiBnera. Bubip Tumy BeiiBiera Ta piBHS PO3MIIBHOI 34aTHOCTI MOKE MaTH 3HAYHUH BIUIMB; BaxmBo Big3HaunTH, 110 BUOIp PiBHS
PO3IIIBHOI 3aTHOCTI 3aJIEXHUTH Bil THUITy CHTHAILY, 3 SIKHM MH Ma€eMO CIIPaBy, XapaKkTepy HOTOYHOTO IIyMy Ta HAIINX KOHKPETHHX
LiJIeH [0/I0 3HEIIYMJICHOTO CHTHaNy. 3a3BH4ail peKOMEHIY€eThCs IIPOTECTYBATH Pi3Hi PiBHI PO3ALIBHOT 3aTHOCTI Ta OLIHUTH IXHIH
BIUTUB Ha SIKICTh 3HELIYMJICHOTO CUTHAIY Iepe] NMPUHHATTSAM ocTaToyHOro pimenHs. KpiM Toro, BuOip THIIIB BEHBIIETIB MOXe
CYTTEBO BIUIMHYTH Ha pe3yJbTaTH, OTPMMaHi IPH BeHBIET-3HUILIEHHI. BuOpaHumii Tun BeiiBnera Bimirpae BHUpILIaNbHY pOJIb Y
BUITydeHHI paertaiedl curHaiy. JlificHo, pe3ynmbraTi, oTpumaHni 3 BeiiBneramu sym4, db8, Haar i coif5, npomemonctpyBanu
e(eKTHBHICTh yCyHEHHS HIyMiB y 3pa3ky MD6. Lli BeiiBneTn eekTHBHO 3MEHIIMIN IIyM, 30€pirarouil BaXXJIUBY iH(OpMaIio mpo
CHUTHAJ, IO MPU3BEIIO IO MOKPAIIEHHS SKOCT] 3HEITYMIICHOTO CHTHAIY.

Konrouosi cioBa: ananiz SIMS; ouckpemue getieniem-nepemsopents,; 0eKOMRO3UYISL 3 Pi3HOI0 PO30LILHOIO 30AMHICIIO; Gelignen-
00pI3anHsl; 3HEUYMIICHHS, 3MEHUEHHS ULYMY





