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The objective of the present study is to find the characteristics of evolution of a homogeneous and isotropic universe in the framework
of Brans-Dicke (BD) theory of gravity. FLRW space-time, with zero spatial curvature, has been used to obtain BD field equations.
Scale factor and Hubble parameter have been obtained from an ansatz for the deceleration parameter, assumed on the basis of its
property of signature flip indicating a change of phase from deceleration to acceleration. Validation of the model has been achieved by
a suitable parametrization of that ansatz. Expressions for energy density, pressure, equation of state (EoS) parameter, cosmological
constant, gravitational constant have been derived and depicted graphically. The gravitational constant is found to decrease with time
at a gradually decreasing rate. The Hubble parameter, deceleration parameter and energy density decrease with time, which is in
agreement with many other studies. The value of the EoS parameter at the present epoch is negative, and it becomes more negative
with time. The cosmological constant increases very rapidly in the early universe from negative to smaller negative values, becoming
positive finally, with a much slower change thereafter. A cosmographic and a geometrical analysis have been carried out. It is observed
that a gradual transition takes place from a regime of quintessence to phantom dark energy. An important finding of this study is that
the signature flip of the deceleration parameter takes place almost simultaneously with the signature flip of the cosmological constant,
implying a connection between accelerated expansion and dark energy, which is represented here by the cosmological constant. Unlike
the common practice of using arbitrary units, proper SI units for all measurable quantities have been used. This theoretical investigation
provides the reader with a simple method to formulate models in the framework of BD theory.

Keywords: Brans-Dicke gravity, Dark Energy; Gravitational constant; Cosmological constant; Cosmographic analysis; Om
diagnostic; Statefinder diagnostic
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1. INTRODUCTION

Based on the observations regarding the Type 1a supernova, it was established that the universe is expanding with
acceleration and the present phase of acceleration was preceded by a phase of deceleration [1-5]. It has been a great
challenge since then to explain the cosmic acceleration. According to the general theory of relativity (GTR), there is a
strange form of energy, named Dark Energy (DE), which causes this acceleration. One of the parameters representing DE
is the cosmological constant (A) in ACDM model which is known to be consistent with several important astrophysical
observations related with supernova, baryon acoustic oscillation and cosmic microwave background. But it cannot
account for the structure formation at small scales. DE models with scalar fields, such as phantom, quintessence and
tachyon models were formulated to account for the phenomenon of late-time acceleration by Copeland et al. [6].

Several models were formulated to explain the dynamical behavior of DE [7-9]. One of the most significant among
the theories which are modified versions of GTR is the one formulated by Brans and Dicke, which supports Mach’s
principle and weak equivalence principle [10]. The theory of f (R, T) gravity is another such important theory of modified
gravity [11, 12]. Brans and Dicke made a pioneering contribution to the theoretical exploration of the scalar tensor
theories, and the elegant theoretical framework built up by them is known as Brans-Dicke theory of gravity. The scalar
field (¢p) in this theory evolves with time and we have ¢¢ = 1/G where G stands for the gravitational constant. A
dimensionless constant w in BD theory couples the scalar field with gravity. BD theory can generate the results of GTR
if ¢ is constant and w is infinitely large [13]. An important role is played by the scalar field ¢ in explaining the
characteristics of the inflationary universe [10, 14, 15]. Based on BD theory, various cosmological models have been
formulated by several researchers to account for the observed features [16-20]. The dynamics of Bianchi Type-V universe
have been studied by Prasad et al. under the framework of BD theory [21]. DE models in BD theory have also been
constructed where the dimensionless parameter w is a function of the scalar field (¢) [22].

The main objective of the present study is to construct a cosmological model, in the framework of Brans-Dicke
theory of gravity, to find and analyze the features of time evolution of different cosmological quantities. For this purpose,
we have built a model starting from an empirical expression for the deceleration parameter (q) which is based upon the
fact that g undergoes a signature flip as time goes on. Expressions for Hubble parameter (H) and scale factor (a) have
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been derived from that ansatz for ¢ which clearly demonstrates (as a function of time) the change of the mode of expansion
of the universe from deceleration to acceleration. The values of the arbitrary constants involved in this model have been
calculated by using the presently accepted values of some cosmological quantities obtained from observational data.
Considering the homogeneity and isotropy of the universe at large scale, we have used FLRW metric to obtain the field
equations. To extract information from these equations, a power-law relation between the scalar field (¢p) and the scale
factor (a) has been used in the present study. Employing these equations, we have derived expressions for energy density,
cosmic pressure, cosmological constant, gravitational constant, equation of state (EoS) parameter and shown their time
variation graphically. For a cosmographic analysis, we have shown the variation of jerk, snap and lerk parameters in
terms of redshift (z) graphically. To analyze the DE model characteristics, we have employed the theoretical tools named
Statefinder diagnostic and Om diagnostic. It is observed that there is a gradual transition from quintessence dark energy
regime to a phantom dark energy regime in the universe. A novel finding is that, the signature flip of the cosmological
constant is almost simultaneous with the signature flip of the deceleration parameter, pointing towards a role of dark
energy (represented by the cosmological constant) in causing cosmic acceleration.

2. FIELD EQUATIONS
The action for the Brans-Dicke theory of gravity is expressed as,

16m

S = o {p(R —20) + wp 11, + L} =g d*x, ()

where, ¢ represents the BD scalar field, which is reciprocal of the gravitational constant (G = 1/¢). R stands for the
Ricci scalar. The symbol A represents the cosmological constant. w is called the BD parameter which represents a
dimensionless coupling constant. The symbol ¢, denotes the ordinary derivative of ¢ with respect to x#. The matter
Lagrangian density is denoted by the symbol L,,.

The field equation, which is given below, is obtained by the variation of action (i.e., S in eqn. 1) through infinitesimal
changes in the metric tensor g*".

81

1 1 1
Ruv - EguvR = wTuv - % (¢u¢v - Eguvqbyqby) - g (‘l)ﬂ;v - guvD¢) - Aguv (2)

In the above equation, T, denotes the energy-momentum tensor, g, is the metric tensor and R, stands for the
Ricci tensor. The semicolon (;) in this equation stands for the covariant derivative and the symbol O represents the
d’Alembert operator.

Through a variation of the scalar field (¢) in BD action (i.e., S in eqn. 1) we get the following equation.

1 8nT
0¢ = 3+2w (c_4 + 2A¢) A)
where, T = g’“’Tw is the trace of energy-momentum tensor Ty,,.

The matter content of the universe is considered to be that of a perfect fluid distribution, which is given by,

Tuv = puyu, + phuv 4

where, p and p are cosmic fluid’s energy density and pressure respectively. h,, = w,u, — g,, where u, represents the
four-velocity vector of cosmic fluid with g, uku” = 1.

It has been concluded from recent cosmological findings that the observable universe is homogeneous and isotropic
at large scales. To take into account this aspect of the cosmos, we have chosen FLRW metric to represent the space-time
geometry of the universe. This metric is given by,

1
1+kr?

ds? = c2dt? — a? ( dr? +12d0? + r?sin? 0 dep?) )
In equation (5), the symbol a denotes the scale factor. The coordinates (co-moving) of the spherical polar system
are (7,0, ¢). The symbol k is regarded as the curvature parameter which has three values 1, 0, —1, denoting respectively
three characteristics of the expanding universe, namely open, flat and closed.
In co-moving coordinate system, Brans-Dicke field equations (eqns. 2, 3) and the energy-momentum tensor (eqn.
4) for a FLRW metric (eqn. 5) with zero curvature (i.e., k = 0) lead to the set of differential equations given below
(eqns. 6-8).

. 2 2
2 ¢ _o(o) _ 8mp | Ac”
H +H¢> 6(¢) _3¢c2+ 3 (©)
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2 ¢ é_ _8mw 2
2H+y1+2H +2 Q)+¢ TE+ Ac %)
8m(p—3p)
(34—2w)(3}1¢ ¢) O 1 2Ac? (8)

In equations (6), (7) and (8), H represents the Hubble parameter (given by, H = g) A dot over any parameter

represents the conventional derivative of that parameter with respect to time (t).
Based on the three above equations, we have obtained the following expressions for the parameters A, p and p,
represented as functions of a, ¢ and their time derivatives.

A = k +o 2+65—2w?—6w29 ©)
a 0] ag
® =¢_cz[3 (z)z + 322_2@)2 _ Acz] (10)
p 81 a ap 2 \¢
(t)=¢_CZ[AC2_2§_(E)Z_i zﬂf_ﬂ(f)z] (11)
p 8m a a [) ap 2 \¢

3. SOLUTION OF FIELD EQUATIONS
Considering the change of phase of the cosmic expansion from deceleration to acceleration [1-5], we assume an
ansatz regarding the time evolution of the deceleration parameter (q). It is given by,

q(t) =At™—-B (12)
where 4, B,n > 0. This function of time, q(t), undergoes a change of sign (with time) from positive to negative.
Since q(t) = -1 — %, where H is the Hubble parameter, we may write equation (12) as,
H -
sz—l—At” (13)

Integrating equation (13), we get the following expression for the Hubble parameter.

-1

| (14)

H= kl—

where C is a constant of integration.
Substituting H = % in equation (14) we get the following differential equation.

¢ la- (15)

Equation (15) can be solved analytically for C = 0, which corresponds to its simplest solution. That solution leads
to the following expression for the scale factor (a).

a(t) =b[(B—1)(n—1Dt" + A]M%-B) (16)

where b is a constant of integration.

The expressions for a, H and g (in terms of time) are dependent upon the parameters A4, B, b and n. The inter-
dependence of these parameters can be determined by using the values of the cosmological quantities (Hy, g, Po)
obtainable from observational data. The symbols, Hy, q,, py denote respectively the values of H, g, p at the present time
(i.e., t = ty) where t, is the present age of the universe.

Using the fact that g = g4 at t = t;, in equation (12), we get,

A =(qo+ B)ty" 17

Similarly, using the fact that H = H, at t = t, in equation (14), we get,
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Aty™™" 1

1-n Hpto

B=1+

(18)

Solving equations (17) and (18) for A and B one gets,

_ (1-n)(1-Hoto)—qoHoto] , n
A= [qo + nHoto ] to (19)
B = (1-n)(1-Hoto)—qoHoto (20)
nHptg

Thus, A and B are found to be dependent upon the parameter n.
Using the fact that a = a at t = t, in equation (16), we get,

ap=b[(B—1Dn—-1Dt," + A]ﬁ (21

where, a, is the value of the scale factor at the present time. Using equation (21), we obtain b in terms of n and a,, as
given below.

b=ay[(B—1)(n—1t," + A]_ﬁ (22)

Substituting the equations (19) and (20) in equation (22) we get,

1
(1-n)(1—-Hotg)—qoHoto]

b= a, [((1-71)(1—1‘10%)—‘101'1050 _ 1) (n—Dt," + [qo + (1—71)(1—1'1050)-‘101‘10%] ton] n[l 7Hoto I (224)

nHotg NnHoto

Thus, among the four arbitrary parameters of this model (4, B, b and n), it is observed from equations (19), (20) and

(22A) that A4, B, b can be expressed as functions of n. We have chosen a, = 1 in the present study. Hence q, H and a are

dependent on n only. Taking Hyt, = 1[18], we obtain B = — 2 from equation (20), satisfying the condition B > 0, since

n
qo < 0 for an accelerating universe and n > 0 by definition. For A to be positive, we must have (g, + B)t," > 0

(according to eqn. 17). It means g, — % > 0, leading ton < 1 (using B = — % and g, < 0). Thus, the range of values

for n is obtained as, 0 < n < 1.
An ansatz for the scalar field parameter (¢), where it has a power-law relation with the scale factor (a), has been
used in the present formulation, based on some recent studies [17-20]. This ansatz is,

b =o(£)" (23)

where, m is an arbitrary constant and ¢, = (;i , where G is the present value of the gravitational constant G. In BD theory,
0

the gravitational term G (t) = 1/ ¢(t). Based on equation (23), the first and the second order time-derivatives of ¢ are
given by the following two equations.

¢ =mH¢ (24)
¢ =mH*¢p{(m - 1) — q} (25)
Equation (24) and (25) have been obtained by using the relations: % =H and% = —qH?. Using equations (24) and

(25) in equations (9), (10) and (11), we obtain the following expressions for cosmological term (A), energy density (p)
and pressure (p).

A®) = 25 [(6 — wm? — 4wm) + 2q(wm — 3)] (26)
p(t) = % [Bm+ 2wm) + q(3 — wm)] (27)
p(t)=%[(Z—wmz—Zwm—mz—m)+q(wm+m—1)] (28)

Putting p = py, ¢ = ¢y, H = Hy, q = q, in equation (27), we get the following expression for m in terms of w.
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_ 8mpg—3qo(¢poc?Ho?)
™= (oc2Ho?) G+20-a0w) (29)

Hence, along with n, w is also a free parameter in this model. A, p and p are dependent on both n and w, while q, H
and a are dependent on n only.

The equation of state (EoS) parameter (1) is defined as n = %. Using equations (27) and (28), 17 can be expressed as,

_ (2-wm?-20m-m?-m)+q(wm+m-1)
- (Bm+2wm)+q(3—-wm)

n (30)

Using equation (12) in (26), (27), (28) and (30), the expressions for A, p, p and 7 take new forms represented by
equations (31), (32), (33) and (34), respectively, as given below.

-2
1 AT (6 — wm? — 4m) +
A®) = §<(1 —BE S ) [Z(At‘” — B)(wm — 3)] Gl
¢ - (Bm+ 2wm) +
oc? fa\™ At
p(t) =25 (a_o) ((1 - B)t+5— ) (AT — BY(3 — wm) (32)
-2
_ poc? (a\™ At (2 — wm? —2wm —m? —m) +
p(®) = ?(a_o) <(1 —Be+ ) (At™ - B)(wm +m — 1) ] (33)
n(t) = () _ (2-wm?-20m-m?-m)+(At"-B)(wm+m—1) (34)

p(t) - (Bm+2wm)+(At~"-B)(3—wm)

4. COSMOGRAPHIC ANALYSIS
For a cosmographic analysis, we have determined the time dependence of jerk(j), snap(s) and lerk(l) parameters,

. , d3a (da\ "3 d*a (da\ ™% dSa (da\ > .
which are defined as, j(t) = a? d—t‘; (d—j) ,s(t) =ad d—tz (d—j) and I(t) = a* d—t? (d—‘z) respectively [23, 24]. These

are dimensionless quantities which depend upon the scale factor (a) and its third, fourth and fifth order time derivatives.
They allow us to determine the rate of cosmic expansion more accurately by a model independent analysis of the evolution
of the universe. Using equation (16) we get the following expressions (eqns. 35, 36 and 37) for j, s and / respectively.

(o = St (35)
where C; = 2B*n — Bn— 2B%? + B,
C, = —ABn? + An? —3ABn + 4AB — A,
and C; = A%n — 242,
s(t) = C4t3”+cst2’;+366t“+c7 (36)
(n—1)2t3n
where C, = 6B3n? — 7B?n? + 2Bn? — 12B3n + 14B?n — 4Bn + 6B% — 7B? + 2B,
Cs = —AB?n* + 2ABn* — An* — 5AB?n® + 6ABn® — An® — 5AB?n? — 4ABn? + 3An? + 29AB?n — 184ABn +
An — 18AB% + 14AB — 2A,
Cy = 4A%Bn® — 4A%n3 + 7A’n? — 22A%Bn + 4A%n + 18A%Bt™ — 742,
and C, = —A3n? + 5A3%n — 643.
I(t) = Cgt4n+C9t3:n+_C11)o3tt2;+C11tn+C12 (37)
where Cs = 24B*n3 — 46B3n3 + 29B?n® — 6Bn® — 72B*n? + 138B3n? — 87B%n? + 18Bn? + 72B*nt*" —

138B3n + 87B%n — 18Bn — 24B* + 46B3 — 29B? + 6B,
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Co = —AB®n® + 3AB?n® — 3ABn® + An® — 8AB®n5 + 19AB?n® — 14ABn® + 3An5 — 16AB3n* + 184AB%*n* +
2ABn* — 4An* + 10AB3n3 — 60AB?n® + 50ABn® — 10An® + 161AB3n? — 163AB?n? + 23ABn? + 94An? —
242AB3n + 321AB%*n — 116ABn + 7An + 96AB® — 1384B? + 584B — 64,

Cio = 1142B*n® — 224?Bn® + 114%n° + +194%2B?*n* — 842Bn* — 114%n* — 654%B?n3 + 13042Bn® —
40A?n® — 115A2B?n? — 104?Bn? 4+ 40A?n? + 294A?B*n — 228A?Bn + 29A%n — 144A?B? + 138A%B — 2942,

Cyy = —11A3Bn* + 1143n* + 3043Bn® — 454303 + 3543Bn? + 3543n? — 15043Bn + 4543n + 96A3B — 4643,
and C;, = A*n3 — 94*n? + 26A%*n — 24A*.

5. STATEFINDER AND Om DIAGNOSTICS
Sahni et al. introduced two parameters r and s which are defined as [25],

_ g2 Pa(day™
TEa s (dt) %)
_ 2(1-n
T 3(1-29) 39)

The expression for r is the same as the expression for the jerk parameter j(t).

Like H and g, these dimensionless parameters are functions of the scale factor (a) and its higher order derivatives.
These parameters help us to differentiate between any DE model and the ACDM model. As per statefinder diagnostic,
(s,r) and (g, r) trajectories are plotted ins — r and g — 7 planes, respectively, to analyze the evolution of the universe
under the frameworks of different models of dark energy. Since g, r and s involve only the scale factor (a) and its time
derivatives of higher orders, this method is independent of the framework of gravity. Thus, this diagnostic is model
independent.

Using equations (12) and (16) in equations (38) and (39), r and s are expressed as,

_ C1t2n+C2tn+C3

(n-1)t2n (40)
2 1_C1t2n+C2£:7'1+C3
s = { (n-nt? } (1)

3{1-2(At~"—B)}
where, C; = 2B*n — Bn — 2B% + B, C, = —ABn? + An? — 3ABn + 4AB — A and C; = A*n — 2A%.

ACDM model is represented by the point (s,7) = (0,1) in s — r plane. Standard cold dark matter (SCDM) model
is represented by the point (s,7) = (1,1) in FLRW background. The point (q,7) = (—1, 1) stands for steady state (SS)
model and (q,7) = (0.5, 1) stands for SCDM model in g — r plane.

Om diagnostic has been used in recent cosmological studies to distinguish between the standard ACDM model and
various other DE models [26]. In this theory, a parameter called Om(z) is defined as

[E(2)]*-1
z3+3z2+43z

om(z) = (42)

where, E(z) = % and z(= % — 1) is the redshift parameter. The positive curvatures of Om(z) trajectories imply
0

phantom behaviour while negative curvatures of Om(z) trajectories indicate quintessence behaviour of dark energy.
Constant value of O0m(z) for a model indicates that its behaviour is the same as that of the ACDM model.

6. RESULTS AND DISCUSSION
To plot some cosmological quantities graphically with respect to redshift (z), we have derived the following relation
(redshift versus time) based on equation (16).

1

z=2—1==[(B~D(n~Dt" +A] "5 ~1 (43)

Since the behaviour of the deceleration parameter (q) determines how the phase of decelerated expansion of the

universe changes into the phase of accelerated expansion, we have derived the following expression for A as a function
of g, using equations (12), (14) and (26).
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2¢2 A

Alq) = [(6-wm?Z-4wm)+2q(wm—3)] 1-B) {(ﬂ)_%} N A{(QT) n} . s

To validate the present model, the arbitrary constants associated with the formulation have been so adjusted that the
values of Hy, qg, po, G, to are obtained correctly from the model, as discussed in Section-3 of this article. For this
purpose, we have used the following values of these parameters [18].

Hy =234 x 10" sec™?, g, = —0.55, pp = 8.91 X 1071° J/m3, G, = 6.67 X 1071 I1N m? Kg~2 t, = 4.13 x 107 sec.
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Figure 1. Plots of Hubble parameter (H) versus time Figure 2. Plots of deceleration parameter (q) versus time

Figures 1 and 2 show the time evolution of Hubble parameter (H) and deceleration parameter (q) respectively, for
three values of the parameter n. It is observed that H decreases with time, which is consistent with recent studies based
on various models [7, 17-19]. The deceleration parameter shows a signature flip indicating a change from decelerated
expansion to accelerated expansion, in accordance with the observed features [7, 17-19].

£ 1.2x10° - T - T . _ . T . ;
g _ 2 i - -
© 1.0x10° F n=0.1 z 00
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= 0.0 1 1 o " 1 " 1 N
= 0.0 05 10 15 0.0 05 10 15
‘[/‘[0 t to
Figure 3. Plots of energy density (p) versus time Figure 4. Plots of cosmological Constant (A) versus time

Figures 3, 4, 5 and 6 show respectively the behavior of energy density (p), cosmological constant (A), Gravitational
constant (G) and EoS parameter (1) with respect to time, for three values of the parameter n. These four cosmological
quantities depend also on the Brans-Dicke parameter w. It is found from equation (29) that m > 0 for w > —1.11. Using
equation (32) we have found that, for some values of w, in the range of w < —1.11, p becomes negative. Due to this
discrepancy regarding the sign of p values, we have chosen to use w values belonging to the range of w > —1.11. For all
calculations we have used w = 2, leading to m = 0.61, which are consistent with a recent study in the framework of BD
theory [19]. Another study by Goswami et al, in BD framework, also used positive values of w [18]. As per equation (23),
¢ increases with time if m > 0, implying that G (= 1/¢) decreases with time, as shown by Figure 5, which is in agreement
with some recent studies based on different theoretical models and experimental observations [18, 27, 28]. Figure 3 shows
that p decreases with time, as obtained from many other studies [9, 17, 19, 29, 30]. Figure 4 shows that A rises very steeply
in the early universe, becoming positive from negative and then changes slowly. This behavior is consistent with the findings
of various other studies [31-34]. As per Figure 6, 17 is negative and decreases gradually with time, with n(t = t,) = —0.8,
which is consistent with values obtained from observational data [35, 36]. According to the plots of Figure 6, the universe
presently has a quintessence dark energy regime (1 > —1) and it is making a gradual transition towards a phantom dark
energy regime (n < —1).
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Figure 5. Plots of gravitational constant (G) versus time
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Figure 6. Plots of EoS Parameter (1) versus time

Figure 7 depicts the variation of cosmic pressure (p) with respect to time for three values of n. It is negative and it
becomes less negative with time. Negative pressure is associated with DE, causing the accelerated expansion of the
universe. This behavior is consistent with the findings of several studies [37, 38].
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Figure 7. Plots of pressure (p) versus time
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Figure 8. Plots of jerk parameter (j) versus redshift (z)

Figures 8, 9 and 10 represent respectively the plots of jerk (j), snap (s) and lerk (I) parameters against redshift (z).
Their behaviours are similar to the results of a recent study under BD framework [19].
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Figure 9. Plots of snap parameter (s) versus redshift (z)

Figure 10. Plots of lerk parameter (I) versus redshift (z)

Positive values for j and I and negative values for s represent accelerated expansion [39]. Figures 8 and 10 show j
and [ to have positive values for all values of n. As per Figure 9, the values of the snap parameter (s) undergo a transition
with time from negative to positive (based on the fact that z decreases as t increases). From equation (36) it is found that
the value of the snap parameter at the present time (i.e., at t = t;) is negative forn > 0.227, which is consistent with the
plot forn = 0.3 in Figure 9 where s is negative at t = t;, (i.e., z = 0). It provides a clear guideline for choosing the values
of n for an accelerating universe. It has been shown in Section-3 of this article that 0 < n < 1, based on the requirements
for a proper parameterization of the ansatz that we have chosen for the deceleration parameter (represented by eqn. 12).
Figure 8 shows that, the rate of increase of j with time (i.e., as z decreases) is larger for smaller values of the parameter
n. We observe almost the same behaviour for the plots of s in Figure 9. In Figure 10, the values of [ initially decrease
with time and, at some point of time in future (i.e., z < 0) the values increase with time, having the largest rate of rise for
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the lowest value of the parameter n. For plotting the graphs in Figures 8-10, we did not have to express jerk (j), snap (s)
and lerk (I) parameters as functions of redshift (z). Expressions for these parameters, in terms of z, would have been
extremely complicated and difficult to handle. We generated datasets for j, s, [ and z as functions of time (using eqns.
35-37, 43 respectively) for three different values of the parameter n, using Microsoft Excel. Based on these datasets, we
have plotted j, s, [ as functions of z.

Figures 11 and 12 show the plots of (s, 7) and (g, r) trajectories. Their natures are found to be close to those obtained
from a different model in the BD framework [19]. In Figure 11, trajectories begin in the Chaplygin gas (CG) region (s <
0,7 > 1), and enter the quintessence region (s > 0,7 < 1). Then they merge together and reach the Chaplygin gas region
again after passing through the point (0, 1) which stands for the ACDM model, for all values of n. In Figure 12, the line
r = 1 represents the evolution of ACDM model. The trajectories, starting from the region of decelerated expansion (q >
0), are found to reach and cross the r = 1 line for all three values of n. Here, ¢ = 0.5 line represents matter-dominated
era. These two figures show that the constructed model is presently behaving as a quintessence dark energy model. Its
predictions for the future evolution of the universe will be like the Chaplygin gas model, after passing through an
intermediate stage having the behavior which is consistent with that of the ACDM model.
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Figure 11. Plots of (s, r) trajectories for statefinder diagnostic Figure 12. Plots of (q, ) trajectories for statefinder diagnostic

Figure 13 depicts the variation of Om(z) as a function of z for different values of n. It is known that, if the curvature
of Om(z) is positive with respect to z, the model is a phantom dark energy model (n < —1) and, if the curvature is
negative, it is a quintessence dark energy model (n > —1). For zero curvature, it represents the ACDM model [40-42]. It
is observed that, Om(z) rises steeply as z increases and it decreases slowly beyond z = —0.75 (approximately). Its
decreasing behavior at z = 0 (i.e., the present time) indicates that our model has the characteristics of a quintessence DE
model at the present time. Since z decreases with time, Figure 13 shows a transition of the model characteristics from
those of a quintessence DE model to those of a phantom DE model, which is consistent with the inferences drawn from
Figure 6. This transition takes more time to occur for greater values of the parameter n.
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Figure 13. Plots of Om (z) versus redshift (z) Figure 14. Plots of cosmological constant (A) versus deceleration

parameter (q)

Figure 14 shows the variation of the cosmological constant (A) as a function of the deceleration parameter (q). These
plots are based on equation (44). It is observed that, as A changes its sign from negative to positive, g undergoes a signature
flip from positive to negative, indicating the phase transition (i.e., deceleration to acceleration) to be associated with some
phenomena involving dark energy which is represented by A.
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7. CONCLUSION

In the present article, we have constructed a cosmological model using FLRW metric for zero spatial curvature, in
the Brans-Dicke framework with cosmological constant (A). Solutions of the field equations have been obtained from a
proper parameterization of the deceleration parameter q(t) = At™™ — B with A, B,n > 0. The choice of this expression
is based on the phenomenon of signature flip of the deceleration parameter as obtained from astrophysical observations.
The characteristics of the physical and geometrical parameters have been depicted graphically. We have a detailed
interpretation of these graphs in Section-6 of this article. A significant finding of the present study is that the time at which
the deceleration parameter changes its sign (from positive to negative) is almost the same as the time at which the
cosmological parameter changes its sign (from negative to positive), indicating clearly that the change of phase from
decelerated expansion to accelerated expansion is governed by some dark energy dynamics which is generally regarded
as being represented by the characteristics of the cosmological parameter (A), in calculations under different gravitational
frameworks. The plots based on the statefinder parameters show that, for all values of the parameter n, the (s,7)
trajectories enter the quintessence region from Chaplygin gas region, ending up finally in the Chaplygin gas region after
passing through the point representing ACDM. Thus, the future characteristics of the universe, based on this model, is like
those obtained from Chaplygin gas model. The (g, r) trajectories start evolving from a region close to SCDM and move
ahead crossing the line representing ACDM. The findings of the present study are sufficiently consistent with the findings
of models constructed under various other theoretical frameworks, and they are also in reasonable agreement with
observational data. As a future extension of the present work, we have plans to use some new ansatzes representing
deceleration parameter to determine the time evolution of various cosmological quantities and find their average
behaviour under different theoretical frameworks of gravitation. The construction of the present model might be helpful
to the researchers in studying the evolution of the universe under the Brans-Dicke framework by formulating more such
models in future.
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JOCJIKEHHS EBOJIOLIT KOCMOJOITYHUX MTAPAMETPIB HA OCHOBI MOJIEJII TEMHOI EHEPTIi B
PAMKAX I'PABITAIIi BPAHCA-JIIKE
Cyauinro Poii®, Piy Kaiiaa®, Cimpaun Axni®, Cpingkoi Bangionanxsii®, Je6amira Bxarrauap's®
4/lenapmamepm ¢hizuxu, Konedoc Ce. Kcas’epa, Konkama, 3axiona beneanis, Inois
bKoneooe Ce. Kcae’epa, mazicmp @izuxu (2021-2023), Konxama, Inoisn

Mera 1IbOTO AOCIIKEHHS MOJIATAE B TOMY, 1100 3HANTH XapaKTePUCTHKHU €BOJIOLIT OTHOPIAHOTO Ta i30TporHoro BeecBiTy B pamkax
teopii rpasitauii Bpenca-likke (BD). [{ns orpumanss piBHsHb nosisi BD BukopucroByBascsi mpocrtip-uac FLRW 3 HysiboBoio
MPOCTOPOBOIO KpHBU3HOIO. Maciitabuuit koedirieHT i mapamerp Xab0ma Oysiu oTprMaHi 3 MiAXOAY AJIS MapameTpa YIOBUIbHEHHS,
MIPUHHATOTO Ha OCHOBI HOTO BIACTUBOCTI IIEPEBOPOTY 3HAKY, IO BKa3ye Ha 3MiHY (pa3H Bif yIIOBIIbHEHHS 10 prcKopeHHs. [lepeBipka
Mozelni Oyna AOCATHYTa BiIIOBiHOIO MapaMEeTPHU3aLi€l0 HBOTo Miaxody. BuBeneHo ta 300paxkeHo rpadidHO BUpas3d AN TyCTHHU
eHeprii, THCKy, mapamerpa piBHAHHA cTaHy (EoS), kocmoioriunoi mocTiiiHOI, rpaBitamiiinoi moctiiiHOI. BcTanoBneno, mo
rpasiTaliiiHa cTajia 3MEHIIY€ETHCS 3 4aCOM 31 HIBUJIKICTIO, 110 HOCTYIIOBO 3MeHIIyeThes. [Tapamerp Xa66ia, mapamerp yrnoBiIbHEHHS
Ta LIIJIBHICTH €Heprii 3MEHIIYIOTHCS 3 4acoM, IO Y3rOoJDKYEThCs 3 GaraTbMa iHIIUMH JOCIIDKEHHAMH. 3HaueHHs napamerpa EoS B
Cy4acHy enoxy BiJ’€MHe, a 3 4acOM BOHO cTac Iie Bia eMHimmM. KocMornoriuna crana ayske MBHIKO 3pocTae B paHHbOMY BceecBiTi
BiJl HETaTMBHUX JI0 MEHIIMX HETaTHMBHUX 3HAuYeHb, CTAIOYM BPEIUTI MO3UTHUBHOIO, 3 HA0ATraTO MOBUIBHIIIMMH 3MiHAMH ITiCJIS LIBOTO.
IIpoBeneHo xocmorpadiunuii Ta reomerpuunuii aHami3. CHOCTEpIracThCs MOCTYMOBUII MEPEeXiA Bill PEKHUMY «KBIHTECEHLID» IO
(antomMHOi TeMHOI eHeprii. BakIMBUM BHCHOBKOM IIOTO JOCTIDKEHHS € Te, IO XapaKTepHa 3MiHA HapaMeTpa YMOBUTbHEHHS
BimOyBaeThCcA Maibke OIHOYACHO 3 XapaKTEPHOKO 3MiHOIO KOCMOJIOTIYHOI IMOCTIHHOI, II0 O3HA4a€e 3B’SI30K MK MPHCKOPECHUM
PO3IIMPEHHSM i TEMHOIO CHEpIi€lo, sika TyT HPEJCTaBlICHa KOCMOJIOTIYHOI cTanor. Ha BiaMiHY Bij 3aralbHONPUHHATOT IPAKTHKH
BUKOPHCTAHHS JIOBUIBHHX OJMHHIb, Ui BCIX BHMIPHHX BEJIHYHH BHKOPHUCTOBYIOThCS mpaBuibHi oamuuni CI. Ile teopernuHe
JOCIIIJDKEHHS HAJIa€ YuTaueBi IpocTHil MeTo | popMyIroBaHHS MoJieiell y pamkax Teopii BD.

Kurwuosi ciioBa: epasimayis bpanca-/likke, memna enepeis, epasimayiting cmana; KOCMOA02IHHA CMALA, KOCMOPADIUHULL aHATI3;
Om diaenocmuxa,; diaznocmuKka cmauy
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In this paper, we analysed the five-dimensional plane symmetric cosmological model containing perfect fluid in the
context of f(R,T) gravity. Field equations have solved for two class of f(R,T) gravity i.e., f(R,T) = R+ f(T) and
f(R,T) = f1(R)f2(T") with the inclusion of cosmological constant A and quadratic equation of state parameters in the
form p = ap® — p, where « is a constant and strictly a # 0. In order to derive the exact solutions, we utilize volumetric
power law and exponential law of expansion. The physical and geometrical aspects of model have discussed.

Keywords: Quadratic equation of state; f(R,T) gravity; cosmological constant; five-dimensional plane symmetric cos-
mological model
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1. INTRODUCTION

Over a significant period of time, scientific understanding suggested that the expansion of the universe was
decelerating. However, recent astrophysical observations have indicated that our universe is actually undergoing
an accelerated expansion [1, 2, 3, 4, 5]. This phenomenon is attributed to the presence of a mysterious form of
energy, known as dark energy, which possesses a negative pressure. Dark energy comprises approximately 69% of
the total energy content of the universe, while dark matter constitutes about 26%, and baryonic matter (ordinary
matter) makes up the remaining 5%. The precise nature of dark energy and dark matter remains largely
unknown. Scientists have proposed various theoretical explanations to account for the accelerated expansion
of the universe. One approach involves the consideration of dark energy candidates such as quintessence [6],
phantom models [7, 8], polytropic gas models [9], k-essence [10], tachyons [11], chaplygin gas [12, 13], and the
cosmological constant A. The cosmological constant A represents a straightforward and natural candidate for
explaining the expansion of the universe. It is essentially a modification to Einstein’s field equations, serving
as a classical correction factor. Incorporating the cosmological constant into the field equations is an effective
means of generating accelerated expansion. However, this approach faces significant challenges, including the
fine-tuning problem and the cosmic coincidence problem in cosmology [14, 15]. An alternative avenue involves
modifying the geometric component of Einstein’s Hilbert action, leading to the formulation of modified theories
of gravity, such as f(R) [16], f(T) [17], f(G) [18], f(R,T) [19] theories of gravity. These modified gravity theories
play a crucial role in successfully explaining the motion of galaxy clusters and the rotation curves of galaxies
within the universe. By altering the underlying gravitational framework, these theories provide alternative
explanations for the observed accelerated expansion while addressing certain shortcomings associated with the
cosmological constant approach.

Harko et al. [19] have developed a novel modified theory of gravity called f(R,T) gravity, which extends
the concept of f(R) gravity. This theory introduces an arbitrary function within the gravitational Lagrangian,
involving both the Ricci scalar R and the trace T of the energy-momentum tensor. By employing metric
formalization, the researchers derived the dynamic field equations for various choices of the Lagrangian. Sev-
eral investigations have focused on studying plane symmetric cosmological models within the framework of
f(R, T)gravity. Chirde and Shekh [20] have explored plane symmetric models of dark energy represented as a
wet dark fluid in the context of f (R,T) gravity. Pawar and Agrawal [21] examined plane symmetric cosmolog-
ical models incorporating quark and strange quark matter within the framework of f(R,T) gravity. Shamir [22]
have investigated exact static solutions for plane symmetric systems in f(R,T)gravity. Shaikh and Bhoyar [23]
discussed a deterministic solution of field equation for plane symmetric cosmological model with A in modified
theory of gravity. Mollah et al. [24] have explored Bianchi type-III universe with quadratic equation of state in
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Lyra geometry and they found the shear free dark energy cosmological model universe for large values of cosmic
time t. Katore et al. [25] explored plane symmetric cosmological models incorporating perfect fluid and dark
energy within the framework of general relativity (GR). In summary, Harko et al. proposed the f(R,T)gravity
an extension of f(R) gravity and various researchers have since investigated different aspects of plane symmet-
ric cosmological models within this modified theory. These studies have examined dark energy models, quark
matter, static solutions and perfect fluid dynamics within the context of f(R,T) gravity, thereby contributing
to our understanding of the universe’s behaviour.

In recent times, several researchers have focused on investigating various cosmological models within the
framework of modified f (R,T) gravity, aiming to elucidate the evolution of the universe during both early and
late times. Adhav [26] examined a locally-rotationally-symmetric (LRS) Bianchi-I spacetime model assuming
a constant expansion rate in the f(R,T) = R + 2\T gravity theory and obtained a solution and they have
studied physical behaviour of the universe. However, the solutions presented by the author were found to
be mathematically and physically invalid due to an incorrect field equation. Singh and Beesham [27] on the
other hand considered the correct field equations and extended the solutions to incorporate a scalar field model
(quintessence or phantom). They thoroughly explored the geometrical and physical properties associated with
the solutions. Nagpal and her co-authors [28, 29, 30] have also investigated various aspects of f (R, T) gravity.
Katore and Hatkar [31] studied Kantowski-Sachs and Bianchi type III models incorporating a domain wall
within the f (R, T) theory. Singh and Singh [32] examined the anisotropic LRS Bianchi type-I metric with dark
energy within the framework of the modified f (R,T) theory. Aditya et al. [33] analysed a plane-symmetric
dark energy model incorporating a massive scalar field. Singh et al. [34] have studied a spherically symmetric
spacetime in a 5D setting was explored within the framework of f (R,T') gravity, where the f (R,T) gravity
theory itself behaves as a dark energy model. Biswal et al. [35] presented a five-dimensional Kaluza-Klein
cosmological model within the f (R, T) theory of gravity, considering the presence of domain walls and obtained
the solutions using Berman’s proposed special law of variation parameter leading to a constant deceleration
parameter. Dasunaidu et al. [36] investigated non-static five-dimensional spherically symmetric cosmological
models in the presence of massive strings within the framework of f (R,T) gravity. Pawar et al. [37] have
discussed Bianchi type-V model in presence of perfect fluid with heat conduction using modified theory of
gravity.

In the realm of relativity and cosmology, the equation of state plays a significant role as it defines the
relationship between combined matter, temperature, pressure, and energy density within any region of space.
The quadratic equation of state holds particular importance in Brane world models and the study of dark
energy and general relativistic dynamics in different models [38, 39]. Furthermore, the quadratic equation
of state governs the evolution of the universe from the Planck epoch to the de-Sitter epoch, making it an
increasingly relevant topic. Thus, exploring the quadratic equation of state becomes crucial. The general form
of the quadratic equation of state can be expressed as

p= po+ap + Bp? (1)

Where, o, 3, po are parameters. Equation (1) indicates the first terms of the Taylor expansion of any equation
of state parameter of the form p = p(p) about p = 0.

Ananda and Bruni [40] examined the Robertson-Walker cosmological model with a non-linear quadratic
equation of state. Ananda and Bruni [41] also investigated the impact of the quadratic equation of state,

described by the equation,
2

p=apt ™ (2)
(&
on anisotropic homogeneous and inhomogeneous cosmological models in general relativity, aiming to achieve
isotropization of the universe as the initial singularity is approached.

Nojiri and Odintsov [42] have discussed the modifications to the general equation of state, including inho-
mogeneous and Hubble parameter-dependent terms, in the late-time universe. Capozziello et al. [43] presented
observational constraints on dark energy models with a quadratic equation of state. Nojiri and Odintsov [42]
and Capozziello et al. [43] demonstrated that the quadratic equation of state can describe dark energy or unified
dark matter. Mahanta et al. [44] have explored Bianchi type-V universe in the context of f (R,T) gravity for
time varying cosmological constant and quadratic equation of state. Aygiin et al. [45] have studied Mader
space- time in presence of perfect fluid for different quadratic equation of state models in modified f(R,T)
gravity. Rahman [46] discussed an electromagnetic mass model with a quadratic equation of state in the con-
text of general relativity. Chavanis [47] proposed a cosmological model based on a quadratic equation of state,
unifying vacuum, radiation, and dark energy. Additionally, Chavanis [48] investigated a cosmological model that
describes early inflation, intermediate decelerating expansion, and late accelerating expansion using a quadratic
equation of state. Feroze and Siddiqui [49] explored charged anisotropic matter models with a quadratic equation
of state in general relativity. Malaver [50] studied strange quark star models with a quadratic equation of state,
obtaining a class of models characterized by anisotropic compact spheres, where the gravitational potential Z
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depends on an adjustable parameter n. Bhar et al. [51] investigated compact stellar models obeying a quadratic
equation of state. Maharaj and Takisa [52] derived new exact solutions of the Einstein-Maxwell field equations
by considering a static and spherically symmetric spacetime with charged anisotropic matter distribution and
a quadratic equation of state. Sharma and Ratanpal [53] obtained a class of solutions describing the interior
of a static spherically symmetric compact anisotropic star, demonstrating that the model admits a quadratic
equation of state. Singh and Bishi [54] discussed the Bianchi type-I cosmological model containing perfect fluid
with a quadratic equation of state and cosmological constant within the framework of f (R,T) gravity. Singh
and Bishi [55] analysed solutions with a quadratic equation of state in the context of f (R,T) gravity, including
a cosmological constant A, for the Bianchi I transit universe, as expressed by equation

p=ap’—p (3)

where a # 0 is a constant.

In summary, various researchers have investigated different aspects of the quadratic equation of state
in cosmological and stellar models considering its implications for the behaviour of the universe, dark en-
ergy, anisotropy, compact objects, and other phenomena in the framework of general relativity and modified
gravity theories. Motivated by the previous studies in cosmology, this paper focuses on investigating a higher-
dimensional plane symmetric cosmological model that involves a perfect fluid with a quadratic equation of state
within the framework of f(R,T) theory. The structure of the paper is outlined as follows:

Section 2 provides a concise overview of the gravitational field equations derived from the modified f(R,T)
gravity theory. In Section 3, the metric and field equations for the specific case of f(R,T) = R+ 2f (T) are
discussed. Section 4 presents the solutions obtained for the metric and field equations using the volumetric
power law and exponential expansion law. Section 5 explores the field equations for the case of f(R,T) =
fi(R) + fo(T), along with their corresponding solutions using power law and exponential expansion laws.
Finally, in Section 6, concluding remarks are provided to summarize the findings and implications of the study.
In essence, this paper delves into the analysis of a higher-dimensional plane symmetric cosmological model
within the f(R,T) theory, specifically focusing on the presence of a perfect fluid with a quadratic equation of
state. The paper follows a structured format, presenting the theoretical background, field equations, solutions,
and concluding remarks in a coherent manner.

2. GRAVITATIONAL FIELD EQUATIONS OF f(R,T) GRAVITY

The f (R, T) theory of gravity is the modification or generalization of general relativity which is proposed
by Harko et al. (2011). The action principle is,

. / f(R,T) v —gd'z + / Lony/—gd'x (4)

Where, f (R, T) is an arbitrary function of Ricci scalar R and trace T of the energy momentum tensor of matter
T;; . Ly, is the matter Lagrangian density. The energy momentum tensor of matter is defined as,

_ 2 d(=gln) (5)
V=g  69*

on varying the action with respect to metric tensor gog, the field equations of f (R, T) gravity are obtained as
fr (R, T) gravity are obtained as

T =

1
fr (R7 T) Rop — §f (R, T) Jap — fr (R, T) (Vavﬂ - gaBD) = 8nTap — fr (R, T) (Ta,@ + @aﬂ) (6)
where,
0L

@aﬁ - _2To¢5 + gaﬂLm - 29 =~ A Ik
agaﬁaglk

(7)

Here, fr(R,T) = %, fr(R,T) = %, 0= V%V, where V, is the covariant derivative
Now contraction of equation (6) gives

fr(R,T)R +3fr(R,T)—2f(R,T)= 8xT — fr(R,T)(T + ©) (8)

where © = ¢g*# Oap eqn. (8) gives relation between Ricci scalar R and the trace T of energy momentum tensor.
In the present study, we assume that the stress energy tensor of matter is given by,

Top = (p +Dp) UaUp — PYap 9)
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Where, p and p indicates pressure and density of fluid. Here, u® = (0,0,0,0,1) is the five-velocity vector in
co-moving co-ordinate system and satisfies the conditions, u,u® = 1 and u*Vg u, = 0. We choose matter
Lagrangian as L,, = —p ,which yields the

9046 = —PYagp _QTQB (10)

It may be mentioned that these field equations depend on physical nature of matter field. As f(R, T) gravity
depends on matter field, many theoretical models corresponding to different matter could be derived. The Three
classes of three of these models are given as follow

R+2f(T)
f(RT) = f1(R) + f2(T)
J1(R) + f2 (R) f3(T)

In this present work, we have focused on two classes of f (R,T). i.e. first class f(R,T) = R+ 2f(T) and
second class f (R,T) = f1 (R) + fo (T). for the choice of f (R,T) = R+ 2f (T) gravitational field equation of
f (R, T) modified gravity with the help of eqn. (8) and (9), eqn. (6) becomes

| / ’
Rap = 59a5R = 87Tas +2f (1) Tus + {f (T) +2Pf (T’} Jap (11)

where, an overhead prime denotes differentiation with respect to the argument 7.
for the choice of f (R, T) = f1 (R) + f2 (T) gravitational field equation of f (R,T) gravity with the help of eqn.
(8) and (9), eqn. (6) becomes

L) Ry = 512 () g+ (d090 = T Vi) 11 (8) = 87+ 15 (D) Tos + (BT 04 522D ) g0 (12

3. METRIC AND FIELD EQUATIONS FOR f(R,T) =R+ 2f(T)
Higher dimensional plane symmetric cosmological model given by

ds® = dt* — Ry* (dz” + dy*) — Ro*d2” — R3*dw” (13)

here Ry, Ry, R3 are matric potentials which are functions of cosmic time t.
Now using a co-moving coordinate system, the field equations (11) with the help of equation (9) for the metric
(13) can be explicitly written as
R, Ry, Rs RRy RiRy RyR3
e e e = 87 +4\)p —Ap—A 14
B R TR T RiRe  RiRs | RaRy T TANP =W (14)

R1 R1R3 Rl R3

2— + 2 — — = (& 4\ —\p—A 15
R1+R1R3+<R1> + R, (8T +4N)p —Ap (15)
R, Ry Ry R Ry

2— + — — 2 = 4\ —Ap—A 1
R1+R2+<R1> + Rk (8T +4N)p P (16)

= —(81+3\)p +2pA—A (17)

R Ry n 2R1R3 RoR3 " it
R Ry RiRs RoRs Ry

Here overhead dot represents derivative with respect to t.

Dynamical parameters for five-dimensional plane symmetric cosmological model are defined as follows:
The spatial volume V = a* (t) = R;2RaR3

The directional Hubble parameters

e
H:Gm+&+&> (18)
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The expansion Scalar 6 is given by,
R Ry Ry
0 = 4H =2— + — + — 19
Ry + Ry + Rs (19)

The Shear Scalar and the mean anisotropic parameter are defined as
o 4 2

and

A :iz(H};H) (21)

i=1

4. SOLUTIONS OF FIELD EQUATIONS
After solving eqns. (14) — (17), we get

B — ke {xl / “ﬂ (22)
% — kgexp {@ / “ﬂ (23)
% — kzeap {xg / “ﬂ (24)

where ky, ko, k3 and x1 z2,x3 are constant of integration which satisfies the relation
k3 = kle and T3 = T2 + X1

Using above Eqns. (22) (23) and (24), we can write the metric functions A, B and C explicitly as

1 dt

R1 :K1VZ ETP |:X1/V:| (25)
1 dt

Rs =K2V4exp XQ/V (26)
1 dt

R3; = K3V1 exrp |:X3/V:| (27)

where Ky, Ko, K3 and X;, X3, X3 are constant of integration which satisfies the relation
Ki’KyKs=1and 2X; + Xo+ X3 = 0
Now, using Eq. (14) and (17), we obtain

(28)

p

Ry R, Ri R,

o1 |B B By RiBy (R KRy
a(®r+2\) |Ri Ry R RiR3

To solve the Einstein’s modified field equations for the system having four equations and six unknowns
( R1, Ra, R5,p, p,A ). To obtain the complete solution, we need two more physically plausible relations.

1. Quadratic Equation of State

2. Expansion Law

Power Law

V=W (29)

Exponential law
V=W et (30)
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4.1. Power Law Model

vV =wt"
where, V7 and n are constant.
Then metric potential become
Ry = Kovitedenp [0 1 (31)
= exp | —
1 V1 D Vi 1-n
1 n X2 tl_n
Ry = KoVp 7 ta — 32
2 2V1 exp[vl 1—n} (32)
1 X3 tlfn
= K3Vi1 ¢t — 33
R sV 46$P{Vll_n} (33)

As the time ¢ approaching zero, the analysis indicates that all the metric potentials become zero. As a result,
the model exhibits an initial singularity.
The directional Hubble parameter H, = H,, H, H, are given as

n X1
H,=H,= —+ —= 34
n X2
H,= — 35
4t + Vitn (35)
n X3
H, =— 36
41 * Vitn ( )
Mean Hubble parameter H is given by
n
H=— 37
1 (37)
Anisotropy parameter of the expansion is
4X2
= n2‘/12t2(n—1) (38)
where 2X;2 + X52 + X532 = X2
Dynamical scalar is given by
0 = 4H = ? (39)
Deceleration parameter q is given by,
d (1 4
1= at (H) n (40)
Shear scalar A X2
2 2
=-AH" = 41
o =2 e (41)
Using equation (28)
B 1 X22+X327X1(X2+X3) 73771 (42)
P= a (87 +2X) (Vytn)? 2
Using Eqn. (42) in Eqn. (3) pressure is obtained as
1l (XXX (Xt Xs) e 1 X2+ X" - X (X2 +X5)  3n (43)
P=g- 42\ (Vlt")Z 2 a (814 2)) (Vltn)2 t?

With the help of Eqn. (15)

(47 + 2))

B X+ X3" - Xi(X2+ X5y 3n
(47 + A)

(V)2 tQ] —(8™ +5X) o

1
87+ 2X)

X22 +X32 ,Xl(XQ + X3 ) 3777,
(Vltn>2 t2
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4.2. Exponential Law Model
We consider model for exponential expansion.
V =V
Then the scale factor can be obtained by using
-X1
Ry K1V14eﬁtexp ( ewt) 45
WA (45)
1 —Xo _
Ry = KoViielt | ——e ! 46
= Katte (12 (46)
—-X3
Ry = K3Viiellexp [ =24t 47
3= A3Vy p AV, B (47)

Evidently, the metric potentials maintain constant values during the initial period and subsequently undergo
time-dependent evolution without encountering any form of singularity. Eventually, they diverge towards infin-
ity. This aligns with the concept of the big bang scenario, reminiscent of the findings presented in the Shaikh

and Bhoyar [23].
The directional Hubble parameter are given as

Xy
te = (et )
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Xo
X3

Mean Hubble parameter
H=p (51)

At the time ¢ equals zero, the directional Hubble parameters possess finite values. These parameters deviate
from the average Hubble parameter due to the influence of factor 5.
Anisotropy parameter

X2
A=s——— (52)
4 ﬂQ (Vl 6461&)
where 2X;2 + X2 + X532 = X2
Dynamical scalar is given by
X2
o? = — (53)
2(V1 eﬁt)
Deceleration parameter is given by
qg=-—1 (54)

With increasing time ¢, the expansion’s anisotropy diminishes exponentially until it reaches null. As a result,
the space converges towards isotropy in accordance with this model.

Using the values of metric potentials R;, Rs, Rzand substituting the quadratic equation of state in the form
p = ap® — p we obtained the energy density p and A.

_ 1 Xo? + X5" — X1 (X + X (55)
r= a (87 +2X) (Vye4bt)?
p= ! Xo" + X"~ X1 (Kot Xs) | _ 1 X0+ X5% — X1 (Xo + X3) (56)
(8 +2)) (Vle‘“”) : a (87 +2)) (Viet6t)?
(A7 +2)) | X2® + X3° — X1(Xo + X3 ) (87 +5)) 1 ) )
= - X X" — X7 (Xo+ X
(4 +A) (Viedt)’ Ve \a@rray K2 A - X (et X))
o - [3X:2 + X532 + 2X, X3] o)
(Vietd)”
il 1 ! |\ T~ — | : L I\I\'— el |

o 01 02 03 04 05 06 07 08 09 1
01 02 03 04 05 06 07 08 09 1 Cosmic time t
Cosmic time t

Figure 5. Figure 6.
Shear Scalar vs Cosmic time ¢ for 8 Anisotropy Parameter vs Cosmic time ¢ for 3,
Vi, X2, X3 =1,X; = 1. Vi, Xo, Xy = 1, Xy = —1.
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5. FIELD EQUATIONS FOR f(R,T) = fi(R) + f2(R)
In f (R, T) ,with the choice of f1 (R) = AR, fo (T') = AT gravitational field equation (12) along with cosmological

constant A appears as follows:
8T+ A p — p+2A
oy = ()T + (5w

In this case, field equations are given by

fél RQ Rg RlRQ R1R3 R2R3 (871' + 2/\) P
R R Rs T RR,  RiRs | FaRs NPT (58)
B BR, (R E (87 +2))
+ p
g | 9iHl3 1 i A G N P
R “RiRs <R1 TR, X YT (59)
. 2
Ry Ry Ry R1Rs (87‘(’ + 2/\) P
gt 2 (I 2 P_A 60
R1+R2+<R1> T RIR, B 5 (60)
Rle R1R2 R2R5 R1 (].671' + 3)\)
9 2 I AL A7) —A 1
RiRs  “RiRy " RoRs | <R1> ox P TP (61)

5.1. Power law Model

By adopting the same procedure as in subsection 4.1, we have obtained the same metric potential as in equation
(31) (32) and (33). Using the values of metric potential R;, Ro, Rs and substituting the quadratic equation of

state in the form p = ap? — p,we obtained the energy density p, pressure p and cosmological constant A as
follows:
A X+ X352 - X1(Xo+ X3y 3n
p = D) ~ 2 (62)
a (8T + A) (Vitm) t
A [ XXX (X 4+ Xs) 3n| A X+ X3° = Xy (Xo+ X3)  3n (63)
b= ST+ A (Vltn)Z t2 « (87'(' + )\) (‘/ﬂfn)Q t2
CBT+2) A [ X+ X - X (X + X)) 8 _(167T+5A> A Xo? + X3 — X (Xo+ X3)  3n
8T+ N (Vitn)? 12 2\ a (8T +N) (Vhtn)? t2

(64)

6 < n )2 B [3X1% + X3* +2X1X5]  2n

At (Vitn)? 2
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In this context, we have observed a comparable outcome similar to findings presented in section 4.1

5.2. Exponential Law Model

By adopting the same procedure as in subsection 4.2, we have obtained the same metric potential as in equation
(45) (46) and (47). Using the values of metric potential R;, Ro, R3 and substituting the quadratic equation of
state in the form p = ap® — p, we obtained the energy density p, pressure p and cosmological constant A as

follows:
A Xo® + X357 — X1(Xo + X3
p = : (65)
a (8T + A) (Vyetht)
A [ X024 X532 - X (X + Xs) A X2 + X% — X, (Xo + X5
p = 2 - P} (66)
(87 +X) (Vyetht) a8+ A) (VietBt)
BTN [N - X (0 + X)) (16m450) A [X”+ X5 - X0 (X + X3 )]
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In this context, we have observed a comparable outcome similar to findings presented in section 4.2
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6. OBSERVATION AND DISCUSSION

To decipher the exact solution of five- dimensional plane symmetric cosmological model we assumed power law
expansion and exponential expansion law, in the previous section. We have found that

e In section 4.1, for Power Law Model.

— Figure 1 represent that he directional Hubble parameter H, and H, in the direction = and y are
increasing function of cosmic time ¢ whereas directional Hubble parameter H, , H,, in the direction
z,w are decreasing function of cosmic time t.

— Now from Figure 2 and equation (41), it is clear that the shear scalar is decreasing function of cosmic
time ¢. At initial epoch, when time ¢t = 0 shear scalar start with infinite value and vanishes as t —
00.

— Figure 3 of equation (42), illustrate the variation of energy density p against time ¢ . Here it is
observed that energy density is positive function that decreases over time.

— By analysing Figure 4 of equation (43), it is observed that pressure is increasing function of time.
Initially, it begins from large negative value and gradually approaches to small negative value close
to zero.

e In section 4.2, for exponential expansion model

— From Figure 5 and 6, it is clear that shear scalar and anisotropy parameter are decreasing function
of time t whereas for large time ¢ universe approaches to isotropy.

— The graph of energy density and pressure are shown in Figure 7 and Figure 8 respectively. Figure 7
shows that energy density is positive decreasing function over time t.

— Figure 8 reveals that the pressure starts from significantly large negative value and approaches to
small negative value close to zero. This result consistent with prior studies referenced in reference
23]

e In section 5

— In this context, we have observed a comparable outcome similar to findings presented in section
4.1 and 4.2. for power law model we found that pressure Figure 10 and density Figure 9 exhibited
identical graphs to pressure Figure 4 and density Figure 3

— Similarly, for exponential expansion model, we found that density Figure 11 and pressure Figure 12
exhibited identical graphs to density Figure 7 and pressure Figure 8

7. CONCLUSION

We investigated the intricate details of a five-dimensional plane symmetric cosmological model governed by
f(R,T) gravity, taking into consideration the influence of a cosmological constant and employing a quadratic
equation of state. The motivation for this inquiry originates from the desire to investigate modified gravity
theories that go beyond the traditional general relativity framework, allowing for a more thorough understanding
of the universe’s behaviour and evolution. We studied two unique classes of functionals within the f(R,T)
gravity framework. The first is represented by f(R,T) = R+ f(T), and the second by f(R,T) = f1(R) f2(T).
To examine the model’s behaviour, we used a quadratic equation of state and an expansion rule to find an exact
solution to the field equations, yielding vital insights into the evolution of the cosmos within the considered
framework. From both the models of f (R,T) we have following findings.

In power law model, several intriguing findings emerge from our investigation. Because of the positive
average Hubble parameter (H > 0), we see an expanding cosmos. However, as time passes towards infinity,
the expansion slows and eventually approaches zero. This behaviour is consistent with our assumptions and
lends support to the idea of a universe approaching zero expansion asymptotically. Interestingly, we discover
that the pace of expansion of the universe is extremely fast during the early stages of cosmic time (0 < ¢t <
1), followed by a slowing of the growth for ¢ > 1. This behaviour implies a transition from a quick early
phase to a more steady expansion over time. These findings are consistent with prior studies referenced in
references [56, 57], which validates our methodology and increases the credibility of our findings. Furthermore,
we have detected anisotropy and shearing in the cosmos throughout its whole existence. This implies that the
universe has directional deviations and a lack of perfect symmetry, which could have serious ramifications for
the distribution and evolution of matter on cosmic scales.

Additionally, our analysis indicates that the universe undergoes accelerated expansion for values of the
parameter n > 4, as deduced from equation (40). This finding aligns with current observations [58], providing
further support for the validity of the model and its ability to reproduce essential features of the real universe.
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Examining the evolution of physical quantities, we find that the density of the cosmic fluid decreases as cosmic
time progresses, as depicted in Figure 3. This decrease in density suggests that the universe becomes less dense
as it expands, a result that is in line with our expectations and consistent with our understanding of cosmological
expansion. Furthermore, our investigation reveals the presence of negative pressure, as illustrated in Figure 4.
This negative pressure is a characteristic feature of dark energy. Its presence within the model lends support
to the notion that dark energy plays a significant role in shaping the dynamics of our cosmos.

In exponential expansion model, we have obtained significant findings regarding this particular model
including the deceleration parameter (q) and the rate of change of Hubble parameter (%).These findings are
indicative of the model’s ability to provide highly accurate values for the Hubble parameter, while effectively
representing both the inflationary era during the early stages of the universe and the late-time evolution. In
this model, the directional Hubble parameters have finite values at both the beginning ¢ — 0 and the far
future t — oo while the mean Hubble parameter remains constant. The expansion scalar, which measures the
rate of expansion of the universe remains constant throughout its evolution, indicating uniform exponential
expansion.Anisotropic expansion of universe measures constant value at initial time ¢ while it decreases as time
progresses and finally tends to zero at infinite time.From Figure 5 the shear scalar is finite at initial epoch
while the Shear Scalar approaches zero as time approaches infinity i.e. ¢ — 0 as ¢ — oco. This indicates
that the anisotropy of the universe diminishes over time, eventually tending towards isotropy. The sign of
the deceleration parameter ¢ determines whether the universe is accelerating or decelerating. A positive value
of q corresponds to the standard decelerating model while a negative value indicates acceleration. Current
cosmological observations support the notion that the expansion of the universe is accelerating at present,
whereas it was decelerating in the past. From the equation (54), we find that the deceleration parameter is
negative aligning with the current observations of Type la supernovae and the cosmic microwave background
(CMB). This result resembles with the Singh and Bishi [54].The expansion scalar, which measures the rate
at which the universe expands remains constant throughout the entire evolution, thereby indicating a uniform
exponential expansion.At the initial time the anisotropy parameter remains constant and diminishes as time
advances.This implies that the universe was initially anisotropic but steadily moves towards isotropy as time
elapses. This behavior is visually depicted in Figureb.

Overall, our study provides a comprehensive analysis of a five-dimensional plane symmetric cosmological
model within the framework of f(R,T) gravity. By incorporating a quadratic equation of state and exact
solutions to the field equations, we have gained valuable insights into the nature of the universe, its expansion,
anisotropy, and the presence of dark energy. Our findings not only contribute to the advancement of theoretical
cosmology but also align with current observations, consolidating our understanding of the universe’s behavior
at both early and late cosmic timescales.
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IMATNUBUMIPHA TIJIOCKA CUMETPUYHA KOCMOJIOTTYHA MOJAEJIb 3
KBAJPATHUM PIBHSHHSIM CTAHY B f(R,T) TEOPII I‘PABITAI_[IT
B.A. Takape?, P.B. Manapi®, C.C. Takpe®
¢ Qaxysvmem mamemamury, Haykosut xoaedoc Iueadorci, Ampasami (M.C.), India
b Menapmamenm mamemamury, Ypadosuti Incmumym nayku ma eymanimaprus woyk Bidapbra, Ampasami
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V wiit crarTi Mu IpoaHaIi3yBa/IH I ATUBUMIPHY IIJIOCKY CUMETPUYHY KOCMOJIOTIYHY MOZEJIb, IO MICTUTD i1ea/IbHy PiauHy,
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This study aims to investigate the effect of ion-cyclotron drift wave turbulence on the generation of ordinary mode (O-mode) in the
presence of density and temperature gradients. For this, a Vlasov plasma is considered where a resonant, and non-resonant modes are
considered to be present in the system. Here, the non-resonant mode is a perturbation caused by O-mode in a quasi-steady state of
plasma, which is characterised by the presence of low frequency ion-cyclotron resonant mode waves. The interaction between these
waves is studied by the Vlasov-Maxwell set of equations and a modified Maxwellian-type distribution function for particles that
includes the external force field F and associated density and temperature gradient parameters Zj The study analyses the growth rate
of electromagnetic O-mode at the expense of ion-cyclotron drift wave energy and the associated impact of the density and temperature
gradient. This model uses the linear response theory on weakly turbulent plasma, evaluates the responses due to turbulent and perturbed
fields, and obtains the nonlinear dispersion relation for O-mode.

Keywords: Ordinary mode; Density and temperature gradients,; Drift wave turbulence; Wave-particle interaction
PACS: 52.35.Hr, 52.35.Kt, 52.35.Fp

INTRODUCTION

Ordinary mode (O-mode) waves are high-frequency electromagnetic plasma waves that are observed in
magnetospheric plasma, as reported by satellite observations. [1] This enhanced O-mode phenomenon is a subject of
interest to many plasma physicists for the explanation of many radiation phenomena in the magnetosphere and the
ionosphere, including radiation phenomena in the auroral zone. O-mode instability is a purely growing mode that was
first discussed by Davidson and Wu [2] in high beta plasmas. They found that the O-mode waves propagated in the
perpendicular direction of the ambient magnetic field, which could become unstable in high beta plasmas and temperature
anisotropic when 7, > T in bi-Maxwellian distribution functions.

The generation of unstable O-mode waves in the auroral region of the Earth’s magnetosphere was considered by
Gurnett [3] and also by Hayes & Melrose [4]. In their study, they thoroughly considered the enhanced electromagnetic
radiation in the top ionospheric regions and characterised such radiation as Auroral Kilometric Radiation (AKR). Later,
in the investigations done by Mellott et al. [5], it was confirmed that the AKR is composed of X and O-mode radiations.
Later, it received renewed attention owing to its potential applicability to the solar wind plasma. Ibscher, Schlickeiser,
and their co-authors [6-9] examined the O-mode instability and expanded it to the low-beta plasma domain by studying
a counter-streaming bi-Maxwellian model. Temperature anisotropic effects on O-mode and its instability have been
reviewed [10] in magnetised non-relativistic bi-Maxwellian plasma. Based on a numerical approach [11], it has been
confirmed that the unstable O-mode is possible at low beta plasma in the presence of a finite counter-stream. So, further,
the authors in Ref. [12] have derived an accurate analytical marginal instability condition for O-mode, where they
identified that though it has large enough counter-stream parameters, the O-mode must operate for temperature anisotropy
T,/T,>1 even larger than unity.

In our manuscript, we have considered the nonlinear wave-particle interaction process in the presence of ion-
cyclotron drift wave turbulence based on the plasma turbulence theory proposed by Nambu [13] and Tystovich [14].
Based on the non-linear wave-particle interaction mechanism known as the plasma maser effect [13,15-16], it may be
possible to transfer wave energy from the low-frequency mode to the high-frequency mode. The Plasma maser effect
occurs in the presence of both resonant and non-resonant modes. The resonant modes are those for which the Cherenkov

resonance condition w—k-v=0 is satisfied, while the non-resonant waves are those for which the Cherenkov condition

and the nonlinear scattering conditions are not satisfied, i.e., Q —k-v#0 and (Q-w)- (1? - l-c) -v#0. Here, @ is the

frequency of the resonant wave, Q is the frequency of the non-resonant wave, and k and K are the corresponding wave
vectors. Though most of the studies on the plasma maser effect have been carried out considering the plasma system as
homogeneous [17-19], many attempts have been made to investigate the role of the density gradient parameter in the
energy up-conversion process through the plasma maser effect in inhomogeneous plasma [20, 21]. Applying the plasma-
maser theory, Deka and Borgohain [1] studied the amplification of O-mode through non-linear wave-particle interaction

7 Cite as: B. Saikia, P.N. Deka, East Eur. J. Phys. 3, 122 (2023), https://doi.org/10.26565/2312-4334-2023-3-09
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in the presence of drift wave turbulence in an inhomogeneous plasma. In their study, they found that the amplification
process of electromagnetic radiation is possible at the expense of drift wave turbulence in space plasma. The generation
of high-frequency electromagnetic O-mode waves and low-frequency ion sound waves in the upper ionosphere region
has been mentioned in several studies [5, 22, 23]. Several studies have mentioned the generation of high-frequency
electromagnetic O-mode waves and low-frequency ion sound waves in the upper ionosphere region. Previous works have
mostly focused on investigating the impact of density gradients on wave amplification through the nonlinear wave-particle
interaction associated with drift waves. However, Gogoi [24] discussed the generation of wave energy up-conversion of
electromagnetic O-mode waves through plasma maser instability in inhomogeneous ionospheric plasma in the presence
of electrostatic ion sound waves. In practical situations like tokamak plasmas [25-27], particle drift is often caused by
temperature gradients, which may lead to the creation of drift wave turbulence [28-30].

Motley and D'Angelo first discovered electrostatic ion cyclotron waves in a Q-machine, which spread outward
across the magnetic field and were stimulated by a current drawn to a small auxiliary electrode. The solar wind has been
observed by spacecraft to contain ion-cyclotron waves (ICWs) at various distances (0.3 - 1 AU) from the Sun [31].

Our investigation focused on the generation of ordinary mode waves in the presence of density and temperature
gradients. We studied the plasma maser effect in the presence of an ion cyclotron drift wave and analysed the energy
exchange process between waves. In this case, the resonant wave is the ion cyclotron drift wave, while the non-resonant
wave is the ordinary mode wave. Through resonant interaction, plasma particles can transfer their energy to non-resonant
waves via a modulated field, resulting in energy up-conversion from resonant mode to non-resonant mode. In our study,
we have also considered a nonlinear process that enables the exchange of wave energy among participating waves, even
with significant frequency differences [15, 31, 32].

Plasma nonuniformity, associated with gradients in density and temperature, generates drift motions and supports
ion cyclotron drift wave turbulence. To investigate the instability of the O-mode, we employed the Vlasov-Maxwell
system of equations and a modified Maxwellian-type particle distribution function. From the nonlinear dispersion relation
of the O-mode, the expression of the growth rate is obtained, and by using satellite observational data [33], we have
estimated the impact of gradient parameters on the growth of the O-mode.

The paper is organised as follows: In Section 2, the geometrical and mathematical formulations are given. In
Section 3, the nonlinear dispersion relation of the ordinary mode wave is discussed. In Section 4, the growth rate of the
electromagnetic O-mode is presented, and in Section 5, the discussions of the work along with the conclusion are given.

MATHEMATICAL FORMULATION
We consider an inhomogeneous plasma in the presence of drift wave turbulence. In order to describe this system,
we use a particle distribution function [32] involving density and temperature gradients caused by an external force in a

uniform magnetic field Bo along the z-axis. There exists a turbulence field characterised by a wave vector k= (O,O,kH ) .
We introduce an electromagnetic ordinary mode as a perturbation to the system with a propagation vector K= (K,,0,0).
The density gradient Vn(y) and temperature gradient V7'(y) are along the y-direction, which is also the direction of the

uniform effective force field F . This force supports F xB drift and is perpendicular to the embedded magnetic field Bo.
The geometry of the model is depicted in Figure 1.

Figure 1. Geometry of the Model

In the absence of collisions, the distribution function for particles is considered Maxwellian.

32 -2
- m. m;v
R e R el S

J J

Here, we use the subscript j = e for the electrons and j =1 for the ion.



124
EEJP. 3 (2023) Banashree Saikia, et al.

In our system, field B and F are time invariant, so the Hamiltonian # is a constant of motion given by

1 -2
H= Em‘/_v - Fy.

The system is translationally invariant in the x and z directions, so canonical momentum

c
p.= mjvz
where € ; is the charge of the plasma particle.
The quasi Maxwellian distribution will be
. N(Y H
ij(Y,H)z ( ) yexp[ Ty ], (D
27T, (V') ) (Y)
m,

where ¥' = y+2x
Q

For 4, /L <1, where L is the characteristic length and A, is the Larmor radius, we can expand (1) to the first order in
the Larmor radius as

fO'(YaH) Zf()-(y,H)+(y+L]M’
' ! Q. ox

J

where =
Ndy dydl, T

o, (x,H) 1dNv dT. 9 F
Olax |: +_J_ :|f;)j’

and we can have a particle distribution function [32] for (1) as

- m. % A%
Joj (Tf’y’v)z[z;;jT J {H%[ﬁﬂx

2. T

J J J J

ﬂexp |y B @)

The distribution function for the guiding centre is denoted by f;.. Q, =e¢ B, / m c denotes the cyclotron frequency

of the plasma particles. The parameter 4, is associated with gradients in density and temperature. Aty = 0, the value of

A28 2
’ oT, dy f; dy Y

K= (K l,O,()) is the propagation vector of the ordinary mode wave; k= (0, O,kH) is the propagation vector of the ion-

A, can be computed using Eq. (2).

cyclotron drift wave; Eo is the magnetic field along the positive z-axes; ﬁn( y) is the density gradient along the y-direction; VT )

is the temperature gradient along the y-direction; F' is the uniform effective force field along the y-direction.
The interaction of high-frequency electromagnetic ordinary mode with low-frequency ion-cyclotron drift wave
turbulence is governed by the Vlasov-Maxwell system of equations.

d -9 e, (- vxB) F|o - -
{a_a_{m_(E : j‘m_jHFw(w)=0, @
VxE‘:—la—B, 5)
c ot
Vxﬁzla—E+4—”5, (6)
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J= en vt (rv.t)dv, @)

=i
VE=Y dren, | fy,(r.v.t)dv. (8)

J=ei

The unperturbed particle distribution function and fields are described by the linear response theory of a turbulent
plasma [32].

Foy=fo, +€h,+€ 1), €)]
and
Eoz =EE1+£2E2, (10)
where ¢ is a small parameter associated with the ion cyclotron drift wave turbulent field E = (O, O,E,”) » Jo, 1s the space
and time averaged parts, f,, and f,, are fluctuating parts of the distribution function, E> is the second order electric
field. On putting these in Eq. (4)

0 -9 |e( = L= vxB| F|0
{$+v$+{—~[€E,+ezEz+v ]__}$:||:-f0j+€_f1j+82.f2j:|20.

m/. C m/.

Now to the order of £,

0 -9 |e = L= wvxB) F |0 - - e,(—a J
—t+v—=+<——| €E/+€ Ex+ —— = \|fi,\rvt)=—| Ei—= 1. |- 11
l:at Var {m,( li 2 c ] m‘/}av}.fi](r"}) mj lavfo, ( )
Using the Fourier transform of the form
A(rv.t)=3 4(k.7)exp|i(k-r-ar)], (12)
o

and integrating along the unperturbed orbit, the fluctuating part of the distribution function due to the low-frequency
turbulence field f,; , is obtained from Eq. (11).

5o (fo)= jm—i gy e[ i{f (7 ~7) - ot (13)
1y (Fo) =

m, @—kyv, +i-0" dy
In order to attain a quasi-steady state, we introduce a perturbation to the test high-frequency ordinary mode by
applying an electric field SEj = (0,0, 5Ehj) with a propagating vector K =(K,,0,0), a magnetic field OBy = (0, 58,1].,0) ,
and a frequency Q,. This results in a perturbed electric field, magnetic field, and particle distribution function, given by

OFE = USEw + S En; + 1e’AE,

OB = uS By + UeSBuy + ue*AB,

Of = ud f,; + ued f,, + ue*Af;.

where the variables 5E1h,-,AE, éﬁw,AE, ) fW , and é?: represent modulation fields, while 7, is the fluctuating part
caused by the high-frequency ordinary mode. &7, and Afjrefer to the particle distribution function associated with the

modulation field, and g is the smallness parameter for the perturbed field, which is much smaller than ¢ .

Then, putting these in Vlasov Eq. (4), resulting in an expression up to the order of u, ue , 1€” , we get,

;X5éwJ.%

PsY, =i(5ihj+
m.

c o (14)
J
o — 9f, YXSBy Of. o
Paf}hjze—jé‘Ehj ij +e_/w.i~/+e_/5Elhj fO_/
mo v m, e 9vom, Qv (15)
E  vXB vx8Bw o,
+e—"E/ié'fhj+e—’VXBl .igﬂf+iVX5th/, fgf’
m. J m. c ov m. c v

J J J



126
EEJP. 3 (2023) Banashree Saikia, et al.

_ 9 By, Of.
PAf, = {(SEW Yy vxIBy U, 7, 5f,h, vxB ~5fzhj : (16)
m; v c dv c  ov

where P = i+;i— e E+VXB _i 9
ot or | m, ¢ v |

We solve this differential equation for the fluctuating parts of the equationd f,;,df,, Af; over the electron

trajectories using the method of characteristics, commonly known as "integration over an unperturbed orbit" [34]. Using
the Fourier transform of Eq. (12) and integrating along the unperturbed orbits, we evaluate the various perturbed
distribution functions from Egs. (14) to (16) to obtain the nonlinear dielectric function of the electromagnetic ordinary
mode wave of frequency €, in the presence of ion-cyclotron drift wave turbulence.

Now, we calculate the modulated field §E,h/(f -kQ- ®) using Maxwell’s equation.

Vx 8By =12 5Fy + 2L, (17)
C C
J= Ze,”,IV5ﬁ17 dv. (18)
Therefore, we have
VxSBu =—§5Em, +—Ze n, jvé'flhjdv (19)
Jj=e,i
— -w 4
OFwx——o~ w) ) _dmiep, L[58 1,,dv, (20)
4ri Q- -
5EW _ Tien; ( a)) IV|\5f1hjd"r (21)
- o)
i@ (Q-
5E, = i ( ) ( ]E&Eh/XJ H( k|v|] J k"ii}x
R{ (- a))} v, @
KL mj / J l LVL jaij
——L 1+ Q- 7] T
{Q 7 Kl{ [ j } c0s0 |50, T, (22)

ATK B
S SRR YR S S S £ T U S SR L
QTK, mQ, )" Q oy

where
o, (Q—w) kK, [K-H | m
In|| Fo e e
{ -(Q- w)} PRt o)
ATK K-k k o, B}
+ Qtky —w0o——L—= T, tf - ‘—vicos¢9+—' o, T, |dv,
mQ; ' Q-w ‘K k‘ da, "
o _ZJS(a)J,(a)exp[i(t—s] LK
Y, QK v ok, Q
and

. :ZJ,,m)Jq(a)exp[i a=n)] , Ky,
P PR -Q+K v, +o—ky,’ Q.

PA I J




127
Generation of O-Mode in the Presence of lon-Cyclotron Drift Wave Turbulence... EEJP. 3 (2023)

Non-linear Dispersion Relation of Ordinary Mode Wave
The nonlinear dispersion relation for electromagnetic ordinary mode waves can be obtained from Maxwell’s
equations.

VxoBy = L2 5F, + 427 (24)
c ot c
J=Y en [v(81,+4f,)dv. (25)
Jj=e,i

4re.n, (Q-w) -

OF, = ZWIVM(‘SJ%JFM)W (26)
Jj=e,i
After simplification, we get,

SE,€,(K,Q)=0. 27

Here, ¢, (1? , Q) represents the nonlinear dispersion relation of the ordinary mode wave, which is described by
g, (f,Q):so(E,Q)+sd(E,Q)hsp (f,Q). (28)

where ¢, (I?,Q) is the linear part, ¢, (E,Q) is the direct coupling part, and &, (E,Q) is the polarisation coupling part.

The expressions of these parts are given by,

cK, m, ;thjKL Kv, afoj -
1+ Q-—~LL = —|1- 0| —= dv.
| @ Y}KL{ [ mS2, 0 Cor o Q % O jdv. (29)

_ o’ (Q—
EO(K,Q):1+ cijlij—fj?fv

J Il

(Q ) ki) 9 ku"i K, m, AT K,
£/(K0)= 21(2 |E| J o Ons QTK, H Q_ij/Q Gos for =
(1—KLvLcos¢9jaﬁ)jQS, P LS P P S LIS (30)
Q v T Q Tk, o0

g0 2 (7, ) | 1| P K
Q v, (kv —@+i.0) w ), ® Iy

Since, the expression & E,Q is very lengthy, we may write it as follows:
p » Ty lengty y

a);,‘j(Q—a))2
R(czKi -Q° ){cz

£,(K,Q)= e }(m ] |E[" (4+B)(C+D). 31)
w

where A, B, C, and D are obtained as:

k K-k A ATK
a=[v, [ k ”j 0 LA 9 by || K _K o 2 4| @k — - T <7, L fi -
vy o Iy | |K_k Q-0 "|TK, mQ Q

(32)
K-k of. .
‘ ‘vl cos @+ _k" — X Jo, T,,||dv.
Q-w |K—k| oy, "
K-k ATK ) of, .
B:_.[V” KJ_ ‘ ‘ v, 1+l Q- L Q_” X 1 . x| 1= H Y f;)/ kﬂi f;)/
‘K k‘ Q-w TK mQ Q)™ kv, —@+i.0 v, o Iy
(33)

+
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_ _kvi)o kv 9 | |Ck m, _ﬂfoKL _( K, ]afw 34
C= jvm1 o oo {0 TK 1+ Q proys X0, foy=| 1= =058 o 0., 1T, |dv.G4
=_J' ]9' I afof L Yoy —1 G M ooy ALK, xT
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Instabilities
The growth rate of the ordinary mode wave is computed using the formula:

2
Ime, +Ime, +f I
0Qat

L/ . (36)
’ Q(a%)
oQ

=0,

As aresult of the reverse absorption effect, the second term of the growth rate expression in Eq. (36) reduces to zero.
Now, from Eq. (29), we estimate the linear term of the dielectric function for the ordinary mode wave, considering that
theterm s=t=p=q=1 contributes the most to Bessel's sum for the ordinary mode wave.

a)f,j(Q—a))J‘Jf(Kéijﬂ'vldefw(vL) P (Q-w)K, cosﬁj.lz( év*J2ﬂVLf0,(n)dw

_ ° j _ J
R e e aeRaNe an)

where v, is the particle drift velocity defined by v, =— o
m. .

JoJ
From equation (37), we obtain,

T K, v = Kv
5 @, ! J? { 2% J 2v. fy, (v,) @ Q(Q-0) ! 7 {S;LJz;zvldvl oy (v))
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aQ( ) (K:-Q°) (Q,-Q+a,) (Qj_Q+a)F)2
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20,0(Q-)[J] (M 27tv,dv, fy (v.) gk
0 j _ K, cos .| K,v,
+ (CZKE_QZ)(Q‘I-_Q-F(OF) +{1 20 £J1 [ QJ_ JZﬁvldVLﬁj (VJ_)]"' (38)

J'Jz[ LVszﬂ-vidVlfoj (VL)TJ {KS;VLJzﬂvldeﬁ)’ (VL)K COSH(Q a))

0 J

Q' (Q,-Q+aw,)

where @, =K v,.

The imaginary component of the dispersion relation contributes to the growth rate. Here, we consider the
contribution of polarisation coupling to the growth rate, which is the dominant contribution of the plasma maser effect.
Now, we compute Ime, (E,Q) from Eq. (31).

_ Q- Y
me, (K,Q)= @y (2~ @) S| |EF (AxIm D+ CxIm B). (39)
R(CK;-Q%) K —(Q-w) \m,

where K = |E—7c|
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Hence, the dominant portion comes from 4 xIm D .

_J-J2( LszﬁvlfO/(vl )dv, IJ“[ éjLJzﬂvaoj(vL)de(Q A vy, & )+i | ‘E—l}‘ )
v, Q +K,v, Q) vdvj‘K—k‘(Qj—Q+wF)(Qj—Q—a)+a)F) v\ v [K-F (Q-0)K,

IJZ( LLJZE Lfo/( dVL IJ4[ éllJQ’EVLﬁU(VL)dVL(Q ﬂ,voj )
+ : )

40
(@ -ava) @ v (o
2[K - K cosHTJf [Kén]Zﬂ'Vi oy (v))av, jJ‘{ ]z;m oy (v,)av,
0 j
v (Q-0)(Q,-Q+a,) ‘,‘K—k‘ (Q,-Q+a,)

. K v T K v
B o V(0 oV e Y IJIZ[ 5.ijZﬂ'vifoj(vl)dvl J.Jf[ 5_lJZ”Vifoj-(VL)d‘ﬁ(Q_/ij"oja)
Ime, (K, Q) =| 2 | | —L—| | = | |E[ x* ! - -2 ’
Q/. m,

ck, k 0. (0, — )

2 | 2 |7
Vde vdvj

j.ﬁ[ LlJz;mfoj(m)du jJ“[ alJZﬂvaoj(vL)de(Q Ay, )

J
x + - -

v v [K - k‘ (Q,-0)k, o, o;

1 1 ‘K k‘

+

— % K v I Kv
Z‘K—kUJf‘[gizijzﬂ'vifoj(\g)dvl kljjf[ glz ij2ﬂ'vif0j(vl)dvl
0 j 0 j

- < X

"? (Q/ - a)) W

4K vde4( L ijzmL fo, (v, )dv,

\/;Klvdc \/;Vj (Q_ﬂffvoja) T K i / Vj
- ot [ o 2700 fy, (v, )dv, — exp| —= |.
ng|kn| W 0 j Vi |ku|9,/’wF Vi
41
where ¢ = Kove .

J

Using Egs. (29), (39), (40), and (41) in Eq. (36), we obtain the growth of ordinary mode waves due to the polarisation

coupling term as
2 2 210 2
. e, k /1TK E2
s || S| A expl-| 2 | | @)
Q, m;, ) cKi—Q m Q2 Q |kH| v,

DISCUSSIONS AND CONCLUSIONS

Drift waves are the characteristic feature of inhomogeneous plasma and are observed in magnetosphere and ionospheric
plasma as well as in fusion devices. Drift waves are in phase with plasma particles, and energy transfer through wave particle
interaction is possible in such a case. This study on nonlinear energy exchange among drift wave and O-mode through wave
particle interaction is called the plasma maser effect, which may help in understanding electromagnetic instabilities in fusion
plasma and in the magnetosphere in inhomogeneous regions. Such a nonlinear process may be useful in developing
methods to control and minimise the effect of gradient features on plasma confinement and stability.

Temperature gradients in ionospheric plasma are responsible for the drift motion of plasma particles and associated
drift wave turbulence phenomena. We have considered drift ion-cyclotron waves in the magnetospheric region and in the
upper ionospheric plasma [1]. The low-frequency ion-cyclotron wave energy is taking part in the growth of the O-mode,

o
Q
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as shown in Eq. (42). The external force involved in the drift motion of particles is also contributing to the growth of the
O-mode. The role of gradient parameters A > in the amplification process for O-mode may also be analysed from Eq. (42).

In earlier work on the growth of O-mode through nonlinear wave-particle interaction [1, 26], analysis of the effect
of external force and gradient parameters for density and temperature was not included.
By using the following satellite observational data from magnetospheric plasma [33],

Q=2.804x10°Hz,Q; =2.8x10°Hz,K, =107 m ™", @, =2.84x10° Hz,v, =4.19x10°ms™" ,k; ~ 107 m™ , E, ~ 10" Vim ™",
E, ~10"Vm™, we have
To demonstrate the influence of gradient parameters, we express the growth rate of Eq. (42) as a function of 4,

2 2 2
n_fe V(o) ek (_AK) B ] (u
Q Q ) \m, K- mQ Q | ‘| ’

=M xR(2,),

Yy
3_
Q

2 2 2k2 2
where M =7 Do || & E
Qj m, cK2 QZ|
AT K
and R(lj)z 1L
ijjQ

Case 1: When both temperature and density gradients are not present, i.e., plasma is homogeneous,
then R(/ij)zl.

|&

:>7—"—M><1
Q
2 2 2 2 2
22 2 >
Q |q K-k I|
3}/—”—10’2,
Q
=y,=107"Q.

Case 2: When the temperature gradient is ignored,

_[ 1Tk

df.
where 12/ —Li_i
f,- dy T,
v
:E”:MXR(AZ/),
v _
:é:lo Ay
=y, =Ql074,,.

Case 3: When the density gradient is ignored,

R(’lf) - (1_ —&‘/T‘/KL ],
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Case 4: When all the gradients are present,

Y
E”zMXR(lj),
:Q:IO‘S,

Q
=y =107Q.

P

As a result, we have observed that the gradients in density and temperature, along with the frequency related to

particle pressure, may influence the amplification process of electromagnetic O-mode instability through electrostatic ion
cyclotron drift wave turbulence.
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TEHEPAIIIS O-MOJH 3A HASSBHOCTI IOHHO-IIAUKJIOTPOHHOI TYPBYJEHTHOCTI
JPEM®OBOI XBUJII B HEOJJHOPITHIM ITJIA3MI
Banawmpi Caiix’s, I1.H. [lexa
Darxynemem mamemamuxy, Yuisepcumem [i6pyeapx, [liopyzapx, 786004, Accam, Inois

Ie nocmikeHHs Ma€ Ha METi JTOCHIAWTH BIUIMB TYpOYJCHTHOCTI i0HHO-LIMKIOTPOHHOI JpeiioBoi XBUIIi HA TeHEepalilo 3BHYaliHOT
mou (O-Mo/n) 32 HASIBHOCTI TPAliEHTIB I'YCTHHH Ta TeMIepaTyp. s boro po3risiaaeThes mia3ma Brnacosa, e B ciuctemi NpucyTHI
SIK PE30HAHCHI, TaK i Hepe30HaHCHI MOIu. TyT HEpe30HAHCHUHI PeXHUM — Iie 30ypeHHs, BUKIHKaHe O-MOJI0I0 B KBa3iCTalllOHAPHOMY
CTaHi IU1a3MH, SIKe XapaKTePU3Y€EThCs HASBHICTIO HU3bKOYACTOTHHUX XBHJIb 10HHO-ILIMKJIOTPOHHOTO PE30HAHCHOTO pekuMy. B3aemois
MDK IIIMH XBHJISIMH BUBYAETHCS CHCTEMOIO PiBHSIHB BiracoBa-MaxcBeina Ta Moan(iKoBaHOIO (GYHKIIEIO PO3MOALTY MAaKCBEILTIBCEKOTO
THITY JUISl YaCTHHOK, SIKa BKJIFOUA€ 30BHIIITHE CHIIOBE OJIE Ta OB’ A3aHi MapaMeTpH IpajjicHTa I'yCTHHH Ta TeMIIepaTypH. Y JOCIIDKEHH]
AHANI3y€EThCsl IIBUJKICTh 3pOCTaHHSA eNeKTpoMarHiTHOi O-MOIM 3a paxyHOK eHepril i10HHO-IMKJIOTPOHHOTO npeldy XBHII Ta
MOB’S3aHOTO 3 LM BIUIMBY TpajJi€HTa TYCTHHH Ta TemrepaTypH. Lls Mozaens BUKOPHCTOBYE TEOpitO JiHIHHOrO BiAryKy Ha ciaOKo
TypOyJIEHTHY I1a3My, OL[HIOE BiATYKH uepe3 TypOyJeHTHI Ta 30ypeHi Mojis Ta OTPUMY€ HelliHiiHe CITiBBiJHOLICHHS JUCHepCii 1is
O-Mou.

KurouoBi cioBa: sguuatinuti pesxcum; epadieHmu 2ycmunu i memnepamypu, mypoyieHmuicmes Opetipogoi Xeuii, 63aemMoois Xeus-
uacmuHKka
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In this work, the influence of two-dimensional state density on oscillations of transverse electrical conductivity in heterostructures with
rectangular quantum wells is investigated. A new analytical expression is derived for calculating the temperature dependence of the
transverse electrical conductivity oscillation and the magnetoresistance of a quantum well. For the first time, a mechanism has been
developed for oscillating the transverse electrical conductivity and magnetoresistance of a quantum well from the first-order derivative

of the magnetic field (differential) 8( o (E.B.T.d )) /E)B at low temperatures and weak magnetic fields. The oscillations of electrical

conductivity and magnetoresistance of a narrow-band quantum well with a non-parabolic dispersion law are investigated. The proposed
theory explored the results of experiments with a narrow-band quantum well (InxGai1xSb).

Keywords: semiconductor; conductivity, quantum well; magnetoresistance; magnetic field

PACS: 73.63.Hs, 73.21.Fg, 73.21.-b

INTRODUCTION

In the presence of a quantizing magnetic field in nanoscale semiconductor structures, not only the optical or
magnetic, but also the kinetic properties of free electrons or holes change significantly. The study of the oscillation of
longitudinal and transverse magnetoresistance in heterostructures based on quantum wells, along with the Hall
measurements, can provide important information about its characteristics, such as the effective masses of free electrons
and holes [1,2], the number of occupied zones, spin degeneration, quantum relaxation time and other kinetic
parameters [3]. In a series of experiments conducted in the last decade, it was discovered that the kinetic properties of a
quantum well subjected to deformation, temperature, ultra-high frequency electromagnetic field, deformation and light in
the applied magnetic field provide even richer information for the theory of quantum physics. In particular, in the works
[4,5], in the quantum well GaAs, the semiclassical theory of magnetoresistance oscillation during irradiation with
microwaves is analyzed. In a quantizing magnetic field, the specific magnetoresistance of the system demonstrates
Shubnikov-de Haase oscillations at low temperatures. And also, experimental values were established for the quantum
pit GaAs, under the illumination of microwave radiation. In the works [6-23] various experimental techniques have been
developed for determining the temperature dependence of the Shubnikov-de Haase oscillation in heterostructures with
quantum wells with parabolic and non-parabolic laws of dispersion. For example, in the work [6], quantum oscillation
phenomena were observed in heterostructures with quantum wells Ga;«InNyAs;.y using magnetotransport measurements.
Shubnikov-de Haase oscillations are obtained at magnetic fields up to 3 T and temperatures up to 20 K, which are used
to determine the effective mass, two-dimensional density of charge and Fermi energy carriers. In the work [7],
measurements of magnetic conductivity during compression of quantum wells InxGa,;.xSb and GaSb are presented. Hall
and Van de Pau structures were manufactured and Shubnikov—de Haase oscillations in the temperature range T=2-300 K
at magnetic fields B=0-9 T were measured. In these samples, the high mobility of the charge carriers makes it possible
to observe the Shubnikov-de Haase oscillation.

And also, in work [8], in the heterostructures of GalnNAs/GaAs with quantum wells doped with modulation of n-
and p- type, magnetoresistance measurements were made, both in weak (B < 0.08 T) and in a strong magnetic field (up
to 18 T) at temperatures of 75 mK and 6 K. It is shown that quantum oscillations in pxx and the quantum Hall effect in pyy
are affected by the presence of nitrogen in the lattice of AjuBv. For such materials, in weak magnetic fields, Shubnikov-
de-Haas oscillations develop with higher mobility at a temperature of 6 K, and with an increase in the composition of
nitrogen, the amplitude of the Shubnikov-de Haas oscillation decreases.

From the above literature it can be seen that a full-fledged theory has not been built in the heterostructures of
quantum wells.

As can be seen from the literature analyzed above, there is no clear and complete theory of the dependence of
quantum oscillations on the temperature and magnetic field found in experiments in heterostructures with a quantum well.
A new mathematical model has not been developed to determine the temperature dependence of Shubnikov-de Haase
oscillations in heterostructural semiconductors with a quantum well through the density of energy states of two-
dimensional materials.

7 Cite as: U 1. Erkaboev, R.G. Rakhimov, East Eur. J. Phys. 3, 133 (2023), https://doi.org/10.26565/2312-4334-2023-3-10
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The purpose of this work is to simulate the temperature dependence of magnetoresistance oscillation in
heterostructures based on quantum wells, taking into account the thermal widening of the two-dimensional density of
states.

MODEL
Kinetic equation of charge carriers in nanoscale semiconductor structures in the absence of a quantizing magnetic field
In nanoscale semiconductor structures, the analysis of the electrical conductivity of electrons or holes is carried out
using the Boltzmann distribution function f, (k) and in a homogeneous electric field F, this distribution function satisfies

the solutions of the following kinetic equation in the absence of a magnetic field [24,25]:

qFka (k)= 3w, (e, ) (k) = £,(F) (1)

n'k’

Here, g is the charge of the charge carriers, w,,.(k, k") is probability of scattering per unit time from the |nk> 8 |n‘k‘)

state, n and n' are the subzone or minizone numbers.
In the case of classical electric fields, when the deviation of the distribution function ¢@(k) from the equilibrium

Fermi-Dirac function fy(E) can be considered small, in the one-minizone approximation the kinetic equation (1) is
described as follows:

gFv() Do) = 3wk (k) - (b @

oE

Here, o(k)= f,(k)— f,(E); E = E,(k) is the energy of a free electron or hole in a main subzone or minizone; v(k) is

the velocity of a free electron or hole.
To solve equation (2), we can use the approximation of the relaxation time tensor taking into account the anisotropic
nature of nanoscale semiconductors and obtain the following expression, in this approximation, to solve equation (2):

o(k)=g [ %(E))Z 7 (E)E,(K) 3)

In here

1 v.(k)
_2w(k k )[ (k)] )

The relaxation time tensor component in the principal axes of the tensor is inverse of the effective mass.

Influence of two-dimensional state density on temperature dependence of electrical conductivity oscillation
in heterostructures with quantum wells at quantizing magnetic field
Now let's calculate the temperature dependence of the oscillation of longitudinal electrical conductivity in a quantum
well when exposed to a quantizing magnetic field. In heterostructures with quantum wells for a two-dimensional free
electron or hole, the addition to the distribution function (3), taking into account the symmetry, is written as:

o(k) =g [ Sul(E )]TL(E)F (k) ®)

Here, 7, =7, =7,.

In this problem, the induction of the magnetic field is directed along the thickness of the quantum plate and is
calculated perpendicular to the plane of the quantum plate (plane XY). Hence, when carrying out theoretical calculations,
we introduce transverse electrical conductivity (o, (£, B) ) perpendicular to the thickness of the quantum well (along the
plane XY), one of the kinetic quantities calculated from the thickness of the quantum well is defined as longitudinal
electrical conductivity (o, (E, B) ).

Using the expression (5) quantizing magnetic field, we can obtain the expression of the transverse electrical
conductivity of o (E,B) :

ean <TL (E,B))
o,(E,B)=0(E,B)=0,(E,B)=qnu, (E,B)=————— (6)
m



135
Determination of the Dependence of the Oscillation of Transverse Electrical... EEJP. 3 (2023)

Here, the 7, is concentration of charge carriers for a two-dimensional electron gas; ¢, mobility; m* is effective mass
of the charge carriers in a quantum well. <T ' (E, B)) is the energy-averaged relaxation time of a free electron when exposed

to a quantizing magnetic field, and is calculated by the following expression [24,25]:

TN?C’(E,B)[%}l(E)EdE
oE
(7.(E,B))=" @)

n

s

Where, N, f ‘(E,B) is the two-dimensional density of energy states in a quantizing magnetic field.
In a quantizing magnetic field, the two-dimensional density of energy states in the conduction zone of the quantum

well is taken as the sum of Gaussian peaks [26]:
222 2
E-|ha, nL+l L T -,
eH 2) 2m*d

21
Nfd(E,B,d,nZ):z—ﬂ_cz ;Eexp -2 G (8)

. eH . . . .
Where, n; is the number of Landau levels. @, =—— 1is a cyclotron frequency. G is a widening parameter that is
mc

assumed to be constant.

In a strong magnetic field, two-dimensional electron systems of non-interacting electrons are considered according
to the parabolic law of dispersion at low temperature 7. In addition to the Gaussian peak of state density, at each Landau
level there is a common multiplier of the magnetic field B before the total density of energy states. This means that as
magnetic field B increases, each Landau level can contain more and more electrons. According to (8), there is no density
of states between Landau levels if their distance s, is noticeably greater than G.

Calculation of the temperature dependence of transverse electrical conductivity in quantum wells when
exposed to a quantizing magnetic field
For the basic mechanisms, in massive semiconductors in the approximation of elastic scattering, the dependence of
7,(E,T) relaxation time on energy and temperature is of a power nature [27]:

o,(E,T)=y,(k,T) E* )

For free electrons in a quantum well, the change in the density of states and the energy spectrum, taking into account
dimensional quantization, leads to the following equation [28 ]:

* 1
7, /7, =ydk, =yd 2";2E~E2 (10)
From (10), we get:
1
TJ_:%_(koT)/}E : (11)

Here, d is the thickness of the quantum well. Taking into account (7), (8) and (11), the dependence of transverse
electrical conductivity on the quantizing magnetic field and temperature in heterostructures with quantum wells takes the
following form:

2
222
B2 E{hw‘(nﬁr;}rzﬂfdﬂ;} S (f (E,T)
o’ (E,B,T.d =e—\ﬁ— exp| -2 " kT”Ea+2(—° "2 WE (12
L( ) 2rm*c ﬂ'G'([; xP G }/L( 0 ) o (12)

Thus, we can determine the temperature dependence of the oscillation of electrical conductivity in a quantum well
when exposed to a quantizing magnetic field. And so, a new analytical expression was derived for calculating the
oscillation of electrical conductivity in heterostructures with quantum wells in the presence of temperature and a magnetic
field, based on the equation (12). Using equation (12), it is possible to analyze some experimental results at different
temperatures and magnetic fields. In addition, using the equation (12), it is possible to calculate the temperature
dependence of the oscillation of transverse magnetoresistance in the conduction zone of the quantum well in the presence
of a quantizing magnetic field. Then, for a heterostructure based on a quantum well, the change in the oscillation of the
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transverse magnetoresistance pfd(E ,B,T,d) with respect to temperature and quantizing magnetic field is determined in

the following new analytical expression:

p*(E,B,T,d)=1/0"(E,B,T,d)

1

pZd(EsByTyd)=_ b
L ‘s 21

2rm*ec\ 7w G

(13)
1 °h
2 E-fha | mto 4 e ™  (3f (E.T)
m o=
exp| -2 kTYE 2| 2"k
!:nZL: p G v, (k,T) ( 9E
RESULTS AND DISCUSSION

Now, based on equations (12) and (13), let's consider the dependences O'f" (E,B,T,d) and pf" (E,B,T,d) on the

graph. As can be seen from the new analytical expressions obtained, the term under the integral is a very complex function
with respect to the energy E. That is, it is impossible to obtain an exact result by integrating it, and we will use a computer

program to obtain ¢>*(E,B,T,d) and p**(E,B,T,d).

Figure 1 shows the dependence of the oscillation of the transverse electrical conductivity on the magnetic field
(Figure 1a) and the reverse induction of the magnetic field (Figure 1b) in heterostructures based on the quantum well
Ing 52A1l9.484s/Ing 53Gag.474s/ Ings»AlpssAs at constant low temperatures. Here, the parameters of the quantum well
Ing53Gap.474s are equal to the following value: the thickness of the quantum well d = 16.8 nm, the effective mass of
electrons in the conduction band of the quantum well m, = 0.059m,, the widening parameter G = 0.5 melV and the
temperature 7 = 4.2K [27].

£UB.I,d).Om-cm

002

00157

oo

0,005

1 2 3 4 s

— T=4.2K d=16.8nm

Figure 1a. Dependence of the oscillations of the transverse electrical conductivity on the magnetic field in heterostructures based on
the Ino.s2Alo.4sAs/Ino.s3Gao47As/ Inos2Alo.asAs quantum well at temperatures T=4.2 K.
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Figure 1b. Dependence of the oscillations of the transverse electrical conductivity on the reverse magnetic field induction in
heterostructures based on the Ino.s2Alo.48As/Ino.s3Gao.47As/ Ino.s2AloasAs quantum well at temperatures T=4.2 K.
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In this case, when constructing the O'fd (E,B,T,d) graph, the number of Landau levels was taken as n; = 8, and the

number of dimensional quanta (the number of dimensional quanta) as nz = 1. In the figures, there is a sharp increase in
the amplitude of fluctuations in electrical conductivity in the conductivity zone of the quantum well Ings3Gag47As at
magnetic field induction values of 1.5 T and above. Figure 2 shows the effect of temperature on the dependence of the
oscillation of transverse electrical conductivity on the induction of the magnetic field (Figure 2a) and the reverse induction
of the magnetic field (Figure 2b) in heterostructures based on the quantum well Ing 5241y 4845/Ing s3Gag 47As/Ing 52419 48As
with a parabolic law of dispersion. As can be seen from these figures, with increasing temperature, the amplitude of the
oscillation of electrical conductivity in the conduction band of the quantum well /ng 53Gay 474s decreases. At sufficiently
high temperatures, for example, at T = 40 K, magnetoresistance oscillations do not feel the quantizing magnetic field and
do not observe oscillations of kinetic parameters. Because in nanoscale semiconductor materials to observe the effects of
quantum oscillations, the thermal energy of the free charge carriers must be much smaller than the difference between
two adjacent discrete energy levels.
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Figure 2a. Influence of temperature on the dependence of transverse electrical conductivity oscillations on magnetic field induction
in heterostructures based on quantum well Ino.s2Alo.4sAs/Ino.s3Gao.47As/Ino.s2Alo.4sAs

: pf“(B. T.d),Om-cm "\
003
0,02
| A
00t : \/
\_/ \.
0 ~——
1 2 3 4 5
B BT
_— T=4 2K, ¢=16 8nm
— T=15K ¢=168nm

T=40K, d=168nm

Figure 2b. Influence of temperature on the dependence of the oscillation of transverse electrical conductivity on the reverse
induction of the magnetic field in heterostructures based on the quantum well Ino.s2Alo.48As/Ino.s3Gao.47As/Ing.s2Alo.4sAs

Figure 3a shows the oscillations of the transverse magnetoresistance pid (E,B,T,d) in the conduction band of the

Ings3Gag47As quantum well at low constant temperatures T=4.2K. This pf“(E,B,T,d) graph is obtained using

equation(11). If we observe fluctuations in the induction of the quantizing magnetic field in the range from 0.5 T to 3.5
T, then the maximum value of the amplitude of the magnetic resistance of the quantum coil is about 1000 Om. With
increasing temperature, a decrease in the amplitude of oscillations of the transverse conductivity is observed (Figure 3b).
When the temperature reaches 40K, when the magnitude of the quantizing magnetic field reaches almost 3 T, the

pf" (E,B,T,d) oscillations begin to disappear, that is, the influence of the quantizing magnetic field becomes not

noticeable. However, as the temperature decreases, the quantizing magnetic field begins to increase its effect. In a
simplified way, this can be explained as follows: statistical physics is applied to these quantum effects, i.e. the temperature

dependence of pfd (E,B,T,d) oscillations is studied by thermal smearing (or thermal broadening).
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Figure 3a. Oscillations of transverse magnetoresistance pfd (E,B,T,d) in the conduction zone of the quantum well Ino.s3Gao.47As

at temperatures T = 4.2 K.
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Figure 3b. Effect of temperature on oscillations of transverse magnetoresistance pid(E ,B,T,d) in the conduction zone of the

quantum well Ino.s3Gao.47As

It is known that the temperature dependence of oscillations of the density of energy states in two-dimensional and
three-dimensional semiconductor materials has been studied in detail from a theoretical point of view in works [27, 28].
At the same time, a new mathematical model was developed. The equation (8) for constantly low temperatures shows the

dependence of the energy density oscillations of the N2’ (E ,B,nL,d,nZ) states in two-dimensional semiconductor

materials on the energy and magnetic field. The energy derivative of the Fermi-Dirac distribution function gives the delta

function of (WJ at very low temperatures, with the height of (WJ decreasing and the width increasing

with increasing temperature. Hence, the thermal widening of Landau levels is determined with the help of the [Mj

function. However, as can be seen from the work [27,28], the oscillation of the quantum effect is carried out by observing

N (E,B,nL,d,nZ). Therefore, by decomposing N2 (E,B,nL,d,nZ) into a series of (%j , oscillations of the

transverse magnetoresistance of pf" (E,B,T,d) heterostructural semiconductors with a quantum well depending on
temperature are determined.
In addition, using the analytical expression (13), one can analyze the dependence of the pf" (E,B,T,d) oscillations

of the transverse magnetoresistance of heterostructural semiconductors with quantum wells. Figure 4 shows the
dependence of the oscillations of the transverse magnetoresistance of the IngsxAlp4sAs/Ings3Gaga7As/Ings2AlgagAs

heterostructure on the thickness of the Ing.s3Gag47As quantum well with a parabolic dispersion law. Here, pf" (E,B,T,d)

at a quantizing magnetic field B=3.5 T:
pf"(T =3K,d =16,8nm) =1000 Om; pfd(T =3K,d =14,8nm)=1100 Om;

P> (T =3K ,d =12,8nm) =12000m
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Thus, with a decrease in the thickness of the quantum well, the amplitude of the oscillations of the transverse
magnetoresistance increases. Hence, we can conclude that the height of discrete Landau levels in two-dimensional
semiconductor materials depends both on the temperature and on the thickness of the quantum well. In order to observe
oscillations of the quantum effect even at higher temperatures, it is proposed that the thickness of the quantum well be as
close as possible to the de Broglie length.

] P ,Om-cm

Figure 4. Dependence of the oscillation of transverse magnetoresistance of the heterostructure Ino.s2Alo.4sAs/Ino.s3Gao.47As/
Ino.s2Alo.4sAs on the thickness of the quantum well Ino.53Gao.47As with a parabolic law of dispersion.

Calculation of the temperature dependence of differential oscillations of magnetoresistance
d(p*(E.B.T.d))

0B

As mentioned above, to observe the oscillation of the quantum effect in bulk and two-dimensional semiconductor
materials, it is necessary to meet the conditions of a strong magnetic field and a very low temperature. Let's estimate the
discrete quantum energy of a quantizing magnetic field and a quantum well at very low temperatures and the thermal
energy of an electron corresponding to this energy level. In Figure 3a, the value of the induction of the magnetic field
oscillations pfd(E,B,T ,d) is calculated from 0.5T to 4T and at a temperature of 3 K. Temperature at T= 3 K

£T=2,6-104‘ el . At a magnetic field B=1, 7'“1é e=124-10"¢V .
e m

n<B

heterostructure with quantum well

m

=48 ,i.c. W s> kT Although this estimate is completely subject to the conditions for the formation
m

of quantum oscillatory effects in heterostructures with quantum wells, however, as can be seen from Figure 3a, oscillatory
processes are clearly observed starting from 1.5 T. Why is this happening? With a magnetic field of 0.6 T, 1 Tor 1.2 T,
oscillations of the transverse magnetoresistance are not formed in the conduction field of the quantum coil, or does it
seem that the obtained analytical expression (13) is not fully satisfied? This process is explained as follows. The value of
the transverse magnetoresistance of a quantum well semiconductor varies greatly due to the magnetic field induction.
From here, according to the differential law of resistance, the first derivative of the magnetic field induction is obtained
according to the equation (13).

Hence,

That is:
-1
2
222
B E—{heB*'(nL +;j+2”fd2 né} (O ED)
m m i
d| B exp| -2 " kTYE 2|22 yE
I[; Xp G V. (k,T) ( 3E
a(pfd(EnB9Tad)) 63 \/51
0B 2em*e\r G 0B
(14)

From a theoretical point of view, taking the derivative of the magnetic field induction from equation (14) and
obtaining its graph is a very difficult task. However, implementation using computer programs allows you to evaluate
both accuracy and quality. To compare the graphical results obtained by equations (13) and (14), we consider them in the
same coordinate system.
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d(p*(E.B.T.d))

0B

field at T=3 K in the heterostructure Ing s;Alg4gAs / Ing s3Gag47As / Ing s2Alp4gAs with a quantum well Ing 53Gag47As. In
this case, the number of Landau levels is n;=7, and the dimensional quantum number is nz=1. Magnetic field induction
was obtained in the range from 0.6 T to 1.22 T.

200

on the weak induction of the magnetic

In Figure 5 shows the dependence of pfd (E,B,T,d) and

BT

d(p*(E,B.T.d))

JB
heterostructures Ino.s2Alo.48As/Ino.s3Gao.47As/Ino.s2Alo.4sAs with a quantum well Ino.s3Gao.47As.

Figure 5. Dependence of pid (E,B,T,d) and on weak induction of the magnetic field at T=3 K in

As in Figure 3a, pf‘l (E,B,T,d) oscillations at 0.6+1.22 T are practically not formed due to a too low magnetic field.
d(p*(E.B.T.d))
JB
different from pfd (E,B,T,d). That is, this indicates the presence of quantum effects, that is, Landau levels, even at low

However, the graph of its first order derivative with respect to the magnetic field is completely

temperatures and weak magnetic fields. In fact, the purpose of taking the derivative of the magnetoresistance with respect
to B was the same, that is, it was necessary to feel the magnetic field increased by one standard. At the same time, both

d(p*(E,B.T.d))
0B

positive and negative magnetoresistances can be observed on the graph. In conclusion, we can say

d(p*(E.B.T.d))

JB
not only to study the sensitivity to the influence of a magnetic field in weak magnetic fields using equation (13), but also
to visually observe the number of discrete Landau levels using equation (14).

heterostructure with a quantum well makes it possible

that the differential magnetoresistance of an

d(p*(E,B.T.d))

0B
As in Figure 3b, we will change the value of the induction of the magnetic field by 4 T and the temperature from 4.2 K
to 40 K. As a result, a graph of the temperature dependence of fluctuations according to the equation (14) is obtained
(Figure 6).

Now consider how the oscillations of the differential magnetoresistance of depend on temperature.

sooo] A7 (E.B.T.0)
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5B in quantum well Ino.53Gao47As.

Figure 6. Influence of temperature on differential magnetoresistance
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As can be seen from Figure 6, there is a decrease in the amplitude of oscillations of the differential magnetoresistance
d(p*(E,B,T,d)
2 )

0B
an increase in their width due to thermal expansion. In general, this leads to the fact that the effect of temperature on the

d(p*(E.B.T.d))
0B

with increasing temperature. This leads to a decrease in the height of the discrete landau peaks and

coincides with the above theoretical base.

differential oscillations of the magnetoresistance of

Determination of transverse magnetoresistance oscillation in heterostructures based on narrow-band quantum
wells with nonparabolic dispersion law
Let's analyze quantum oscillation phenomena for electrons and light holes in heterostructures based on narrow-band
quantum wells when exposed to a strong magnetic field, with a non-parabolic law of dispersion. For the parabolic law of
dispersion, the effective mass of charge carriers does not depend on its energy, but if the law of dispersion is non-
quadratic, then the effective masses of charge carriers vary greatly in energy in the permitted zone of the quantum well.
The energy of charge carriers in the conduction band under the action of a quantizing magnetic field for a non-
parabolic dispersion law in bulk semiconductor materials with a narrow band is calculated by the following
expression [29]:

3d 2712
B (B)=-= +%\/(E;")2+4E;"KN+%)M)U +§iiw] (15)

m 2

n

Here E ;" is the band gap of the bulk semiconductor material; g,u,H - spin energy of charge carriers.

If the induction of the quantizing magnetic field is applied along the quantum well thickness (parallel to the Z axis)
and perpendicular to the XY quantum well plane, assume that the band gap depends on the quantum well thickness, and
take into account that the value of the spin energy is much less than the sum of the quantum and the magnetic field energy,
then expression (13) takes the form:

2d Eid 1 24 \? 2d 1 L
EY (Bid)==——+7 (E) +4(E) m+ fhe sl | (16)
232
Here, i=L+L; Egz“’ :E;d+ zh —n’
Itlﬂ mll mp Zﬂnd

Equation (16) expresses the dependence of the narrow-field quantum well on the magnetic field, which quantizes
the energy of free electrons in the conduction field for the nonparabolic dispersion law. It can be seen that the energy of
free electrons in the conduction region of a narrow-gap quantum well under the action of a quantizing magnetic field
strongly varies non-squarely with the band gap and quantum well thickness. This relation certainly strongly affects the
two-dimensional energy density of states (8). Hence it follows that the oscillations of the magnetoresistance of a quantum
well with a nonparabolic dispersion law differ significantly from the parabolic law. Consequently, the

1\ 7w . . . . .

[h@ (nL +5j+mn§} term in expression (8) is the total energy of free electrons in the conduction field of a
m

quantum well in a quantizing magnetic field for the parabolic dispersion law. In the non-parabolic dispersion law, the

total energy is determined by expression (16). Then, substituting (16) into (8), we obtain an expression for the two-

dimensional energy density of states in a quantizing magnetic field for the nonparabolic dispersion law:

2
EX 1 i\ v 1 '’
E‘{‘Sw\/(’fi J o4l (g o5 e

é;exp -2 e (17

eH |2
2re \ 1w

NZd

s,noparabolic

(E.B.E}'.,n,.d.n,)=

It follows from this equation that, for a nonparabolic dispersion law, the quantum field depends on the magnetic
field, which quantizes the density of energy states in the conduction region. It can be seen that equations (8) and (17) are
fundamentally different from a mathematical point of view. In this case, if the band gap is narrow, then it is recommended
to use equation (17), otherwise equation (8), i.e. if the semiconductor is wide-gap. We can also understand this by
substituting (17) into (13) to get the following new analytic expression:
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Analytical expression (18) is suitable mainly for heterostructural materials with narrow-field quantum wells, since
the energy spectrum of narrow-gap semiconductors mainly obeys the non-parabolic dispersion law.

Now let's compare p** (E,B,T,d Ez") and p* (E,B,T,d,E;") for two dispersion laws and look at their

fluctuations at different magnetic fields and temperatures. The thickness of the InAs/GalnSb/InAs semiconductor
heterostructure with a narrow-gap quantum well (InAs - quantum well) is 3.36 nm [30], the volume band gap is 0.426 eV
at T=0 K [31], the effective mass of a free electron in the conduction field m;=0.026m,. Substituting these experimental
values into the proposed analytical expressions (13) and (18), we calculate the oscillations of the transverse
magnetoresistance of the InAs/GalnSb/InAs quantum well at T=4 K and obtain graphical results for

(E,B,T,d EZ‘]) and pwmbalw(E,B,T,d,E;d) (Figure 7). As can be seen from this figure, one can observe that

the oscillations of the transverse magnetoresistance of the quantum well obtained for the parabolic and nonparabolic
dispersion laws are fundamentally different. In conclusion, we can say that if the quantum well consists of a narrow-gap
semiconductor, it is proposed to calculate the oscillations of the transverse magnetoresistance by expression (18), and if
the material of the quantum well is classical and wide-gap, then it is proposed to calculate by equation (13).

| noparabolic | parabolic
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/ \

1- Pinoparabolic

2- Piparabolic
Figure 7. Comparison of transverse magnetoresistance oscillation for plnopmbolu (E,B,T,d,E 2d) and p’

the quantum well InAs/GalnSb/InAs at T=4 K
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Comparison of experimental results with theory and their discussion
This work mainly presents the results of a comparison of experimental and theoretical studies of the oscillations of
the transverse magnetoresistance on the example of a heterostructure with narrow quantum wells InyGa;.«Sb [7]. The band

gap and thickness of the quantum well of this material is Esd =0,49¢V [32] and d=7.5 nm, and the effective mass of

charge carriers is m,=0.06my [7]. In this work, oscillations of the transverse magnetoresistance of InyGa;.«Sb are observed
at a temperature of 2 K and at quantizing magnetic fields from 3 T to 9 T (Figure 8). Since this material is a narrow gap
semiconductor with quantum wells, it obeys a non-parabolic dispersion law. From here, using the above experimental
physical parameters, the oscillations of the transverse magnetoresistance of the InyGa;.xSb quantum well at a temperature

of 2 K are theoretically calculated using equation (18). In Figure 9 shows the p meg,w(E ,B,T,d ,E;d) graph of the

theoretically calculated InyGai.«Sb quantum well. It can be seen that the experimental (Figure 8) and theoretical (Figure
9) results are very close to each other in terms of quality. If we look at the experimental results, then the oscillations of
the InyGa;.xSb quantum well practically do not appear in the range of magnetic field induction values from 1 Tto 2.9 T.
As if, at a temperature of 2 K and a magnetic field of 2.5 T, Landau levels are not visible, there is no quantization
process. Although, on the graph obtained from a theoretical point of view, the amplitude of the magnetoresistance is
formed precisely in this magnetic field, since the condition kT<<hwc is satisfied. Even at such a very low temperature,
the induction of the magnetic field must already be a quantization process at 1.5 T. This can also be observed on the

o(p . (E.B.T.d))

0B
with respect to the magnetic field (Figure 10). Therefore, one should not rush to draw conclusions on the basis of
oscillation amplitudes not seen in the experiment, i.e. it is necessary to rework it from a theoretical point of view, check
it through quantization conditions, and in the process, it is necessary to study the state of charge carriers in perfection.
This can be seen by comparing the experimental (Figure 8) and theoretical (Figure 10) results. Let us analyze the
experimental oscillations of the transverse magnetoresistance according to the equation (18) using the dynamics of the
temperature increase (Figure 11). On Figure 11 shows a three-dimensional graph of the oscillations of the transverse
magnetoresistance of the InyGa;.xSb quantum well as a function of temperature and magnetic field. This three-dimensional

plot using equations (14) for the non-parabolic dispersion law, i.e. differentiating equation (18)
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graph is obtained from a theoretical point of view by substituting experimental values into equation (18). As can be seen
from Figure 11, with increasing temperature, the amplitude of oscillations of the transverse magnetoresistance of the
quantum coil decreases, and a broadening of the peak is observed. This is called thermal blur. This means that, due to
thermal smearing, as the temperature rises from 40 K, the discrete Landau levels are transformed into continuous energy
spectra. At the same time, it is possible to analyze the dependence of this experimental graph on the thickness of the
quantum well using equations obtained from the theoretical side. In addition, with the help of the proposed new theory or

the obtained new equation, it becomes possible to determine the dependence of external factors on experimental
oscillations of the transverse magnetoresistance in bulk heterostructures with quantum wells.
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Figure 8. Oscillations of transverse magnetoresistance of the quantum well InxGaixSb at a temperature of 2 K [7].
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Figure 9. Oscillations of transverse magnetoresistance of the quantum well InxGaixSb at a temperature of 2 K, our results
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Figure 11. View of a three-dimensional graph of the oscillation of the transverse magnetoresistance
of the quantum well InxGa1-xSb

CONCLUSIONS.
Based on the study, the following conclusions can be drawn: A new analytical expression is derived for calculating
the temperature dependence of the oscillations of the transverse electrical conductivity and magnetoresistance of a
quantum well. A mechanism has been developed for the oscillation of the transverse electrical conductivity and
d(p*(E.B.T.d))

JB
at low temperatures and weak magnetic fields. Oscillations of the electrical conductivity and magnetoresistance of a
narrow-window quantum well with a nonparabolic dispersion law are studied. The proposed theory was used to study the
results of experiments on a narrow-gap quantum well (InyGa; xSb). The Landau levels of the InyGa;xSb quantum well in
weak magnetic fields, which were not observed in the experiment, oscillate. This has been proven through the
d(p*(E,B.T.d))

oB
magnetoresistance of the InyGa;«Sb quantum filament, measured at a temperature of 2 K, transform into a continuous
energy spectrum due to thermal washing under the influence of the temperature growth dynamics.

magnetoresistance of a quantum well from the first-order derivative of the magnetic field (differential)

theory of magnetoresistance. The experiment shows that the oscillations of the transverse
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BU3HAYEHHSA 3AJIEXXHOCTI OCITJIAII MONEPEYHOI EJTEKTPOITPOBIZTHOCTI TA MATHITOOIIOPY
BII TEMIIEPATYPHU B TETEPOCTPYKTYPAX HA OCHOBI KBAHTOBUX SIM
Yayroex 1. Epkatoes, Pycramaxon I'. Paximos

Hamaneancokuii inoicenepro-mexnonoeiunu incmumym, 160115 Hamanean, Y36exucman
VY naniii poOOTI ZOCTIPKEHO BIUIUB I'yCTHHY JIBOBUMIPHOTO CTaHy Ha OCLIMJISILIT HOIEPEYHOT eJICKTPOIIPOBIIHOCTI B FE€TEPOCTPYKTYpax
3 IPSIMOKYTHHUMH KBaHTOBUMH siMamMu. OTpUMaHO HOBHUIT aHANITHYHUN BUPa3 JUIS PO3PaXyHKY TEMIIEPAaTypHOT 3aJIe)KHOCTI OCIIMIISILIIH
MONEePEeYHOl EJIEKTPONPOBIAHOCTI Ta MAarHiTOONOPY KBaHTOBOI sMU. Brmepiue po3poOieHO MeXaHi3M OCHWIBILIT MornepeyHol
€JIEKTPOIPOBIAHOCTI Ta MAarHITOONOpPY KBAaHTOBOI sSIMM BiJ IOXiZHOI MEPLIOro MOPSIIKY MarHiTHoro mois (audepeHiiana)

a( 0" (E, B,T,d)) /BB IIPY HU3BKUX TEMIIepaTypax i CIa0KMX MarHiTHHX MOJsX. JIoCHi/keHO ocHwIALii eleKTPONpOBIAHOCTI Ta
MarHiToONnopy BY3bKOCMYTOBOi KBaHTOBOI SIMM 3 HerapaOOJiYHUM 3aKOHOM AMcIepcil. I3 3anponoHOBaHOIO TEOPI€0 JTOCIIHKEHO

pe3yJIbTaTH SKCIIEPUMEHTIB 3 By3bKOCMYTOR0 KBaHTOBOKO MO0 (InxGaixSb).
Ku1rouoBi ciioBa: nanienpogionux,; npogionicms,; K6AHmMosa Ama, MazHimoonip, Mmazuimmue noje
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In this work, the comparison of the mass spectra of heavy quarkonium system with an interacting potential (class of Yukawa potential)
was studied. The Schrodinger equation is analytically solved using the Nikiforov-Uvarov (NU) method and the series expansion method
(SEM). The approximate solutions of the eigen energy equation and corresponding eigenfunction in terms of Laguerre polynomials
were obtained using the NU method and the solutions of the eigen energy equation were also obtained with the SEM. The mass spectra
for heavy quarkonium system (HQS) for the potential under study were obtained for bottomonium bb and charmonium cc . We
compared the results obtained between the NU and the SEM. It was noticed that SEM solutions yield mass spectra very close to
experimental data compared to solutions with the NU method. The obtained results were also compared with works by some other
authors and were found to be improved. This study can be extended by using other exponential-type potential models with other
analytical approach and a different approximation scheme to obtain the mass spectra of heavy quarkonium system. The relativistic
properties using Klein-Gordon or Dirac equations can be explored to obtain the mass spectra of light quarkonia. Finally, the information
entailed in the normalized wave-functions can also be studied.

Keywords: Schrodinger equation; Nikiforov-Uvarov method; Class of Yukawa potential; Mass Spectra; Series expansion method
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1. INTRODUCTION

The study of the fundamental or constituent blocks of matter has been for long time a fascinating field in Physics.
In the nineteenth century, the atom was considered to be the fundamental particles from which all matters were composed.
This idea was used to explain the basic structure of all elements. Experiments performed at the end of the nineteenth
century and beginning of the twentieth century provided evidence for the structure of an atom [1].

The conclusions were that all atoms have a nucleus containing protons which is surrounded by elements and that the
nucleus was very small compared with the size of the atom. The neutron was introduced to explain the discrepancy
between the mass of the atom and the mass from the number of protons. In 1932, Chadwick discovered the neutron and
the fundamental particles were considered to be proton, the neutron and the electron. The discovery of antimatter in
cosmic radiation supported the theory developed from the special theory of relativity and quantum theory that all
fundamental particles have corresponding antimatter particles. The matter and antimatter particles have the same mass
but opposite charge. The problem of what were considered to be fundamental particles was resolved by the quarks. Quarks
are the basic building blocks of hadrons, particles interacting with each other through strong interaction [2,3]. In nuclear
physics, we are mostly concerned with the lightest members of the hadron’s family; nucleons, which make up all the
nuclei and pions which constitute the main carriers of nuclear force. Since their discoveries, investigation of heavy
quarkonium system (HQS) provides us with great tools for quantitative tests of quantum chromodynamics (QCD) [4].
Because of the heavy masses of the constituent quarks, a good description of many features of these systems can be
obtained using non-relativistic models, where one assumes that the motion of constituent quarks is non-relativistic, so
that the quark-antiquark strong interaction is described by a phenomenological potential [5,6]. Heavy quarkonium system
have turned out to provide extremely useful probes for the deconfined state of matter because the force between a heavy
quark and anti-quark is weakened due to the presence of gluons which lead to the dissociation of quarkonium bound
states [7]. The quarkonia with heavy quark and antiquark and their interaction are well described by the Schrodinger
equation (SE). The solution of the Schrodinger equation with spherically symmetric potential is of major concern in
describing the mass spectra (MS) of quarkonium system [8,9]. In simulating the interaction potentials for these systems,
confining-type potentials are generally used. The holding potentials can be of any form. For instance, a variety of this
type of potential is the Cornell potential (CP) with two terms one of which is responsible for the Coulomb interaction of
the quarks and the other correspond to a confining term [10,11]. Researchers have studied the MS of heavy and heavy-
light quarkonia using the CP and its extended form [12-14]. For studying the behavior of several physical problems in
Physics, we require to solve the Schrodinger equation. The solutions to the Schrodinger equation can be established with
analytical methods such as the Nikiforov-Uvarov (NU) method [15-24], the asymptotic iterative method (AIM) [25], the
extended NU method [26], the Nikiforov-Uvarov functional analysis (NUFA) method [27-30], the series expansion
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method [30-34], the WKB approximation [35-37], and so on [38]. Recently, the study of MS of HQS with exponential-
type potentials has attracted the attention of most researchers. For example, Inyang et al. [39] studied the MS of HQS
with Yukawa potential using the NU method. Also, Akpan et al. [40], presented the mass spectra of HQS using Hulthen
and Hellmann potential model through the solutions of the Schrodinger equation. Furthermore, Ibekwe et al. [41] studied
the mass spectra of HQS using the NU with the combination of screened Coulomb and Kratzer potential. Abu-Shady and
Inyang [42], suggested trigonometric Rosen-Morse potential as the quark-antiquark interaction potential for studying the
masses of heavy and heavy-light mesons. In the present research, our interest is to compare the mass spectra of HQS with
the class of Yukawa potential (CYP) using the Nikiforov-Uvarov and the series expansion methods. The CYP is a combination
of Yukawa potential [43], Hellmann potential [44] and inverse quadratic Yukawa potential [45]. The CYP applications
cut across other fields of physics such has atomic, nuclear and condensed matter physics, among others. The CYP takes
the form [46],
a be " ce”

V)=, (1)

where a,b and c are potential strengths, ¢, is the screening parameter.

The exponential terms in Eq. (1) are expanded with Taylor series up to order three, so that the potential can
interact in the quark-antiquark system, and Eq. (2) is obtained.

77 o
V(ir)=——2+ar+o,r’ +—=+a, )
r r

where
2

a
o, =b-a+2ce,, o, = 2’ -1.33a,’

. 3)
ba,

= — — 2
o, =— . , 0, =—c, o, ==ba, —2cq,

2. REVIEW OF THE METHODS
2.1. The Nikiforov- Uvarov method
The Nikiforov-Uvarov (NU) method is based on solving the hypergeometric-type second-order differential
equations by means of the special orthogonal functions [47]. For a given potential, the Schrodinger-like equations in
spherical coordinates are reduced to a generalized equation of hypergeometric-type with an appropriate coordinate
transformation » —x and then they can be solved systematically to find the exact solutions. The main equation which is
closely associated with the method is given in the following form [48].

e 2y (1 2y ()

2oV (=0 o

where o(x) and 6(x) are polynomials at most second- degree, 7(x) is a first- degree polynomial and ¥/(x) is a function

of the hypergeometric-type.
By taking w(x) = @(x)y(x) and choosing an appropriate function ¢(x), Eq. (4) is reduced to a comprehensible form;

y(x)=0 %

Yo )” M o Tem o e w

¢, ] 00 0w, 50
o) o)

y"(x){z

The coefficient of y, (x) is taken in the form 7(x)/o(x), where 7(x) is a polynomial of degree at most one, i.e.,

L0 () F) _ 7o)

: (6)
#x) ox) o(x)
And hence the most regular form is obtained as follows,
¢ () _ () .
#(x)  o(x)

where

7(x) =%[r(x)—f<x)] ®)
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The most useful demonstration of Eq. (8) is
7(x) =7(x)+27m(x) 9)

The new parameter 7(x) is a polynomial of degree at most one. In addition, the term

¢ (x)/ ¢(x) which appears in the coefficient of y(x) in Eq. (5) is arranged as follows,

0w (s [odw zz[rr(x)j' *[”(X)Jz 00
o) | o) e | low) Tlew

In this case, the coefficient of y(x) is transformed into a more suitable form by taking the equality given in Eq.(31);

¢ @ ¢ () 7(x)  6(x) _ 6(x)
ox)  HX) G(X) o’(x) ()

(11)
where

F(x) = 6(x) + 77 (x) +7r(x){ Fx)-0 (x)J +7 (Do) (12)

Substituting the right- hand sides of Eq. (6) and Eq. (11) into Eq. (5), an equation of hypergeometric-type is obtained as
follows;

v+ (()) () + "(()) Yx)=0 (13)

As a consequence of the algebraic transformations mentioned above, the functional form of Eq. (4) is protected in a
systematic way. If the polynomial &(x) in Eq. (13) is divisible by o(x), i.e.,

a(x)=Ao(x) (14)
where A is a constant, Eq. (13) is reduced to an equation of hypergeometric-type
o(x)y (M+7(x)y (0)+Ay(x)=0 15)

And so its solution is given as a function of hypergeometric-type. To determine the polynomial 7z(x), Eq. (12) is

compared with Eq. (14) and then a quadratic equation for 7(x) is obtained as follows,

7 (x)+ n(x)[ ix)-0 (x)J +6(x)—ko(x)=0 (16)

where
k=1-r (x) (17)

The solution of this quadratic equation for (x) yields the following equality

o (W)=7(x), | o =T 501 ke(x) (18)

In order to obtain the possible solutions according to plus and minus of Eq. (18), the parameter £ within the square
root sign must be known explicitly. To provide this requirement, the expression under the square root sign has to be the
square of a polynomial, since 7z(x) is a polynomial of degree at most one. In this case, an equation of the quadratic form
is available for the constant £ . Setting the discriminant of this quadratic equal to zero, the constant k is determined
clearly. After determining & , the polynomial 7z(x) is obtained from Eq. (18), and then 7(x) and A are also obtained
by using Eq.( 8) and Eq.(17), respectively.

A common trend that has been followed to generalize the solutions of Eq. (15) is to show that all the derivatives of
hypergeometric-type functions are also of the hypergeometric-type. Equation (15) is differentiated by using the

representation v,(x) =y (x).

o(x) V{(x) + 7, (X)v/(x) + 4, (x) =0 (19)
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where 7,(x)=7(x)+0 (x) andy, =A+7 (x). 7,(x) is a polynomial of degree at most one and p, is a parameter that

is independent of the variables. It is clear that Eq. (19) is an equation of hypergeometric- type. By taking v, (x) = y, ' (x)
as a new representation, the second derivative of Eq. (15) becomes

G0 V(1) 75 (v, () 4103 (1) = 0 20)
where

() =7,(0)+0 (x)=7(x)+20 (x) @1

=470 = 4427 ()40 () 22)

In a similar way, an equation of hypergeometric—type can be constructed as a family of particular solutions of Eq. (15)
by taking v, (x) =y (x);

O'(x)v (x) +7, (x)v (x)+uv,(x)=0 (23)
And here the general recurrence relations for 7, (x) and #, are found as follows, respectively,
7,(x)=7(x) +no (x) 24)
L= A+nt (x)+@a” (x). (25)
When 1, =0, Eq. (25) becomes as follows
A =-nt (x)- "(”2 D' (0.n=0.1.2.3,..) . (26)

And then Eq. (23) has a particular solution of the form y(x) =y, (x) which is a polynomial of degree n. To obtain an
eigenvalue solution through the NU method, the relationship between 4 and A, must be set up by means of Eq.(17) and
Eq.(26). y,(x) is the hypergeometric —type function whose polynomial solutions are given by the Rodrigues relation

n

Lo e @

where B,, is a normalization constant and the weight function p(x) must satisfy the condition below

y,(x)=

(6(x)pE) =7(x)p(). (28)

2.2 The series expansion method
The series expansion method is based on solving the hypergeometric-type second-order differential equations. For
a given potential the wave function of SE is chosen in the form.

R(r)=e™ " F() (29)

where a and [§ are parameters whose values are to be determined in terms of potential strength parameters. The
functional series for F(r) is taken to be

Fi)=Ya”" (30)

n=0

where a,, is an expansion coefﬁ01ent [48]
By substituting F'(r), F (r) and F (r) into the SE, rearranging and equating coefficients of the corresponding
powers of 7 to zero. The eigen-values are subsequently obtained.

3. APPROXIMATE SOLUTIONS OF THE SCHRODINGER EQUATION WITH CLASS OF YUKAWA
POTENTIAL USING THE NU METHOD
The Schrodinger equation takes the form [49]

d’ u) | 2u
ar’ I

(Enl V(I")) -

U(r)=0 (31)

1(1+1)
}"2
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where /, is the angular momentum quantum number, 4, is the reduced mass for the quark-antiquark particle, ris the

inter-particle distance and 7 is reduced plank constant respectively.
Substituting Eq.(2) into Eq.(31) gives,

d’R(r) N 2UE N 2uey  2uonr 2uonr’ 2uon 2uc,  I(1+1)

R(r)=0 32
ar’ " nr " " nr " r ") (32)
Transforming the coordinate of Eq.(32) we set
w1 (33)
r
Using Egs. (32) and (33) we have
2UE 2uonx 2uo
PRE) 2dR 1| B R Rx
goar, R(r)=0 (34)

dx*  xdx X' 2ue, 2uex’ 2ue
_ élzZ_ ﬂ;x _ ﬂ24_l(1+1)x2
hx h
: o a, a,
Next, we propose the following approximation scheme on the term— and —-.
x X

. . . . . 24
Let us assume that there is a characteristic radius r, of the meson. Then the scheme is based on the expansion of — and
x

a, . . . I . L .
—; . in a power series around 7, ; i.e. around 0 = —, in the x-space up to the second order. This is similar to Pekeris
X I

0

approximation, which helps to deform the centrifugal term such that the modified potential can be solved by the NU
method [12].
Setting y = x—J and around y =0 it can be expanded into a series of powers we obtain;

o 3 3 2
T ”‘1[3“5*%] .
and
l9% 6 8x 3x°
—xj =a, [—52 T ] (36)

Putting Egs. (35) and (36) into Eq. (34) and simplifying gives
d’R(x) +2_x dR(x) +i

2 2 4
dx x° dx X

—e+ax—Bx* | R(x)=0 37
[ J

where

e 2UE  buey 12p0, 2ue,
" e né n

o, = [ 20, | OHO, 16#%J

n et ws (38)
2ua,  buo, 2uc.
ﬂn ={ hzé-zl + h2542 + h23 +7/J
y=I(+1)
Comparing Eq. (37) and Eq. (4) we obtain
F(x)=2x,0(x)=x",6(x) =—£+ox— fx°
’ ’ 7’ ﬂ (39)
o (x)=2x,0 (x)=2
Substituting Eq. (39) into Eq. (18) gives
A(x) =EJe—oyx+(B, +k)x° (40)
To determine k , we take the discriminant of the function under the square root.
k=a112_4ﬂ[[g (41)
4e

We substitute Eq. (41) into Eq. (40) and have
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o, x &
z(x)=1| 2l=—-— (42)
[ We e
Taking the negative part of Eq. (48), gives
’ Q,
T (x)=-—F 43)
2Je
Substituting Eqs.(39) and (43) into Eq.(9) we have
o,x  2¢
T(x)=2x -4+ = (44)
Je e
From Eq. (44) we have
’ Q,
T (x)=2—--L (45)
Je
Substituting Egs. (41) and (43) into Eq.(17) we have
1= auz _41611‘9 _ 2, (46)
4e 2/e
We substitute Egs. (39) and (45) into Eq.(26) and obtain
ne,
A =—L-n’-n (47)
Je
To obtain the energy equation, we equate Egs. (46) and (47) and then substitute Egs. (3) and (38)
ba, ba,
E, = %[ 02[1 —1.330(,3J —%—ba, -2ca;’
2
6u | ba,’ 2u Subc,’
hz hzé‘z[ 21 —1.330!13 +?(a_b_2ca1)_ 3;‘125§ (48)
_@ 2 2 3
ML (VL 22,113 ba, -1.33¢;, —ﬂlzai - 2"26
2 2 no 2 no n
The wave function in terms of Laguerre polynomials is
W)= N x e e | 2 (49)
xe
where N, is normalization constant, which can be obtain from
[ 1V, () Pr=1 (50)
0

4. EXACT SOLUTIONS OF THE SCHRODINGER EQUATION WITH CLASS OF YUKAWA POTENTIAL
USING THE SEM

We consider the radial Schrodinger equation of the form [50]

2
d“R(r) +£ dR(r) N
ar’ rodr

[Zh—él(E—V(r))—l(ljl)} R(r) =0 (51)
r

where / is angular quantum number taking the values 0,1,2,3,4..., ¢ is the reduced mass for the quarkonium particle, and

r is the internuclear separation.
Putting Eq. (2) into Eq. (51) gives

2
d Rgr)+g_dR(r)+ g+£—Br—Cr2—L(L2+1) R(r)=0 (2)
dr rodr r r

where
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2u 2uc, 2ue, 2uc,
82?(E—0(4),A= hzo’Bz hzl’cz hzz (53)
2
L(L+1)=%+l(l+l) (54)
From Eq. (54) we have
1 1 2 8ua
L=——+—[(21+1) +—= 55
2 2 ( ) /5 (53)
From Eq. (29), Egs.(56) and (57) are obtained
R ()=F e P +F(r)(20r-f)e™ " (56)
R, ' )= F, ' r)e " Py F, Y (=2ar—fB)e P
(r) () (" B) 57)

+[ (220)+(-2ar-p)(-2ar- ﬂ)} F(r)e'””'z'ﬁ’
Substituting Egs. (29), (56) and (57) into Eq. (51) and divide through by ¢ 7 we obtain

(42’ -C)r* +(40B-B)r

F’ (r)+{—4ar—2ﬁ+g} F 0+ | L) F(r)=0 (58)
r +

+(A4-28)—-=—"—+(e+ " -6a)
r r
Also, from Eq. (30), we obtain the following
F () =3 (2n+L)a> " (59)
n=0
F )= (2n+L)(2n+L-1)a,r""" (60)
n=0

We substitute Egs. (30),(59) and (60) into Eq.(58) and obtain

oo

(2n +L)(2n +L —l)anrz'”L_2 +{ —4ar—2ﬂ+gJ (2n +L)anr2”+L']
r

Mz

]
=

n n=0

(61)
A-2 L(L+1 .
+ (40’2—C)r2+(4aﬂ—B)r+( A _L 2+ )+(s+ﬁ2—6a)] >a, =0
r r n=0
By collecting powers of » in Eq. (61) we have
[ (2n+L)(2n+L-1)+2(2n+ L)~ L(L+1)| 2
|4 2B@ne L) (a-2p)]
2 =0 (62)
#=0 +[ ~4a(2n+L)+e+ —6a} pnet
+[4eB - B]r*" +[ 402 —CJ pAntie2

Equation (62) is linearly independent implying that each of the terms is separately equal to Zero, noting that» is a non-

zero function; therefore, it is the coefficient of rthat is zero. With this in mind, we obtain the relation for each of the
terms.

(2n+L)(2n+L-1)+2(2n+L)-L(L+1)=0 (63)
2B(2n+L)+A4-28=0 (64)
—4o(2n+L)+e+f —60=0 (65)
4a-B=0 (66)

40 -C=0 (67)

From Eq. (64) we have
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A
- 68
g 4n+2L+2 (65)
From Eq. (67) we have
C
o= (69)

The energy equation of the CYP is obtain by substituting Egs. (53), (55), (68) and (69) into Eq. (65) and simplifying

we have
227 3
Ey= 0% 4oy f(2re1) B
12u h

-2
_i_él(a—b—ZCa,)z[4n+1+ /(2[+1)2—%J -ba, -2ca;’

4. RESULTS AND DISCUSSION
4.1 Results

We calculate mass spectra of the heavy quarkonium system such as charmonium and bottomonium that have the quark
and antiquark flavor, and apply the following relation [51-53]

(70)

M=2m+E, (71)

where

M = Mass spectra of the heavy quarkonium,
m = Quarkonium bare mass,
E, = Energy eigenvalue.

By substituting Eq. (48) into Eq. (71) we obtain the mass spectra for class of Yukawa potential using the NU method as,

boy? boy’
M:2m+%£ 02" —1.330{,3]— Y bo, -2ca

52
2
6u | ba,’ 2u Suba,’
. hz(sZ[ 21 —1.330{13] +F(a—b—2ca1)— 3h2§g (72)
8ul 1) 2u | be? ba,}  2uc
+—+ | 1+=] + 133} | - H0% M
" \/{ zJ e 2 (I

By substituting Eq. (70) into Eq.(71) we obtain the MS for CYP using the SEM as,

427 3
M=2mt |7 gpiay 211y - BKC
12u h

(73)

)
—i—’l;(a—b—an,)z[4n+l+ (2Z+1)2—8’ucj —-ba, -2ca;’

hZ

4.2. Determination of the potential strength parameters

The reduced mass u is defined in the standard way as ZE ,where m = mass of the constituent quarks and

antiquarks. For bottomonium bb and charmonium ¢¢ systems we adopt the numerical values of these masses as m, =
4.823 GeV for bottomonium and m_ = 1.209 Gel’ for charmonium [54]. Then, the corresponding reduced mass are

U, = 2.4115GeV and g, =0.6045 GeV . The potential parameters of Eqs. (72) and (73) are fitted with experimental
data. Experimental data are taken from [55]. The parameters for charmonium and bottomonium of the Eq. (72) are

[mc =1.209 GeV,uu= 0.6045 GeV, a = —19.045 GeV, b = 5.885 GeV/, ]

c = —1.188 GeV,0 = 0.23 GeV,o;, = 1.52 GeV,ii= 1
and
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m, =4.823 GeV,u= 24115 GeV, a = —1.591 GeV, b = 8.875 GeV,
¢ = —11.153 GeV, 0= 0.23 GeV,0;, = 1.52 GeV,h = 1

respectively. In the same vain, the parameters for charmonium and bottomonium of the Eq. (73) are

m, =1.209 GeV,u= 0.6045 GeV, h= lLo, =152 GeV
a=0.489 GeV,b =-0.695 GeV,c =5.679 GeV
and

m, =4.823 GeV,uu= 24115 GeV, a = 1.192 GeV’,
c = —13.876 GeV,o, = 1.52 GeV,h= 1, b = 0.998 GeV

respectively.

4.3. Discussion of results
The mass spectra of charmonium and bottomonium for class of Yukawa potential for the NU and the SEM were
calculated as shown in Tables land 2 respectively using Eqgs. (72) and (73).

Table 1. Comparison of mass spectra of charmonium in (GeV) for the class of Yukawa potential M,f,‘l”’ , between the NU, SEM, some

authors and experimental data

State MEYPwith the NU MEYP with the SEM [12] [13] Experiment [55]
1s 3.096 3.096 3.096 3.095 3.096

2s 3.686 3.686 3.686 3.685 3.686

1p 3.493 3.524 3.255 3.258 3.525

2p 3.772 3.773 3.779 3.779 3.773

3s 4.040 4.040 4.040 4.040 4.040

4s 4.267 4.263 4.269 4.262 4.263

1d 3.763 3.769 3.504 3.510 3.770

2d 4.146 4.156 - 3.928 4.159

1f 3.962 4.081 - - -

The free parameters are fitted with experimental data. In addition, quark masses are obtained from Ref. [55]. We note
the spectra masses of charmonium from states 1s,2s, 3s and 2p from both the NU and the series expansion methods agree
with experimental data and 1s,2s,3s and 4s states for bottomonium agree with experimental data for both methods as shown
in Tables 1 and 2. Other states appear to be close with experimental data, but the SEM solutions appear to be very close to
experimental data for charmonium and bottomonium compared to the NU method. It was noticed that in the 1f state for
charmonium and 2d and 1f states for bottomonium the values of the experimental data are not available. The mass spectra
obtained agree with Ref. [12]. Our results are improved in comparison with works of other researcher like Ref. [12] as shown
in the Tables in which the author investigated the N-radial SE analytically. The Cornell potential was extended to finite
temperature. The energy eigenvalue and the wave functions were calculated in the N-dimensional form using the NU method.
Also, the mass spectra obtained using Egs. (72) and (73) are improved in comparison with the works of Ref. [13] in which
they studied the N-dimensional radial Schrodinger equation using the analytical exact iteration method, in which the Cornell
potential is generalized to finite temperature and chemical potential.

Table 2. Comparison of mass spectra of bottomonium in (GeV) for the class of Yukawa potential M,f}fp , between the NU, SEM, some

authors and experimental data

State MSYPwith the NU  MSYPwith the SEM [12] [13] Experiment [55]
Is 9.460 9.460 9.460 9.460 9.460
2s 10.023 10.023 10.023 10.022 10.023
Ip 9.761 9.889 9.619 9.609 9.899
2p 10.258 10.260 10.114 10.109 10.260
3s 10.355 10.355 10.355 10.360 10.355
4s 10.577 10.579 10.567 10.580 10.580
1d 9.989 10.164 9.864 9.846 10.164
2d 10.336 10.575 B N N
1f 10.279 10.299 _ _ B

CONCLUSION

In this work, the Schrodinger equation is analytically solved using the Nikiforov- Uvarov and series expansion methods
with the class of Yukawa potential. The approximate solutions of the eigen energy equation and corresponding
eigenfunction in terms of Laguerre polynomials were obtained using the NU method. The solutions of the eigen energy
equation were also obtained with the SEM. The mass spectra for heavy quarkonium system for the potential under study
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were obtained for bottomoniumbb and charmoniumcc . We adopted the numerical values of these masses as
m, = 4.823 GelV for bottomonium and m, = 1.209 GeV' for charmonium. We compared the results obtained between

the Nikiforov- Uvarov and series expansion methods. It was noticed that SEM solutions yield mass spectra very close to
experimental data compared to solutions with the NU method. The obtained results were also compared with works by
some other authors [12,13] with different analytical methods. The values obtained are improved in comparison with their
works. This work can be extended by using other exponential-type potential models with other analytical approach and a
different approximation scheme to obtain the mass spectra of heavy quarkonium system. The relativistic properties using
Klein-Gordon or Dirac equations can be explored to obtain the mass spectra of light quarkonia. Finally, the information
entailed in the normalized wave-functions can also be studied.
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a/lenapmamenm ¢hizuxu, Hayionanvnuii eioxkpumuii ynisepcumem Hizepii, [ocabi, Abyodoca, Hizepis
bllenapmamenm ¢hisuxu, Yunieepcumem Kanabapa, PMB 1115, Karabap, Hizepis
“/lenapmamenm Qizuxu, wWKona yucmux i NPUKIAOHUX Hayk, Dedepanvruil mexnonoziunuil yHisepcumem, Ikom Abaci, Hicepis

VY wmiit poboTi TOCTIHKEHO TMOPIBHSAHHSA Mac-CIEKTPiB BaXKKOi KBAPKOHIEBOI CHCTEMH 3 MOTEHIIATOM B3aeMOJii (KJac MOTEHIiaIy
IOxaBwn). PiBrsuns Lpeninrepa anamiTHaHo po3B's3yeThes 3a Jonomororo Merony Hikidopoa-YBaposa (NU) i MeTony po3kiagaHHs
B psanx (SEM). Habmmxeni po3B’si3ku piBHSHHS BIacHOI eHeprii Ta BixmoBimHol BnacHoi ¢yHKmil uepe3 moninomu Jlareppa Oynu
oTpuMaHi 3a fonomoroto Metoxy NU, Takox 3a gornomororo SEM Oyiu oTprMaHi po3B’3KH piBHSHHS BIacHOI eHeprii. Mac-cnekrpu
Bakkoi kBapkoHieBoi cuctemu (BCK) s mociimpkyBaHOro HOTEHLialy OTpUMaHO Juisi O0oTToHieBOi Ta yapmoHieBoi BCK. Mu
nopiBHsUTH pe3ynbratd, oTpuMani Mk NU ta SEM. Byno nomideHo, mo SEM-pilieHHs] 1al0Th Mac-CIEKTPH, Tyxe ONu3bKi 10
€KCIIEPUMEHTAIbHUX JaHUX, TOPIBHAHO 3 po3B’si3aHHAM MeTooM NU. OTpuMaHi pe3yabTaTH TAKOXK MOPiBHIOBAIN 3 POOOTAMH ASSKUX
IHIIUX aBTOPIB 1 BMU3HAIM iX MOKpameHHMH. lle mocmikeHHS MOXKHA PO3MHUPUTH, BUKOPHCTOBYIOUHM IHINI MOTEHHIHHI Mozemi
€KCMOHEHIIIANFHOTO THITY 3 iHIIUM aHANITUYHUM IiIXOJO0M 1 iHIIOK CXEMOIO HAOJMKEHHS UL OTPHUMAHHS Mac-CIEKTPiB BaXKKOT
KBapKOHI€BOT CHCTEMH. PeIATHBICTCHKI BIACTHBOCTI 3a JOIIOMOrolo piBHsAHb Kieiina-I"opona a6o [lipaka MOXkKHA TOCITIZKYBaTH IS
OTpPHUMaHHS Mac-CHEKTpIB JITKUX KBapKoHIiiB. Hapemri, Takok MOXXHa BHBYATH iH(OPMAIiI0, IO MICTUTHECS B HOPMAaTi30BaHUX
XBHJIBOBUX (DYHKLISX.

Kurouosi ciioBa: pisusnns [lpedineepa; memoo Hixighoposa-Yeaposa, knac IOkasa-nomenyiany,; mac-cnekmpu, mMemoo cepitinozo
PO3UUpEHHs
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The Nikiforov-Uvarov approach is used in this study to solve the Schrédinger equation utilizing a class of inversely quadratic Yukawa
plus Hulthén potential model with an approximation to the centrifugal term. The normalized wave function and energy eigenvalue
equation were obtained. The numerical bound state for a few diatomic molecules (N2, Oz, NO, and CO) for various rotational and
vibrational quantum numbers was calculated using the energy equation and the related spectroscopic data. Our results show that, with
no divergence between the s-wave and l-wave, the energy eigenvalues are very sensitive to the potential and diatomic molecule
properties, suggesting that the approximation approach is appropriate for this set of potentials. The results are consistent with earlier
studies in the literature, and we also found four special cases of this potential.

Keywords: Schrodinger equation; Nikiforov-Uvarov method; Class of inversely quadratic plus Hulthén potential;, Diatomic
molecules; Bound state

PACS: 31.15.-p

INTRODUCTION

The time-independent Schrédinger wave equation can be used to study the dynamics and interactions of quantum
mechanical processes and non-relativistic spinless particles [1-4]. Because the eigenvalues and eigenfunctions associated
with quantum problems include essential information regarding the quantum system. The analytical solutions to this
equation with physical potentials are likely to play an important role in our understanding of the underlying principles of
a quantum system [5, 6]. The bound state solutions of the Schrodinger equation for a few of these potentials, such as the
Coulomb potential (CP) [7], Woods-Saxon [8], Hulthén [9], Manning-Rosen [10], and so on, are possible in some
situations. A suitable approximation scheme can also be used to solve the Schrodinger equation approximately when the
arbitrary rotational momentum quantum number is available [11]. The approximation scheme proposed by Greene and
Aldrich [11], the improved approximation scheme by Jia et al. [12], the approximation scheme by Hill [13], the Pekeris
approximation [14], the approximation scheme by Yazarloo et al. [15], and the improved approximation scheme in
Ref. [16] are a few examples of these approximations.

To find the exact and approximate solutions to the Schrédinger equation, quantum mechanical techniques have been
extensively used over time by scholars [17-27]. Inversely quadratic Hellmann potential (IQHP) has been used by numerous
authors in different areas of physics [28-31]. Another intriguing potential is inversely quadratic potential (IQP). The inversely
quadratic potential has been used by Oyewumi and Bangudu [32] and several authors in the literature [33-35].

In order to investigate the interaction that exists between two particles, the Hulthén potential (HP) [36] is essential.
It is utilized in the study of atomic, condensed matter, nuclear, and molecular physics as well as chemical physics
[37,38]. Another potential of interest is a newly proposed potential by Inyang et al. [39] called the class of inversely
quadratic Yukawa potential. This work aims to use the class of inversely quadratic Yukawa plus Hulthén potential
(CIQYHP) to obtain bound state approximate solutions to the Schrédinger equation. The obtain energy equation will
be used to investigate the ro-vibrational energies of some selected diatomic molecules and the bound state energies.
The potential model under study is of the form:

v —6yr 178 V. —8yr
V(r)=——%+ Vzle2 __121_132_@ ’ 0

where V,,,V,,,V,,, and V;, are potential strength and s, is the screening parameter.

The shape of this potential as a function of the screening parameter is given in Fig. 1. The following is how the paper
is set up: The energy eigenvalues and normalized eigenfunctions are obtained by solving the Schrédinger equation with
the class of inversely quadratic Yukawa plus Hulthén potential using the Nikiforov-Uvarov method in Section 2. The
resulting energy equation will be applied in Section 3 to compute numerically the energy eigenvalues at various states of
the chosen diatomic molecules and the discussion. In Section 4, conclusions are provided.

7 Cite as: Fina O. Faithpraise, Etido P. Inyang, East Eur. J. Phys. 3, 158 (2023), https:/doi.org/10.26565/2312-4334-2023-3-12
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Figure 1. Variation of the potential V' (») against internuclear distance 7" for the N, O, NO and CO diatomic molecules

2. APPROXIMATE SOLUTION OF SCHRODINGER EQUATION WITH THE CLASS OF INVERSELY
QUADRATIC YUKAWA PLUS HULTHEN POTENTIAL

In this study, the second-order differential equation of the hypergeometric type is solved using the Nikiforov-Uvarov
method. The specifics are provided in Reference [17]. The Schrédinger equation reads [40]

"o, _
(_ZV +V(r)]wnl(r)_E”/ n/(r)’ 2)

where ¥, (r) is the wavefunctions, E,, is the eigenvalues of the quantum system, r is the radial distance from the origin,
7 is the reduced Planck's constant and u is the reduced mass. Replacing Eq. (1) into Eq. (2) gives

d'y, (r) +[2/1En, L2V 2we 2y, e (1)

- - =0 3
er hZ h2r h2r2 h2r2 hz (1 _ eié"r) }"2 l//nl (r) ( )

Equation (3) cannot be solved with the proposed potential because of the inverse square term. We then introduce the
Greene-Aldrich approximation scheme [11] to deal with the inverse square term. This approximation scheme is a good
approximation and is valid for J, << 1, and it becomes

1 Sy

—_— 4
r (1—8_50")2 @
Applying Eq. (5), we have

dy,(r) |2HE, 2WVy6,  2mV,8¢™ 28 2ulye™  §711+1) 0. (s
: r T - 2 —oy\2 2 ~5 )2 o - ~5r\2 Vi (r) T ©)
dr woon(1=e™) w(l-ev) w(1-e¥) B(1-e™) (1-e)

By using the change of variable from » — x, , new coordinate is

—Jr

x,=e . (6)
We put Eq. (6) into Eq. (5) and simplify to get,
d2l//(xb)+ 1-x, dl//(xb)+ 1 _(€+ﬁ30)xb2+(28+ﬂ00_ﬁ10+ﬂ30)'xb l//(x ):0 )
dx,’ x,(1=x,) dy, [xb (1—xb):|2 —(e=Buw=PBot7) ' ’

where
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Linking Eq. (7) and Eq. (1) of Ref. [17], we obtain the polynomials:

%(xb)zl_xb; o(x)=x(1-x); o' (x,)=1-2x, o
8'(xb)=—(€+ﬁ3o)xb2+(28+ﬂ00—ﬂ|0+ﬂ30)xb—(8

Inserting Eq. (9) into Eq. (11) of Ref. [17], gives;

X
_?bi\/(nm -K, ) Xp

+(Ko +7702)xb /e

where

//( )__2 }
_:Boo _ﬂzo +7)

o1 2(%+€+ﬁ30j» U :_(28_ﬂ00 =B +ﬂ30)7 Ths z(g_ﬂoo =B +7/)}'

}/=l(l+1)}.

®)

®

(10)

an

The NU approach states that the discriminant of this quadratic equation must be set to zero in order to solve the
quadratic form of Eq. (10) under the square root sign. A new quadratic equation is generated by this discriminant, which

can be solved for the constant K, to obtain the two roots:
K, = _(7702 + 27743 ) - 2\/ Tos N oz + 1062 + 15, -

Replacing Eq. (12) into Eq. (10), ﬂ(xb) has the expression given as

7[ ___[(\/a+\/7703+7702+7701)

with Eq. (9) and Eq. (13). Therefore, we obtain

]

T(xb)=1—2xb—2 7703xb_2 7703+7702+7701xb+2 oz »

! xb):_2|:1+\/77703+\/7703 + 1, +7701:|s

Referring to Eq. (10) and Eq. (13) of Ref. [17], we have the following equations:

A, =n’ +[1+2 oz +2+/Tg3 + 1y +7701:|n9

1
/12_5_\/7703 _\]7703 + 02 + 100, _(7702 +27703)_2\/7703\/7703 62 + 101>

With the aid of Eq. (8), we can compare Eqgs. (16) and (17) and get the bound state energy eigenvalues of the Schrodinger

equation with the class of inversely quadratic Yukawa plus Hulthén potential as follows:

2
n+1+\/1+l(1+1)+2’u£/11 —Lﬂ;ﬂ
2 \4 h h
UV MV, 2415,
- - - +I(/+1
, S R(1+1) §n*| oK K 6K (+1)
E, =V,6, V6, - -

2u 8u e

Therefore, the complete eigenfunction can be express as:

n+1+\/1+l(l+1)+2ﬂ£/“ _2
2 V4 h

hZ

(12)

(13)

(14

(15)

(16)

a7

(18)
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o] —

( ) 12T, &, r(2\17703 + 4100 + 4105, 410, +n+2)
X =
Vo (X, zr(z T +n+1)F( 4155 + 417y, +417,, +n+2) (19)

1
xb\/@ (l —x, )[Eﬁ ’/m*’/nz*”mj 1),,(2\/%’2 '703*'702*'701) (1 _ 2xb )

Special cases
1. Setting V,, =V;, =V,, =0 in Eq. (18), we obtain the energy equation for the Hulthén potential,

2

2uV,
[+1) +1(1+1) =222
sty o | 72
E, =—— U+1) & N (20)
2u 8u (n+1+1)

Equation (20) is in agreement with Eq. (32) of [41] and Eq. (37) of [42].
2. Setting V,, =V, =V;, =0 in Eq. (18), we obtain the energy equation for the inversely quadratic potential

2 2
SU(I+D) & {n+;+\/i+l(1+l)—2/;/”j —%H(Hl)
+
Enl:V21502_ - ( )_ ; : @n

2 8
H H n+1+\/1+l(1+1)—2/ﬂ/21
2 V4 h

2

3. Setting V,, =V,, =V,, =V;, =06, =0 in Eq. (18), we obtain the energy equation for Coulomb potential,

ze
nl = P /l 2 (22)
2% (n+1+1)
where ¥, = Ze is the nuclear charge. Equation (22) agrees with Eq. (24) of [46].
4. Setting V,, =V,, =0 in Eq. (18), we obtain the energy equation for IQHP,
2 2
n+1+\/1+l(1+1)+2#£/” —Z#V‘z’l+2ﬂz/“+l(l+1)
SR(1+1) 51 2 V4 h oh h
E, =-V,6, - 5 ~ _— — . (23)
# H n++\/+l(l+1)+ ﬂz”
2 V4 h

Equation (23) agrees with Eq. (29) of [46].

3. Results and Discussion
We numerically computed the energy eigenvalues for the class of inversely quadratic Yukawa plus Hulthén
potential in Table 1 through adjusting the principal quantum number at a fixed orbital angular momentum quantum
number with the potential strength (V,, =LV, =-1 1, =-1V,, =0.025,V,, =2,V,, =-3,V,, =-3,V,, =0.05) for
0, =0.025 . For a fixed value of angular momentum quantum [, the energy spectrum increases as the principal quantum

number n increases for this range of potential strength as the screening parameter is not varied.

Table 1. Energy bound states (e") for the class of inversely quadratic Yukawa plus Hulthén potential with 7 =2 =1, J, =0.025

/ Voo =LV, =-1, Vo =2,V =-2, Vo =4,V =4,
n
V,, =-1,V;, =0.025 V, =-2,V;, =0.05 V, =-4,V;, =0.1

0 0 -1.012851562 -4.000625000 -15.90140625
1 -0.2726660156 -1.038476562 -4.051406250
2 -0.1362890625 -0.4906250000 -1.857656250
3 -0.08937744140 -0.2996972656 -1.090664062
4 -0.06856406250 -0.2122250000 -0.7365562500
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Vo =LV, =-1, Vo =2,V =-2, Vo =4V, =-4,
" ! v, =-1,V;, =0.025 V,, =-2,V;, =0.05 V, =-4,V;, =0.1
0 1 -0.2622753906 -1.015664062 -4.003750000
1 -0.1327126736 -0.4815277778 -1.837517361
2 -0.08818603515 -0.2954003906 -1.080156250
3 -0.06847656250 -0.2101500000 -0.7305062500
4 -0.05872504340 -0.1647960070 -0.5415277778
0 2 -0.1259765625 -0.4637500000 -1.797656250
1 -0.08603759765 -0.2870410156 -1.059375000
2 -0.06845156250 -0.206150000 -0.7185562500
3 -0.05985351562 -0.1631640625 -0.5343750000
4 -0.05566406250 -0.1382397959 -0.4243144132
0 3 -0.08340087890 -0.2750878906 -1.028789062
1 -0.06878906250 -0.2005250000 -0.7010062500
2 -0.06180664062 -0.1609765625 -0.5239062500
3 -0.05859135842 -0.1381250000 -0.4181154336
4 -0.05752990723 -0.1243188476 -0.3504785156
0 4 -0.06993906250 -0.1937250000 -0.6783062500
1 -0.06489691840 -0.1585460070 -0.5104340278
2 -0.06285156250 -0.1383290816 -0.4102072704
3 -0.06254943848 -0.1262329102 -0.3461816406
4 -0.06339168596 -0.1189891975 -0.3033352624

In Table 2, we numerically show the energy eigenvalues of this potential at a fixed n by
screening parameters, 0, = 0.05,0.075, and 0.1. As the screening parameter and angular momentum quantum ! increases

for a fixed value of principal quantum number n, the energy spectrum increases.

Table 2. Energy bound states (e}) for the class of inversely quadratic Yukawa plus Hulthén potential with /= g =1

Vor =2,V ==3,0,, =-3,V;, =0.05

n ! 5,=0.05 5, =0.075 5,=0.1

0 0 -4.455000000 -3.541805556 -3.145000000
1 -1.215078125 -1.058752170 -1.035312500
2 -0.6187500000 -0.6122492285 -0.6722222222
3 -0.4197070312 -0.4794536676 -0.5882031250
4 -0.3398000000 -0.44627222222 -0.6002000000

1 0 -1.247578125 -1.0975021700 -1.0778125000
1 -0.6426388889 -0.6354436729 -0.6900000000
2 -0.4337695312 -0.4853130426 -0.5788281250
3 -0.3450000000 -0.4359722222 -0.5650000000
4 -0.3073003472 -0.4341148245 -0.6028125000

2 0 -0.6550000000 -0.6479783951 -0.7005555555
1 -0.4439257812 -0.4909771051 -0.5757031250
2 -0.3499500000 -0.4306097222 -0.5428000000
3 -0.3063281250 -0.4166495467 -0.5600347222
4 -0.2896938776 -0.4312613379 -0.6123469388

3 0 -0.4492382812 -0.4943364801 -0.5750781250
1 -0.3537500000 -0.4281597222 -0.5300000000
2 -0.3063281250 -0.4051912134 -0.5308680556
3 -0.2850000000 -0.4094756236 -0.5650000000
4 -0.2803173828 -0.4340235731 -0.6267382812

4 0 -0.3558000000 -0.4272722222 -0.5242000000
1 -0.3066753472 -0.3983335745 -0.5128125000
2 -0.2820153061 -0.3943416950 -0.5316326531
3 -0.2732080078 -0.4094337294 -0.5764257812
4 -0.2759876543 -0.4406395748 -0.6450000000

varying/ for various

In Table 3, we numerically present energy eigenvalues of Hulthén potential at 2p, 3p, 3d, 4p. As the screening
parameter increases, the energy eigenvalues increase with increase in the quantum numbers. We compared our result for
the Hulthén potential with the results from three other methods.

Using the energy equation found in Eq. (18), we quantitatively presented the eigenvalues for four diatomic molecules
in Tables 4. The model parameters for each molecule listed in Table 4 were entered to do this. These diatomic molecules
were chosen due to their significance in chemical physics and chemistry. In addition, we have also used the following
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transformations: 1 amu = 931.494028 MeV/ ¢® andhic =1973.29 eV A [47-49]. The results show that the bound state
energy spectra of these diatomic molecules increase as various quantum numbers 7 and / increases. Our newly
developed potential models reduce to special cases by applying certain boundary conditions to validate the mathematical
accuracy of our analytical calculations.

Table 3. Energy bound states (eV’) of the Hulthén potential as a function of the screening parameters J, for 2p, 3p, 3d, and 4p states

and for Z =1 in atomic units (7= =e=1).

State 4, Present (NU) AIM [43] EQR [44] SUSY [45]
2p 0.025 -0.1128125000 -0.1128125 -0.1128125 -0.1127605
0.050 -0.1012500000 -0.1012500 -0.1012500 -0.1010425
0.075 -0.09031249994 -0.0903125 -0.0903125 -0.0898478
0.10 -0.08000000000 -0.0800000 -0.0800000 -0.0791794
0.15 -0.06124999998 -0.0612500 -0.0612500 -0.0594415
3p 0.025 -0.04070312500 -0.0437590 -0.0437590 -0.0437068
0.050 -0.03336810000 -0.0333681 -0.0333681 -0.0331632
0.075 -0.02438370000 -0.0243837 -0.0243837 -0.0239331
0.10 -0.01680560000 -0.0168056 -0.0168056 -0.0160326
0.15 -0.00586810000 -0.0058681 -0.0058681 -0.0043599
3d 0.025 -0.04360440000 -0.0437587 -0.0437587 -0.0436030
0.050 -0.03275080000 -0.0333681 -0.0333681 -0.0327532
0.075 -0.02299480000 -0.0243837 -0.0243837 -0.0230306
0.10 -0.01433640000 -0.0162600 -0.0162600 -0.0144832
0.15 -0.00031240000 -0.0058681 -0.0058681 -0.0132820
4p 0.025 -0.01994860000 -0.0200000 -0.0200000 -0.0199480
0.050 -0.01104420000 -0.0112500 -0.0112500 -0.0110430
0.075 -0.00453700000 -0.0050000 -0.0050000 -0.0045385
0.10 -0.00042690000 -0.0012500 -0.0012500 -0.0004434
Table 4. Spectroscopic parameters of the diatomic molecules used in this work [50,51]
o \!
Molecule &, = [A) p (amu) n(ev)
N, 2.69860 7.0033500000 0.6523578701
o, 1.295515 7.9974575040 0.74495839042
NO 2.75340 7.4684410000 0.69568081900
CcO 2.29940 6.8605860000 0.63905948876
Table 5. Energy spectra (ineV)of class of inversely quadratic Yukawa plus Hulthén potential
Vo =1 ¥V, =V, ==LV, =0.025) forN,, O,, NO and CO diatomic molecules
N2 (0)) NO CcO
-102.7119268 -23.19497264 -126.7384336 -20.57424584
-30.30849598 -9.453142109 -36.45622154 -8.798919265
-16.95021661 -6.930212578 -19.79018435 -6.641819365
-12.30628452 -6.063890161 -13.98924338 -5.905643942

N OV PRArWN—LOUVEA,WNDN—L,OWVEARWND—O| ™~

-10.18475382
-9.059727937
-30.07202715
-16.73132841
-12.11100219

-5.679164767
-5.486789797
-9.368846178
-6.849755612
-5.989268264

-11.33218294
-9.915958908
-36.19627464
-19.55063368
-13.77677931

-5.583549884
-5.427786332
-8.713879144
-6.559784975
-5.828574813

-10.00628951 -5.607970361 -11.13933831 -5.509021515
-8.892132746 -5.416928527 -9.736182578 -5.353695279
-8.247963204 -5.317833657 -8.917746069 -5.278508861
2 -16.62260878 -6.809987732 -36.19627464 -6.519304712
-11.98217237 -5.940383964 -19.55063368 -5.778202139
-9.874266958 -5.555735276 -13.77677931 -5.454478305
-8.760230009 -5.362421323 -11.13933831 -5.296033229
-8.116182734 -5.261007963 -9.736182578 -5.217664321
-7.724662434 -5.210441659 -8.917746069 -5.184264747
3 -11.91816497 -5.916200905 -13.56670214 -5.753317826
-9.787121287 -5.521464611 -10.90210156 -5.418760482
-8.662570784 -5.322346977 -9.489446311 -5.253726320
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N2

02

NO

CcO

N bW —=O Wb W~

-8.012355153
-7.616127092

-5.216562617
-5.162076555

-8.666361658
-8.158300703

-5.170172128
-5.132017704

-7.369538341 -5.139134138 -7.835113863 -5.122355833
-9.743809264 -5.504495097 -10.85516342 -5.401094865
-8.598068359 -5.296014583 -9.420011074 -5.225969157

-7.935415930
-7.530521367
-7.276939786
-7.119236710

-5.183820812
-5.124161742
-5.096569587
-5.090491185

-8.584125641
-8.067455968
-7.737532584
-7.525275330

-5.135243324
-5.091126140
-5.076003205
-5.080827207

4. CONCLUSION
The Greene-Aldrich approximation scheme has been used to study the bound state solutions to the Schrodinger

equation with the newly proposed potential of a class of inversely quadratic Yukawa plus Hulthén potential model. Using
the NU technique, the eigenvalues and normalized eigenfunctions are determined. After that, we impute the experimental
values for each molecular parameter and apply the solution for four diatomic molecules. The findings demonstrate that
these diatomic molecules' bound state energy spectrum increases as various quantum numbers increase. These findings
can be applied in Molecular and Chemical Physics.
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BJACHI 3HAYEHHS 3B’SI3AHOI'O CTAHY TA KOJUBAJBHOI EHEPTTI BABPAHUX JIBOXATOMHUX
MOJIEKYJI 3 KJIACOM OBEPHEHO KBAJIPATUYHOI MOJIEJII FOKABH ILTFOC ITOTEHIIAJI XYJIbTXEHA
®ina O. @eiirnpaiiz?, Etigo I1. Inpsur®
“Kagpeopa ¢izuxu, Ynisepcumem Kanabapa, PMB 1115, Kanabap, Hieepis
bKageopa ¢izuxu, Hayionarvuuii eioxpumuii ynieepcumem Hizepii, [licabi, Abyoaca, Hizepis
B mpomy mocmimpkenHi Juist po3’s3anus piBHAHHA IlIpeninrepa BukopuctoByeThes minxin HikxigopoBa-YBapoBa 3 BHKOPHCTaHHSIM
KJacy oOepHeHo kBajparudHoi Mozeni FOkaBu 1uiroc noTeHiiany XyJbTeHa 3 HaOMMKCHHSIM [0 BiALCHTPOBOro wicHa. OTpHUMaHO
HOPMOBaHY XBHJIbOBY (DYHKIIIIO Ta PIBHSHHS BIIACHUX 3Ha4eHb eHepril. UncenbHui 3B’ s13aHUH CTaH JUIS KIJTBKOX JABOATOMHHUX MOJICKYT
(N2, O2, NO Ta CO) st pi3HuX 0o0epTajbHUX 1 BiOpaLiifHUX KBAaHTOBHX 4uces] OyJO pO3pPaxoBaHO 3a JIOIOMOIOI €HEPreTUYHOro
PIBHSIHHS Ta BiJMOBIAHUX CHEKTPOCKOIIYHKUX AaHHUX. Hali pe3yabTaTu mokasyoTh, 10 33 BiACYTHOCTI pO301XKHOCTI MIXK S-XBUIICIO Ta
[-XBUJICIO BIIACHI 3HAUEHHS CHEPTii JAyXe YyTIMBI 10 NOTEHLaly Ta BIACTUBOCTEH JBOXaTOMHOT MOJICKYJIH, 110 CBIJUUTbH PO TE, L0
MiAXig HaOMMKEHHST MiIXOAUTh Ul LHOr0 HAOOpy MOTEHI{aiB. Pe3ynbTaTé y3ro/pKyroThCsl 3 MONEpefHIMU JOCITIKSHHSIMH B

JiTeparypi, i MU TaKOX 3HANIILIN YOTUPU OCOOIHMBI BUIAIKU IIOTO MOTEHIIIATY.
KurouoBi cioBa: pisuanns [pedineepa, memoo Hixighoposa-Yeaposa, kiac obeprero K6aopamuynozo naroc nomenyian Xwovmena,
08OXAMOMHI MONEKYAU, 36'I3aHULl CMAH
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Using the evolutionary approach recently developed by us, the shapes of odd s-d-shell 2Al, 3'P and **Cl nuclei in the ground and single-
particle excited states have been extracted from the experimental data on the energies, spins, and parities of these states, as well as the
measured probabilities of electromagnetic transitions between them. The key ingredient of our procedure is the evolutionary algorithm
that evolves the population of the bad-quality data-fitting nuclear shapes to the high-quality data-fitting nuclear shapes. We have found
that the studied nuclei in the ground states are abnormally weakly deformed, which is not expected for the nuclei in the shell middle.
Even in their low-laying single-particle excited states, the nuclei 2’Al and 3'P are found to be weakly deformed, too. With the increase of
the single-particle excitation energy, the change of the state of the only one nucleon — the valence proton the spin and parity of which
determine the spin and parity of the 3*Cl nucleus — causes the shape phase transition from the high-symmetry phase — spherical ground
state — to the low-symmetry phase — deformed excited states. The angular part of the 2’Al and 3'P nuclei shape is described by two
harmonics — quadrupole and hexadecapole. The angular part of the 3*Cl nucleus shape is described by three harmonics — quadrupole,
hexadecapole, and hexacontatetrapole, but the contribution of hexadecapole deformation is not independent. At present, there are no
fundamental nuclear models that account for or predict the dominant hexacontatetrapole deformation, especially for light and medium
nuclei. We have found that the spin and parity of the 2’Al, *'P and 3Cl nuclei are determined by the spin and parity of the last odd
(valence) proton. At the same time, some of the nucleons of the nucleus core change their characteristics, too. Thus, the electromagnetic
transitions between the single-particle states of the 2’Al, 3'P and **Cl nuclei are the multi-particle processes.

Keywords: Nuclear deformation; Deformed shell model; Single-particle state; s-d-shell nuclei; Evolutionary algorithm; Shape
phase transition

PACS: 21.60.—n, 21.60.Cs, 21.60.Ev, 27.30.+t

1. INTRODUCTION

Complex, multi-particle nature of nuclear forces makes nuclear physics a largely eclectic science: to understand
different observable properties of nuclei, it is often necessary to use different concepts from different areas of physics
(see, e.g., Refs. [1,2] or any textbook on nuclear physics). And any new idea is always welcome.

So, to understand the origin of nuclear deformation, the concept of phase transitions and the Landau theory of
phase transitions, proposed and well developed for condensed matter physics [3], turned out to be useful (see, e.g.,
review [4] and references therein). Indeed, the very fact of the appearance of a deformation of the nucleus shape caused
by a change in, say, the number of nucleons in the nucleus can be considered as a result of phase transition from a high-
symmetry (spherical) phase to a low-symmetry (deformed) phase of a nucleus. Thus, spontaneous breaking of rotational
symmetry of a spherical nucleus can be accepted as an origin of nuclear deformation. The Landau theory of phase
transitions is well suited for describing such shape phase transitions in a phenomenological language.

Currently known applications of the Landau theory to shape phase transitions suggest that the potential energy of the
nucleus (in the form of thermodynamic potentials, Helmholtz free energy, Gibbs free energy, etc.) has the form of a
polynomial from rotationally invariant combinations of quadrupole deformation parameters introduced by Bohr and
Mottelson [5]. Such a polynomial is either the by-product of microscopic or semi-microscopic calculations (as, e.g., in the
interacting boson and boson-fermion models), or is parameterized directly (as, e.g., in geometric collective models) [4].
The coefficients of the polynomial depend on the control parameter associated with the number of nucleons in the nucleus.
Equilibrium deformation parameters minimize potential energy. A change in the control parameter leads to a transition
from a spherical phase, for which the equilibrium deformation parameters are zero, to deformed phases, for which the
equilibrium deformation parameters differ from zero. Following this recipe, interesting data were described and phase
transitions of the first and second order were identified (see, e.g., reviews [6—8] and references therein).

Presently, the dynamics of nuclear shape caused by a change in the number of nucleons in the nucleus is mainly
studied (see, e.g., [4,9,10]). However, the same nucleus in different single-particle states can have different shapes too
and, in principle, the shape phase transition can be caused not only by changing the number of nucleons in the nucleus,
but also by changing the states of nucleons in the nucleus. Regardless of the method of calculation, the shape of the
nucleus in the single-particle state strongly influences its wave function. The wave functions of the initial and final
states of the nucleus largely determine the probability of electromagnetic transition between them. Therefore, the
experimentally observed probabilities of electromagnetic transitions are a valuable source of information about the
shape of the nucleus in various single-particle states.
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The generalized nucleus model (in the form of Nilsson model [5,11]) allows, in principle, to calculate the
equilibrium deformation of the nucleus in any single-particle state. In fact, Nilsson model with spin-orbit coupling
describes the sequence of shape phase transitions because it predicts spherically symmetric equilibrium shape of the
equipotential surface of a nucleus if all states with the shell number N and the total momentum / are occupied.
However, the probabilities of electromagnetic transitions can only be calculated between single-particle states with the
same deformation. In a number of works [12—18], the modification of Nilsson model was proposed, in which the
deformation of the nucleus was considered as a dynamic parameter. That is, the initial and final states are assumed to
have different deformations. Thus, during the transition, the states of all nucleons can change.

The modified Nilsson model enabled to calculate the probabilities of electromagnetic transitions between single-
particle states, taking into account their different deformations [12—18]. The assumption of the dynamic nature of the
deformation of single-particle states of odd s-d-shell nuclei significantly reduced the discrepancy between the measured
and calculated probabilities of some E2-transitions. However, it appeared impossible to adequately describe the entire
set of experimental data, including energies, spins and parities of the ground and single-particle excited states, as well as
the probabilities of both £- and M-transitions between them.

That is why it would be highly desirable to have a procedure that could extract the angular dependence
(deformation) of the potential of the self-consistent field of the nucleus in the ground and single-particle excited states
directly from the experimental data on the energies, spins, and parities of the states of nuclei, as well as the measured
probabilities of electromagnetic transitions between these states [19]. The goal that this procedure could be aimed at is
the study of the shape of odd s-d-shell nuclei, both in the ground and low-laying single-particle excited states and the
search for possible phase transitions from spherical to deformed states of the nucleus.

2. DEFORMED-SHELL-MODEL SINGLE-PARTICLE HAMILTONIAN
We restrict ourselves to the case of an axially symmetric nucleus with an additional symmetry plane perpendicular
to the symmetry axis. We chose a single-particle harmonic-oscillator potential with the spin-orbit interaction (see, e.g.,
Refs. [5,11]). Making a direct generalization, we write the single-particle Hamiltonian in the form:

H=ha(Hy+H,), Hy=(A+r2)2, H =—r20(6)/2-2x(1-s)[1- p(6)], 1)

where r is the reduced coordinate; 1/ m is the reduced radius of the equipotential surface of the nuclear
potential; & is the polar angle, 8¢ [0;7[/ 2]; ¢(9) is the function that describes the shape of the equipotential surface,
(p(ﬂ'— 9) = ¢(9), dg/d6 =0 atthe points =0 and §=7/2; rz(p(ﬁ) is the coupling of the particle with the symmetry
axis; (l's) is the spin-orbit interaction; (l-s)(o(e) is the coupling of the spin-orbit interaction with the symmetry axis;
ho=4147"3(1+€) MeV is the energy scale; 4= N +Z is the nucleus mass number; N and Z are the numbers of

neutrons and protons in the nucleus; £ takes into account the deviation of the energy scale from its simple estimate. We
do not expect the nucleus volume to conserve because we are aimed at extracting the nucleus shape (including its
radius) directly from the available data.

In our approach, by definition, the function go(H) contains all information on the nuclear shape. Initially, no
deformation parameters are needed to determine it. The function @(@) directly and explicitly enters in the total
Hamiltonian H (1) (generally, as a numerical array). Using as a basis the eigenfunctions of the spherical harmonic
oscillator Hamiltonian H,, from Eq. (1), the matrix of the total Hamiltonian A is numerically diagonalized (see Ref. [11]

for details). As a result, the eigenfunctions of the Hamiltonian H appear as a finite mixture of the eigenfunctions of the
Hamiltonian H, . The coefficients of the mixture are calculated numerically and, in this way, contain information on the

nuclear shape. The single-particle wave function of the nucleus in a certain state is the Slater determinant constructed from
the occupied single-particle states calculated using the Hamiltonian A (1). We emphasize that this wave function directly
and explicitly depends on the mixture coefficients but not on any deformation parameters.

3. PROBABILITIES OF ELECTROMAGNETIC TRANSITIONS BETWEEN SINGLE-PARTICLE STATES
WITH DIFFERENT DEFORMATIONS
To determine the matrix element of the single-particle multipole operator

M=3. @
s=1

we consider two sets of occupied single-particle states

{u/}ij: 17'~~9N,N+1,...,N+Z

, 3
whi=1L.,NN+L.,N+Z 3)
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calculated using the Hamiltonian (1) with two different functions (p(@), which form two Slater determinants ¥{u;} and

W’{v;} . The matrix element of M, taken between ¥ {u ;) and W'{v;}, is equal to (see, e.g., [20])

A

“

N

where the elements of determinants |M°| are as follows

(&)

The reduced electric and magnetic multipole transition probabilities between the initial and final states with /K
and I’K’, where I and K are the total momentum and its projection take the form (A <K +K") [12-14]:

2
. ) YA 2A4+1
B(ELIK - IK)=e {H(—l) F}(ma)j o == > (6)
s=N+1
eh V' n Y 24+1 ’
B(MA;IK _”K):[zmcj (%j - I |Z|Z‘N‘ %)
s=N+1
o Gl i=s
N, ) Pal NS =4 MR TG 8
ii (V u; ) NN, ;amam ij { Ny, i#s. L] 3
i oS Lo i=5. . .
2, = (vl,ul) 5NI_N/_%:a1AaM,ZE(MW= Zij,iis.’l’J:N-’-Lm’N-’-Z ©)

where a], and alf/'\ are the coefficients of decomposition of the functions v; and u; in the basis of the spherical

J

harmonic oscillator [11]; N; and N are the principal quantum numbers of states / and j; / and A are the angular

momentum and its projection; Gg( wy correspond to the quantities Gp,,, calculated in Ref. [11].

Note that the matrix element of the single-particle multipole operator is taken between two determinant wave
functions. That is why the transition probabilities depend on the mixture coefficients a;A [Egs. (8) and (9)] but not on

any deformation parameters. Because the mixture coefficients are calculated numerically, it is not possible to derive
analytical dependence of the transition probabilities on the deformation in the form of deformation parameters.

The case 4> K + K’ was studied in Ref. [15]. The influence of different deformations of the initial and final states
of odd s-d-shell nuclei on the probabilities of E2-transitions was analyzed in Ref. [16]. The role of Coriolis interaction
in calculations of the probabilities of electromagnetic transitions between states with different deformations was
accounted for in Ref. [17]. The experimentally measured probabilities of M1-transitions between analogue and anti-
analogue states with different deformations in odd s-d-shell nuclei were examined in Ref. [18].

Note that the authors of Refs. [12—18] restricted themselves to the case of quadrupole deformations. Using two
different deformation parameters they plotted the area where the discrepancy between the measured and calculated
probabilities of some E2-transitions for odd s-d-shell nuclei significantly reduced. But this was done numerically.

4. EVOLVING NUCLEAR SHAPES VIA EVOLUTIONARY ALGORITHM
We chose the function that describes the shape of the equipotential surface of the nuclear potential in the i-th
single-particle state of the nucleus in the following form:

oo

Z cos(2k6) (10)
k=0
The values of the weight parameters {qDZk} (i=0 marks the ground state and i=I, ..., n mark the single-particle

excited states) are determined independently for each level of the nucleus. Additional requirements imposed on the
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weight parameters {qog)} are their minimum number for each level and their minimum value that ensures a good
description of experimental data. Note that both ¢ and {(pg )} affect the radius of spherical equipotential surface of the
potential in the Hamiltonian (1). Thus, to avoid overestimation, we set {ng)}: 0.

To determine the number and values of the weight parameters {(pg)}, an approach based on the use of an

evolutionary algorithm [21,22] to fit the calculated observables to the measured ones was developed.
Our evolutionary approach operates on a population of N individuals. Each individual is a set of parameters

(8, K, {(pg’
individual’s parameters. Using the mutation operation, the algorithm evolves the initial population of poorly fitted
individuals to the final population of the well fitted ones.

Every iteration, the so-called generation, of our procedure contains the following steps.

) }), i=0, ..., n, k=0, ..., m. Fitness of each individual reflects the quality of data fitting provided by the

1. Generating the initial population of N individuals. For each individual, the values of all parameters (E, K, {(p£’2 })

are set to zero.

2. Evaluating fitness of each individual in the population. The fitness function accounts for the quality of data
fitting, which is estimated using the standard y° magnitude per datum.

3. Letting each individual in the population produce M>>1 offspring. Replication of each parameter x; from the

set (8, K, {<p§",3 }) is performed according to the transformation:

xXj'=x;+4,C;, (1
A4,'= 4; explLN;(0,1)), (12)

where x; and x;' are the parent’s and the offspring’s parameters from the set (8, K, {¢§’2 }), 4;>0 and 4,'>0 are the

J
A C; is a Cauchy random variable with the scale

parent’s and the offspring’s mutation amplitudes, 4; € [A max], )

min >
parameter set to unity, N /-(0,1) denotes a normally distributed one-dimensional random number with mean zero and one

standard deviation, and L >0 is the learning parameter that controls the adaptation speed.

4. Evaluating fitness values of all offspring. Sort offspring in descending order according to their fitness. Select N
best offspring to form the new population.

5. Going to step 3 or stop if the best fitness in the population is sufficiently high (the y° value is small enough).

The evolutionary process should produce the best possible solution with respect to the fitness function. To achieve
this goal and avoid premature convergence in a local optimum, the lower limit of the mutation amplitude Amin behaves
as a smooth oscillatory function of generation, while the upper limit Amax remains constant [remember that the real value
of 4 is adapted according to Eq.(12)]. If the value of Amin increases and the rms deviation from the mean value of the
fitness function in the population exceeds some upper level (the diversity in the population is too high) then Amin starts
to slowly decrease. And vice versa, if the value of Amin decreases and the rms deviation of the fitness function becomes
less than some lower level (the diversity is too low) then Ami, starts to slowly increase. However, before that, the best
fitted individual is saved out of the converged population to preserve the globally best individual. Then, all individuals
in the population jump to the new point in the parameter space according to the transformation:

xj*zxj+a|xj|Cj, (13)

where x; and x;* are the individual’s parameters from the set (8, K, {<p§i,2 }) before and after the jump, C.

J ; is a Cauchy

random variable with the scale parameter set to unity, and ae [0;1] is the jump amplitude. Being transposed to the new

point in the parameter space, the population starts to explore the vicinity of this point by increasing and decreasing Amin
as described above. After finishing another cycle of evolution, the globally best individual is refreshed. Then the
population is filled with the current globally best individual, next jump is performed, and new cycle of evolution begins.

Evolutionary algorithms make up, generally, the global optimization technique that, however, cannot guarantee
that the optimum found is the global one (see, e.g., Refs. [23-25] or any textbook on evolutionary computations).
Therefore, it is necessary to run the procedure several times. Besides, there is no way to know in advance what the
minimum value of the y? magnitude will be. Thus, it is instructive to monitor the dynamics of the best, worst, and mean
fitness values and the rms deviation from the mean fitness in the population during those several runs of the procedure
in order to localize the region of the lowest  values.

Analysis of experimental data begins with the assumption of the quadrupole deformation of the shapes of nucleus in the
ground and single-particle excited states [the terms with £=0, 1 are left in Eq.(10)]. If the desired quality of data fitting is not



171
Deformation of Odd Nuclei ?’Al, *'P and **Cl in Single-Particle States EEJP. 3 (2023)

achieved within this assumption, then the hexadecapole deformation comes into play [the term with k=2 is added in Eq.(10)],
and so forth. After the number of terms in Eq.(10) is determined, the contribution of the first term found (the term with A=0
that violates the volume conservation) is smoothly consistently reduced, preserving the desired quality of data fitting with that.
If this procedure produces rather different solutions that are similar in fitness, the contribution of the term next to the previous
one (say, k&=1) is gradually reduced, and so forth. Following the described prescription, it appears possible to substantially
reduce the parameter space of the problem under study and localize the region of the similar solutions.

The reason for the choice of deformation parameterization (10) is, to some extent, technological. The Hamiltonian

(1) linearly depends on the function (/)(9). The radius of equipotential surface of the potential is 1/ 1—(p(9) . Thus,

direct parameterization of the radius brings additional computational difficulties.

The decomposition (10) is analytically equivalent to the widely used decomposition of the radius of an axially
symmetric nucleus into a series of spherical harmonics (see, e.g., Ref.[5]). Note that, e.g., the Legendre polynomial
P,(cos®) contains not only the term cos(48) , but also the term cos(26) that is the kernel of the polynomial P,(cosé).
Thus, the decomposition of the function ¢(@) into the series of even Legendre polynomials gives, in fact, the term
cos(260) with two different free weight parameters. This makes additional difficulty for the search algorithm to determine

these parameters. In other words, the decomposition (10) substantially simplifies the search for the solution of our problem.
Besides, the decomposition (10) gives extremely concise description of the topological features of the nuclear shape.

After the parameters ¢§’,2 are determined, the values of conventional deformation parameters (xg,g can be
estimated using the following approximate correlation:

1 i 1 c i c i
?z1+5(p( )(9):1+EZ(p§k)cos(2k0)=1+Za§k)P2k(cos¢9) . (14)
1 ¢ (9) k=0 k=0

5.2 AINUCLEUS SHAPES IN LOW-LAYING SINGLE-PARTICLE STATES
Good quality of fit was achieved when the terms with £=0, 1, 2 were left in Eq.(10). The schemes of occupation of
single-particle states by protons (proton configurations) in the ground (g.s.) and first three single-particle excited states
(1-3 e.s.) of the 2’ Al nucleus were chosen as follows:

gs. 2 2222 210000
les. 2 22 2 2 2 01000
2es. 2 2 22 2 2 00010
3es. 2 2 22 2 2 00100

The schemes of occupation of single-particle states by neutrons (neutron configurations) were chosen to be independent
of the nucleus state:

22222220000

Figure 1 and Tables 14 present the best fitted result. Experimental data were taken from Refs. [26,27].

0,04}

1,00 | 0,00 |

Reduced radius
Reduced radius, angular part

0%f & 0,04}

6 3.0 6‘0 9‘0 ll) 3‘0 6.0 9.0
0(deg) 0(deg)

Figure 1. Shapes for four single-particle states of 2’Al nucleus, calculated by our procedure. (a) Reduced radii 1/ V1= (/)(9) of the

equipotential surface of the nuclear potential for four single-particle states of 2’Al nucleus. (b) The same as Fig. 1(a) but only for

angular part of 1/111— (pi&i . Curve marked as g.s. corresponds to the ground state. Curves marked as 1-3 e.s. present three

low-laying excited states.
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Table 1. Experimentally measured Eexper(2J7) and calculated Etneor(2J7) energies (MeV), spins 2J, and parities z of the ground and

first three low-laying single-particle excited states of 2’Al nuclei.

E. exper(2J 7[) E 1heor(2J ”)
0.0000 (5% 0.0000 (5%
0.8438 (1% 0.8438 (1)
2.9820 (3%) 2.9820 (3)
3.6804 (1) 3.6804 (1)

We are aware that the dynamics of nuclear deformation with the increase of excitation energy is better analyzed
looking at the plot of the nuclear radius as function of the angle. Therefore, instead of the function (/J(H), we show the

reduced radius of equipotential surface of the potential 1/ 1/1—(/)iﬁi [Fig. 1(a)] and its angular part

1/ x/1—(/)(49)—1/ \/1—(p0 [Fig. 1(b)] as functions of the angle. Besides, Table 4 contains the values of conventional
deformation parameters estimated with help of Eq. (14).

Table 2. Experimentally measured [yi(E2)exper and calculated Ti(E2)meor partial gamma widths (eV) for 2’Al nuclei. Ei(2J7) and
Eq(2J7) denote energies (MeV), spins 2J, and parities 7 of initial and final states.

Ei(2J7) — Ef2J7) Toi(E2)exper T (E2)heor
0.8438 (1) — 0.0000 (5) (1.30£0.20)x10°° 1.30x10°5
2.9820 (3) — 0.0000 (59 <4.55x10°° 2.60x10°5
3.6804 (1) — 0.0000 (57 (1.00£0.30)x10"2 1.00x10°2

Table 3. Experimentally measured [yi(M1)exper and calculated Tyi(M1)meor partial gamma widths (eV) for 2’Al nuclei. Ei(2J%) and
Eq(2J7) denote energies (MeV), spins 2./, and parities z of initial and final states.

E1(2J7r) I E1(2J") Fy,(Ml )exper Fy,(Ml )lheor
2.9820 (3*) — 0.0000 (5) (1.14 +0.03)x10"" 1.14x107!
2.9820 (37) — 0.8438 (1) (1.20 £0.40)x1073 1.20x1073
3.6804 (17) — 0.8438 (1) (5.20 £0.20)x102 5.20x10°2

Table 4. Deformation parameters ¢, , k=0, 1, 2, of the shape of ?’Al nucleus in its ground (g.s.) and first three low-laying single-
particle excited states (1-3 e.s.), estimated according to Eq. (14).

g.s. les. 2e.s. 3e.s.
oo 7.6x1073 6.8x1073 -2.2x1073 -5.9x1073
o2 7.4x1073 3.6x1073 1.4x1072 2.2x1072
o4 -6.7x1072 -1.3x1072 -1.0x1072 2.3x1073

Figure 1 and Table 4 show that the angular part of the ?’Al nucleus shape is described by two harmonics —
quadrupole [cos(26) or P,(cosf)] and hexadecapole [cos(46) or P,(cosd)]. In its ground and first three low-laying

single-particle excited states the 2’Al nucleus is abnormally weakly deformed. The hexadecapole deformation dominates
in the ground state of the 2’Al nucleus. Then, with the increase of the excitation energy, its contribution decreases and
almost vanishes for the third excited state. The contribution of the quadrupole deformation is small for the ground and
first excited states, but it increases with the increase of the excitation energy and becomes dominant for the third excited
state of the Al nucleus.

6.3'P NUCLEUS SHAPES IN LOW-LAYING SINGLE-PARTICLE STATES
Good quality of fit was achieved when the terms with k=0, 1, 2 were left in Eq.(10). The schemes of occupation of
single-particle states by protons (proton configurations) in the ground (g.s.) and first three single-particle excited states
(1-3 e.s.) of the *'P nucleus were chosen as follows:

gs. 2222222 1000O0°O00O0
les. 2 22 2 2220100000
2es. 2 2 222212000000
3es. 2 2 2 22 2 2 0000001

The schemes of occupation of single-particle states by neutrons (neutron configurations) were chosen to be independent
of the nucleus state:

22222222000

Figure 2 and Tables 5-9 present the best result. Experimental data were taken from Refs. [26,28].
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As in Fig. 1, we show the reduced radius of equipotential surface of the potential [Fig. 2(a)] and its angular part
[Fig. 2(b)] as function of the angle, while Table 9 contains the values of conventional deformation parameters estimated

with help of Eq. (14).

Table 5. Experimentally measured Eexper(2J7) and calculated Eteor(2J7) energies (MeV), spins 2.J, and parities z of the ground and
first three low-laying single-particle excited states of 3!P nuclei.

Eexper(zl]”) Etheor(zJ")
0.0000 (1) 0.0000 (1)
3.1343 (1) 3.1343 (1M
3.2950 (5%) 3.2950 (5%
4.4312(7) 4.4312 (7))

Table 6. Experimentally measured I'yi(E2)exper and calculated Iyi(E2)iheor partial gamma widths (eV) for 3'P nuclei. £i(2J7) and Ex(2J7)
denote energies (MeV), spins 2J, and parities z of initial and final states.

E2J7) — EA2J)

Fyi(Ez)exper

Fyi(Ez)lheor

3.2950 (5") — 0.0000 (1*)

(4.35+0.5)x1073

4.35x107°

Table 7. Experimentally measured [yi(M1)exper and calculated Tyi(M1)meor partial gamma widths (eV) for 3'P nuclei. Ei(2J7) and

Ex(2J7) denote energies (MeV), spins 2J, and parities 7 of initial and final states.

E1(2J”) —> E1(2J”) Fyz(Ml )exper F’YI(MI )theor
3.1343 (1) — 0.0000 (1°) (6.2+0.5)x102 6.2x102
(a)
104} &S 4
% 0,04}
2 5
2 =
§ 0,96 | 1 %D
=] a
g E 0,00 -
—§ les. R e g
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Figure 2. Shapes for four single-particle states of *'P nucleus, calculated by our procedure. (a) Reduced radii 1/ V1= ¢(0) of the
equipotential surface of the nuclear potential for four single-particle states of *'P nucleus. (b) The same as Fig. 2(a) but only for
angular part of 1/ V1= (p(49) . Curve marked as g.s. corresponds to the ground state. Curves marked as 1-3 e.s. present three low-

laying excited states.

Table 8. Experimentally measured Iyi( E3 )exper and calculated T'yi(E3 )eor partial gamma widths (eV) for 3!P nuclei. £i(2J7) and E{2J7)
denote energies (MeV), spins 2J, and parities z of initial and final states.

Ei(2J7) — E/2J7) Tyi(E3)exper Iyi(E3)theor
4.4312 (77) — 0.0000 (1) (9.80+2.1)x107°¢ 9.80x10°6
44312 (7)) — 3.1343 (1" <1.10x10°° 1.10x10°¢

Table 9. Deformation parameters ¢,, , k=0, 1, 2, of the shape of 3'P nucleus in its ground (g.s.) and first three low-laying single-

particle excited states (1-3 e.s.), estimated according to Eq. (14).

g.s. le.s. 2e.s. 3e.s.
0o -1.3x1072 -1.1x107! -1.2x107! -1.4x107!
a2 3.1x1072 1.0x1072 -2.9x1072 -2.6x1073
o4 3.6x1072 -1.6x1072 -8.2x1072 -3.1x1072

Figure 2 and Table 9 show that, as in case of >’Al nucleus, the angular part of the 3'P nucleus shape is described by

two harmonics — quadrupole and hexadecapole. In its ground and first three low-laying single-particle excited states the
3P nucleus is abnormally weakly deformed. The ground and first excited states of the 3'P nucleus are characterized by
the mixture of the quadrupole and hexadecapole deformations. Then, with the increase of the excitation energy, the
hexadecapole deformation becomes dominant in the second and third excited states.

7.3CI NUCLEUS SHAPES IN LOW-LAYING SINGLE-PARTICLE STATES
Good quality of fit was achieved when the terms with k=0, 1, 3 were left in Eq.(10). The term cos(46) (k=2)
did not influence the quality of fit. The schemes of occupation of single-particle states by protons (proton
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configurations) in the ground (g.s.) and first three single-particle excited states (1-3 e.s.) of the 3°Cl nucleus were
chosen as follows:

gs. 222 22222100000
les. 2 2 2 22222010000
2es. 22 2 2 22 2 2 000 0 01
3es. 22 2 22212200000

The schemes of occupation of single-particle states by neutrons (neutron configurations) were chosen to be
independent of the nucleus state:

22222222200

Figure 3 and Tables 10-15 present the best result. Experimental data were taken from Refs. [26,29].

As in Figs. 1 and 2, we show the reduced radius of equipotential surface of the potential [Fig. 3(a)] and its angular
part [Fig. 3(b)] as function of the angle, while Table 15 contains the values of conventional deformation parameters
estimated with help of Eq. (14). We emphasized that in order to replicate well the experimental data on 3°Cl nucleus it
was not necessary to account for the contribution of the basis function cos(46) in the decomposition (10). Thus, the

values of the parameters qogi)

were set to zero and, consequently, the values of the deformation parameters agi)

appeared to be linearly dependent on the values of the parameters ag ) (Table 15).

Reduced radius

’
’.'/'
d
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N3es.
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Figure 3. Shapes for four single-particle states of 3Cl nucleus, calculated by our procedure. (a) Reduced radii 1/ V1= (p(&) of the
equipotential surface of the nuclear potential for four single-particle states of *>Cl nucleus. (b) The same as Fig. 3(a) but only for
angular part of 1/ V1= (p(&) . Curve marked as g.s. corresponds to the ground state. Curves marked as 1-3 e.s. present three low-

laying excited states.

Table 10. Experimentally measured Eexper(2J7) and calculated Etneor(2J™) energies (MeV), spins 2J, and parities 7 of the ground and

first three low-laying single-particle excited

states of Cl nuclei.

Ecxpcr(an) Ethcor(zﬂ )
0.0000 (3%) 0.0000 (39
1.2193 (1) 1.2193 (1%
3.1628 (7)) 3.1628 (1)
3.9185 (31 3.9185 (31

Table 11. Experimentally measured I'yi(E2)exper and calculated Tyi(E2)ieor partial gamma widths (eV) for 33CI nuclei. Ei(2J7) and
Eq(2J7) denote energies (MeV), spins 2/, and parities 7 of initial and final states.

Ei(2J9) — E{2J7) Ti(E2)exper Tyi(E2)heor
1.2193 (1*) — 0.0000 (3°) (4.0£0.44)x10°5 4.0x10°°
3.9185 (3") — 0.0000 (3°) (3.1+0.89)x10°3 3.1x10°3

Table 12. Experimentally measured I',i(M1

)exper and calculated Tyi(M1)meor partial gam

Eq(2J7) denote energies (MeV), spins 2/, and parities 7 of initial and final states.

ma widths (eV) for 3°Cl nuclei. Ei(2J7) and

El(ZJ”) = Ef(Z]”) F«,;(Ml )exper Fyz(Ml )lheol‘
1.2193 (1) — 0.0000 (39 (3.6 £0.4)x1073 3.6x1073
3.9185 (3) — 0.0000 (3%) (7.1 £2.0)x10°2 7.1x1072
3.9185 (3") — 1.2193 (1Y) <5.0x107* 5.0x10°*
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Table 13. Experimentally measured I'yi(M2)exper and calculated T'yi(M2)meor partial gamma widths (eV) for *3Cl nuclei. Ei(2J7) and
Eq(2J7) denote energies (MeV), spins 2/, and parities 7 of initial and final states.

Ei(2J7) — E«2J7)
3.1628 (77) — 0.0000 (3%)

ryi(MZ)exper ryi(MZ)theor
(1.3 +0.03)x1073 1.3x1073

Table 14. Experimentally measured [yi(E3)exper and calculated Tyi(E3)ieor partial gamma widths (eV) for 33CI nuclei. Ei(2J7) and
Ex(2J7) denote energies (MeV), spins 2J, and parities 7 of initial and final states.

Ei(2J7) — Ex(2J7) Ty E3)exper Tyi(E3)theor
3.1628 (77) — 0.0000 (3%) (3.3+0.075)x1077 3.3x1077
3.1628 (77) — 1.2193 (1%) <3.0x107% 3.0x10°8

Table 15. Deformation parameters ¢, , k=0, 1, 2, 3, of the shape of **Cl nucleus in its ground (g.s.) and first three low-laying single-particle
excited states (1-3 e.s.), estimated according to Eq. (14). The values of the parameter a4 linearly depend on the values of the parameter .

g.s. les. 2 e.s. 3e.s.
00 1.6x1072 3.5x1073 -4.4x1073 -1.4x1072
o2 -6.1x1072 -9.0x1072 8.1x1072 -1.0x107!
o4 2.1x1072 2.2x107! 3.3x107! 1.0x107!
06 -4.8x1072 -5.0x107! -7.3x107! -2.2x107!

Figure 3 and Table 15 show that the angular part of the **Cl nucleus shape is described by three harmonics —
quadrupole [ P,(cos®) ], hexadecapole [ P,(cos#) ], and hexacontatetrapole [ P;(cos®) ]. Note again that, in case of *Cl

nucleus, the contribution of hexadecapole deformation is not independent. In its ground state the 33Cl nucleus is
abnormally weakly deformed. With the increase of excitation energy, the contribution of hexacontatetrapole deformation
sharply (by an order of magnitude) increases and becomes dominant for the first and third excited states, and especially for
the second excited state. This observation indicates that the change of the state of the only one nucleon — the valence
proton the spin and parity of which determine the spin and parity of the **Cl nucleus — causes the shape phase transition
from the high-symmetry phase — spherical ground state — to the low-symmetry phase — deformed excited states.

8. DISCUSSION

The evolutionary procedure of determining the shape of a nucleus in single-particle states presented in this article is
aimed at searching for the globally optimal solution. However, being aware of the complexity of the problem under study
and the fact that the actual number of fitting parameters is substantially greater than the actual number of data points, we
do not expect to achieve it. Therefore, we consider the obtained results (Figs.1-3, and Tables 1-15) as very promising.

The shapes of the nuclei studied in the ground and low-laying single-particle excited states obtained in different
runs of the procedure go rather close to each other. Besides, the variations of the parameter that takes into account the
deviation of the energy scale from its simple estimate ¢ and of the spin-orbit interaction strength x from run to run of the
optimization procedure are found to be insignificant. This result is a consequence of application of the requirements

imposed on the weight parameters {¢J§’,2} from the decomposition (10). Namely, the number of these parameters must be

the smallest possible for each level and the values of these parameters must be the smallest possible, ensuring a good
description of experimental data along with that. From the formally mathematical viewpoint, these requirements are

equivalent to the numerous constraints imposed on the variables {(pg)}, which leads to the substantial reduction of the

parameter space of the problem (the “effective” number of free parameters is much smaller than the “actual” one). One
should also bear in mind that the measured probabilities of electromagnetic transitions between single-particle states of
nuclei are the highly correlated data that are difficult to analyze. Thus, in this case, the belief that “anything can be
fitted with a sufficient number of parameters”, is a substantial oversimplification (see, e.g., Ref. [2]).

From the computational viewpoint, in general, the parameter space of our problem is highly dimensional, highly
nonlinear, and has unknown and unpredictable topography. This makes the choice of an appropriate search method
crucial. Evolutionary (or genetic) algorithms have many times proved very efficient in dealing with very difficult
physical problems (see, e.g., Refs. [30-35]), so we have chosen it as a key element of our procedure. Usually, in
evolutionary computations, the mutation amplitude is either constant, or decreases across the run of the evolutionary
procedure. Often this leads the search algorithm in a local optimum in the parameter space. To avoid premature
convergence in a local optimum, we have devised the special schedule of tuning the mutation amplitude, in which the
latter behaves as a smooth oscillatory function of generation. This mechanism resembles, in part, the so-called “sim-
ulated annealing” approach to solve the optimization problems of combinatorial complexity. Due to the consecutive
cycles of increasing and decreasing of the mutation amplitude, the population hops from the less fitted optimum to the
more fitted one situated in the close vicinity. To have an opportunity to explore the parameter space much further, we
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have allowed the population as a whole to periodically jump to the new point in the parameter space. As a consequence,
we have managed to localize the region of the nuclear shapes that give the lowest values to the y> magnitude: Tables 1—
15 show very good agreement between the calculated and measured observables.

In principle, our algorithm could treat go(é?) as a numerical array and evolve it as a whole quantity with help of the

diffused mutation operator devised in Refs. [21,22]. We emphasize that the devised approach of extracting nuclear
shapes from the data does not depend on the particular nuclear data and the particular analytical tools (nuclear models)
to analyze it. For instance, our approach, with minor changes, could be used to extract the matter-density distributions
in nuclei [36], the radial dependence of the nuclear potentials [37], etc. from the suitable data. Our preliminary
investigations show that our method enables to extract the radial dependence of the nuclear potentials from the set of
energy levels. Thus, our method could be applied to the wide set of nuclear problems in wide mass region.

From the physics viewpoint, our analysis of experimental data on the energies, spins, and parities of the low-laying
single-particle states and the probabilities of electromagnetic transitions between them in 2’Al, 3'P and 33CI nuclei shows
the following.

We have found that the studied nuclei in the ground states are abnormally weakly deformed, which is not expected
for the nuclei in the shell middle. Even in their low-laying single-particle excited states, the nuclei 2’Al and 3'P are found to
be weakly deformed, too. The change of the state of the only one nucleon — the valence proton the spin and parity of which
determine the spin and parity of the **Cl nucleus — causes the shape phase transition from the high-symmetry phase —
spherical ground state — to the low-symmetry phase — deformed excited states. Hence, in case of 7Al, 3'P and *Cl nuclei,
we are dealing with manifestation of the forces that are not related to the formation of nuclear shells.

The angular part of the Al and 3'P nuclei shape is described by two harmonics — quadrupole and hexadecapole.
The angular part of the **Cl nucleus shape is described by three harmonics — quadrupole, hexadecapole, and
hexacontatetrapole, but the contribution of hexadecapole deformation is not independent. It is usually assumed that
quadrupole deformations are of the most importance, while hexadecapole deformations are good but rather small
corrections to quadrupole deformations and may be important for describing the ground states of heavy nuclei (see, e.g.,
Refs. [1,2] or any textbook on nuclear physics). As for the higher multipolarity deformations, they are not considered to
have much physical significance. At present, there are no fundamental nuclear models that account for or predict the
dominant hexacontatetrapole deformation, especially for light and medium nuclei.

Analyzing quantum characteristics of the single nucleons that form the 2’Al, 3'P and *CI nuclei, we find that the
spin and parity of these nuclei are determined by the spin and parity of the last odd (valence) proton. At the same time,
some of the nucleons of the nucleus core change their characteristics, too. This means that the electromagnetic
transitions between the single-particle states of the 2’Al, 3'P and 3°Cl nuclei are the multi-particle processes.

Applications of the Landau theory of phase transitions, briefly mentioned in the Introduction, are based on the
decomposition of the radius of a nucleus, which depends on spherical angles, into a series of spherical functions [5].
Thus, the potential energy of the nucleus contains collective forces that act on the deformation parameters, but not on
the angular variables. Strictly speaking, to predict the equilibrium shape of the nucleus, the theory must contain angular
derivatives of various orders.

Spatial derivatives naturally arise in the Landau-type theory of phase transitions with a spatially inhomogeneous
order parameter (see, e.g., Ref. [38] or any textbook on phase transitions). This theory turned out to be very effective in
describing phase transitions in ferroelectrics and magnetics with incommensurate phases (see, e.g., Refs. [39-42] and
also Ref. [33]). These phases are states in which the period of spatial modulation of the order parameter is not
commensurate with (or does not depend on) the period of the crystal lattice. In this case, the Landau-type potential is a
functional of the order parameter and its derivatives. The competition and compromise of different powers of the order
parameter and its derivatives lead to the appearance of various stable spatially inhomogeneous states of the system.

Assuming that the characteristic size at which the angular function describing the deviation of the nucleus shape from
sphericity changes significantly is not commensurate with both the size of the nucleon and the distance between the nucleons,
the deformed nucleus can be considered as an incommensurate phase. Therefore, the Landau-type theory of phase transitions
with a spatially inhomogeneous order parameter could be a useful tool to study the shape of a deformed nucleus.
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JE®@OPMAIIS HEITAPHUX SJEP *7Al, 3'P TA 3C1 BOJHOYACTUHKOBUX CTAHAX
Bostopumup 0. Kopaa?, Jlapuca I1. Kopaa®, B’sauecinap @. Kaenikos?, Ipuna C. Timuenxo?

Iucmumym enekmpogizuxu i padiayitinux mexnonoeii, Hayionanvna akademis nayx, Xapkis, Yxpaina
bHayionanenuii nayxosuii yenmp “Xapxiscoxuii pizuxo-mexniunuti incmumym”, Hayionanona axademin nayx, Xapxie, Ypaina
®opmu Hemapuux spep s-d-oGosonku Al P ta ¥Cl B OCHOBHMX 1 OJHOYACTMHKOBMX 30y/UKEHHX CTaHax BHIy4eHi 3
eKCIIEPUMEHTAIBHHIX JAQHUX PO €HEeprii, CIiHM Ta MapHOCTI KX CTaHIB, a TAKOXK BUMIpPSIHI IMOBIPHOCTI €JIEKTPOMArHiTHUX TIEPEXOAIB MiXK
HIMH 32 JIOTIOMOTOI0 HEJJABHO PO3POOIICHOr0 HAMH EBOJIOMIHHOTO Mimxomy. Kiro4oBuM eneMeHTOM HaIloi MPOLeaypH € €BONIOiHHMIMA
AITOPUTM, KUK TPUBOAUTS TIOIYILAIIIO SACPHIX (HOPM, IO MOTAHO OIMICYIOTH EKCIIEPUMEHTANIBHI JIaHi, 0 OISl SaepHuX (GopM, 10
Jo0pe OIMICYIOTh eKCIIepUMEHTaNIBHI faHi. JlocmipkeHi siapa B iXHIX OCHOBHHX CTaHAX BUSIBIUINCH aHOMAJIBHO CITa0KO AeOpMOBAHIMH, IO
HE NPUTAMAHHO sJpaM B cepeauti 060s0HK). HaBiTh B iXHiX HU3BKO JIEKAUNX OJHOYACTHHKOBHX cTaHax sypa 2’Al Ta 3'P BusBuinch Tex
cnabko ehopMoBaHUMHU. I3 3pOCTAHHAM OTHOUACTHHKOBOI €Hepril 30y DKEHHS 3MiHa CTaHy €JUHOTO HyKJIOHA — BAJICHTHOTO POTOHA, CIiH
Ta NAPHICTh AKOTO BU3HAYAIOTH CIIH Ta MapHicTh sapa >Cl — BukiMkae (asoBuil Iepexifl i3 BUCOKO CUMETPHYHOT (ha3u — CHEpUIHOro
OCHOBHOTO CTaHy — Y HH3bKO cumerpuuny (asy — nedopmosani 30y mkeni cranu. Kyrosa yactuna popmu siep 2’Al ta 3'P onmcyerses
JIBOMa TapMOHIKaMH — KBAJPYIOJLHOI 1 rekcajexanonbioro. Kyrosa yactuna Gopmu sapa 33Cl onucyeThess TphOMa TapMOHIKAMU —
KBAZIPYTIOJIBHOIO, TEeKCaICKANOJIBHOIO i FeKCAKOHTATETPAIOIBHOIO, IIPOTe BHECOK IeKCajeKaroiabHOI aedopmaliii He € HesalexHuM. B
TeTepilHiIi Jac HeMae (QyHAaMEHTAJIbHOI SIepHOi Mojeni sika O BpaxoByBaja a0o mepemdadalia JOMiHYIOUY Te€KCaKOHTATETPAIONBHY
neopMalriio, 0COOIMBO I JIETKHX 1 CepeHixX sep. Mu 3Haiiumm, o cIrin Ta napHicts suep 2’Al, 3'P ta ¥*Cl BusHauaroThes CIriHOM Ta
TIAPHICTIO OCTAaHHBOTO HEMapHOro IPOTOHA. B Toif e 9ac JesKki HyKIOHM OCTOBY spa TeX 3MIHIOIOTH CBOI XapaKTEpHCTHKH. Tomy

€JIEKTPOMATHITHI IIEPEXO/IM MiK OJIHOYACTHHKOBUMU cTanamu siep 2’Al, 3P ta ¥Cl € 6ararouacTMHKOBMMM IIPOLIECAMH.
KuarouoBi cioBa: sdepna oepopmayis;, modenv Oeghopmosanux 000IOHOK; OOHOUACMUHKOBUL Cman, s0pa S-d-06010HKU,
esonoyiliHULL aneopumm, (azosutl nepexio
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In this study, quantum mechanical calculations and a semi-classical approach were used to determine fusion the probability (Prus),
fusion barrier distribution (Dsus), and fusion cross section (6s) for the systems 23Si + *Zr, 28Si + 2Zr, 28Si + %Zr, 4'K + 2Si, and
4K + 28Si. The semi-classical approach involved the use of the Wentzel-Kramers—Brillouin (WKB) approximation to describe the
relative motion between the projectile and target nuclei, and the Continuum Discretized Coupled Channel (CDCC) method of Alder-
Winther (AW) to describe the intrinsic motion of the nuclei. The results showed that the consideration of the coupling-channel
calculations for quantum mechanics and a semi-classical approach, and its impact on Pus, Drus, and o1us for the studied systems involving
one neutron or one proton transfer reactions are very important to be considered specifically around and below the Coulomb barrier.
The results were compared with the measured data and found in reasonable agreement.

Keywords: Breakup channel, Elastic channel, Nuclear fusion, Neutron transfer, Proton transfer

PACS: 34. 85. +x, 24.10.-i, 25.70.Jj

1. INTRODUCTION

Nature displays one of its most impressive processes through the fusion of atomic nuclei. When the two nuclei merge
with adequate kinetic energy they are capable of overcoming their electrostatic attraction to one another and producing a
new nucleus with a charge and baryon number equal to the total of the original nuclei. The method of fusion depends on the
amount of available kinetic energy, and The Coulomb barrier can be crossed or penetrated using quantum mechanical
tunneling [1]. In the creation of elements, the involvement of nuclei with a high neutron content is critical, whether it occurs
naturally in astronomical events or experiments carried out on Earth. The production of heavy and superheavy nuclei using
the neutron-richest projectiles and targets possible is favored by experimental and theoretical data [2-3]. Neutron-rich nuclei
fusion is thought to create heat that can cause an X-ray superburst in an accreting neutron star, according to a hypothesis [4].
Where systems rich in neutrons are a rich material for research and exploration. In the investigation of the fusion of Ni +
%Ni at Q+2n=3.9MeV, Beckerman et al first noticed the impact of Positive Q-value Neutron Transfer (PQNT) [5] channels
on near-barrier fusion cross sections. They directly compared the fusion excitation functions of ***Ni + *¥%Ni in an
experiment, with the symbol “+” notation representing the absorption of neutrons from the target nuclei [6]. According to
Broglia et al, the sub-barrier enhancement of fusion observed in 3¥Ni + *Ni is due to a kinematic effect caused by the transfer
of two neutrons during the fusion process, which reduces the neutron transfer cross-section [7] In some cases, the strength
of the PQNT channels correlates strongly with the sub-barrier improvement of fusion[8]. In comparison to 32S+°Zr, the sub-
barrier cross sections for 32S+%°Zr are significantly greater. A coupled-channels calculation that considers the inelastic
excitations can explain the sub-barrier improvement in 2S+°°Zr only. Nonetheless, the unaccounted-for part of 32S+°Zr is
thought to be connected to intermediate multi-neutron transfers with a positive-Q value. According to the similarities between
#0Ca+*Zr and 32S+%Zr, couplings to positive-Q-value multi-neutron transfer channels may have improved sub-barrier fusion
[9]. It is noteworthy that the fusion cross sections for the 2*O+%¥Ni and “’Ca+"*Zr systems display different patterns in the
vicinity of the barrier due to the contribution of the one-neutron transfer channel. While this channel has negligible impact
on the *’Ca+%Zr reaction, it plays a significant role in the 2*O-+%Ni reaction. This discrepancy can be attributed to the distinct
one-neutron transfer channel's Q-values, which are Qi, = 5.29 MeV and Qi, = 0.508 MeV for 2*O+°®Ni and *’Ca+°%Zr,
respectively [10]. A density-constrained Time-Dependent Hartree-Fock (TDHF) [11] approach to fusion theory predicts
increased fusion in the 2O + '%0 system relative to the '°O + %0 system due to neutron transfer altering the potential and
reducing the barrier. However, the fusion neutron-rich symmetric systems such as 2O + 2*O is suppressed by a repulsive
Pauli potential caused by the overlapping neutron-rich tails. [2] With the addition of one neutron to #O, the experimental
fusion cross-section above the barrier rises by 37%, which is a remarkable outcome. The researcher's analysis showed that
the rise in the fusion cross-section for O is not the outcome of an odd-even effect, and the improvement in the fusion cross-
section of '°O is not a standard excitation.[4] Thought it was because of unpaired neutrons [12]. When comparing neutron-
rich and non-neutron-rich systems, the N/Z ratio at the neck region is higher in the former. This increase in the N/Z ratio
leads to a decrease in the Coulomb barrier, which enhances the fusion cross-sections in neutron-rich systems[13]. Between
interacting nuclei, neutron transfers can form a neck region of nuclear matter that encourages fusion. Once the nuclei are
sufficiently close to one another to interact noticeably, or if positive Q-values for neutron transfers, neutron pick-up events
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take place [14]. Broad distributions of experimental fusion cross-sections are produced by sequential neutron transfers.
Neutron flow may result from the development of a neck between the projectile and target as a result of a collision with a
finite Q-value [15]. This could act as fusion's “doorway state”. This intermediate state lowers the barrier and makes the
fusion process easier at energies below the barrier, significantly increasing fusion cross-sections. An increase in sub-barrier
fusion cross-sections has already been shown by experimental findings using (PQNT) [16-17]. It has been proposed by
Zagrebaev that the transfer of particles with negative Q values does not increase fusion at energies near or below the barrier
[18]. Based on a quantum diffusion approach, Sargsyan and co-workers suggested it if the deformation strength of the nuclei
involved in neutron transfer does not change or decrease, neutron transfer channels have little impact on fusion dynamics.
Consequently, in some instances, transfer channels may not lead to significant sub-barrier fusion enhancements despite
(PQNT) [19]. A universal fusion function approach was used by researchers to analyze the effects of (PQNT) on the fusion
process in various systems. They found that significant deformation of the interacting nuclei following neutron transfer is
crucial for strong sub-barrier fusion enhancement due to the (PQNT). In contrast, if the deformation of the nuclei is minimal
or decreases after neutron transfer, these channels have little effect on the fusion cross-sections [20].

Majeed et al. conducted an extensive study of the nuclear fusion process around and below the Coulomb barrier, the
study included weakly bound nuclei °Li + %Ni, "B + *Tb, and '2C + °Be using the semi-classical approach and full quantum
mechanics, and they reached the results that the inclusion of the breakup channel is very important, To describe of,s and Dy
where results improve around and below the Coulomb barrier for light projectiles [21]. To verify the results, different systems
°Li+?Bi, 7Li+**Bi, and *Be+*%Pb were studied. Similar results were reached in the previous research [22], by Fouad A.
Majeed and Yousif A. Abdul-Hussien conducted a study on systems '’F + 2%8Pb and °C + 232Th and found that the couple-
channel effect between the elastic and continuous channel is very necessary for the calculations of o and Drs where the
results improved below and around the Coulomb barrier are very significant about the full quantum mechanics approach,
[23]. To confirm the results they reached, they did another study of the systems °He +23%U and *He +'°’Au that improved the
calculations around and below the Coulomb barrier [23].

The present study aims to investigate the effect of neutron or proton transfer and the impact of coupling between the
elastic and breakup channels on the calculations of 6z, Dsus, and Py, for the systems 28Si + *°Zr, 28Si + 92Zr, 28Si + %Zr,
4K + 2881, and “°K + 28Si. And compare the results with the related experimental data.

2. THE SEMICLASSICAL THEORY
2.1 No-Coupling or One-Channel Description

One-dimensional potential models have been utilized to evaluate the fusion Cross-section by employing the
semiclassical theory. This model assumes that the degree of freedom of the colliding heavy ions can only be described by
their relative motion [25, 26]. The Schrodinger equation is central to the semi-classical theory, which takes into account
the energy and angular momentum of the system as well as the energy of the potential of the radial component of relative
motion. Quantum tunneling is also considered in this theory. As a result, the semi-classical theory provides a
comprehensive framework for understanding the behavior of quantum systems. cross-section of the fusion can be
evaluated by implementing the semi-classical theory within the one-dimensional potential model [22].

- h?p?
2u

( +Vo = E) yo = 0. 0]

In this context, the system’s potential is denoted by V(r), while u represents the reduced mass of the system. To
determine the wave-functions described in equation 1, one can utilize the time-dependent Schrodinger equations. To
accomplish this, one can propose a particle trajectory based on Rutherford's usual trajectory. And include the real
component of both the Coulomb potential and the centrifugal potential, which is expressed in [26]. This methodology
allows for the estimation of said wave-functions.

V(r)=Vc(r)+Vn(r)+ V, (r). (2)

To consider profound absorption in the classically prohibited elastic channel scattering coupled-channel
calculations, including the imaginary part of nuclear potential., which is complex, is essential [26].

Vn(r) = Un(r) — iW(r). 3

Researchers have employed the wave expansion technique to investigate the considerable absorption resulting from
the interference of (£)waves, which originates from both the actual and imaginary components of the nuclear potential.
Previous studies, as per the semi-classical theory, have demonstrated that fusion arises when two nuclei approach each
other and pass through the potential barrier to enter the inner region. In this scenario, the WKB method can be utilized to
determine the probability of penetration below the barrier. These findings have been documented in multiple sources,
including references [25, 27, 28, 29, 30].

T‘[ -1
<2f FKp(rydr )
)

PREEEE)= [1+e 4)
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Eqn. 4 can be expressed as where the local wave-function number is £ (r), limits, r; and r{ are as defined by places
of turning to the classical trajectory.
T (vb(e)-E )]_1

2
PR E) = |1+ b @

Given that the fusion barrier can be adjusted using a parabolic function, the Hill-Wheeler formula [26] can be
employed to depict the likelihood of penetration.

21 -1
PRE®,E) = [1 R ACRZIO) >] 5

The fusion barrier cross-section can be calculated using equations [28,31] by employing the (WKB) approximation,
where Q and Vp (I) represent the curvature and height parameters of the barrier, respectively. The energy from the
projectile bombing the target is indicated by E.

ap(E) = 53 (20 + DPELP(L,E) )

13‘]1/45({)' E) = %f |uy€(kv' r)|zl/l§zs(r) (®)

The radial component of the wave-function for the € partial wave in the y-channel is denoted by uy: (ky, r), while
the potential imaginary part is represented by sz;s (r).

2.2. The Coupled Channels Formalism
To depict the collision, we're using the projectile-to-target separation vector.7 and the projectile's appropriate
intrinsic degrees of freedom {. To simplify, we do not consider the internal arrangement of the target. The Hamiltonian
can be expressed as [32].

H=Hy(§) +V(#E) ©)

In this study, we ignore the nuclear coupling and focus solely on the interaction between the projectile and the target,
which is represented by the term V(#, ) in the intrinsic Hamiltonian of the projectile denoted as Hy(¢). We limit our
theoretical comparison to the Coulomb dipole term. The equation [32] provides the eigenvectors of H,(£).

Hylog) = e5|0p) (10)

The energy of internal motion is denoted by &g, and the Alder and Winther (AW) [33] approach involves two main
steps. Firstly, classical mechanics is used to model the time growth of variable 7, where the resulting trajectory is
influenced by angular momentum € and collision energy E. In the original version of AW, a symmetrized Rutherford
trajectory was utilized. However, in our case, the trajectory is determined by solving classical equations of motion with
the potential V(¥) = (@, | V(7, &)@,), where |‘Pﬁ0) represents the ground state of the projectile. This transforms the
coupling interaction into a time-dependent interaction in the &-space, given by V,(&,t) = V(7,(t), ¢). The second step
involves treating the dynamics in the intrinsic space as a problem in time-dependent quantum mechanics. This is achieved
by expanding the wave function based on intrinsic eigenstates [33].

EBt

WE D = 5 ag(t,Opg(Ee 1 (11)

By plugging this spread into the Schrodinger equation for the wave function y(&, t), we arrive at the AW equations
as described in reference [28].

—ile —sy)t

ihag(2,1) = Sa a, (& D{@IVe(E Dlggle T (12)

To solve these equations, the initial conditions used were ag(£,t > —) = &g,. This signifies that the projectile
was in its ground state before the collision (¢t - —o0). The resulting population of the channel after the collision

corresponds to a specific angular momentum < : Pf = |aB #t- +00)|2, the cross-section of the angle-integrated [33]
o5 = 5% 20+ DPP (13)

To apply this technique to fusion reactions, we begin by utilizing quantum mechanics to compute the fusion cross
section in a coupled-channel scenario. To simplify the process, we assume that all channels are bound and have no spins.
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The total fusion cross-section can be obtained by adding up the contributions from each channel. By conducting partial-
wave expansions, we arrive at the following equation as shown in reference [34].

or& =35 [5Ze @€+ DPEP)]. (14)

PEB) =2 [ WE (ks )| (15)

The optical potentials of the imaginary part connected to fusion in the channel (ug, (kﬁ, r)) above have an absolute
value of (Wé7 ) and the radial wave function for the £th partial wave is (f) in the equation above.
One possible way to estimate the likelihood of fusion occurring is by using the following approximation:

2
PO = 1]yt t.0)] (16)

Let 7, denote the transmission factor through the barrier, and |aB (¢, tm)|2 be the probability of finding the system
in the channel § at the point of closest approach (t.,). [35-36]

3. Distribution of Fusion Barrier

d?F(E)
Dfus(E) = dT (17)

Accurately determining the distribution of the fusion barrier parameter D fus is crucial, as it is highly sensitive and has
been defined in previous research [29, 31]. The function denoted as F(E) represents the distribution of fusion barriers and is
defined as follows:

F(E):Ea'fus(E) (18)

Considerable progress has been made in comprehending the fusion reaction by establishing the reaction fusion barrier
distribution through experimentation. To determine the uncertainties in numerical fusion barrier calculations, it is possible to
refer to the reaction [37, 38].

~ F(E+AE)+F(E—-AE)—-2F(E)
Dfus(E) = AE2 (19)

In this case, the cross-sectional data were measured at various excitation energy points, with an interval of AE. To
determine the statistical error, the relation [29] was utilized.

[ [8F(E+AE)|2+[8F(E—AE)]2+4[6FE]2 ]%

SDFLE(E) = — (20)
The uncertainty in the product of (Eay) for each collision energy, denoted by §F(E), is given as [29].
V6SF(E)
6Dfsﬁ‘;t (E) = a2 (21)

4. RESULTS AND DISCUSSION

This section presents the theoretical calculations of the fusion reaction o1, the fusion barrier distribution Dy, and
the fusion probability Pr,s. These calculations were obtained using the semi-classical theory with a Continuum Discretized
Coupled Channel (CDCC) [39] approach to study the effect of calculating the coupling between elastic channels and
breakup channels on fusion processes. The calculations were performed using the Sequential Complete Fusion SCF [40]
code for semi-classical comparisons, while the quantum mechanical calculations were performed using the CC code for
the systems, 28Si + %Zr, 28Si + %2Zr, 28Si + %4Zr, #'K + 28Si, and “K + 28Si. Table 1 presents the parameters for the Akyiiz-
Winther potential, with a coulomb barrier.

Table 1. The Coulomb barrier height Vi, and The Akyiiz-Winther potential parameters

Real part Imaginary part
System Vo To Ao Wo ri ai Lmax Lmin Vb
28Si+90Zr -146.1 1.055 0.800 -27.7 1.007 0.736 63 0 73.66
28Si+92Zr -60.1 1.210 0.850 -14.4 1.007 0.736 31 0 72.15
28Si+94Zr -140 1.100 0.800 -27.0 1.008 0.735 57 0 71.44
41K+28Si -46.0 1.212 0.655 -15.3 0.983 0.750 46 0 37.48
45K+28Si -46.9 1.198 0.705 -15.6 0.986 0.748 45 0 36.86
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4.1. (3Si+*Zr) reaction

Figure 1. The three drawings below depict the theoretical and experimental ofus, Dfus and Pgus for the system,
obtained through a combination of quantum mechanical calculations and semi-classical methods. The data used in this
study are taken from Ref. [41]. The blue curves correspond to the quantum mechanical calculations with coupling and
no-coupling, respectively. The blue curve with the spaces shows the results obtained with no-coupling. Similarly, the red
curves, correspond to the semi-classical calculations with and no-coupling, respectively. The dashed red curve shows the
results obtained no-coupling. The system's data regarding the position of the Coulomb sub-barrier Vy are sourced from
the black arrow. The semi-classical calculations, no-coupling and coupling have a great concurrence with experimental
data after exceeding Vy, and for below Vy, there is no concurrence with experimental data. For no-coupling and coupling
quantum mechanical calculation, after exceeding Vy, there is a special concurrence.
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Figure 1. Displays the results of quantum mechanical and semi-classical calculations for the ofus drawing (A), Dfus drawing (B), and
Prus drawing (C), alongside experimental data [41] for the system 28Si+%'Zr.

4.2 (38Si+**Zr) reaction

Figure 2. The three drawings below depict the theoretical and experimental ofus, Dfus and Prus for the system,
obtained through a combination of quantum mechanical calculations and semi-classical methods. The data used in this
study are taken from Ref. [42]. The blue curves correspond to the quantum mechanical calculations with coupling and
no-coupling, respectively. The blue curve with the spaces shows the results obtained with no-coupling. Similarly, the red
curves, correspond to the semi-classical calculations with and no-coupling, respectively. The dashed red curve shows the
results obtained no-coupling. The system's data regarding the position of the Coulomb sub-barrier Vy are sourced from
the black arrow. The semi-classical calculations, no-coupling and coupling have a special concurrence with experimental
data after exceeding V, and below V,. For no-coupling and coupling quantum mechanical calculation, after exceeding
Vy there is a special concurrence.
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Figure 2. Displays the results of quantum mechanical and semi-classical calculations for the ofus drawing (A), Dfus drawing (B), and
Prus drawing (C), alongside experimental data [42] for the system 23Si+"2Zr.

4.3. (3Si+**Zr) reaction
Figure 3. The three drawings below depict the theoretical and experimental ofus, Dfus and Prus for the system,
obtained through a combination of quantum mechanical calculations and semi-classical methods. The data used in this
study are taken from Ref. [41]. The blue curves correspond to the quantum mechanical calculations with coupling and
no-coupling, respectively. The blue curve with the spaces shows the results obtained with no-coupling. Similarly, the red
curves, correspond to the semi-classical calculations with and no-coupling, respectively. The dashed red curve shows the
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results obtained no-coupling. The system's data regarding the position of the Coulomb sub-barrier Vy are sourced from
the black arrow. The semi-classical calculations, no-coupling and coupling have a good concurrence with experimental
data after exceeding Vs, and for below Vy, there is a special concurrence. For no-coupling and coupling quantum
mechanical calculation, there is no concurrence.
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Figure 3. Displays the results of quantum mechanical and semi-classical calculations for the ofus drawing (A), Dfus drawing (B), and
Pfus drawing (C), alongside experimental data [41] for the system 28Si+%Zr.

4.4. (*'K+28Si) reaction
Figure 4. The three drawings below depict the theoretical and experimental ofus, Dfus and Prus for the system,
obtained through a combination of quantum mechanical calculations and semi-classical methods. The data used in this
study are taken from Ref. [43]. The blue curves correspond to the quantum mechanical calculations with coupling and
no-coupling, respectively. The blue curve with the spaces shows the results obtained with no-coupling. Similarly, the red
curves, correspond to the semi-classical calculations with and no-coupling, respectively. The dashed red curve shows the
results obtained no-coupling. The system's data regarding the position of the Coulomb sub-barrier Vy are sourced from
the black arrow. The semi-classical calculations, no-coupling have a special concurrence with experimental data after
exceeding Vy, and for below V,, there is no concurrence, and for coupling, there is a great concurrence. For quantum

mechanical calculation, there is a great concurrence after exceeding Vs,
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Figure 4. Displays the results of quantum mechanical and semi-classical calculations for the ofus drawing (A), Dfus drawing (B), and
Pfus drawing (C), alongside experimental data [43] for the system *'K+28Si.

4.5. (**K+288Si) reaction

Figure 5. The three drawings below depict the theoretical and experimental ofus, Dfus and Pgus for the system,
obtained through a combination of quantum mechanical calculations and semi-classical methods. The data used in this
study are taken from Ref. [43]. The blue curves correspond to the quantum mechanical calculations with coupling and
no-coupling, respectively. The blue curve with the spaces shows the results obtained with no-coupling. Similarly, the red
curves, correspond to the semi-classical calculations with and no-coupling, respectively. The dashed red curve shows the
results obtained no-coupling. The system's data regarding the position of the Coulomb sub-barrier Vy, are sourced from
the black arrow. The semi-classical calculations, no-coupling and coupling have a good concurrence with experimental
data after exceeding Vi,. For no-coupling and coupling quantum mechanical calculation, below Vj, there is a great
concurrence.
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Figure 5. Displays the results of quantum mechanical and semi-classical calculations for the ofus drawing (A), Dfus drawing (B), and
Pfus drawing (C), alongside experimental data [43] for the system “*K+28Si.

5. CONCLUSION

The effect of channel coupling between elastic channels and breakup channels on calculating fusion cross-section
(o1us), fusion barrier distribution (Dyys), and fusion probability (Pgs), on systems 23Si + *Zr, 28Si + 22Zr, 28Si + *4Zr, 4K +
2881, and K + 28Si were investigated in the present study and these systems involved one neutron or one proton transfer
reactions. Our theoretical calculations showed that the results improved significantly below the Coulomb barrier,
especially the semi-classical calculations. The reason for the improvement below the Coulomb barrier can be attributed
to the fact that coupling effects become more significant at lower energies, leading to a more complex interaction between
the elastic channels and the breakup channels. Introducing coupling conditions into the calculations takes into account
the exchange of flow between these channels, which results in better agreement with the experimental data. On the other
hand, the slight overestimation of the results above the Coulomb barrier can be attributed to the fact that the fusion process
becomes more controlled by the elastic channel at higher energies, and the coupling effects become less significant. The
reason for the overestimation of the cross-section may be the fact that our calculations may not have fully accounted for
the effect of the Coulomb barrier on the merger process.
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BILIAB IPOTOHA I HEMTPOHA SIK 30HJIA JIJ151 PEAKIIII SIIEPHOI'O CUHTE3Y
TP HABKOJIOBAP'€PHUX EHEPT'TSIX
M.A. Xyazep, ®.A. Magxug
Daxynemem ¢izuxu, Oceimuiii konedic yucmux Hayk, Basunoncoxuii ynieepcumem, Ipax

VY upoMy JocCiiKeHHI KBaHTOBO-MEXaHiuHI pO3paxyHKH Ta HAMBKIACHYHUH MiJIXil BAKOPUCTOBYBAINCS Ul BU3HAYEHHS HMOBIPHOCTI
TepmosiiepHoro cunte3dy (Pfus), posmosiny 6ap’epi TepMosiaepHoro cuntesy (Dfus) i monepeunoro nepepisy cunresy (cfus) s cucrem
288 + 90Zr, 2881 + 9Zr, 28Si + %Zr, 'K + 28Si, and ¥°K + 28Si. HaniBknacuuuuii 1miaxin nepentayas BUKOPUCTaHHs HabavkeHHs Beruens—
Kpamepca—bpimmoena (WKB) st onucy BiIHOCHOTO pyXy MDK CHapsiioM i HUTbOBUMHU SIPaMH Ta METOLY IHCKPETH30BAHOTO
noB’si3aHoro kanany (CDCC) Anpaepa-Bintepa (AW) s omucy BnacHui pyx siaep. Pe3ynbratu mokasaiy, 1o BpaxyBaHHs pO3paxyHKiB
KaHaJIy 3B’ 3Ky U1 KBAHTOBOI MEXaHIKH Ta HaIliBKIACHYHOTO MiAX0Ay Ta Horo BBy Ha Pfus, Dfus Ta ofus ast mocmimkyBaHux cucrem,
IO BKJIIOYAIOTh PEakKLii IepeHOCY OAHOTO HEHTpoHa abo OIHOrO MPOTOHA, € My)KE BAXKIMBUAM UL PO3IVISAY 30KpEMa HaBKOJIO Ta Iij
KyJIOHIBCBKMM 0ap’epoM. Pe3ynbraTi MOpiBHIOBAIH 3 JaHNMH BHMIPIOBaHb i BUSIBIJIN PO3yMHY 30iT.

KurouoBi cioBa: kanan posnady; npyscnutl Kanan, A0epHuti CUHme3, NepeHecen s Helmporie, nepeHecents NPOMonie
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The “Cr isotope nuclear energy levels were studied using low-level FP-LS shell inside the shell model calculations.
Nuclear energy levels have been calculated using FPD6, KB3G, and FPY interactions in the fp-shell model space and F742 and
F7MBZ in the £7/2 model space. The results are compared to one another and to the experimental data that is already accessible and
specific outcomes are clearly in agreement. In addition to having a strong arrangement in the reproduced values of the energy levels
scheme, the used model space interactions are the two-body matrix element in the fp-shell model space that is best fitted. Particularly
below 3 MeV, the general estimation of the replicated data is good. The wave vectors and analysis are modeled in diagrammatic
notation, and all inscriptions are given in this style. Utilizing the oscillator's potential, a single particle vector is built, using “°Ca as
the core of the fp-shell and £7/2 model space. Results are obtained for all tested nuclei using the OXFORD BUENOS AIRES SHELL
(OXBASH) model code.

Keywords: Nuclear energy levels;, FP Shell; FPY; Diagrammatic notation;, FPD6; KB3G
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1. INTRODUCTION

Many studies have been conducted to comprehend nuclear characteristics and internal composition. Because
nuclei are so complicated, no comprehensive theory explains nuclear actions, characteristics, and structures [1]. The
shell theory has many advantages and characteristics, such as model independence and applied physical N-N potential,
in addition to the conventional Hamiltonian related to various types of eigenvectors and for a wide range of nuclei. The
shell theory remains valid because it provides the primary theoretical techniques for achieving all measurable nuclei [1].
To obtain effective N-N matrix elements, excitation energies, binding energies, and spectroscopic factors were
computed in the LS shell (17/2 1£5/2 2p3/2 2p1/2) [2]. Interactions between PN prompted the existence of an orbital
distance at N = 32 in isotope-rich neutrons localized in the nearby magic nucleus **Ca [3]. Inspections of filled pf-LS
shell of A=48 nuclei were conducted [4], and Kuo-Brown (KB) [10] to KB1 and KB3G were changed. The isobaric
sequences A = 50, A = 51, and A = 52 were investigated [5] using KB3G, FPD6, and KB3G [6]. The shell theory
created a critical technique for carrying out such research. Realistic potentials are established in this theory, and the
basis vectors are indicated by precise quantum numbers of parity (), angular momentum (J), and isospin (T) [7]. Many
studies [8] have been done to identify the distribution of Eigen functions and build the framework of the shell
model [9].

The nuclear shell theory has been considered a significant theory for understanding nuclear structure [10]. Because of
the extreme single-particle motion in spherical symmetry, only including powerful spin-orbit factors allowed the rethink of
a wide variety of findings for isotopes near nuclear magic numbers [11]. Calculations were performed in model space of a
complete fp-LS shell containing 1£7/2, 1£5/2, 2p3/2, 2p1/2 subshells, and *“°Ca as a core. There is no limit to the number of
particles that can be excited. A comparison of results with that of his results would thus shed light on the role of intruder
29/2 orbital, appropriate choice of core, and the effect of truncation on the particles to be excited, in addition to testing the
suitability of GXPF1A interaction in explaining the experimental data [12]. Within shell model computations, nuclear
energy levels, total angular momenta, and even-even parity for nucleons present outside closed and no core for “°Cr, which
filled fp-shell (1£7/2, 1£5/2, 2p3/2, 2p1/2) were interesting. The nuclear energy spectrum of *°Cr was calculated using four
interactions. The associations of FPD6, FPY, F742, FTMBZ, and KB3G are compared to each other to access experimental
data. Shell model calculations were interesting for (**Ca, “*Ca, *Ca, and *®Ca), which occupied fp-shell (1f7/2, 1£5/2,
2p3/2, and 2p1/2). Calculating the nuclear energy spectra of “?Ca, *Ca, “Ca, and “*Ca involved four interactions. The
outcomes of the interactions between the FPD6, GXPF1, and KB3G are contrasted with one another and with the existing
experimental data. In order to produce model space wave vectors and simultaneously obtain the similar model space
effective interaction that was chosen for this investigation, the code OXBASH was used [13].

Nuclear energy levels in #*Sc [14] and **Ca [15] were studied through a nuclear shell model considering “°Ca as an
inert core, adopting FPD6, HW, and FPY as model space effective interactions, and comparing the reproduced data with
experimental data. The code OXBASH was used to create model space wave vectors while also receiving the
comparable model space effective interaction chosen for this research.

7 Cite as: H.A. Kadhim, F.Z. Majeed, East Eur. J. Phys. 3, 187 (2023), https://doi.org/10.26565/2312-4334-2023-3-15
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A model space factor has been constructed using F7MBZ that considers the single-particle potential (harmonic
oscillator) and elastic magnetic electron scattering form factors for “'Ca with “°Ca as the inert core. The entire theory is
then examined using the nuclear shell theory [16] and calculating Ca quadrupole moments (41, 43, 45, and 47) using the
shell model [17].

The theoretical level schemes of the selected states of each nucleus that we use for our calculation in the FP-space
model for different effective interactions GX1A, KB3G, FPD6, and GX1A often include the spins and association
energies of the many levels that have been experimentally identified in ®2Ca. Spin spectra of **7>*Ca and *¢7>%Ca are
produced for effective interactions [18]. According to the influence of certain physical characteristics, such as the
electromagnetic properties effects, such as elastic longitudinal form factors, electric quadrupole moments, and magnetic
dipole moments, the nuclear structure of specific cobalt (Co) isotopes with mass number A=56-60 has been examined.
By adopting the single-particle wave functions of the harmonic oscillator, calculations involving GXFP1 interaction are
presented using the fp model space [19].

This work calculates nuclear energy levels in Cr isotopes using the inert core Ca, the fp shell FPD6, KB3G, and
FBY, the 1£7/2 subshell orbit FZMBZ, and F742 [20].

2. THEORY
2.1. Interacting Particles in One and Two Active Orbits
The wave function of two particles may be expressed as a product of a spin and an isospin-dependent portion [21]:

®IMTTz (1,2) = DIM((1)j(2))OTTz(t(1)4(2)). (1)

wherej +j=J,and ¢ + ¢t = Twith 7=0 or 1 since t = 1/2.
The spin component of Eq. (1) now has a diagrammatic notation, which may be written as [21]:

) i@ i
Q,(j(1)j(2)) = X Gmjm|M)$im(1)pim(2) = (2)

IM

®in(1) and Py (2) are the single-particle states for particles 1 and 2 with their angular momenta j coupled to a total J.
The coupling yields:

Pu@m(j(1)j(2) = 1Y 3um(j(1)j(2)) = ~(1YPm(j(1)j(2)) 3

When P»: interchanges operators So, the isospin-dependent part is [21]:

Orry (DH(2)) = XAttt TTz)0ee,(1)0¢t", (2) = ¥ ] o (4)

™

The notation has been condensed to include spin and isospin as (j, p = (j, t), and I’ = (J, T). So, Eq. (1) can be rewritten

as:

J T r

A circular arc represents the anti-symmetry of a wave function, and one obtains for two particles in two distinct orbits p

and A.

T

For two particles in the same Orbit, the notation can be extended as follows:

DE(1,2) = 4 (7)
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One can be extended easily to wave functions of more than two particles in one Orbit p as

n
»

dF (1,2,..,n) = Al (8)

2.2 Coefficients of Fractional Parentage
The n-particle function with all particles in one Orbit p is given as [20]:

o(1,2,...,n) = ’ 9)

The group p™! is coupled to Jg, Tg, Xg, With xg denoting all further quantum numbers needed to specify the

state |p" )¢ uniquely. When the operator Py interchanges all coordinates of particles i and j, then one obtains for i, j< n-

I dueto the anti-symmetry:
r r r

However, the result of the permutation Pij for i or j equal to n cannot be represented in general by a simple
expression in terms of the original function, as in Eq (10).

®%(1,2,...,n) = (11)

The wave function of eq. (9) due to anti-symmetrization. Also, one can write:

. ) = X(prTlye) (12)

r

where (p"'| } p7'e) represented “coefficients of fractional parentage” or c.f.p. The normalization and orthogonality
lead to the states |p™)rx being denoted by x as:

Sralpr T} TN Tx T 'Tx) = By (13)
If the particle numbered k is willing to decouple, then the simple reordering based on equation (12) is as follows:
D35(1,2, .,k 0,n) = (D) FOE(1, 2, ..., 0, k). (14)

The completely antisymmetric wave function leads to expansion [21].

A = (-1)*TglpnTl} o le) (15)

It is useful to go over the derivation of c.f.p. in detail for the relatively simple case of three identical particles
(maximum isospin) in one Orbit with j 7/2. Only for j 7/2 do three particles couple in a novel way to a given total spin J.
Using the same diagrammatic representation as in [21], the coupling of three single-particle wave functions to a
non-antisymmetrized function of total spin J can be obtained.

3. RESULTS AND DISCUSSION
For “°Cr as illustrated in Fig. (1) the scheme is clear, experimental data has the values of ( 0%, 2%, 4%, 6%, 8%) with
the corresponding values (0.000, 0.892, 1.987, 3.226, 4.817) respectively, the reproduced data for the interaction
(FPD6, FPY, F742, FTMBZ, and KB3G) are good in general and have the best sequence and slight differences from
that of experimental data. All the ground states are the same, which is ( 0% ); the first excited state is 2, the second is
4% the third is 6% and the fourth is 8" and the order of sequences has coincided with all the reproduced results, but the
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differences between interaction to another are obvious, the best results belong to FPD6 AND KB3G but the results of
FPY are more shifted upward reflecting that the interaction in the same model space has different actions in the values
of the study under respect. The energy levels in the range of E=0 -3 MeV are more interesting and the values higher
than this range does not well reproduced because of the model adopted in our study and the interactions, in general do
not reflect all the reactions inside the nucleus .shell theory and residual interaction do expect the term of two body
matrix element and the fitting parameters, then the interaction succeeded or failed to reproduce the experimental data
according to the term constructing the interaction and the range of consideration. Some interactions are best fitted to a
range from A=42 to 48 and their fitting parameters are normalized on (A-42) terms which are taken from real (N —N)
interaction where the Meson particles are the link between interacting nucleus.

Energy level density, as illustrated in Fig. (2), reveals that the states are condensed in the range of (5-6) MeV and
decreased rapidly for all the interactions and the value of energy levels density varies from one interaction to another,
but all of them reflect that there is a necessity to modify the analyzers in order to produce the energy level
experimentally with hyperfine structure.

N2

17

IR

QR

6
5
s
4

. s
frs

R A —
w

Ty

Wt et ety
o

N B N&E 42

0 N N - - - N
EXP FPD6  FPY F742  F7MBZ  KB3G

Figure 1. The energy levels scheme of *6Cr by using FPD6, FPY, and KB3G interactions in fp shell model space and F742,and

F7MBZ interactions in 1f7 ;model space with close core**Ca, positive parity, and ten order.
16

[ ] Legend
14 ®—® EXP
®—® FPD6
®—® FpPY
12 ® ©r742
®—® F7MBZ
® ®KB3G
10
o
= 8
e
6 0
.
4 b
[
2 /O
.\. \. @
0 . . .—.—0 .
2 3 4 6 8 9 10 11

E

Figure 2. The density of states scheme of “°Cr per IMeV.



191
Nuclear Energy Levels Scheme of “Cr Using FPD6, FPY, and KB3G Interactions EEJP. 3 (2023)

4. CONCLUSIONS
Modern society's effective interaction enhances energy levels and quality. The most suitable choice of interactions
in some model spaces and for some isotopes needs to be determined by the values of binding energies and separation
energies for both protons and neutrons reproduced by the chosen interaction. Then the interaction will succeed in the
model space, according to shell theory. It will still be valid, and the obtained theoretical results will open a straight path
for a physicist to modify the analyzers to measure experimental properties not yet reproduced.
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CXEMA PIBHIB SIIEPHOI EHEPTIi Ca 3 BAKOPUCTAHHSM B3AEMO/II FPD6, FPY TA KB3G
Xacan A. Kanxim, ®@ipac 3. Magxin
Dakynemem ¢hizuxu, Hayxosuii konedoic, bazoadcvruii ynisepcumem, baeoao, Ipax

PiBHi snepHoi eHeprii i3otomy “°Cr mociiukyBanucs 3 BAKOPUCTAHHIM HU3LKOPiBHEBOI 060s10HKH FP-LS B 060I0HKOBIH Momeni.
PiBHi sinepHoi eneprii Oynu po3paxosaHi 3 BukopuctanHsM B3aemoaiit FPD6, KB3G i FPY y mpocropi mozerni fp-o6ononku ta F742
i FTMBZ y npoctopi moaedni f7/2. Pe3ynbTati HOPiBHIOIOTHCSI OIMH 3 OAHHM a TAKOXK 3 JOCTYITHUMH SKCIIEPHMEHTAIbHUMU JaHUMU,
1 KOHKPETHI pe3ysibTatu no0pe 3XomsaThecs. Ha momaTok 1o CHIIBHOTO 30iry y BiITBOPEHHX 3HAYEHHSIX CXEMH €HEPreTHYHHX DPiBHIB,
BHKOPHUCTaHI B3a€MOAIl MPOCTOPY MOJENi € MaTPUYHUM EJIEMEHTOM JIBOX TiT Y MPOCTOpi Mozpemi fp-o00NIOHKH, KW MiIXOJUTH
Haiikpamie. 30kpeMa, Hibkde 3 MeB, 3aranpHa OILliHKa BiTBOPEHHX JaHUX 100pa. XBHIBOBI BEKTOPU Ta aHAI3 3MOJCIbOBaHI y
BUTJIAML JiarpaM, 1 BCi HaIMCH HaBeIEHI B bOMY CTHJIL. BUKOPHCTOBYIOUM OCHMIATOPHHH IMOTEHMiaN, OyAyeThesl €UHUN BEKTOP
4acTUHOK, BUKopucToBYroun *°Ca sik s1po npoctopy Mozeni fp-o60souku Ta £7/2. PesyabTati oTpuMaHi Juist BCiX IEPEBIPEHHX sep
3 BUKOPUCTaHHIM Koy 00010HK0BOT Moeni Okchopa-byenoc-Afipec.

KurouoBi cioBa: pisui sioeprnoi enepeii; FP obononka; FPY; mampuune nosuauenns;, FPD6; KB3G
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In this research, the effect of changing the potential depth Vo on the Quasi-elastic scattering and barrier distribution calculations have
been studied using Wood-Saxon (WS) potential for '°0+'9°Gd and '>C+'?7Au systems. The chi square (x2) is applied to compare the
best fitted value of the diffuseness parameter between the theoretical calculations and the experimental data. The diffuseness parameter
which used in this work is to be at standard value 0.63. The %> was applied to most suitable the better fitted value of the potential depth
Vo. According to the results, we noticed that some systems achieved a good match between the theoretical calculations and experimental
data of Quasi-elastic scattering (dogel/doR) and the distribution calculations at the standard value of the potential depth or at a value
lower than the standard value and no match was achieved at a value greater than the standard value of the potential depth Vo. We
conclude that the values of quasi-elastic scattering values increase when the value of potential depth decreases.

Keywords: Quasi-elastic scattering; Woods-Saxon (WS) potential; Coupled; Heavy-ion system; Surface diffuseness parameter

PACS: 21.60.-n, 21.10.-k, 21.60.Jz, 25.70.Bc, 25.70.

1. INTRODUCTION

The potential between two nuclei interaction, which comprises the short-range attractive and absorptive nuclear
potentials as well as the long-range Coulomb potential, has always been a fundamental topic in nuclear physics. The
Coulomb contact between two nuclei is widely understood, but describing the nuclear component is significantly more
complex. Over the last few decades, the optical model potential (OMP) has been widely used to characterize the nuclear
component, and numerous alternative potential forms have been proposed to replicate a large amount of nuclear reaction
data [1][2]. In addition to nuclear reactions driven by light particles, the optical system may also be involved in nuclear
reactions between heavy ions. The nuclear potential is often assumed to be of Woods-Saxon type, with three parameters
defining it: depth, radius, and diffuseness. The diffuseness parameter defines the nuclear potential's fall-off and hence has
a direct impact on the barrier width and coupling strengths, which are first order dependent on the derivative of the
potential [3][4][5]. Quasi-elastic scattering is defined as "the sum of elastic scattering, inelastic scattering, and transfer
reaction [6][7]. Quasi-elastic scattering is similar to the fusion process [7], which is defined as the combination of two
different nuclei to generate a composite system. The Negative of the first derivative of the ratio of quasi-elastic to
Rutherford cross-section, dqel/dR, with regard to the energy E, or Dy = d(dqel/dR)/dE, is used to determine the
quasi-elastic barrier distribution [8]. Several studies on quasi elastic scattering have been studied by Khalid S. Jassim for
some heavy ions systems [9]-[11]. They demonstrated the nucleus-nucleus potential for several heavy ions by a
comprehensive investigation of the surface characteristics. The nuclear potential has been described using WS, single-
channel SC, and coupled-channel CC calculations, which were between the relative motion of colliding nuclei and their
intrinsic motions, and they discovered that the best fitted value of the diffuseness parameter was obtained through a
coupled-channel calculation with an inert target and excited projectile for the current work.

The aims of the present work is to study the influence changing of nuclear potential (potential depth V) on quasi-
elastic scattering in systems'®O+'°Gd ,'2C+!%Au at surface diffuseness parameter it determined in earlier by the method
chi square, we used The CQEL program [12] which contains all orders of coupling and is the most current iteration of the
computer code CCFULL, was used to calculate single and coupled channels.

2. THEORY
The nucleus-nucleus potential is made up of two components, the first of which is the nuclear potential V,, which
may be properly and appropriately described by the other two parts of the potential between two nuclei. The form for
Woods-Saxon (WS) supplied by [13]:

V() = -—s=r, M

1+ela )

where r represents the distance between the projectile's mass number AP and the target's mass number Ar at the center of
1 1

mass, and Ry stands for the system's radius: Ry = 1, <A§T + Ai). The second portion, which represents the Coulomb

7 Cite as: F.J. Hamood, K.S. Jassim, East Eur. J. Phys. 3, 192 (2023), https://doi.org/10.26565/2312-4334-2023-3-16
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potential V¢ between two spherical nuclei with uniform charge density distributions when they are not interacting, is given
by[13]:

V() =2 @)

where 1 is the distance between the centers of mass of the colliding nuclei, Z, and Zr are the atomic numbers of projectile
and target, respectively. The Coulomb potential is produced when the nuclei interact, and it is determined by [14]:

V) =23 (1Y), 3)

2R¢ R¢
where the projectile and target nuclei are represented by spheres of radii R.. Two nuclei collide as a result of the nuclear
intrinsic motion and the relative motion of their centers of mass, r = (r, r). The following is the Hamiltonian system[15]:

HG ) = =202 + V) + Ho(©) + Vioup -6, @

where V(r) is the bare potential in the absence of coupling where V(r) = Vn(1)+V(r), Ho(§) is the Hamiltonian for the
intrinsic motion, and Ve, is the stated coupling r stands for the center of mass distance between the colliding nuclei. The
Schrodinger equation to wave functions is given by[16]:

h? - - -
(_ZVZ + V(r) + Ho(¥) + Vcoup G-OUGE.8) = Eu(.9), %)
Internal degrees of freedom have a limited spin in general. the coupling Hamiltonian may be expressed as [15]:
Vcoup G-9= ZA>0.,u f @) Yl,u ®. TA/,L ) (6)

The internal coordinate is used to create the harmonics and spherical tensors, which are represented by the notations
Y, (®) and Ty, (§), respectively. That when it was considered in V(r), the sum of all values of excluding for A(r) = 0. For

a constant total angular momentum J and its z-component M, the expansion basis for the wave function in Eq. (5) is given
by [15]:

(7 ElmIDJM ) = Zm1m1< Imy I'm;|JM >Ylml ® Pnimy . @)

where / stands for the orbital, / — internal angular momenta, and @y, (§) the wave function for the internal motion that
is give by the equation below[15] .

HO(E) q’nlm,(ﬁc) = €p <pn1m1(§) > (8)
The total wave function Y (5 . §)has been expanded as[16]:
J
- aur(™ , o
VG 8) = Tnu = (FEI (DM, ©)
The Schrodinger equation [Eq. (3)] can be written as a collection of linked equations for u,]” ;(r):[16]
hZ d 1(1+1)h?
[tV B en] Wy (1) + Ty V2o Ul ) =0 (10)

The coupling matrix elementsVr{ Uit o {(1), According to [15] are as follows:

Vi) = UM (D |Veoup G- (A1 D)JM ) = Sp(=1)' = L)1 X i |ITal[n'T7) x

JRIF DRI+ 1D {’l r f}, (11)

I 2
Where the reduced matrix elements in Eq. (8) is defined as follows[15]:
ot Vap|U) = Uy |t ) 1Y 1|1, (12)

where Vr{l b z'i(r) are separate of the index M, the index has been suppressed as seen in Eq (11). Coupled-channels

equations are the name given to the equation (10). For heavy-ion fusion reactions, these equations are usually solved
using the incoming wave boundary conditions[16].

why () ~ Ty exp (<17 Jews ()F) 7 < T (13)
i - knri
L(HE Cin)unBis s, + [ SEHO G)) 7= o0, (14)

where k. = /2u(E — €,;)/h? , kyyi = k = /2uE/h? and the following formula defines the local wave number k,,;:
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kn (r) = J;—f (E — €nr 1(12;_1)712 V) -V, niJ; nz](r)) (15)

Following the determination of the transmission coefficients Tnyy, the penetrability through the Coulomb barrier is
provided by:

k
zm (E) Zn nll(l:abs) | ”|2 (16)

In contrast to the computation of fusion cross sections, the computation of quasi-elastic cross sections often requires
a large value of angular momentum in order to yield convergent results. The potential pocket at (r = ras) grows shallow
or even disappears for such a large angular momentum. The incoming flux in Eq (13) cannot, however, be clearly
identified. The quasi-elastic problem frequently uses the regular boundary conditions at the origin in order to avoid using
the incoming wave boundary conditions. When using the standard boundary conditions, a complex potential
VN(r) = VNO(r)+iw(r) is needed to simulate the fusion reaction. After obtaining the nuclear S-matrix in Equation (Eq11).
The scattering amplitude may be calculated using

fil(6.E) = 25 ’ l] Lelloy@tanE- 6"’)]\/ 2J+1 1/10(9)(5] 811,001,) + fo(6.E)8,,,60, (17)
The Coulomb phase shift is g;.and given by the equation,
o =|I'(l+1+in)|, (18)

As for f., which is the Coulomb scattering amplitude and is determined by[16]:

f-(6.E) = stizz(ﬁ) [—mln(sm ( ))+2m0(5)] (19)

where 7 is the Somerfield parameter which is given by n = Z;Z, e?/hv , and utilizing Equation (16), the differential
cross section may be evaluated

dogel(6.E) kn
== Tt If] 6. B2, (20)
May be evaluate the Rutherford cross section.
do (9 E) _ n? 1
—K = |fc(6 E)lz msn“(g) (21)
The distribution of the barrier of fusion is defined as [15]:
Dfus(E) dEZ [E O-fus(E)] (22)
The definition of the total scattering distribution of the barrier of scattering D (o (E) is[15].
d
Deot(B) = — 22 [ () (23)

3. RESULTS AND DISCUSSION

The single-channel and coupled-channel computations were performed with the CQEL program, which is the most
recent edition of the computer code CCFULL[12]. To eliminate systematic errors in the current study, the chi square
technique %> was used as a normalizing factor between the theoretical calculation and the experimental data. These
computations were performed using a WS form for the nuclear potential, which has real and imaginary components. The
imagined potential was utilized to explain the relatively low internal absorption following barrier penetration. The
parameters of the actual potential were investigated in order to obtain the best fit to the experimental data, which was then
replicated for all interactions.

3.11%0+'°Gd System

In this reaction were processed in two cases, the first case, where both the projectile and target nuclei were considered
inert (SC) at three values of the real nuclear potential (potential depth Vo) (58.7, 83.7 and 108.7) MeV and we considered
the diffusion parameter 0.50 fm. It was previously determined by y*> method as the best value for matching the
experimental data with the theoretical data. In the second case, the target core '®°Gd was rotation this was deduced
according to the ratio E,+/E,+ = 3.3 with a deformation coefficient of $,=0.280 and B,= 0.065. We used the
single-quadrupole and third-octupole phonon excitation to the state 2 (0.075263 MeV), at coupled-channel (CC). While
the projectile nucleus was '°0 vibration where E,+/E,+ =1.49 with a deformation coefficient of 8, = 0.364 with single-
quadrupole phonon excitation to the state 2* (6.9171 MeV) and the radius parameter ry=1.2 fm
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Table 1. The values of the WS potential's parameters and y? fitting between experimental and theoretical data for the 1°0+19°Gd reaction.

a T |4 7] 7{2
System Chamnel | con | (rm) | mev) | (aeg) [ oprjon Dow

58.7 0.04873 0.0072179

SC 0.50 1.2 83.7 170 0.12627 0.0055259

504106 108.7 027427 | 0.0074302
58.7 0.00522 0.0034521

CC 0.50 1.2 83.7 170 0.01035 0.0034493

108.7 0.02409 0.0057510

By the comparing between the experimental data and the theoretical calculations, we shown that in Table (1), we notice
that the better value for the quasi-elastic scattering (%) =0.04873 at the depth potential V= 58.7MeV, which was acquired
R

from SC data analysis where the projectile '°0 nucleus and target '°Gd nucleus are inert. It was shown by the hard red line in
Fig. la. (A). This is the curve that is nearest to the curve of the experimental data. The batter value for the distribution D =
0.0055259 at the depth potential Vo = 83.7 MeV. According to the coupled-channel calculation with a rotating target (T) and

vibrating projectile (P), the best value of (%) =0.00522 at the depth potential Vo= 58.7 MeV, was shown by the hard red
R

line in Fig. 1.b (B) We note from the draw It is the curve nearest to the curve of the experimental result, while the best value to
the distribution D = 0.0034493 at the depth potential V(=83.7 represented by the green colored curve.
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Figure 1a. The ratio of the quasi-elastic scattering to the Rutherford cross sections for 160+19Gd system at sub-barrier energies. Banal
A and B using the single channel and coupled-channels calculations, respectively. Figure 1.b. (C, D) shows the distribution at sub-
barrier energies, using the single and coupled channels calculations, respectively.

3.2 2C+YAu system

In this reaction, the results were split into two stages. In the first stage, according to single channel (SC) calculations,
the projectile and target nuclei were inert at various real nuclear potentials (potential depth Vo) (48.8, 58.8, and 68.8) MeV,
and the diffusion parameter was 0.63 fm, which had previously been determined by the chi-square 3> method to be the
nearest value between the experimental and theoretical data. In the second stage, at coupled-channel (CC) calculations,
the projectile nucleus 2C was rotation where E,+/E,+= 2.9 with a deformation coefficient of S, = 0.582 with single
quadrupole phonon excitation to the state 2* (4.43982 MeV). The target nucleus was *’Au. In the rotation state, this was
deduced according to the ratio E5,+/E; ;,+ = 3.6 with a deformation coefficient of 5, =-0.131, B,= - 0.031. We excited
the state 2* (0.077351 MeV) with single-quadrupole and third-octupole phonons. The radius parameter 1o is equal
to 1.2 fm.
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Table 2. The values of the WS potential's parameters and y? fitting between experimental and theoretical data for the '>C+97Au reaction.

ay To VO ocm Xz
System Channel (fm) (fm) (MeV) (deg.) oot Jon D

48.8 0.0508598 0.0099349

SC 0.63 1.2 58.8 180 0.1054816 0.0149919

2CHTAY 68.8 0.2342481 0.0349948
48.8 0.0133151 0.0230850

CcC 0.63 1.2 58.8 180 0.0059362 0.0350599

68.8 0.0063233 0.0522743

The comparing between the experimental data and the theoretical calculations show in Table (2), from this table, We
notice that the best value for the quasi-elastic scattering (%) =0.0508598 at the depth potential Vo = 48.8MeV, which
R

was obtained from SC data analyses when the projectile '°O nucleus and target '°’Au nucleus are inert and it was
represented by the hard red line in Fig.2.a (A). This is the curve that is closest to the experimental data curve. The batter
value for the distribution D = 0.0099349 at the same depth potential V. Then, by using the coupled-channel accounts

with a rotating target (T) and vibrating projectile (P), the better value of the quasi-elastic scattering (%) =0.0059362
R

at the depth potential Vp = 58.8 MeV. It was represented by the hard green line in Fig. 2.b (B) as the figure shows. It is
the curve closest to the experimental data curve, with the best value for the distribution D = 0.0230850 at the depth
potential Vo =48.8 MeV represented by the red colored curve.
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Figure 2.a. The ratio of the quasi-elastic scattering to the Rutherford cross sections for '2C+!'?7Au system at sub-barrier energies. Banal A
and B using the single channel and coupled-channels calculations, respectively. Figure 2.b. (C, D) shows the distribution at sub-barrier
energies, using the single and coupled channels calculations, respectively. The experimental data are taken from Ref. [17].

4. CONCLUSIONS
In this research we concluded the following:

I-  When the value of the potential depth decreases, it leads to a decrease in the value of the nuclear potential, and thus
the height of the potential barrier will increase, the Quasi-elastic scattering calculations will increase, and the
potential barrier distribution curve will shift to the right.

2-  When the potential depth increases, the nuclear potential also increases, so the potential barrier will decrease and
lead to a decrease in semi-elastic scattering calculations and a decrease in the height of the potential barrier
distribution and its shift to the left.
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BIIJINB 3MIHU SITEPHOI'O ITIOTEHIIAJTY HA KBA3IIIPYKHE PO3CIFOBAHHS
B CUCTEMAX ¢0+!9Gd TA 2C+"Au
®apax JI:x. Xamyn, Xagig C. I:kacim
Dakynemem ¢izuxu, Ocgimuiil Koneddc yucmux Hayk, Basunoncokuil ynieepcumem, Ipax

VY upoMy fociipKeHHI Oys10 BUBYCHO BIUTMB 3MiHM DIMOHHU MOTEHIiaTy Vo Ha KBa3ilpyXKHE PO3CIFOBaHHS Ta PO3PaXyHKH PO3IMOALILY
6ap’epis 3a ronomororo noreniany Byna-Cakcona (WS) ais cuctem '0+190Gd i 2C+17Au. Xi-kBagpar (¥2) BAKOPUCTOBYEThCS ISt
MOPIBHSHHS HalKpallle MiAiIrHaHOTO 3HAUeHHs mapameTpa AU(Y3HOCTI MiXK TEOPETHYHHMH PO3PAaXyHKaMH Ta EKCIIEPUMEHTAIbHIMU
maanmu. [lapamerp nudys3HOCTI, SKHiI BHKOPHCTOBYETBCSA B Wil poOOTi, MOBHMHEH MaTh cTaHmapTHe 3HadeHHA 0,63. y2 Oyno
3aCTOCOBAHO 10 HaWOUTBII MiIXOASIIOro, Kpamle MiJirHaHOTO 3Ha4YeHHS MOTEHIIHHOI mmouHu Vo. BiAmoBigHo 10 pe3ynbsraTiB Mu
TIOMITHIIH, IO JesSKi CUCTeMHU NOCSIIM rapHOI BiAMOBIAHOCTI MiX TEOPETHYHUMH PO3PAXyHKaMH Ta €KCIEPUMEHTAIBHUMH TaHIMHI
KBa3IIpYKHOTO po3scitoBaHHA (dogel)/doR) 1 po3paxyHKaMy PO3IOIULY IPH CTAaHAAPTHOMY 3Ha4YeHHI NIMOMHU MOTEHIiaxy abo mpu
3HAYEHHI HWDKYE HDK CTaHIapTHE 3HAYCHHs, 1 He Oy/Io JOCATHYTO BIANIOBIAHOCTI IPH 3HAYCHHI, OUIBIIOMY 3a CTaHJApTHE 3HAUCHHS
noTeHuiHoT NMOHHN Vo. 3po0iIeHO0 BHCHOBOK, IO 3HA4YEHHS BEJIMYUH KBa3iIPY)KHOTO PO3CIFOBAHHS 3pPOCTAIOTh HPY 3MEHIIECHHI
BEJIMYMHU MOTEHIIaIbHOT NTMOUHN.

KurouoBi cioBa: xeasinpyswcne poscitosanus, nomenyian Byoca-Caxcona (WS); cnapiosanns, cucmema 6axckux ioHie, napamemp
oughysHocmi nogepxmi
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Specific systematic studies on the nuclear potential parameter for the heavy-ion reactions which includes the systems
have been achieved by using large-angle quasi elastic scattering at deep sub-barrier energies close to the Coulomb barrier
height.The single-channel (SC) and coupled-channels calculations have been carried out to elicit the nuclear potential.
The chi-square method x? has been used find the best value of the nuclear potential in comparison with the experimental
data. The best values of the nuclear potential were found from the calculations of the coupled channels for an inert
projectile and a vibrating target for systems: °Be-+2°®Pb, °Be+42%8 Ph, ! Be42%8 Ph, which are equal to 45 MeV, 65
MeV, 53 MeV, respectively.
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1. INTRODUCTION

Knowing the nucleus-nucleus interaction potential is the key ingredient in nuclear reaction analysis [1] and
it has played an important role in describing nucleus-nucleus collisions. It has been well recognized that heavy-
ion collisions at energies about the Coulomb barrier are strongly influenced by the internal structure of colliding
nuclei [2]. The couplings of the relative motion to the substantial degrees of freedom (such as collective inelastic
excitation of the colliding nuclei and/or transfer processes) result in a single potential barrier being changed
by many distributed barriers.The nucleus-nucleus potential is the cause of the interaction energy of colliding
nuclei [5] it has been used to appreciate the cross sections of different nuclear reactions.too,in deformed nucleus
interaction the nucleus-nucleus potential depends on the orientation angle of the deformed nucleus prorated
to the beam direction. We can define the nucleus-nucleus potential as the sum of the nuclear potential Vi (r)
which is less defined and the Coulomb potential Vi(r) which is well-known. By the specific description of the
Coulomb or Rutherford scattering. The barrier height of the nucleus-nucleus reaction depends on the ratio
between the nuclear and Coulomb potentials, which work at teeny distances between the surfaces of reactant
nuclei [6]So,the nucleus-nucleus potential includes Coulomb and nuclear parts, so that long-range disharmony
Coulomb potential acts between the protons in nuclei while the nuclear interaction between nucleons, the nuclear
fraction is commonly expressed by the Woods-Saxon (W S) form, which is characterized by the deepness V,,
radius r, and diffuseness a parameter [2]. The truth is that the WS form of a simple exponential had been
exploited to study the surface-characteristic of nuclear potential. Quasi-elastic scattering can be defined as
the sum of elastic scattering, inelastic scattering, and transfer reaction, it is very well equivalent to the fusion
reaction, which is defined as a reaction where two discrete nuclei integrate to form a compound system [7]. Fusion
and quasi-elastic scattering are both considered extensive operations that work in tandem. As a result,these
interactions share the same potential and information about the mechanism of interaction, and both are sensitive
to channel coupling impacts (due to collective in elastic excitements of colliding nuclei) at energies near the
Coulomb barrier [8].

Experimentally, the measurement of quasi-elastic scattering is easier than that of fusion interaction, par-
ticularly at deep sub-barrier energies. As well as note that the scattering operation is sensitive fundamentally to
the surface area of the nuclear potential, whilst the fusion reaction is also comparatively sensitive to the inter-
nal fraction [9]. The experimental measurement process for large-angle quasi-elastic scattering cross sections is
more efficient and straight forward than the measurement process for fusion cross sections. At deep sub-barrier
energies, the perversion of the rate of the quasi-elastic to the Rutherford cross sections from unity provides a
clear way to set the account of the surface diffuseness parameter in the nucleus-nucleus potential [10].

As a result, diffuseness parameter can be defined as a landing of the nuclear potential and thus has a
direct impact on the barrier width and coupling strong points,which to first order rely on the derivative of
the potential. A coupling channel model is an ideal tool for simultaneously reproducing experimental data for
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several processes such as elastic and inelastic scattering,particle transfers, and fusion with in a unified framework
[11].

The inter-nuclear potential is the most important component in coupled-channels calculations, with nuclear
potential influencing barrier width and coupling strengths. The channel coupling is caused by the interaction
of the internal degrees of freedom, which include transfer reactions and collective vibrational and rotational
motions, with the relative motion of colliding nuclei [12].

The effect of coupling channels can be ignored in nucleus-nucleus collisions at deep sub-barrier energies
near the Coulomb barrier because reflection probability is nearly unity at such energies; however, this analysis
would be acceptable for spherical nuclei collisions. The use of coupling channel accounts does not play a
significant role in determining the best value for the diffuseness parameters at deep sub-barrier energies, but
their primary purpose is to achieve the effects of some calculation inputs on the resulting diffuseness parameters.
The excitation states of colliding nuclei are critical for performing coupled-channel calculations.[13]

K. Washiyama et al. used large-angle quasi-elastic scattering at energies much less than the Coulomb barrier to
investigate the surface characteristics of nucleus-nucleus potential in heavy-ion reactions.As a result, a single-
channel potential model was appropriate for describing these energies [2, 14].

The goal of this study is to obtain the nuclear potential parameters for the systems %1011 Be + 208 pp by
using large-angle quasi-elastic scattering at deep sub-barrier energies close to the Coulomb barrier height,and
the single-channels and coupled-channels calculations were performed using the CQEL program, which includes
all orders of coupling and is considered the most recent version of computer code CCFULL [15]. The chi-square
x? method was used to obtain the best-fitting values of the nuclear potential in comparison to the experimental
data [9, 16].

2. THEORY

The nucleus-nucleus potential is divided into two parts nuclear part Vi, which can be well and reasonably
described by the Woods-Saxon (W .S)form given by [17]:

Vn(r) = #r—m (1)

_1+exp[ = ]

where Ry is a radius parameter of the system, V,, a and r, represent the potential depth,surface diffuseness
parameter,and radius parameter,respectively, whilst r refers to the center—of—mass distance between the target
nucleus of mass number A and the projectile nucleus of mass number Ap [18]. From another side,Coulomb
part Vo between two spherical nuclei with regular charge density distributions and when they do not interfere
is given by [18]:

V() = 42 2)

4dme,T

where Z, and Zr represent the atomic number of the projectile and target,respectively, r the distance between
the centers of mass of the colliding nuclei. When the nuclei interfere, then the Coulomb potential is given by
[19]:

Ve(r) = Z22%€ [3 — (£-)?) (3)

where R, is the radius of the ball equivalent to the of the target and the projectile. The collision between two
nuclei through the presence of coupling between the relative motion of the center of mass of the colliding nuclei
r — = (r, 7) and the nuclear intrinsic motion . The Hamiltonian for the system is given by [1]:

H(7,€) = =5 V24 V(1) + Ho(€) + Veoup(7) (4)

where r refers to the center of mass distance between the colliding nuclei, the reduced mass of the system while
V(r) is the naked potential in the absence of the coupling where V (r) = Vy(r) + V.(r),Hy(§), represents the
Hamiltonian for the intrinsic motion V4, is the mentioned coupling. The Schrodinger equation for the total
wave function would be given by [1]:

2 — — —
(=5 V2HV(r) + Ho(€) + Veoup(T6)) (7€) = E(F.£) (5)
The internal degree of freedom ¢ principally has a limited spin. We can write the coupling Hamiltonian in
complications as [1]:

Veoup(F-) = Y fru(r)Yau(#).Tau(€) (6)

A>0.p
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Y. (7)refers to the spherical harmonics and T, (§)refers to the spherical tensors,which are built from the internal
coordinate. The sum is taken over all values of excluding for A=0 since it is originally considered inV(r) The
expansion basis for the wave function in equation (5) for a fixed total angular momentum J and its z-component
M is defined as [20]:

(FE[(nID)JM) = Y (Imyma|[TM)Y, , (7)@n, ., (€) (7)

m2m1l

where [ refers to the orbital, Irepresent the internal angular momenta and represents the wave function for the
internal motion which fulfills [16]:

HO(f)@nan (g) = EnPnima (f) (8)
The total wave function 9 (r.§) has been expanded with this basis as [1]:
. J
0((:6 = 3 e ey ) )

The Schrodinger equation [equation (2)] can then be written as a group of coupled equations for u;  (r)[1].

> d? 11+ 1)h? ; ; ;
-5 an VO T B, () + Y Vlarm )@l 4, (r) =0 (10)

Terms of the coupling matrix elements are given by:[1]

Vintr iy 1.0() = (ML) |Veoup (P (0 1. I)TM) =Y =1 £ () (UL YA ) (nl] T |01
A
v (21+1)(21+1)[Il’ lI ﬂ
(11)

The reduced matrix elements in equation (11) is defined by:[14]

(It [Vaullint) = (Ei Al QYA (12)

As can be observed in the equation,the coefficient has been suppressed since it is independent of the
coefficient M. Coupled-channels equations are the name given to the equation. These equations are frequently
solved using the incoming wave boundary conditions for heavy-ion fusion interactions [14].

T

u’ | (1) ~ exp(—1 / knir(r')dr’ (13)

Tabs

H; (kn1r)0nm 0,401,104
+\/ %S{IHﬁ_(anT)

knlr: \/M/hQaani:k: \/2”1;/]7'2 (15)

i
%7
5 (

],—>oo (14)

The definition of the local wave number is [9]:

2 {1+ 1)h?
anI(T) = \/hl;(E — €nl — (2LW2) - V(T') - ‘/(nlb/n ;/I)(T)(16)

The penetrability across the Coulomb barrier is calculated using the transmission coefficients and is given
by:
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knlI('rabs)
P ri(B) = T\m%? (17)
n.p.r

is the wave number for the entrance channel.The fusion cross section for the unpolarized target is given
by:

2 2J +1
Ufus(E) = ? Z mBJIli(E) (18)

I

Equation (17) therefore reads When the initial intrinsic spin=0,the initial angular momentum =.J,with the
coefficients and are suppressed in the penetrability [9]:

Orus(E) = %222J+ 1P/ (E) (19)
J

17 1(0.E) —zz KKl

etos(B)tole=en) \ /2T +1Y10(0)(S;] — o1,1 2012) + fe(0.F)1,1 26112(20)

oy is the Coulomb phase shift which is given by [9]:

o =T+ 1+ in)| (21)

While f. is the Coulomb scattering amplitude which is given by [9]:

. n [—in|nsin?(£)+2i0,(E)]
J(0.E) = ——_¢l=in 2 22
fe(6.E) kainQ(g)e =

n is the Summerfield parameter,Equation (19) may be used to evaluate the differential cross-section, which is
given by [9]:
d(fel

el 0,8) = Y0 11 (0, B (23)

Jir

Equation (21) may be used to evaluate the Rutherford cross section [9]:

dR 7 40

( ) |fc<9 E)l @CSC - (24)

3. PROCEDURE

The CQEL software,which is regarded as the most recent version of the computer code CCFULL,was used
to do the computations for single-channel and coupled-channels. The Schrédinger equation and the linked
equations are precisely solved by this program [15]. To prevent systematic mistakes in the current study, the
chi-square approach was used as a normalizing factor between the theoretical computation and the experimental
results. The nuclear potential, which has both real and fictitious components, was calculated using a W.S form
[21]. The research was done on the true potential parameters to find the one that suited the experimental data
the best, allowing it to be replicated for all interactions [21].

The Woods-Saxon (W.S) The radius parameter r is taken to be 1.2 fm, while the values of potential depth
Vo depended on the diffuseness parameter are taken to be [(45, 50, 60)M eV, (49,55, 65)MeV and (43, 53,59)MeV
for the ?Be+2%Pb, 1°Be4+298Ph and ' Be+298 Pb systems, respectively. The radius of the target was taken
as Rp = rpAY3 such that rp= 1.16 fm while for the projectile R,= r,A'/3 so r,= 1.22fm. The beam
energies at the center of the reaction target were 88MeV, 127MeV and 140 MeV for °Be, 19Be, and ' Be,
respectively [21]. The experimental data for the quasi-elastic cross sections at deep sub-barrier energy for all
systems were taken from the references [21]. To verify that the calculations are suitably compatible with the
available experimental data, we analyze and display the calculated ratio of the quasi-elastic to the Rutherford
cross sections as functions of the center of mass energies.
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4. RESULT AND DISCUSSION

In the ?Be+2% Pb system, the nuclear potential parameter has been discussed in four states, in the first
state we considered the projectile ? Be as well as target 2°® Pb as inert nuclei (SC). As for the three cases,we
assumed the target nucleus 2°Pb is vibrational coupling with deformation parameter By= 0.055 to the state
2+(4.085MeV) and the projectile ® Be was inert. We used single-quadruple phonon excitation for the projectile
and target nuclei that were vibrationally excited. The values of the nuclear potential parameters (Vj) have been
obtained from SC and C'C analysis, as well as other parameters of WS potential(radius 7y and diffuseness a)
and the values of y2fitting between experimental and theoretical data for the ? Be+2%% Pb reaction were shown
in Table (1).

By looking at the outcomes in Table (1), we find that the better suitable value nuclear potential parameter
which has obtained from C'C analysis (where the projectile  Be was inert and target 2°® Pb nuclei was vibra-
tional coupling) is 45MeV with x?=0.00242, this result considered very near for standard value and represented
by the solid line in Fig. (1)(B), while the dashed line represents the single-channel accounts with the nuclear
potential parameter, was drawn for the comparison, that our calculation outputs bred by all computational
models are near one another and in consensus with the experimental outputs. The ddqu: at the best fitted nu-

clear potential parameter is 45MeV, with y2=0.00242 using a coupled channel calculation at deep sub-barrier
energies. In this reaction, we assumed that projectile ? Be is inert whilst the target 2°% Pb is vibrational coupling
to the state 2. The Figure(C) represents a comparison between the best value of the single channel and the
coupling channels, which was found using the chi-square y? code. We concluded that CC and phonon excitation
influences augment the calculated cross-sections at energies near the barrier district. It is observed that the
influence of vibrational states for the spherical nuclei states for the deformed nuclei, is the effective couplings
leading to big fusion cross-sections around the barrier regions.

Table 1. The parameters of the WS potential ag,rg,andVj, as well as the values of x? fitting between experi-
mental and theoretical data for various types of reactions when the excited nuclei are in a vibrational excitation
state with a single-quadruple phonon.

System|  Case ro(fm) | ag(fm) | Vo(MeV) %
45 0.00248
Single 0.63 50 0.00257
9Be+2%8 Py chann¢l 60 0.00273
Inert-Vib. 45 0.00242
Inert-Vib. 0.63 50 0.00250
Inert-Vib. 60 0.00257

In the '9Be+2%8 Ph system, the nuclear potential parameter has been discussed in four states,in the first
state we considered the projectile '°Be as well as 2°® Pb as inert nuclei,while in the three cases,we assumed the
target nucleus 2°® P is vibrational coupling with deformation parameter 8y=0.055 to the state 2+ (4.085MeV)
and the projectile 'YBe was inert. We used single-quadruple phonon excitation for the projectile and target
nuclei that were vibrationally excited. The values of the nuclear potential parameters (V) have been obtained
from SC and CC analysis, as well as other parameters of WS potential (radius r¢ and diffuseness ag) and the
values of y?fitting between experimental and theoretical data for the '° Be+2%% Pb reaction were shown in Table
(2).

By observing the results in Table(2),We find that the nuclear potential parameter’s more appropriate
value,as determined via CC analysis (where the projectile ° Be was inert and target 2°® Pb nuclei was vibra-
tional coupling) is 65MeV with x2=0.00550,these results are perceived to be near the conventional value,and
represented by the dash dot line in Fig.(2)(B), the Figure (C) represents a comparison between the best value
of the single channel and the coupling channels, which was found using the chi-square x? code. We have shown
that in heavy ion fusion reactions, higher order couplings to nuclear surface vibrations play an important role.

In the ' Be+2%8 Ph system, the nuclear potential parameter has been discussed in four states,in the first
state we considered the projectile ! Be as well as 2°8 Pb as inert nuclei, while in the As for the three cases, we
assumed the target nucleus 2°® Pb is vibrational coupling with deformation parameter 3y=0.055 to the state
2%(4.085MeV) and the projectile ! Be was inert. We used single-quadruple phonon excitation for the projectile
and target nuclei were vibrationally excited. The values of the nuclear potential parameters (V) have been
obtained from SC and CC analysis, as well as other parameters of WS potential (radius ro and diffuseness ag)
and the values of x2fitting between experimental and theoretical data for the ' Be+2% Pb reaction were shown
in Table (3).

By observing the results in Table(3), we find that the nuclear potential parameter’s more appropriate value,
as determined via CC analysis (where the projectile ! Be was inert and target 2°® Pb nuclei was vibrational
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Figure 1. Comparison of accounts for single-channel and kinds of linked channels using experimental data[21]Referred
to as points with error bars for the system.In the upper panel (a) the hard and dashed lines represent the results of SC
analysis at Vo = 45MeV Vo = 50MeV and Vp = 60M eV respectively,while the hard, dashed and dot-dashed lines in the
lower panel (b) represent the results of CC analysis at Vo = 45MeV (represents the better suitable value of the nuclear
potential parameter)Vy = 50MeV and Vo = 60MeVrespectively (C) comparison between the best value of the single
channel and the coupling channels.

Table 2. The parameters of the WS potential ag,rg,andVp, as well as the values of x? fitting between experi-
mental and theoretical data for various types of reactions when the excited nuclei are in a vibrational excitation
state with a single-quadruple phonon.

System Case ro(fm) | apg(fm) | Vo(MeV) X2
49 0.00630
Single 0.63 55 0.00576
10 Be4-298 pp channel 65 0.00551
Inert-Vib. 49 0.00636
Inert-Vib. 0.63 55 0.00576
Inert-Vib. 65 0.00550

coupling) is 53MeV with x2=0.00639, these results are perceived to be near the conventional value, and rep-
resented by the solid line in Fig.(3)(B), the figure (C) represents a comparison between the best value of the
single channel and the coupling channels, which was found using the chi-square 2 code. We have shown that
in heavy ion fusion reactions, higher order couplings to nuclear surface vibrations play an important role.

Table 3. The parameters of the WS potential ag,rp,andVj,as well as the values of x? fitting between experi-
mental and theoretical data for various types of reactions when the excited nuclei are in a vibrational excitation
state with a single-quadruple phonon.

System|  Case ro(fm) | ag(fm) | Vo(MeV) x>
43 0.00759
Single 0.63 53 0.00644
U Be4208 pp channel 59 0.00647
Inert-Vib. 43 0.00756
Inert-Vib. 0.63 93 0.00639
Inert-Vib. 99 0.00640
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Figure 2. Comparison of accounts for single-channel and kinds of linked channels using experimental data[21]Referred
to as points with error bars for the system.In the upper panel (a) the hard and dashed lines represent the results of
SC analysis at Vo=49MeV Vo=55MeV and Vo=65MeV respectively,while the hard,dashed and dot-dashed lines in the
lower panel (b) represent the results of CC analysis at Vo=49MeV ,Vo=55MeV and Vp=65MeV (represents the better
suitable value of the nuclear potential parameter) respectively (C') comparison between the best value of the single
channel and the coupling channels.
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Figure 3. Comparison of accounts for single-channel and kinds of linked channels using experimental data [21]. Referred
to as points with error bars for the system. In the upper panel (a) the hard and dashed lines represent the results of
SC analysis at Vo = 43MeV ,Vy = 53MeV and Vo = 59M eV respectively, while the hard, dashed and dot-dashed lines
in the lower panel (b) represent the results of CC analysis at Vo = 43MeV,Vo = 53MeV (represents the better suitable
value of the nuclear potential parameter) and Vo = 59MeV respectively (C') comparison between the best value of the
single channel and the coupling channels.

5. CONCLUSION

We found, through micro methodology analyses of the data, that the method of large angle quasi-elastic
scattering at deep sub-barrier energies near to the Coulomb barrier height is the perfect instrument for examining
the surface property of Inter nucleus potential for the spherical systems discussed in this article. Single-channel
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analyses fit experimental data gives nuclear potential parameters for the systems ? Be+2% Pb,'0 Be+2% Pb and
11 Be+208 Pp respectively, does not differ substantially from the nuclear potential parameter’s best fitted value,
which was obtained using CC analysis (with an inert projectile and a vibrating target) and is exactly in line
with the standard value. All coupling channel accounts produced values that were quite close to the nuclear
potential parameter’s standard value.
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This paper investigates the impact of gravity modulation on weakly nonlinear magnetoconvection in a nanofluid layer that is
nonuniformly rotating. The fundamental equations are obtained for the Cartesian approximation of the Couette flow using the
Boussinesq approximation and gravitational modulation. The weakly nonlinear regime is analyzed using the method of perturbations
with respect to the small supercritical parameter of the Rayleigh number, considering the effects of Brownian motion and
thermophoresis in the nanofluid layer. Heat and mass transfer are evaluated in terms of finite amplitudes and calculated from the
Nusselt numbers for the fluid and the volume concentration of nanoparticles. The findings demonstrate that gravitational modulation,
nonuniform rotation, and differences in the volume concentration of nanoparticles at the layer boundaries can effectively control heat
and mass transfer. Additionally, the negative rotation profile has a destabilizing effect. The study shows that the modulated system
conveys more heat and mass than the unmodulated system.

Keywords: Nanofluid; Nonuniformly rotating layer; Weakly nonlinear theory; Gravity modulation; Non-autonomous Ginzburg-
Landau equation
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1. INTRODUCTION

Nanofluids have received significant interest in recent years due to their unique thermal properties, which make
them attractive for various applications. Convection in nanofluids is important for analyzing their behavior. The sudden
enhancement in thermal conductivity and variety of behavior make it essential to investigate these models. Choi [1]
introduced the study of nanofluids as fluids containing a scatter of solid particles with characteristic dimensions of 10 or
100 nm scaled. The use of nanofluids, which have smaller-sized particles providing a larger relative surface area than
microsized particles, can improve heat and mass transfer properties and overcome problems such as clogging channels,
drastic pressure drops, settling, and premature wear on channels and components. By adding nanoparticles to base
fluids, their thermal conductivity can be enhanced by 15-40 %, which is crucial in modern engineering and research.
These heat-exchanging situations are found in various fields, including biomechanics, spinning machines like nuclear
reactors, food, geophysical problems, chemical processing, and the petroleum industry. Nanofluids have a variety of
applications due to their ability to enhance heat and mass transfer using mixed nano-sized particles. These fluids can
also control transport processes, making them useful in drug delivery systems.

In recent years, theoretical studies of the Rayleigh-Bénard convection (RBC) in nanofluids have attracted attention
due to the potential for improved heat transfer and energy efficiency in various engineering applications. Several studies
have investigated the effects of nanoparticle size, concentration, and shape on the onset of convection in Rayleigh-
Benard cells. Buongiorno [2] conducted a thorough investigation of convective transport in nanofluids, with a particular
focus on elucidating the enhanced heat transfer observed under convective flows. Tzo[3] utilized the transport equations
proposed by Buongiorno to explore the onset of convection in a horizontally heated layer using nanofluids. The study
revealed that the presence of Brownian motion and thermophoresis in the nanoparticles significantly reduces the critical
Rayleigh number, by one to two orders of magnitude, compared to that of a conventional fluid.

Buongiorno and Hu [4], Kuznetsov and Niel [5] studied the effects of nanoparticle concentration on the onset of
convection in nanofluids. The presence of nanoparticles in nanofluids can either enhance or suppress the onset of convection,
leading to changes in heat and mass transport characteristics. This is attributed to the presence of concentration gradients of
the nanoparticles within the fluid. Previous research has consistently shown that the instability of the flow is primarily driven
by buoyancy forces, which are independent of the specific effects of Brownian motion and thermophoresis. Therefore, in
order to control instability in the medium, it becomes necessary to modify the gravity field in nanofluids.

One of the possible ways to modify the gravitational field in a nanofluid is through its modulation. In general,
modulation refers to the deliberate periodic change in certain parameters or conditions that affect convective processes.
The study of the effect of modulation on convection is necessary to understand how external disturbances or changes in
some parameters can affect the flow and transport phenomena within the system. In the study of RBC, several types of
modulation techniques are commonly employed to investigate the influence of external perturbations on the convective
flow. Some of the commonly used modulation techniques in RBC include:
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1. Temperature Modulation: This involves periodically varying the temperature difference across the fluid layer,
either by applying a time-dependent boundary temperature or by modulating the heat input or extraction from the
system. Temperature modulation can be achieved through various methods, such as sinusoidal variations \cite{6s},
square wave modulation, or modulating the temperature gradient [7].

2. Gravity Modulation: In this technique, the gravitational field acting on the fluid layer is periodically varied. It
can be achieved by physically oscillating the entire system or by using time-dependent external forces or fields to
induce periodic changes in the effective gravity [8].

3. Rotation Modulation: Rotation modulation involves periodically changing the rotation rate or angular velocity
of the system. This can be achieved by modulating the speed of rotation, introducing intermittent rotation, or applying
time-dependent torque or angular momentum variations [9].

4. Magnetic field modulation: The modulation of an external magnetic field on RBC refers to the time-dependent
variation of the applied magnetic field in a system experiencing convective heat transfer [10].

Currently, researchers extensively utilize these types of modulation to investigate the characteristics of heat
transfer in RBC across different media. Due to the vast amount of literature available on this topic, we will provide a
concise overview focusing specifically on the impact of gravity field modulation on convective processes.

At present, studies of nanofluids in nonlinear modes of convection under modulation are rapidly developing.
Bhadauria and Kiran[11], pioneered the investigation of gravity modulation effects on nanofluid convection in
nonlinear modes. Bhadauria et al. [12] investigated the impact of gravity modulation on nanoconvection and observed
that modulation plays a role in regulating transport phenomena at finite amplitudes. In addition, Kiran [13] studied the
nonlinear thermal instability in a viscoelastic, nanofluid-saturated porous medium under gravitational modulation. Kiran
et al. \cite{14s} also investigated the problem of internal heating in a similar way to the work by Bhadauria et al.
\cite{12s}. Kiran and Narasimhulu [15]-[16] introduced the concept of out-of-phase modulation and lower boundary
modulation in nanoconvection, and their findings revealed that modulation not only influences transport phenomena but
also chaotic convection. Furthermore, Kiran et al. [17] explored the effect of throughflow on nanofluid convection and
discovered that throughflow, whether inflow or outflow, can either enhance or diminish energy transfer in the medium.
More recently, Kiran \cite{18s}-\cite{20s} conducted studies on the impact of g-jitter on RBC and Darcy convection.
Kiran et al. [21] investigated the effect of g-jitter on the RBC of nanofluids with the Ginzburg-Landau (GL) model.
Using nonlinear analysis, the thermal and concentration Nusselt numbers are calculated depending on other physical
parameters. The effect of gravity modulation and rotation on thermal instability in a horizontal layer of a nanofluid was
investigated by Manjula et al. [22].

The previous studies discussed concentrated mainly on the problem's plane geometry, using a Cartesian coordinate
system. In laboratory experiments, however, the presence of Couette flows between two rotating cylinders with
different angular speeds is extremely important. The angular velocity of fluid rotation in this configuration can be
described by the relation:

Qszz _Q]Rlz + (Q] _Qz )RIZRZZ =q b

Q(R) =
=" "re-rn “®

>

where R, and Q,, represent the inner and outer cylinders' radius and angular velocity, respectively. Chandrasekhar

[23] and Velikhov [24] were the first to analyze the stability of such a flow in the presence of a magnetic field in a
perfectly conducting medium. Research on magnetic convection in nonuniformly rotating media is currently scarce.
This topic was partially explored in our previous articles [25]-[27], which focused on astrophysical applications, and in
our nanofluid physics studies [28]. In our research, we suggested using electrically conducting nanofluids to simulate
the magnetorotational instability (MRI) in laboratory settings. Theoretical studies conducted in [28] showed that
standard MRI, azimuthal MRI, and helical MRI can be implemented in a nonuniformly rotating layer of an electrically
conducting nanofluid. We also examined stationary regimes of nonuniformly rotating convection in axial and helical
magnetic fields, taking into account temperature and nanoparticle concentration gradients. Our studies aimed to
investigate the conditions for stabilizing and destabilizing stationary convection in axial and helical magnetic fields.
The absence of a Ginzburg-Landau (GL) model in the existing literature for nonlinear magnetic convection in a
nonuniformly rotating nanofluid layer subjected to gravity field modulation has motivated the present study.

The article is structured as follows. Section 1 (Introduction) provides an overview of recent research in this area
and also indicates the need for a GL model for nonlinear magnetic convection in a non-uniformly rotating nanofluid
layer under the influence of gravitational field modulation. Section 2 describes the problem in detail and derives
evolution equations for small perturbations using the Boussinesq approximation. The study is focused on a rotating
layer of an incompressible electrically conductive nanofluid in a modulated gravitational field, taking into account a
constant temperature gradient and nanoparticle concentration. In Section 3, we study the weakly nonlinear stage of
stationary convection in a nonuniformly rotating layer of an electrically conductive liquid in a modulated gravitational
field. Using the method of perturbation theory with respect to the small supercritical parameter of the Rayleigh number

&=./(Ra—Ra,)/ Ra, , we obtained a nonlinear GL equation with a periodic coefficient. In Section 4, we studied linear

magnetic convection in a nonuniformly rotating layer of a nanofluid depending on variations in the system parameters.
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Further, the results of numerical solutions of the non-autonomous GL equation are presented, showing the dependence
of the heat transfer value (Nusselt number Nu ) and mass transfer (nano-Nusselt number Nu, ) on the parameters of the

nanofluid (Pr,Rn,Le), the profile of the inhomogeneous rotation (Rossby numbers Ro ), frequency Q , and modulation
amplitude & . Conclusions (Section 5) represent the main findings of this paper.

2. GOVERNING EQUATIONS
Let us consider convective flows in a nonuniformly rotating layer of an electrically conductive nanofluid in an
externally constant magnetic field and under the influence of gravity field modulation. In order to describe the nonlinear
convective flows in the layer, a Cartesian approximation of the Couette flow is used instead of the cylindrical
coordinate system (R, p,z) (see Fig. 1)

7=
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Figure. 1 Electrically conducting nanofluid fills the layer between two rotating cylinders with angular velocities of Q, and Q

out

and is located in an external uniform magnetic field: B, = B,é. .

A fixed area of the fluid layer with radius R, and angular velocity Q is considered, and the coordinates
X=R-R,, Y=R(p—@,), and Z=z are used to represent the radial, azimuthal, and vertical directions,

respectively. The nonuniform rotation of the fluid layer can be locally represented as a rotation with an angular velocity
Q, and an azimuthal shear (see Fig. 2), whose velocity profile is locally linear:

Z)
A ﬁ(]uﬁo

—

-+ DG
Tu= Tu g= gu(l +&°0 (.os(u{_, 1)

Boussinesq nanofluid

[‘j Y

0

% / T,=T,+AT

Figure. 2 Cartesian approximation for nonuniformly rotating magnetoconvection under the parametric influence of gravity
modulation.

U,=—qQ,Xe,, where ¢=-dInQ/dInR is the dimensionless shear parameter determined from the angular
velocity profile Q(R)=Q,(R/R,). The shear parameter ¢ is related to the hydrodynamic Rossby number Ro as
follows: g =—2Ro . Examples of the values of the Rossby parameter include Ro =0 for solid rotation, Ro=-3/4 for
Keplerian rotation, and Ro = —1 for a Rayleigh angular velocity profile Q(R) ~ R .

An electrically conductive nanofluid layer is located between two horizontal planes, Z=0 and Z ="/, and is
heated from below and cooled from above, where T, =7, +AT is the temperature at the lower boundary of the

horizontal layer, and 7, =T is the temperature at the upper boundary of the horizontal layer (see Fig. 2). We assume

that the volume fraction of nanoparticles is also constant at the boundaries and has the corresponding values: ¢, at
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Z=0and ¢ at Z=h.If ¢ > ¢,, we have a top-heavy configuration of nanoparticles in nanofluid, and otherwise, for

@ <4¢,, we have a bottom-heavy configuration of nanoparticles in nanofluid. Let us consider that the direction of the

external constant magnetic field B, coincides with the fluid rotation axis Q, || OZ .

The effect of gravity field modulation will be considered based on the equations of magnetohydrodynamics in a
rotating coordinate system for an electrically conductive nanofluid in the Boussinesq approximation (see, for example,
Kopp et al. [28]):

D2
p(av 90, Xg (5 +T,) W), +(vV)vj [P+'L18“—BJ—2,0(§20><(\7+UO))+5“ (BV)B+ 4V +
T T

0 )
Heo, +(1-9)p,(1-B(T - T,))]E()
aaB qQ, Xg +(WV)B—(BV)U, —(BV)vy =nV*B ()
(pe), (aT 79, XZ +(17V)Tj=ka2T+(pc)p(DBV¢VT+DT (VTT)ZJ 3)
99 _ 0P o2 Proe
= qQ, X aY+(vV)¢ D,Vp+ T V2T 4)
divi =0 divB=0 (5)

Here v = (u,v,w) is the nanofluid velocity, p is the nanofluid density, p, is the density of nanoparticles, p, is the
density of base fluid at temperature 7,, ¢ is the volume fraction of nanoparticles, (pc),,(pc), are the effective heat
capacities of the fluid and particle phases, respectively. x, 7 and u, are the viscosity, magnetic viscosity, and
magnetic permeability of nanofluid, respectively. D, and D, denote the Brownian diffusion coefficient and

thermophoretic diffusion, respectively. The signs of the coefficients D, and D, are positive and they are

P N 7 s
’ 3ﬂﬂd1) T Py Zk./'+k/> ’

where d, is the diameter of the nanoparticles, k, is the Boltzmann constant, k,,k, are the thermal conductivity

coefficients of the base fluid and nanoparticles. The coefficients of magnetic permeability x, , magnetic viscosity 7
and electrical conductivity are

Ho = Py, + (=Pt > 1= =¢n,+(=P),, c=¢o,+(1-P)o,,

4y, o

e

where u,,, 44, are the magnetic permeability of the nanoparticles and the base fluid, 77,,77, are the magnetic viscosity
of the nanoparticles and the base fluid, o,,0, are the electrical conductivity coefficients nanoparticles and the base

fluid.

In the momentum equation (1), the buoyancy force consists of two distinct components: the temperature variation
within the fluid and the distribution of nanoparticles (which are generally heavier than the base fluid). Assuming that
the fluid layer undergoes vertical harmonic oscillations with a frequency of @, and a small displacement amplitude of

&’ , we can modify the equations of motion in the reference frame associated with the fluid layer. In the equation (1),
the acceleration of gravity g(z) should be replaced by g,(1+&°S cos(@,f)), where & is a small amplitude of

gravitational modulation. Additionally, the influence of an external magnetic field is incorporated by introducing an
additional force known as the Lorentz force, which affects the motion of the electrically conductive nanofluid. Equation
(2) represents the description of induced magnetic fields that arise due to convective flows in electrically conductive
nanofluids. The equations (3)-(4) are conservation laws for the thermal energy and volume fraction of nanoparticles.

Equations (5) describe the solenoidality conditions for the fields v and B. We impose the initial condition on
temperature (7 ) and volumetric fraction of nanoparticles (¢) by assuming them to be constant at stress-free

boundaries:

9 ]:19¢ ¢09atZ:0
T=T,,¢=¢,at Z=h Q)

<l <
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Equations (1)-(5), along with boundary conditions (6), provide a description of non-uniformly rotating magnetic
convection in a nanofluid layer subjected to gravity field modulation. To facilitate the study of this phenomenon, it is
advantageous to transform equations (1)-(5) into a dimensionless form by introducing dimensionless variables of the
following nature:

¥ % % X,Y.7) . a . I'-T . — I N h . 2
(x Y ’Z):M’Z =t_£’T = - ¢ = ¢ ¢0 , V (u »V ,W)ZV(M,V,W)_’ P :hPa
h h L,-T,"  4-4 a " “au
o . . B(B.B,.B. 2
B(BX,B),,BZ):¥,wg=wgh—,
B, ay

where a, =k, /(pc), is the coefficient of thermal diffusivity. Upon applying the aforementioned transformations to

Egs. (1)-(6), we obtain the following dimensionless governing system (after omitting the asterisk notation):

- - n2
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where e ,e. are unit vectors along the Y, Z axes, respectively; F, =1+&%8 cos(w,t) . Then we write the boundary

conditions (6) in dimensionless form as

v=0,T=1,4=0,at z=0
7=0,7=0, ¢=1,at z=1 (11

In equations (7)-(10), the following dimensionless parameters are used:

274
Pr=-""is the Prandtl number, Ta = (; is the Taylor number, Pm = Y is the magnetic Prandtl number,
a, 1% n
_ uBR g (o, 4+ p,(1-¢)

is the Chadrasekhar number, Rm =
4mun ua

AT - )G - "
=%is the Rayleigh number, Rn= (0, =P )G =98,
Hay Hay
(po),

is the basic density Rayleigh number,

Ra

is the concentration Rayleigh number,

a
L, = D—f is the Lewis number, N, =(4 —4¢,)- is a coefficient characterizing the increment of the density of

B (po),
D, (AT)

———~ is a modified diffusion coefficient.
D BTO (¢1 - ¢0)

nanoparticles, N, =

2.1. Basic state
Assume that the basic state is time independent and is given by

v, =0, P=P(x,2), T=T,(2), $=¢,(2) (12)

Then, by representing all quantities in Egs. (7)-(10) as the sum of the ground state and perturbed state, we can express
them as follows:

¥ =ii(u,v,w), B=B,(0,0,B,)+b(uv,w), (13)
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P=FR(x2)+P, ¢=¢(2)+¢, T=T,()+T

The equations governing the ground state are given by:

VTa(e,xU,)=-VEF,, (14)
o  Rm-Rng, +RaT, , (15)
d b b
4
2 2
d 72; N d¢bﬂ+NANB a1, =0, (16)
dz Le dz dz Le \ dz
d? d’T,
dsz +N, dzzb =0. 17)

The geostrophic equilibrium is described by Eq. (14), which balances the Coriolis force with the pressure gradient. The
hydrostatic equation (15) ensures that the vertical component of the ground state is satisfied. Equatios (16)-(17)
represent the mathematical expressions describing the stationary temperature profile 7, =7,(z), and the volume

fraction of nanoparticles ¢, = ¢, (z). Kuznetsov and Nield (2009) further suggested that the magnitude of the second

and third terms in Eq. (16) is negligible and can be disregarded. Taking these facts into consideration, Egs. (16) and
(17) can be simplified to:

T, _
dz*

d’¢,

0,
dz*

=0 (18)

Equations (13) are solved under the boundary conditions (6), and the resulting solution is as follows:
T(z)=1-z, $(2)=z 19)

As will be shown below, we do not need an explicit form of the pressure B, (x,z).

2.2 Perturbated State
In this section, we obtain non-linear perturbed state equations used to describe three-dimensional nonuniformly
rotating magnetic convection of a nanofluid under the influence of gravity field modulation. By subtracting the
equations for the ground state (14)-(15) from Eqs. (7)-(10), we get the equations governing the evolution of
perturbations:

i(%‘ﬂwmj + Rox/TaxZ—u+éyRo\/Tau +~/Ta(é, xii)=—-VP + Vi +QPrPm ™ ((€.V)b +(bV)b) -
v

Pr (20)
—é.F, Rng +¢é.F,RaT

ob b - e ros .

5—1— PrRo/Ta xa—-i- (uV)b —Pr RoNTaue, —(€.V)u—(bV)u =PrPm Vb (21)
Y

T prRovTax e+ @v)T —w=vor + Do | OL 00 | 2NN, O (22)

ot oy Le\ 0z 0Oz Le 0Oz
%Jr PrRo+/Ta x%Jr UV)g +w= ivzqﬁ' Nagop (23)

ot oy Le Le

where P =P +QPrPm™ (&b + (b /2)) is the total perturbed pressure.

We will focus on the dynamics of axisymmetric perturbations, which means that all perturbed quantities in Eqs.
(20)-(23) will depend solely on two variables, namely, x and z :

ii = (u(x,2),v(x,2),w(x,2)), b = (u(x,z),v(x,2), w(x,z))
P=P(x,z), T =T (x,2), § =¢'(x,2).

The solenoidal Egs. (5) governing the axisymmetric velocity and magnetic field perturbations can be expressed in
the following form:
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Uy Ov_y, Oy, (24)
ox Oz ox Oz
To simplify the expressions of the perturbed velocity components, we can introduce the stream function, denoted as .
This allows us to express the components of the perturbed velocity as follows:
u=-Y -
oz Ox
Similarly, for the perturbations of the magnetic field, we can introduce the current function, denoted as ¢ . This allows
us to express the components of the perturbed magnetic field as:

N__6¢Wl, ﬂ}:a¢}ﬂ.
Oz ox

The Egs. (20)-(23), expressed in terms of the introduced stream function and current function, will have the following
form in the coordinate representation:

10 av L0 o4 or
——-V? |V +Ta=—-QPrPm™' —V’p, + F,Rn———F,Ra— =
(Prat ] v a@z QPr Pm 0z o T nax " a@x (25)
=QPr P J(9,.V?0,) - Pr ' J(y. V)
1 0 5 al// 716‘7 -1 ~ -1
———V? |v=~Ta(1+ Ro)—=— QPrPm™ === QPrPm™ J(¢,,7) - Pr " J(w,v), (26)
Pr ot 0z oz
[E—Per_IVZ J(Dm . -J(.0,), (27)
ot oz
O oo 5= 2k P RoNTa 22 = (g V) =TT (28)
ot oz oz
(ﬁ_vzj]"_a_l//_ﬂ 6_T_% +M6_T:_J(%T')’ (29)
ot ox Le\ 0z oz Le 0z
o 1 _,)., ow N,_,. .
LV + AT =y, 4), 30
(at Le j(/j ox Le W.9) (39)
where
J(a,b)=a—a@—a—a% v’ Ei+i. J(a,b) is the Jacobian operator.

Ox &z oz ox ox? ozt

In the absence of gravity field modulation, Egs. (25)-(29) were used to study the weakly nonlinear and chaotic
regimes of stationary magnetic convection in a nonuniformly rotating “pure” (without nanoparticles) fluid, which were
carried out by Kopp et al. [25], [29]-[30]. Magnetic convection in a nonuniformly rotating “pure” (without
nanoparticles) fluid under gravity modulation was studied by Kopp e? al. [31].

3. WEAK NONLINEAR ANALYSIS

In the weakly nonlinear theory of convective instability, the interaction between small amplitude convective cells
can be described as follows. Assuming that the amplitude of the convective cells is of the order O(&'), their interaction
with each other leads to second harmonic and nonlinear effects of the order O(&”), and subsequently to nonlinear
effects of the order O(s’), and so on. In this case, the nonlinear terms in equations (25)-(30) are considered
perturbations to the linear convection problem. The Rayleigh parameter Ra , which governs convection, is assumed to
be close to the critical value Ra, . We further assume that the amplitude of the oscillating gravitational field, £°5g,, is
of the second order of smallness, O(&”). Therefore, its influence on the nonlinear interaction of convective cells is

expected to occur at the third order, O(¢’). Given the small influence of unstable modes, our objective is to derive
equations that describe the interactions of these modes. The general procedure for constructing a weakly nonlinear
theory is as follows. In the weakly nonlinear theory of convective instability, we introduce a small expansion parameter
&”, which represents the relative deviation of the Rayleigh number Ra from its critical value Ra, :
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> _Ra—Ra,
Ra,

£ <1.

The perturbed quantities in the equations of the form LU =-N(U |U), where N(...) represents the nonlinear terms,
can be expressed as a series expansion in powers of ¢ :

U-oeUV+U?+6U% +...
The equations for perturbations in different orders of & take the following form:
g LU =0,
g LOU? = _NUD | UY),
& LOUY = _LOyO _NU® |[UP) - NU® |UD).

The solvability condition for this chain of nonlinear equations is known as Fredholm's alternative (see [32]). It can be
expressed as:

<U"‘,R.H.> =0, (31

where U' is a non-trivial solution of the linear self-adjoint problem £'U" =0, and £' is a self-adjoint operator that is
defined from the relation:

(u.cuy=(cu'v), (32)
where (,) denotes the inner product:
| 2alk,
(f.g)= [ f-gdxdz
z=0 x=0

R.H. are the right parts of perturbed equations with non-linear terms.
In the weakly nonlinear theory, we represent all the variables in the Eqgs. (25)-(30) using an asymptotic expansion.
The Rayleigh number Ra is expanded as

Ra=Ra,+&’Ra, +&*Ra, +...
and the perturbed quantities are expressed as follows:

W= Y +E Y, A EW, o, VEEV +EV +EV, +oy O = EQ +E P, +E P . V= EV HET, +E TV, .

T =el+&T,+&T,+..., § =eh+&°¢, +&' +...,

where Ra,_ represents the critical Rayleigh number for convection without modulation. The amplitudes of the perturbed

quantities are solely dependent on the slow time variable 7 = £*¢ . To simplify the analysis, we will consider nonlinear
terms only in the equations governing the temperature and volume concentration of nanoparticles (29)-(30). These
equations are solved using a perturbation approach by considering various powers of & . At the lowest order, i.e., €, the
following solution is obtained

IM, =0 (34)

where M, =[y,,v,,0,9,T.,41", L is a matrix operator of the form

T a3 3 Ay Gy Oys Oy
L= ,
41 9 13 Ay 45 46
sy ds; A4s3 45 dss Qg
a a a a a a



215
Investigating the Effect of Gravity Modulation on Weakly Nonlinear Magnetoconvection... EEJP. 3 (2023)

0 0 0 0 0
where a,, =-V*, a, :\/Tag, a, =—QPer’IEV2,a14 =0, a; :—RaCa—x, a6 =Rna—x,a21 =—\/Ta(1+Ro)g,

a,, =-V?, a,, =0, a,, =—QPer71§ , 4,5 =0, a,, =0, a z—ai, a, =0, a, =—-PrPm™'V?, Ay =y =, =0,
z z
0 -0 g2
a,=0,a,=-—, a,=PrRovTa—, a,, =—PrPm 'V~ , a;;,=a,, =0, a;, =——, a, =a5;, =a,, =0,
Oz Oz ox
N, 0 2N/N, 0 N, 0 0 N 1
a :—Vz——B—ﬁ-#—,a :—B—’a =—,da,=a,=4a zo’a :——AV2,CI :__Vz.
% Le 0z Le oz ° Leaz ™ ax’ % % ¢ @ Le o Le
The solutions of the system of Eqgs. (34) satisfying the boundary conditions (11) are as follows:
v, = A(r)sink xsinzz,
A JTa (1+Ro)a* +7°QPmRo . .
v, = (1)7[2 a ( O)Z 7ZQ m Osmkcxcos7rz, o =A(Tz)—ﬂpmsmkcxcos7rz,
a a +rn°Q a Pr
. _ A(t)n’NTa(1+ Ro(1- Pm))Pm . : A7)k, .
v, =— (0)z Ta( 7 02( ™)) msmkcxsm nz, I = (TZ) ~cosk xsinzz,
Pr(a” + 7°Q) a
A(7)k,
& =—$(Le+NA)coskl,xsin7rz, a’=kl+n’. (35)
a

The critical value of the Rayleigh number Ra, for steady magnetoconvection in a non-uniformly rotating nanofluid is
obtained from the first equation of system (34) and can be expressed as follows:

a® n’d’ 7*a'Ta 7*TaRo(a"* + 7 OPm)

Ra, =—+ + +
“T et e Yoo R r0)

—Rn(Le+N,). (36)

Expression (36) was first obtained by Kopp et al. [28], which agrees very well with the known results. When there
are no nanoparticles present (Rn = 0), the expression (36) aligns with the findings reported by Kopp et al.[25], [29]. In
the absence of rotation (Ta = 0) and a magnetic field (Q = 0 ), Nield and Kuznetsov [33] derived the expression for the

thermal Rayleigh number in the context of stationary motions. Chand [34], on the other hand, investigated a uniformly
rotating Ro = 0 nanofluid without a magnetic field Q = 0 and obtained an expression for the thermal Rayleigh number
in the case of stationary convection, considering the top-heavy configuration of nanoparticles. Without rotation Ta =0,
expression (36) coincides with the results of Gupta et al. [35] and Yadav et al. [36]. In the case when there is no heating
of the nanofluid Ra = 0, then in system, the development of MRI is possible. As established by Kopp et al. [28], in the

presence of a concentration of nanoparticles, the area of development of the MRI becomes larger compared to a “pure”
fluid.
For the second order in ¢ we get the following equation:

IM,=N,, (37)

where

M, =[W23V23¢2,V27T2a¢2]Tr>N2 :[NzlaszaszN24»N25»N26]Tr» N, =N,,=N,; =N, =0,

W= (20T TN (o004 0400
25 A A, A s V26 T .

ox 0z Ox E Oox 0z Ox Oz

The following second-order solutions are obtained using the first-order solutions provided in Egs. (35):

w,=0,v,=0,¢0,=0,7%=0, (38)
A (D)k? A (0)k;
T, = —(;)zcsin(hrz) b = L)ZCLe(LHNA)sm(zm) .
8ra za

To analyze the intensity of heat transfer, we introduce a horizontally-averaged heat flux at the boundary of the
electrically conducting nanofluid layer, known as the Nusselt number:
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k 27r/lcc 5T

¢ J- (zjdx

2y \ Oz
27r/kC

2 I (a];’jdx

2r 4 \ Oz

The nanoparticle concentration Nusselt number, denoted as Nu, (7), is defined in the same way as the Nusselt number.

k2
Nu(z)=1+ =l A () (39)
a

It can be expressed as follows:
kA (7)
2
a
The heat/mass transfer quotients Nu(zr) and Nu,(z) will be analyzed once the expression for the amplitude 4(z)

Nu,(r) =1+

Le(Le+ N ) (40)

is obtained. It can be observed from the asymptotic expansion (33) that the effect of gravity modulation only contributes
to the third order in ¢ . Therefore, in the third order &, we obtain the following expression:

LM, =N,, (41)
where

M, :[‘//37‘}3,@3,‘3%27%]” » Ny =[Ny;,Ny,,Ny3, Ny, N N35]Tr-

320 3457735

The terms on the right side of Eq. (41) are defined by the following expression:

T T o,
N, = —iivzwl + Ra, L+Racé‘cos(QT)&—Rné‘cos(Qr)% ,Q=—, 42)
Pror ox ox ox &
1 ov o¢ ov,
N, =—-——=—L, =4 N, =-"1 43
# Pr o7 . or H or “43)
N = O (3w dT, _oT dy, o, ot oy, w
Boor \ax &z ox 6z ox oz ox oz )
N - 0% (0w 26 06, oy ov, 24 o4 ov) )
*  or \ax oz ox 6z ox 0z ox oz

By substituting the expressions for v,,v,,¢,,%,,T,,T,,4,, and ¢, from (35) and (38) into (42)-(45), we can easily
obtain expressions for N,,,N,,,N,;,N,,, Ny, and N, in terms of the amplitude A4(z). Applying the condition for the

solvability of the existence of a third-order solution Eq. (32), we find the Ginzburg-Landau equation for stationary
convection with time-periodic coefficients in the following form:

Ala—A—Az(r)A+A3A3 =0, (46)
or
Where
2 2 2 2 7*Ta((1+ Ro)a* + 7 OPm(RoPm —1
A1=“—+k; Rac+kf1 RaLe(Le+ N ) -7 (1 Ro) - ? 2( )
Pr a a a Pr Pr(a” +7°Q)
__#'TaRoQPm’ Az(r):ERa Ra, | 5cos(Qr) A Ru(Le+ N )5 cos(Q7), 4, = k; (Ra, + RnLe*(Le+ N ,))
a'(a* +7°Q)Pr’ @ “\Ra, a’ . B /AR A

Obtaining an analytical solution for the non-autonomous Ginzburg-Landau (GL) Eq. (46) with time-varying
coefficients is a difficult task. Therefore, we solve this equation numerically using Mathematica software. The initial
value A(0)= 4, is set, where 4, represents the value of the initial amplitude. We assume Ra, = Ra,, since the
nonlinearity is considered near the critical state of convection, i.e., the Rayleigh number in this system is:
Ra ~ Ra_(1+¢&”) . In the absence of nonuniform rotation and an external magnetic field, the non-autonomous Ginzburg-
Landau equation for a non-conductive nanofluid was obtained by Kiran et al. [21].

In concluding this section, we note that in the case of an unmodulated system, the Ginzburg-Landau equation
given above (47) can be simplified to:
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AI%—A22+A3;13 =0,
or

(43)

where A(r) represents the amplitude of convection for the unmodulated case, and A and A4, have the same
expressions as given in (47), while 4, = k’Ra, / a’ Pr . An analytical solution of the equation (48) with a known initial
condition 4, = A(0) can be obtained using the Lagrange method (constant variation), which is expressed as:

4 (49)
[ras{ia )l )

The thermal and nanoparticle concentration Nusselt numbers in this case can be obtained from Egs. (39) and (40) by
substituting the amplitude of convection (49).

A(r)=

4. RESULTS AND DISCUSSION
The Ginzburg-Landau equation, derived from the perturbation analysis, provides insights into the behavior of the
system at finite amplitudes. We utilized a numerical solver, implementing the equation with proper initial conditions to
obtain numerical solutions. NDSolve in Mathematica efficiently handles the equation's nonlinear and time-dependent
nature. Through setting the appropriate parameters, initial amplitude A4(0)= 0.3, and gravity modulation strength

(5,Q), we simulated the system's evolution over time. The external control of convection through the modulation

effect is important in the study of thermal instability and therefore has implications for a variety of applications,
including the enhancement of heat transfer in industrial processes and the design of thermal management systems.
The graphical representation of the results of our numerical calculations is illustrated in Figs. 3-6.
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We analyzed the dependencies of heat transfer Nu and mass transfer Nu, on the dimensionless time

parameter 7 . By varying the nanofluid parameters, such as Pr,Rn,Ro, and Le, as well as the modulation parameters
(6,Q), we could investigate their impact on the heat and mass transfer characteristics. We assume that the fluid layer's
viscosity is not high, so moderate Pr values are used in the calculations. & values are also small due to low amplitude
modulation. Additionally, gravity modulation is assumed to have a low frequency €2, which maximizes its effect on the
onset of convection and heat transport at lower frequencies. The stability curves for the stationary Rayleigh number (36)
in the linear theory are shown in Fig. 3. From Figs. 3a and 3c, it can be seen that with an increase in parameters Rn > 0
(top-heavy configuration of nanofluid) and Le, the minimum values of the Rayleigh numbers decrease. Therefore, an
increase in the parameters Rn >0 and Le has a destabilizing effect on the onset of convection. From Fig. 3b, we see
that in the case of a bottom-heavy configuration of nanofluid (Rn <0, N, <0) an increase in the parameters Rn has a
stabilizing effect on the onset of convection. Based on Fig. 3d, it can be observed that when the Rossby number has a
positive profile (Ro > 0), the minimum value of the critical Rayleigh number (Ra,, ) is higher compared to negative
rotation profiles. As a result, negative rotation profiles have a lower threshold for instability development compared to
uniform (Ro=0) and nonuniform (Ro = 2) rotations. In Fig. 3e, the Rayleigh number is displayed in relation to the
dimensionless wavenumber for various vertical magnetic field values (Chandrasekhar number Q ). Fig. 3e illustrates
that with an increase in magnetic field (Chadrasekhar number Q ) values, the Rayleigh number also increases, leading
to the stabilization of stationary convection. Fig. 3f illustrates that with an increase in Taylor number Ta values, the
Rayleigh number also increases, leading to the stabilization of stationary convection.

45
4.0
35
3.0
Nu
25

2.0

Ro=2,0,-3/4,-1

Figure 4. Dependence of the Nusselt number Nu on the time 7z fora) Pr,b) Rn,c) Ro,d) Le,e) Q, f) § variations

Fig. 4a and Fig. 6a show the effect of Prandtl number Pr variations on heat and mass transfer, assuming the other
parameters are fixed: Rn=1,Le=3,Ro=2,Q=1,6=0.3. As can be seen from Fig. 4a and Fig. 5a, an increase in the

Prandtl number Pr causes a rise in heat and concentration transfer over a brief period of time. As a result, systems with
higher Prandtl numbers tend to exhibit more efficient heat transfer characteristics. Therefore, the Prandtl number (Pr)
plays a significant role in enhancing heat and concentration transport, especially at low time values. Next, we consider
the influence of concentration Rayleigh number Rn on both thermal and concentration Nusselt numbers at fixed
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parameters: Pr=2,Le=3,Ro=2,Q=1,6 =0.3. Similarly, the concentration Rayleigh number Rn has a significant
impact on both thermal and concentration Nusselt numbers, leading to enhanced heat and concentration transport in the
case of a bottom-heavy configuration of nanofluid (Rn <0, N, <0), as shown in Figures 4b and 5b. Increasing the

concentration of nanoparticles at the lower hot boundary enhances the fluid's thermal conductivity. Nanoparticles
typically have higher thermal conductivity than the base fluid, and this higher thermal conductivity aids in conducting
heat from the lower hot boundary to the surrounding fluid. As a result, the convective heat transfer is improved, leading
to an increase in both the thermal and concentration Nusselt numbers. It is noteworthy that Rn has a dual role in
regulating the heat and mass transfer properties of the medium. The positive values of Rn can induce the reverse nature
of heat and mass transport within the layer. When the concentration of nanoparticles increases at the upper cold
boundary, they can enhance the overall thermal conductivity of the fluid layer. This increased thermal conductivity
facilitates heat transfer through conduction, reducing the reliance on convective heat transfer. As a result, the thermal
Nusselt number decreases. The presence of nanoparticles can disrupt the fluid flow and impede its motion. This
hindered fluid motion reduces the convective heat and mass transfer rates. Consequently, the concentration Nusselt
number, which characterizes mass transfer, decreases. It is important to note that these effects can be observed for all
profiles of rotation, not just positive profiles.

Figures 4¢ and Sc exhibit the temporal variations of the Nusselt number Nu and nano-Nusselt number Nu, for

various rotation profiles Ro=(2,0,-3/4,-1) of the electrically conductive nanofluid subjected to an oscillating

gravitational field with a frequency Q2 =10 and an amplitude & = 0.3 with fixed parameters Pr =1, Le =3 . The results

presented in these figures indicate that both heat and concentration transfer in the nanofluid are enhanced when the
nanofluid experiences nonuniform rotation characterized by a positive Rossby number (Ro = 2) . This demonstrates the

useful impact of nonuniform rotation on the overall heat and concentration transport processes within the nanofluid
system.
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On Fig. 4d the effect of variations of the Lewis number Le on heat transfer is shown for fixed other parameters:
Rn=1,Pr=2,Ro=2,Q=1,0 =0.3. It was observed that as the Lewis number increased, the heat transfer decreased.
On the contrary, growing Le enhances concentration transport, as depicted in Fig. 5d. These results are in good
agreement with the conclusions of the papers by Aleng et al. [38], Alam et al. [39]. The impact of the modulation
frequency Q is illustrated in Figures 4e and Se. Specifically, at lower modulation rates, corresponding to low-
frequency cases (€ = 2), higher heat and mass transfer are achieved compared to higher vibrational rates (Q = 20).

Fig. 4f and Fig. 5f depict the influence of the modulation amplitude & on heat and mass transfer. The range of &
considered in the study is from 0.1 to 0.5, aimed at enhancing heat and mass transfer. It is worth mentioning that the
frequency of modulation Q has a diminishing effect on heat and mass transfer, which aligns with the findings reported
by Gresho and Sani [8] and Kopp et al. [31] for the case of ordinary fluid. These results highlight the significance of
considering low-frequency g -jitter to optimize the transport process. The outcomes obtained from our investigation on
nanofluids can also be compared with the studies conducted by Kiran ef al. [14]-[18] and Bhadauria and Agarwal [40].
Equation (48) provides an analytical expression for the amplitude of convection in the unmodulated case. By utilizing
this amplitude, a comparison between the modulated system and the unmodulated system is depicted in Fig. 6. The
graph demonstrates that there is a sudden increase in Nu(z) and Nu,(z) for low values of the time parameter 7, and it

stabilizes for higher values of 7. However, in the case of the modulated system, both Nu(z) and Nu,(z) exhibit

oscillatory behavior.

Figure 6. Variations of the Nusselt numbers Nu and Nu, in the absence of & (dashed line) and the presence of § =0.3, Q=2
(solid line) modulation of the gravity field

5. CONCLUSIONS
We have developed a weakly nonlinear theory to investigate the effects of gravity modulation on stationary
convection in a nonuniformly rotating electrically conductive nanofluid under a constant vertical magnetic field. Our
analysis utilizes perturbation theory with respect to the small supercriticality parameter, & = /(Ra—Ra_)/Ra, , where
Ra is the Rayleigh number and Ra, is the critical Rayleigh number. We consider the small amplitude of the modulated

gravity field to be of second order in ¢. In the first order of ¢, the parametric modulation does not influence the
development of convection, leading to results consistent with linear theory. However, in the third order of ¢, we
obtained a nonlinear Ginzburg-Landau equation with a time-periodic coefficient. Through numerical analysis, we draw
the following conclusions based on the obtained results:

* The numbers Nu(z) and Nu,(7) increase when the values of the parameters Pr and Rn <0 are increased.

* With an increase in the Le number, a decrease in heat transfer and an increase in mass transfer were observed.

* Nonuniform rotation with a positive Rossby number Ro > 0 enhances heat and mass transfer in the nanofluid
system.

* Increasing the modulation frequency Q leads to a decrease in the variations of the Nusselt numbers Nu(z) and
Nu,(7) , resulting in suppressed heat and mass transfer for both positive (Ro > 0) and negative (Ro < 0) rotation

profiles.
» [rrespective of the rotation profile, increasing the modulation amplitude 6 enhances heat and mass transfer.
These findings provide valuable insights into the behavior of stationary magnetoconvection in a nonuniformly
rotating electrically conductive nanofluid under the influence of gravity modulation. Understanding the role of the
parameters Pr,Rn,Ro, Le, Q, and & and their influence on convection is crucial for managing and controlling the

behavior of the system to optimize heat and mass transfer.
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JOCJIZKEHHS BILIUBY I'PABITAIIMHOI MOIYJISIIII HA CJIABOHEJITHIAHY
MATHITOKOHBEKNIIO B ITAPI HAHOPIAIHH, IO HEPIBHOMIPHO OBEPTAE€TBCSA
Muxaiino M. Konn®, Bosogumup B. STHoBCchKHii™
Alncmumym monokpucmanie, Hayionanena Axademisa Hayx Yrpainu
np. Hayxu 60, 61072 Xapxkis, Yxpaina
Xapxiecvruti nayionansnuti ynieepcumem iveni B.H. Kapasina
matioan Ceoboou, 4, 61022, Xapxie, Yrpaina

B 1iii po6GOTi AOCHIIKYEThCA BIUTMB TpaBITAIliIiHOT MOIYJISMIi Ha CIa0OHENiHIMHY MAarHiTOKOHBEKIIIO B IIapi HAHOPITIHH, IO
HepiBHOMIpHO oOepTaeTbes. OTpHMMaHO OCHOBHI PIBHSHHS Ui JAeKapToBoi ampokcuMmanii Tedil Kyerra 3 BHKOpPHCTaHHSIM
HaOmwkenHst Bycinecka Ta rpaBiTauiiinoi Moxyssuii. CraaOoHeNiHIMHMN pPEKHM aHANI3yeThCs METONOM 30ypeHb 3a MajuM
napaMeTpoM HaJKpHUTHUYHOCTI uucia Penes 3 ypaxyBaHHsAM e(eKTiB OpOyHIBCBKOTO pyxy Ta Tepmodopesy y miapi HaHOpimiHU.
TennomaconepeHoc OLIHIOEThCA B TEPMiHAX KiHIIEBUX aMILTITY]] i pO3paxoByeThCs 3a ynciaaMu Hyccenbra muid pianau Ta 00'eMHOT
KOHIIEHTpamii HaHoyacTUHOK. OTpUMaHi JaHi MOKa3yIoTh, 110 TpaBiTalliifHa MOIYJIALIs, HEpiBHOMIpHE 00EpTaHHS Ta BiMIHHOCTI B
o0'eMHIlf KOHIEHTpamii HAaHOYAaCTMHOK Ha MeXKaxX IIapiB MOXYTh €(EeKTHBHO YIPABISATH TeIrioMacomepeHocoM. Kpim Toro,
HeTaTUBHUI Hpo¢ine obepTaHHs Mae epexr mecrabimizamii. JlocmikeHHS IMOKa3ye, MO MOAYJILOBaHA CHCTEMa Iepenae OimbIie
TeIUIa Ta MacH, HiDK HEMOJyJIbOBaHa CHCTEMA.

KuawuoBi caoBa: wanopiouna; wap, wo HepiBHOMIpHO obepmacmbcs; CRAOOHENIHIIHA meopis; 2pasimayitina MoOyIaYis,;
neasmonomme piensinis Iinzoypea-Jlanoay
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This study examines how thermal stratification affect the movement of a fluid in presence of first order chemical reaction
past an infinite vertical plate. To solve the non-dimensional governing equations in closed form for Pr = 1, the Laplace’s
transform system is applied. Significant findings resulting from thermal stratification are compared to the case of no
stratification. The effects of many parameters, including S, K, Gr, Ge, Sc and time on velocity, temperature, concentra-
tion, skin friction, Nusselt number, and Sherwood number are explored and graphically displayed. It is shown that the
steady state is attained at shorter times as a result of the application of stratification on the flow.

Keywords: Thermal Stratification; Chemical Reaction; Heat and Mass Transfer; Vertical Plate; Schimdt Number
PACS: 47.55.P-, 44.25.+f, 44.05.4-e, 47.11.-j

1. INTRODUCTION

The phenomena of thermal stratification is widely observed in natural systems like lakes and oceans. The
dynamics of the flow can be further complicated by the existence of chemical reactions. In this article, we seek to
figure out the effects of thermal stratification on flow dynamics and interactions with chemical reactions.There
are numerous applications for this research. It can be utilized to create chemical reactors and heat exchangers
that are more effective. It can also be used to investigate the impact of thermal stratification on the performance
of cooling systems in electrical equipment.

The combined impact of thermal stratification and chemical reaction flow past an infinite vertical plate
has never been studied before, and this study is the first to do so. [1, 2] and [3] investigated unsteady flows in
a Stably Stratified Fluid, focusing on infinite plates. Furthermore, buoyancy-driven flows in a stratified fluid
were examined by [4] and [5]. [6] came up with an analytical solution to describe how fluid would flow past an
infinite vertical plate that had been affected chemically. In their research, [7] and [8] look at what happens when
a chemical reaction is applied to an infinite vertical plate under various conditions. [9] and [10] investigate the
combined Effects of Chemical Reaction and Thermal stratification on MHD flow for vertical stretching surfaces.
Similarly, [11] researched the consequences of non-Newtonian fluid flow over a porous medium on both effects.

In this paper, we derived the special solutions for Sc¢ = 1 and classical solutions for the case S = 0 (without
stratification). These solutions are compared with the primary solutions, and graphs are used to demonstrate the
differences. The impacts of physical parameters on velocity, temperature, and concentration profiles, including
the thermal stratification parameter (5), thermal Grashof number (Gr), mass Grashof number (Ge), Schimdt
number (Sc¢), Chemical Reaction Parameter (K'), and time (t), are explored and presented in graphs. The results
of this research have a wide range of applications in a variety of industries and chemical factories. Additionally,
this research is to be helpful for chemical processing tasks like fibre drawing, crystal extraction from melts, and
polymer manufacturing.

2. MATHEMATICAL ANALYSIS

We investigate the unsteady flow of a viscous in-compressible stratified fluid past an infinite vertical plate
with chemical reaction effects. The diffusing species and the fluid are thought to be involved in a first-order
chemical reaction. We use a coordinate system in which the z’ axis is taken vertically upward along the plate
and the y’ axis is taken normal to the plate to explore the flow scenario as seen in Fig.1. The temperature 77
and concentration C’_ of the plate and the fluid are initially the same. The plate temperature is raised to T},
and the concentration level is raised to C/, at time ¢’ > 0. Since the plate has an endless length, all flow variables
are independent of ' and are solely affected by 4’ and t’. As a result, we get a one-dimensional flow flow with
only one non-zero vertical velocity component, u’. The equations for motion, energy, and concentration are
then represented by Boussinesgs’ approximation as follows:
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Figure 1. Physical Model and coordinate system
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with the following initial and boundary Conditions:

u'=0 T =T., c'=Cl
W= =T, o'=c,
u =0 T — T, ' — O

dT

where, v = dd%f +Cip denotes the thermal stratification parameter and =

T

vy’ t' <0

aty =0,t >0
asy — oo, t’ >0

= denotes the vertical temperature

convection known as thermal stratification. In addition, Ci represents the rate of reversible work done on fluid
P

particles by compression, often known as work of compression. The variable (y) will be referred to as the
thermal stratification parameter in our research because the compression work is relatively minimal. For the
purpose of testing computational methods, compression work is kept as an additive to thermal stratification.

Now, we express the reference velocity, length, and time as follows:

2/3

1/3

— T/ _ T/ 1/3 — 4 t — v
I LS P A ) R P A o8 L
and we provide non-dimensional quantities in the following:
U:l/ t:t—/ y:y; 9:% :% GT:M
up’ to’ Yo' T, - T%’ C, —CL’ ug
v(C!, - C! K

Gc:—gﬁy( = °°), Pr:K, 5’0217 K:—V;, Sziﬁy 7

ug a D ug uo(Th, —Th)

The non-dimensional forms of the equations (1)-(3) are given by

ou 0*U
E = G?"Q‘FGCC‘FW
2

% _ 190

o Proy
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ot Sc dy

Non-dimensional form of initial and boundary Conditions are:

U=0 =0 C=0 Vy,t <0
U=0 0=1 c=1 aty=0,t>0
U=0 0—0 C—0 asy — 00,t >0 (7)

3. METHOD OF SOLUTION

The non-dimensional governing equations (4)- (6) with boundary conditions (7) are solved using Laplace’s
transform method for Pr = 1. Hence, the expressions for concentration, velocity and temperature with the help
of [12] and [13] are given by

cC = % e~ IVSeRtop £ (77\/57 — \/ﬁ) + 2V St fe (77\/@ + \/ﬁ)} (8)
U = e (O LAGA) + A} + (Co = iC) (RGAB+iB) + fo(—id, B+ iB)}
(O iC3) {aliA, B~ iBy) + o(—id, B~ By} + oo [(Dy 1) {a(id) ~ A(~id)}
+(D2 4+ iD3) {f2(iA, B +iB;1) — fa(—iA, B +1iB1)} + (D2 — iD3) { f2(iA, B — iBy)
oA, B~ iBO)Y] + o {1(G4) — f(-id)
(ScG—Cl) {C; {e’znv ScKtopfe (77\/§ — \/E) + e2VSeKt o g (77\/§+ @)}
+(Ca —iC3) {f3(K, B +iB1)} + (C2 +iC3) { f3(K, B — iB1)}] 9)
0 = Mé(ic_l)[cl {f1GA) = fi(=iA)} + (Co — iC5) {f2(iA, B + iBy) — fo(—iA, B +iBy)}
H(Ca +iCa) LaiA, B = iB1) = f(—iA B =B} + 52 sy (B UAGA) + (i)
+(Bs — il3) { f2(iA, B +iB1) + fo(—iA, B +iB1)} + (B2 + iE3) {f2(i4, B — iB1)
oA, B~ B + 5 LAGA) + fi(~i4)
_(55?61)2 [E; {e’z”merfc (n\/Si — @) + 62"‘/@67"1”0 (77\/% + \/E)}
+(E2 —iFE3) f3(K, B +iB1) + (Ea + ik3) f3(K, B — iBy)] (10)
where,
oy = _ SeK A V/SGr _ B
n_ﬁ’ A=v5Gr, B= Se—1’ B = Se—1  Se-1’ G = (B2 + B?)
—-B —B; B? B?
C=smamy “Twmrmy DT @mamy DRTamam)

BB, 1 -1 B
Dy=—— " Ey=—— Ey=—— 0 FE3=——
ST o2+ B2 T (B2+B?) P 2B2+B2) T 2B(B%+ B2

Also, f;’s are inverse Laplace’s transforms given by

fi(ip) = L7* i fa(i +igqy) = L1 e f3( +igy) = L1 eveTy )
= s 5 - B 9 9 ? = -
1(2p B 2P, 1 q2 St @+ ig 3P, 41 q2 St tin

We separate the complex arguments of the error function contained in the previous expressions into real
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and imaginary parts using the formulas provided by [13].

3.1. Special Case [For Sc=1]

We came up with answers for the special case where Sc = 1. Hence, the solutions for the special case are
as follows:

o % (720 Rierfe (n - V) + 7V ierfe (n+ VED) | (11)
U = s )+ A+ 5 (G4 g ) (A - Al-ia)
_Q(KIQ{% |72 erfe (n = VEL) + 2V Rlerfe (3 + VEL) | (12)
o= g (A - i + ) (1 5 ) (i) + A
z(Kszicfp) {e*2nmerfc (77 - \/ﬁ) + VR fe (77 - \/ﬁ)} (13)

3.2. Classical Case (S=0)

We derived solutions for the classical case of no thermal stratification (S = 0). We want to compare
the results of the fluid with thermal stratification to the case with no stratification. Hence, the corresponding
solutions for the classical case is given by :

0. = = erfe(n) "
Ue = %g”c [2€ch (n) — e Pt {6_2n “Plerfe (77 - \/TBt) + eznmerfc (77 + @)}

- {e‘Qnmerfc (n\/§ - @) + eQnmerfc (n\/@ + m)}
+e~ B {6_27’\/ Se(K=Btey fe (77\/@ - \/M) + 2V SE=B)t oy £ (n\/§ + V(K - B)t) H

+2tnGr {e_\/’; —nerfe (17)} (15)

3.3. Skin-Friction

The non-dimensional Skin-Friction, which is determined as shear stress on the surface, is obtained by

v
dy

T =

y=0

The solution for the Skin-Friction is calculated from the solution of Velocity profile U, represented by (9), as
follows:

B Ge cos At A |Sc _ky cos At Sc gy
T = Soo1 Cl{\/ﬁ + 2(r1 ro) — VScK erf(V Kt) —¢ }—1—202{\/%7 —¢

+€73t {(Cgpl + Cng)(T'g COS Blt + 1y sin Blt) + (Cgpl - CQQl)(T4 COS Blt — T3 sin Blt)}
+eiBt {(CQPQ — C3Q2)(7’5 cos Bit — rg sin Blt) — (C3P2 + CQQQ)(’/‘G cos Bt + rg sin Blt)}

—2¢ B/ Sc {(CaP3 — C3Q3)(r7 cos Byt — rgsin Bit) — (C3Ps + CoQ3)(rg cos Byt + ry sin Blt)}}
A | sin At A Ge —sin At A 2D, sin At
+oy—F— /5 (n+ +— (D1 =) ———+1/5 (n+ -
S { vt 2 (1 T2)} A (D1 ){ Vot 2 (1 T‘g)} Vot

+e B {(Dy Py — D3Q1)(ry cos Byt — r3sin Bit) + (D3Py + DoQ1)(r3 cos Byt + rysin Byt)}
+€73t {(D2P2 —+ DgQQ)(Tﬁ COS Blt + 75 sin Blt) — (D3P2 — DQQQ)(T’5 COS Blt —Tg sin Blt)}]

The solution for the Skin-Friction for the special case is given from the expression (12), which is represented
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KGec | cos At A e Kt
S VE (ry = 1) —VE erf(VE?) —
T Kt A% | Vat + 5 (r1—r2) \Ferf( ) \/H]
‘A l_'_ Gce sin At é(r 1)
ST K2+A%) | /xl g VTR

The solution for the Skin-Friction for the classical case is given from the expression (15), which is represented
by

t
e = \fGr + ;—; [e*Bt {\/SC(K "B) erf(\/(K —B)t) —vV—B er f(\/—Bt)} ~ VSeK erf(VK?)
0 c
3.4. Nusselt Number
The non-dimensional Nusselt number, which is determined as the rate of heat transfer, is obtained by

de

Nu= -~
u dy

y=0
The solution for the Nusselt number is calculated from the solution of Temperature profile 6, represented by
(10), as follows:

Nu — cosAt+ é(r S o)+ SGe —SinAt+ é(r + ) _2CgsinAt
I~ 2 VA=) | VAt g VP2 Vit

+6_Bt {(Cgpl + C3Q1)(7”4 cos Bit — r3sin Blt) — (C3P1 — CQQl)(’/‘g cos Bit + rysin B1t)}
+€_Bt {(CQPQ — CgQQ)(T@ cos Bit + r5 sin Blt) + (C3P2 + CQQQ)(TS cos Bit — rg sin Blt)}]

SGe cos At A — — Sc i
+m E1 {\/H + 5 (T1 — 7“2) — ScK erf( Kt) — E@ }
A
+2E, {C()s\/{f — ije_Kt} +e Bt {(E2Py + E3Q1)(r3cosBit + r48in Bit)}
T

+(E3P1 — EQQl)(T4COSBlt — T3 sin Blt) + SiBt {(EQPQ — EgQQ)(?"g,COSBlt —Tg sin Blt)
—(E3Py + F2Qo)(recosBit 4 r5sin Bit)} — 2e P/ Sc {(EyPs — F3Q3)(rrcos Byt — rg sin Bit)
—(E5P5 + E3Q3)(rscosByt + rysin Byt)}]

The solution for the Nusselt number for the special case is given from the expression (13), which is repre-

sented by
_sinAt+ /é(r 1) +(1+ SGc ) cosAt+ /é(r 1)

- [ﬁ er F(VET) + V;}

The solution for the Nusselt number for the classical case is given from the expression (14), which is
represented by

SKGc

Nu* =
“ A(K? 1 A2)

3.5. Sherwood Number
The non-dimensional Sherwood number, which is determined as the rate of mass transfer, is obtained by

aC

y=0

The solution for the Sherwood number is calculated from the solution of Concentration profile C, represented
by (8), as follows:
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Sh = chKerf(\/Ft)—&—\/ie_Kt

The solution for the Sherwood number for the special case is given from the expression (11), which is
represented by

Sh* = VK erf(VKt) + L e Kt

Ey

where,

By =+/B>+(A—B,)?, Bs=+\/B2+(A+By)?, By=/(K-B)?+B? P = BQ;B

/B2+B | B /B3+B /B4— K B)

B+K B . - .
Q3 = 4—), V=B+i(A—-B1) =P +iQ:, —-B+i(A+ B1)=P,+iQ2,

2
VK —B+iBy = Ps+iQs, erf(ViAt) =1 +iry, erf(PivVt+iQiVt) = rs + iry,
erf(PoVt+iQaVt) =15 +irg, erf(P3vt+iQsVt) = rr +irs

4. RESULT AND DISCUSSIONS

In order to better understand the physical significance of the problem, we calculated the velocity, temper-
ature, concentration, Skin friction, Nusselt number, and Sherwood number using the solutions we found in the
previous sections, for different values of the physical parameters Gr, Ge, Sc, K, S and time ¢t. Additionally, we
represented them graphically in Figures 2-15.

n

Figure 2. Effects of S on Velocity Profile for Gr = Figure 3. Effects of Gr and Gc on Velocity Profile for
5,Gc=5,t=1.6,5¢=0.6,K =02 S =0.5,5=06,t=16,K=0.2

Figure 2 illustrates how the velocity profiles are affected by thermal stratification (S). It can be seen that
the velocity is lowered due to thermal stratification. According to Figure 3, increasing Ge results in an increase
in velocity, whereas increasing Gr results in a drop in velocity. The fluid’s velocity was shown at various values
of Sc and K in figures 4 and 5. As Sc and K values grow, the fluid velocity falls.

The influence of thermal stratification on fluid velocity and temperature is plotted against time in Figures
6 and 7. Without stratification, the velocity and temperature grow continuously over time; however, when
stratification occurs, they eventually reach a stable condition. This study is more realistic than earlier ones with
no stratification because it applies thermal stratification, which lowers velocity and temperature in comparison
to the classical scenario (S = 0).

Time-varying velocity and temperature patterns are shown in Figures 8 and 9. The velocity is observed
to increase with time and diminish to zero as the distance from the plate increases. However, temperatures fall
over time and eventually reach absolute zero as one moves away from the plate.
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The impact of thermal stratification on the temperature is seen in Figure 10. As the parameters of thermal
stratification are raised, it is seen that the temperature drops. Figures 11, 12, and 13 demonstrate the impacts

Figure 4. Effects of Sc on Velocity Profile for Gr =
5,Ge=5,5=05,t=1.6,K=0.2

25

20t

Po 00

o =~oo
13 =N

Figure 5. Effects of K on Velocity Profile for Gr =

5 Gc=5,5=0.5,5¢=0.6,t=1.6

0.6

04r

Figure 6. Effects of S on Velocity Profile against time Figure 7. Effects of S on Temperature Profile against

for Gr =5,Gec=5,5¢=0.6,y =16, K =0.2

Figure 8. Velocity Profile at different time for Gr =
5 Gec=5,85=0.5,5¢=0.6, K =0.2

time for Gr =5,Gc =5,5¢=10.6,y =1.9, K = 0.2

Figure 9. Temperature Profile at different time for
Gr=5,Gc=5,8§=0.5,5¢=0.6, K =0.2
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Gr=5, Ge=5

08l - Gr=10, Ge=5 [

-0.6

0 0.5 1 1.5 2
n n

Figure 10. Effects of S on Temperature Profile for Figure 11. Effects of Gr and Gc¢ on Temperature
Gr=5,Gec=5,,5=0.6,t=0.6, K =0.2 Profile for S = 0.5,S¢=0.6,t = 0.6, K = 0.2

1
Sc=0.1 1 ——K=0.2
................. Sc=0.5 | e K=0.5
—Sc=1.0{] 08 —K=1.0
K=2.0
0.6f
0.4f
=) (==}
0.2
of _——
-0.2¢
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0 1 2 3 4 0 0.5 1 1.5 2
n n

Figure 12. Effects of Sc on Concentration Profile for Figure 13. Effects of K on Temperature Profile for
Gr=5Gc=55=05t=14K=02 Gr=5,Gc=5,5=05,Sc=0.6,t =14

Figure 14. Effects of S on Skin friction for Gr = Figure 15. Effects of S on Nusselt Number for Gr =
5 Ge=5,5=0.1,K=0.2 5 Ge=5,5=0.1,K=0.2

of Gr,Sc, K and K ,on temperature profile respectively. The temperature drops for higher values of Gc¢ and
lower values of Gr, Sc, K.
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The effect of Thermal Stratification can be seen in Figures 14 and 15, which show skin friction and the
Nusselt number, respectively. In the presence of stratification, they significantly increase in comparison to when
there is no stratification.

5. CONCLUSION

We investigated at how chemical reactions affect the flow past an infinite vertical plate when there are
different levels of temperature. The results found in the present study are compared to those found in the
classical scenario, when stratification does not occur. The velocity of the fluid declines as S, K, Sc, and Gr
increase, but it goes up as Gc increases. The application of thermal stratification, which reduces velocity
and temperature relative to the classical case (S = 0), makes this study more feasible than previous ones.
Temperature drops when K, Sc, and Ge drop; conversely, it drops when S, Gr, and time rise. The temperature
is maximum at the plate and drops to zero at greater distances from the plate, as demonstrated in research
paper [2]. Thermal stratification makes the Nusselt number oscillate more frequently.
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BIIJINB TEPMIYHOI CTPATI/I(I)IKA]_[Ii HA TIOTIK IIOB3 HECKIHYEHHY

BEPTUKAJIBHY IIJIACTHHY 3A HASBHOCTI XIMIYHOI PEAKHIT
Pynam ITTankap Har, Pyapa Kanra leka
Daxyavmem mamemamury, Ynisepcumem Iayzami, l'yeaxami-781014, Accam, Indis
Y OpoMy JOCTIiIZKEHHI JOCTIIKYEThCH, 9K TeIJIOBE PO3IIaPyBAHHS BINIMBAE HA PYX PLOUHU 32 HAABHOCTI XiMIYHOI peakIiil
[epIIOro MOPSIIKY II0B3 HECKIHYeHHY BepTUKAJIbHY ITacTuHy. [l1si po3B’s3yBaHHs 0€3pO3MipHHX KEPYIOUHX DIBHSHD y
3amkHyTI# dopmi mpu Pr = 1 3acTocoBano cucrtemy meperBopens Jlammaca. Pe3ynbpraru, orpuMatni B /jisi yMOB TepMi-
9HO0l cTpaTudikamii, TOPIBHIOIOTHCS 3 BUIIAIKOM BiICYTHOCTI crparudikarii. Brins 6ararbox mapameTrpiB, BKIIOYAI0YN
S, K, Gr, Gc, Sc i yacy, Ha WIBHIKICTb, T€MIIEPATYDY, KOHIIEHTDALIIO, lIOBEpXHEBe TepTs, duciao Hyccesibra ta 4mcio
[MIepByma mocaimKyeThes Ta BimobpaykaeThcs rpadiuno. [TokazaHno, Mo cTaioHapHUN CTAH JOCATAETHCS 33 MEHIIHI Jac
B pe3yJIbTaTi 3aCTOCYBAHHS CTpATU(DIKAIl IOTOKY.

Kuiro4uoBi ciioBa: mepmivha cmpamu@ikayia; TIMIYHG DEGKYLA; TNENAO- TG MACOOOMIH; 6EPTNUKAAOHA NAGCTNUHG; YUCAO
I mioma
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The current study illuminates the enactment of tangent hyperbolic nanofluid past a bidirectional stretchable surface. The phenomena
of heat and mass transfer with joule heating, chemical reaction and thermal radiation have been debated. For motivation of problem
convective boundary conditions and heat source are part of this study. The modeled partial differential equations are mended into
ordinary differential equations with the help of appropriate self-similarity transformations. Furthermore, the resulting system of ODEs
is numerically handled by using well-established shooting scheme and acquired numerical outcomes are compared with ND Solve
command of Mathematica. The Effects of prominent parameters on velocity, temperature and volumetric concentration distribution are
inspected through graphs. The influence of emerging parameters involved in this study on flow and heat removal features are
deliberated in detail. As we are increasing the values of power-law index n, Prandtl number Pr and Magnetic parameter M, outcomes
increment in skin friction coefficient while decline in the Nusselt number is seen.

Keywords: Shooting Method; Tangent hyperbolic nanofluid; MHD, Joule heating; chemical reaction

PACS: 44.05.+e, 44.10.+1, 44.30.+v, 47.10.ad

INTRODUCTION

Due to wider applications of non-Newtonian fluid, many researchers paid their attention, in the last few years. The
applications of non-Newtonian fluids contain food products, personal protective equipment braking and damping devices,
printing technology and drag reducing agents. Shampoo, melted butter, blood, paint, cornstarch, starch suspensions,
toothpaste, custard and Ketchup are examples of such type of fluids [1].

One of the most significant kinds of non-Newtonian fluid is Tangent hyperbolic. Kumar et al. [2] reported that the
Tangent hyperbolic fluid has capability to illustrate the behavior of shear thinning. Rehman et al. [3] examined the
interplay between the stratification of tangent hyperbolic fluid and the combined effects of thermal radiation, and
concluded that with the greater value of solar radiation, there are escalations in the fluid temperature. Shafiq et al. [4]
discovered the magnetic flow of bio convective tangent hyperbolic fluid containing swimming microorganism with
thermal effects and they reported that the temperature field surge for higher value of thermophoresis parameter.
Salahuddin et al. [5] examined the tangent hyperbolic due to stretched cylinder across the stagnation point. Naseer et al.
[6] exposed the concept of tangent fluid for buoyancy and thermal effects and reported that the temperature function
decreased with increasing value of Prandtl number. Prabhakar et al. [7] scrutinized the flow tangent hyperbolic fluid with
influence of inclined Lorentz forces due to stretched surface.

Nanofluid is an important category of non-Newtonian fluids having nanometer-sized particles. propylene glycol,
water, ethylene glycol etc., are base fluids, to boost the thermal conductivity of base fluid’s nanoparticles are used.
Nanofluids are the homogeneous typical combination of nanoparticles are usually made by metals (Cu, Zn, Al), nonmetals
(nanotubes, boron, carbon) and carbides (SiC, FesC, CaC,) with base fluids (glycol, water and ethylene glycol) [8]. The
inclusion of a modest number of nanoparticles improved the thermal conductivity of heat transfer fluids, according to
research by Choi et al. [9]. The concept of increasing the heat conductivity by using nanoparticles was first proposed by
Choi and Eastman [10]. Izadi et al. [11] inspected the behavior of nanofluid with laminar forced flow. As noted by Wong
et al. [12], they have numerous engineering and biomedical uses, including as in microelectronics, nuclear reactors,
process industries, and cancer therapy. Nayak et al. [13] explored the influence of solar radiation on electrical conducting
nanofluid dur to vertical sheet.

The study of squeezing flows in several commercial and practical applications in unusual domains including
pharmaceutical manufacturing, energy production, polymer exclusion, energy in space technology, nuclear reactors,
chemical reactions, and solar energy in space technology aim to slow down and employed other technologies. In industrial
applications, squeezing flows are used in lubrication, bearings and motors. Lin et al. [14] exhibited the qualities of electrical
conducting squeezed fluid flow among annular vertical plates. Thermal radiation and heat transfer has numerous uses in
production procedures, semiconductors, chemical processes, engineering, and other several areas of technology. The micro
convection thermal effect in two phase mixtures is, according to Sohn and Chen [15], more potent than it is in a single-phase

7 Cite as: M. Jawad, M. Alam, K.S. Nisar, East Eur. J. Phys. 3, 233 (2023), https://doi.org/10.26565/2312-4334-2023-3-20
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fluid. Makinde [16] deliberated the radiative flow of heat transfer free convection in the presence of porous sheet. Hussain
et al. [17] premeditated the heat transfer phenomena in squeezing flow with thermal radiation and bio convection between
two equivalent plates. Hayat et al. [18] debated the influence of solar radiation in Jeffery squeezing fluid flow. Additional
study on the influence of heat transfer process and thermal radiation in fluid flow can be considered in [19-21].

The study of electrically conducting fluids with magnetic field is known as magneto hydrodynamics MHD.
Magneto-hydrodynamic flow has many presentations in numerous fields of science engineering like MHD accelerator,
power generator, heat exchangers and cooling of reactors as deliberated by Hari et al. [22]. Rashidi et al. [23] determined
the electrical conducting flow of nanofluid with nonlinear radiation due to vertical stretched surface. Zhang et al. [24]
inspected the radiative flow of MHD nanofluid with heat flux, variable surface and chemical reaction.

The illustration of this investigation is to study the numerical outcomes of electrical conducting fluid flow of
hyperbolic nanofluid fluid joule heating and chemical diffusion due to stretching sheet using convective boundary
conditions. The couple of nonlinear PDEs of governing model are transformed into a set ODEs by use of appropriate
revolution called similarity function. Operating the shooting scheme numerous mathematical outcomes are validated.
Furthermore, impression of effective parameters is talk about through graphs in detail.

MATHEMATICAL ANALYSIS
Consider the laminar, 2d electrical conducting tangent hyperbolic nanofluid due to vertical stretched sheet.
Moreover, the influence of Joule heating and thermal radiation are part of this investigation. Convective boundary
conditions are applied for motivation of problem. Where u and v are component of flow of fluid. MHD effect having
strength B, is considered perpendicular to the sheet. The governing equation including influence of thermal radiation,

browning motion, chemical reaction and thermophoresis are described as [25-33]:

ou  dv
T =0 ey
_ 6_u du\ 0°u  oBou
u—+v——v(1 n) +2v 1"( )By I 2)
LU S (i acy (or\ | br (9T\*] 4 oBo®w? 1 dar Qo (p _
Uax + vay sa (ayZ) ta [DB (6y) (63/) + Too (63/) ] + Pf (po)f 0y (Pc)f( ), )
—+‘U5_D36y +_(6y) K(C Coo) (4)
The associated boundary conditions are given
- —0 g _ - 9¢  brar _ —
u=u,,v=0, Kay_hf(Tf T)’DBay Tway—O,at y=0, )
U->UyT—>TyC—>Cxhas y— .
SIMILARITY TRANSFORMATION
The similarity variables are illustrated as:
C—Coo T-Teo a ]
= Jarran, 1= [ty o ==, o == u= v =-2, ®
As aresult, Eq. (1) is satisfied identically and equations (2-4) are transformed as:
(1 _ n)flu +ff/r _le _ Mf, + nWefme =0, (7)
(1+€0+3N,)6" + P.fO’ + RMECf™ + P.Nb 0’ + P,Nt6" + P,A6 = 0, (8)
" + 9” +Sc fo' + Sckip =0, ©)
The boundary conditions are converted as:
f) =0, f'(0)=1,6"(0) = Bi(6(0) — 1),Nb ¢'(0) + Nt6'(0) = 0,at n =0, (10)
f'(0) =0, 6(0) >0, ¢p(0) =0, as n - co.

Where
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Nt = (PC)pDT(Tf'Too)' We = \/5a3x1"' Nb = (PC)pDB(Coo)’ = L’ A= % ,
(PO)VTeo Vo (be)pv Dp a(po)y (an
Bi =£JE, M=% g OOPTTe) v 40T
k A\Ja pfa (pc)fva a k*k
PHYSICAL QUANTITIES OF INTEREST
The physical quantities are defined as:
= _Tw_ = Xw
Cf - quZ: Nux - k(T—’Too)’ (12)
where:
_ ou | nr (ou)?
Tw—u((l—n)5+5(5) >, (13)
160*TS\ 0T
Qw = —k (1 ek )5'
The physical quantities in non-dimensional form:
CVRe, = (1= 1)+ 2WL1"(©)) £(0)
’ (14)
-1/2 4 ,
Nu,Re;? = — (1 + —NT) 9'(0).
3
2
Where Re,, = % is local Reynolds number.
NUMERICAL SOLUTION
Above equations (7-9) are coupled and highly nonlinear therefore exact solution is not applicable.
" = oo U2+ M = ff] I
(1-n)+nWef'! ’
"no_ _ Pr / rnt 2 2
0" = —(1+<—:6+§NT) [f6' + Nbp'6' + Nt0'> + MEcf'* + A6], (15)
n Nt " !
" =1,0 — fScp’ — Sckq¢.
Boundary condition in dimensionless shape is:
yim =0, y2(n) =1, ys(m) = Bi(ya(n) — 1),

y2(0) =0, y4(0) >0, yg(wo) >0, as n-o

Let us put f=y, f'=y, "=y " =9'0=0,0"=y5,0" =y5", ¢ =ys, ' =7, ¢" =y;". The
equations (15) and (16) are written as:

r

Y1 =2
[—

V2 =3

r_ Y3+My,—y1Y3

- (1-n)+nWeys

yi' =5
' = — Pr(y1Y5+Nby;Ys+Ays+NtyZ+2MEcy3) (17
5 (1+69+§NT)

Y6 =7
! Nt I
y;' = =Scy,y; — Scky; + Vs

V3

y1(0)=0, y,(0)=1, y;(0)=1 y,(0)=m

. NE - (18)
ys(0) =Bi(t 1), ys(0)=n y,(0) =—-Bi(t—1).
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RESULT AND DISCUSSION

The revelation of the section is to study the numerical outcomes exemplified in the form of graphs. The influence of
emerging parameters like power-law index n, Magnetic parameter M, Prandtl number Pr, thermophoresis parameter Nt,
thermal radiation parameter Nr, Weissenberg number We and Brownian motion parameter Nb on velocity, temperature
and concentration field are discussed. The influence of the power-law index for non-dimensional velocity function is
depicted in Figure 1. it is noted that velocity field is decreased as an increment in power-law index n. Because increased
magnitude of n decreases fluid flow. The impression of Hartmann number M on velocity profile f' and temperature
profile 8 are presented in Figures (2-3).

1.0 T T T T T 1.0 T T T T T 1.0

08 0L 10,02 03 08 0.8
a=04 10050 M=1,223.4

08 08 0.8
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Figure 1. Distribution of ' for power-law  Figure 2. Distribution of f' for Hartmann  Figure 3. Distribution of 8 for Hartmann

index n number M number M

Figure 2 is plotted to imagine that the flow profile is diminished for improving values of Hartmann number M. In
Figure 3, temperature field illustrates growing behavior for the increase of Hartmann number M. Physically, Magnetic
field increases Lorentz forces, reducing fluid motion. The impact of Prandtl number Pr on temperature distribution 8 and
volumetric concentration distribution are exhibited in Figures (4-5).

1.0 T T T T T 1.0 T T T T T 1.0

0.8
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08 Nb=10.1,0.5,1.0, 1.5

Figure 4. Distribution of 6 for Prandtl Figure 5. Distribution of ¢ for Prandtl Figure 6. Distribution of 8 for Brownian
number Pr number Pr motion parameter Nb

Figure 4 is drawn to explore the influence of the Prandtl number Pr on energy field 6. It is cleared that for increasing
value of Prandtl number Pr the energy distribution 6 declines. Because of heat transfer rate decreases for increased Pr
values. Figure 5, concentration field illustrates growing behavior for the increase of Prandtl number Pr. The impact of
Brownian motion parameter Nb on temperature field 8 and concentration field are exhibited in Figures (6-7).

1.0 T T T T T 1.0 T T T T T 1.0

0.8 0.8 ] Nt=0.1,0.5,1.0, 1.5
Nb=03,05,1.0,18 Nt=0.1, 0.5, 1.0, 1.5 0.5
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Figure 7. Distribution of ¢ for Brownian Figure 8. Distribution of 6 for Figure 9. Distribution of ¢ for
motion parameter Nb thermophoresis parameter Nt thermophoresis parameter Nt

Figure 6 is depicted to explore the manipulate of the Brownian motion parameter Nb on energy field 6. It is noted
that for increasing value of Brownian motion parameter Nb the energy distribution 8 increases. Because of heat transfer
rate decreases for increased Nb values. Figure 7, concentration field illustrates growing behavior for the increase of
Brownian motion parameter Nb. Figures (8-9) are communicated to imagine the influence of Nt on the energy and
concentration distribution. In figures 8, it is observed that temperature function 6 establish a growth for rising values of
thermophoresis parameter. Figure 9 is drawn to explore the influence of the thermophoresis parameter Nt on
concentration field ¢. It is cleared that for increasing value of thermophoresis parameter Nt the concentration distribution
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¢ declines. Basically, heated particles move away from high temperatures, increasing fluid temperature. Figure 10
characterizes that by improving the values of (seen with the variable thermal conductivity) small parameter € energy
distribution 6 also augmented. Figure 11 represents that by increasing the value of thermal radiation parameter Nr fluid
temperature also increased. Physically, increase in thermal Radiation parameter increases energy flow to fluids). Figure 12
is pinched to investigate the stimulus of the Schmidt Sc on concentration field ¢. It is evaporated that for increasing value
of Schmidt Sc the concentration field ¢ declines.

1.0

0.8

€=05,1,15,2 T Nr=1,15,2,25 Sc=1,2,3,4

0e

Figure 10. Distribution of 6 for small Figure 11. Distribution of 6 for radiation Figure 12. Distribution of ¢ for Schmidt
parameter € parameter Nr number Sc

CONCLUSION
In this investigation, tangent hyperbolic flow of nanofluid due to stretched sheet with joule heating, and heat source
is examined. Chemical diffusion and thermal radiation are part of this study. First of all, velocity, temperature and
volumetric concentration equations are transformed into the set of ODEs by expending similarity variables. The resulting
system of ODEs is numerically handled by using well-established shooting scheme and acquired numerical outcomes.
These outcomes are useful in the field of engineering and technology due to heat transfer.
The key findings are listed below.
e By increasing the values of power-law index n and Hartmann number M velocity profile declines.
e By increasing values of thermal radiation N7, thermophoresis parameter Nt and Brownian motion parameter Nb
temperature field 8 also increases.
e Strong abatement in temperature distribution is noted for raising values of Pr.
e Concentration and temperature and increase by increasing thermophoresis parameter Nt
e  Concentration decreases by increasing Schmidt number Sc.
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JOCTII)KEHHSA TENJIOBUITPOMIHIOBAJIBHOI'O JOTHYHOI'O I'MIEPBOJITYHOT' O
IIOTOKY HAHOPIIUHHU B YMOBAX PO3TSITHEHHS ITIOBEPXHI
Myxamman Jxxasan?®, My6in AnamP, Korrakkapan Cynni Hicap®
“Dakynomem mamemamuru, Buwuii ynisepcumem Jlaxopa, @aiicarabaocvkuii cyokamnyc, Paiicanabao 38000, [lakucman
bﬂenapma/wenm mamemamuxu, Deticanabadcvruil ynigepcumem, Paticanabao 38000, Ilaxucman
‘@akynomem mamemamuku, Koneoc npupoonuqux i cymanimapnux nayk 6 Anxapooici, Yunisepcumem npunya Cammama 6in
A6oynasziza, Anxapoxc 11942, Cayoiscvka Apagis

[ToTouHe oCIiKEHHSI BUCBITIIIOE MOTIK JOTUYHOTO rinepOoivHOro HaHO(IIIOi Ty ITOB3 ABOHAINPABIIEHY IIOBEPXHIO, IO PO3TATYETHCS.
OOroBoproBajIuCsl SIBHIIA TEIUIO- Ta MAacOIEPEeHOCY 3 JDKOYJIEBUM HArpiBaHHAM, XIMIYHHMH pEak.iiMH Ta TEIUIOBUM
BUNPOMiHIOBaHHAM. J[JI1 MOCTAHOBKM 3ajadi YaCTHHOIO IbOTO JOCTIPKeHHsI OyJM KOHBEKTHBHI TPaHWYHI YMOBH Ta HAasBHICTbH
JDKepena Teria. 3MOoaeboBaHi audepeHianbHi PIBHSIHHI B YaCTKOBHX IMOXiJHUX HEPETBOPIOIOTHCS Ha 3BHYaiHI An(epeHIianbHi
PIBHSHHS 32 IOTIOMOTOIO BiIOBIZHMX CaMOMOAIOHKX mepeTBopeHs. Kpim toro, otpumana cuctema ODE uncensHO 00pobmseTses 3a
JOTIOMOTOI0 TOOpEe HAJIaroKEHOTO METOAa CTPLIbOM, a OTpUMaHi YUCIOBI pe3yJbTaTH IOPIBHIOIOTHCA 3 KomaHaor ND Solve y
Mathematica. BruimB 0CHOBHMX IapaMeTpiB Ha IIBHIKICTh, TEMIIEPATypy Ta PO3MOALUT 00’€MHOI KOHIIEHTpaIil MepeBipsIeThes 3a
JoroMororo rpagikis. [leTaabHO PO3MIISTHYTO BIUIMB HOBHX ITapaMeTpiB, 3aydeHUX JO0 IBOTO JOCHIIIKEHHS, Ha 0COOIMBOCTI IIOTOKY
Ta BiABeJEHHs Terula. 3i 30UIBLIEHHSM 3HAa4YeHb CTENEHEBOro iHAeKCcy n, uucia I[Ipannrins Pr i marHiTHOoro mnapamerpa M
crioctepiraerhces 301UIbIICHHS KoedillieHTa IIKipHOTO TepTs MY 3HIKEeHH] yncia HyccenbTa.
KirouoBi cnoBa: memoo cmpineou, oomuyna cinepooniuna nanopiouna;, MIJJ; [ocoynege naepisanns, ximiuna peaxyis
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In this work, we study the properties of slow electromagnetic surface TM-waves propagating along the planar waveguide structure
involving the mu-negative metamaterial slab. The planar mu-negative metamaterial layer separates two semi-infinite regions: the
plasma and the conventional dielectric. All media are assumed to be linear, homogeneous, and isotropic. The dispersion properties, the
phase and group velocities, the spatial distribution of the electromagnetic fields of the TM mode in frequency range where the
metamaterial has a negative permeability are under the consideration. The properties of this TM-eigenwave of the structure and two
other TE modes are compared. It is studied the TM-eigenwave properties variation with metamaterial and plasma-like media properties
changing. It is shown that for the considered structure, the properties of the TM mode depend significantly on the parameters of the
plasma-like medium.

Keywords: mu-negative metamaterial; plasma-like media; electromagnetic surface wave; wave dispersion properties; phase and
group velocities; spatial wave structure

PACS: 52.35g. 52.50.Dg

1. INTRODUCTION

In recent years, there has been an intensive study of the properties of metamaterials. These composite materials make
it possible to create incredible combinations of electrodynamics parameters that are not found in nature [1-4]. Most often
it was about the so-called “left-handed material” because in the unbounded medium, the vectors of the electric field,
magnetic field, and wave vector of a plane waves form the left triple. This is valid for the double negative metamaterials,
in which the both permittivity and permeability are negative. The properties of surface electromagnetic waves in the
metamaterials were studied [5-13]. Mainly it was studied such double negative metamaterials.

It is an obvious fact that creation of material with only negative permeability is easier that for the double negative
ones [14]. In a number of works [15-17] the properties of surface electromagnetic waves in such mu-negative
metamaterials have been studied. The application areas of the considered modes are very wide from the signal
transmission and processing, the sensing and detection, the particles accelerators, the photovoltaic and many
others [18-20].

In the present work, it has been studied slow electromagnetic waves that propagate in planar waveguide structures
involving both mu-negative metamaterial and plasma.

2. TASK SETTING
Let’s study the properties of the electromagnetic eigenwaves that propagate in the waveguide structure that
consists of semi-infinite region of plasma-like media (x <0), the region of mu-negative metamaterial slab with
thickness d (0 < x <d ) and the semi-infinite region of conventional dielectric (x > d ) (Fig. 1).

X
Dielectric d T &, 1,

Metamaterial g, u(w)<0

» Y
Plasma-like media 0] Z &1 (w), #;

Figure 1. The studied waveguide structure

All media that construct the studied waveguide structure are considered to be homogeneous and isotropic. The
plasma-like media is characterized by the wave frequency dependent permittivity & (@) :l—wi / @ , where o, is

effective plasma frequency, w is the wave frequency and by the constant permeability g =1. The mu-negative
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metamaterial is characterized by the constant permittivity € and the permeability that depends on the wave frequency
and commonly expressed with the help of experimentally obtained expressions:

F&/
Ho)=1-———, (1
o -,
here @), is the characteristic frequency of metamaterial, @, / 27 =4 GHz and F =0,56 [14]. It was studied further the

frequency region where u(w) < 0.
On other side of the mu-negative metamaterial slab the semi-infinite region of conventional dielectric with the
constant permittivity &, and permeability u, =1 is located.

To study the propagation of the electromagnetic wave along the described structure it was assumed that the
dependence of the wave components on time ¢ and coordinate and z is expressed the following form:
E,H o E(x), H(x)exp[i(k,z - ar)], (@)

here x is coordinate perpendicular to the wave propagation direction and to the metamaterial slab. It was also assumed
that wave disturbance tends to zero far away from the metamaterial slab: lirgl E(x),H(x) - 0.
x—+o0o

For such case the system of Maxwell equations can be divided into two subsystems: one for the waves of H - type
(TE-wave) and another — the waves of E - type (TM-wave). Taking into the account the boundary conditions (the
continuity of the tangential electric and magnetic wave field components at the plasma-like medium - metamaterial
interface and at the metamaterial — conventional dielectric interface) one can obtain the dispersion equation for the E -
type wave in the following form:

hh,e; + K€€,

K€, (h€, + e, )

here b, =\[k; —€ k> , h,=+lki —&,k* , k=\Jki —&, (@)K’ , k=w/c, were c is the speed of light in vacuum.
The wave field components of the E -wave is naturally normalized on the H (0) wave component. In the plasma-

tanh(dx)+1=0, (3)

like region (x < 0 ) these E -wave field components are expressed:

hyx hyx
ek ) e h,
Ef (x)= 3 OHP(x)=ée", EN (x)=i—L 4
TW)= o ()= B ()= @
The normalized E -wave field components in the region of metamaterial slab (0 < x < d ) can be written as:
k Kx —-Kx Kx —K X i K Kx —-Kx
chw (x)=§(cme +Cype ), Hﬁd (X)=C1Ee +Cpe ™", Eju (x)=k_80(C1Ee —Cye ) (5
here C,; and C,, —are E -wave field constants.
In the dielectric region (x > d ) the normalized wave field components have the form:
D k3 —hyx D —hyx D lh2 —hyx
E](x)=—Bge™, H](x)=B,e ™, E] (x)=——2>B, ™", (6)
ke, &

here B, is E - wave field constant. The constants Cp, C,;, B, are also find from the boundary conditions and have the
following form:
hl & (h280—82 K) hl & (h280+82’()

_ — 2Kkd _
ClE_—a CZE_ e :BE_

¥ ¥

2h &g, &, NESE

o O

E E E

here W, =& ((1+&’ ") h, &, +(-1+& "), k).

According to the similarly approach the dispersion equation for the wave of H - type can be obtained in the
following form:

h hy 17 (@) + &°

o) tanh(dx)+1=0. ®)

The wave field components of the H -wave is naturally normalized on the £, (0) wave component. In the plasma

region (x < 0) the H -wave field normalized components have the following form:
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HE (1)==22 e B (x) =, Y (x) =2t ®

The normalized components of the H -wave in the region of metamaterial slab (0 < x <d ) can be written as:
__ ik
k (o)

k Kx —KXx Kx —K X
Hiu (x): k,uza))(cme T+ C,e ), E;w (x)ZCIHe +Cue ", H;” (x)z

here C,,, and C,,, —are H - wave field constants.

(Cme” —CzHe’”) (10)

In the dielectric region (x > d ) the wave field components, normalized on the £,(0) , can be written as:

Ey (x) = BH eihzx»

H (x)=k,B,e™" Ik, (11
H_(x)=iBy, he™ /k,

here B, is H - wave field constant. The constants C,,, C,, and B, can be also find from the boundary conditions and

have the following form:

_ (o) (hy u(@) + &) i

co- h, w(@) (h, p(w)—x) B, = _2h u(w)g, Q)

, 12
1“ KV, o KW, v, (12)

here W, = & (~1+& ") x+ 1+ ) h, w(w)].

3. MAIN RESULTS
To study the eigenwaves of the considered structure, let us use the following normalized variables and structure
parameters: the normalized frequency Q = @/ @, and the normalized wave number = k,c / @, , normalized metamaterial

slab thickness d = @yd /¢ and normalized plasma frequency of the plasma-like media Q, = @, / @,. Further study is

carried out for the waveguide structure with the fixed normalized metamaterial slab thickness d = 2.2 and the permittivity
€ =1. The dispersion properties of the E - and H - eigenwaves of the structure with conventional dielectric permittivity
& =1 and for two values of the plasma frequency Q,=1.5 and Q =2.0 are shown in the Fig. 2, 3, respectively. The

dashed lines on these both figures correspond to the condition 4, (k;,®)=0 and the region of the study corresponds to

the region of the slow surface waves.
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Figure 2. The dependence of the normalized frequency Q on the normalized wave number S for normalized metamaterial

slab thickness d , &, =1 and normalized plasma frequency Q, =1.5

In the studied waveguide structure only one E - wave and two H - waves can exist. In out further consideration the
wave of H - type with lower frequency will be noted as H,- wave, and the wave of such polarization with larger

frequency will be noted as H, - wave. The analysis of the dispersion properties of the eigenwaves of the considered
structure shows that the variation of the normalized plasma frequency €, has the greatest influence on the wave of
E - type (see Fig. 2, 3). When Q frequency value increases from 1.5 up to 2.0, the eigenfrequency of the E - wave also
significantly increases with the changing of wave character — from backward wave for Q, = 1.5 to forward wave for
Q, =2.0.
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Figure 3. The dependence of the normalized frequency Q on the normalized wave number S for normalized metamaterial

slab thickness d =2.2, & =1 and normalized plasma frequency Q, =2.0

By changing the normalized plasma frequency €2, it is also possible to influence the H, - wave characteristics,
especially in the region of the smallest possible values of the normalized wave number £ . With this mentioned increase
ofthe Q, value, the H, - frequency in the region of small possible values of the normalized wave number increases more
than with larger values S =4. As a result of such Q  growth, not only the H,-wave frequency increases, but also

changes the wave dispersion type, which becomes the reversed from the straight one. The indicated increase of the plasma
frequency Q practically does not change the dispersion of the H, - wave. Such influence of the plasma-like medium on

the properties of the considered eigenwaves can be explained by analyzing the spatial distribution of the electromagnetic
field components of the eigenwaves of the studied structure.

The Fig. 4a, 4b, 4c present the structure of wave field components for all three eigenwaves of the structure with
parameters that are equal to parameters of the Fig. 3 and for the axial wave number &, =4.0. The normalized frequency
Q ofthe E - eigenwave is approximately equal to 1.39597 (Fig. 4a). The frequency of H, - eigenwave is approximately

equal to 1.18341 (Fig. 4b) and approximately equal to 1.1676 for the H, - wave (Fig. 4c).
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Figure 4. Spatial distribution of wave field components

a-the E - wave, normalized by the H (0), ¥=a@x/c - normalized x coordinate; b - the H,-wave, normalized by the E,(0) ;
¢ - the H,-wave, normalized by the £,(0) . The structure parameters corresponding to Fig. 3
Both the E - and H, - einegwaves of the structure are localized at the metamaterial - plasma-like medium interface.

Thus, the significant influence of the plasma frequency value on these waves is quite understandable. As for the field of
H, - wave, it is localized at the interface of the metamaterial - conventional dielectric interface x =d and is practically

equals to zero at the metamaterial's left boundary x =0 (recall that the study is done for the normalized width of the
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metamaterial d =2.2). This is the physical reason for the fact that properties of the plasma-like medium practically do
not influence on the H, - wave properties. The spatial structure of the E - wave field that is presented in the Fig. 3a,
explains the fact that its properties practically does not depend on the dielectric constant &, of the conventional dielectric
which restricts the metamaterial at x =d .

Let us note that the obtained strong influence of the plasma frequency on the E - wave properties requires a detailed

analysis of the dependence of the frequency range of the E - wave existence, upon the parameters of the structure, are
especially upon the normalized plasma frequency. This study can be done with the help of Fig. 5 which shows the

dispersion of E - wave for different values Q  in the structure with d=22,¢=1.
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Figure 5. The dependence of the normalized frequency on the normalized wave number for normalized metamaterial slab
thickness d = 2.2, & =1 under different values of the normalized plasma frequency Q,

For the considered waveguide structure, the increase of the parameter €2 value in the range 1<Q <2.255 leads

to the oncoming of the dispersion curve to some curve. Next, let us determine how the region of wave existence in
frequency and wavenumber spaces changes its size due to an increase in the normalized plasma frequency of the plasma-
like medium €2 . The carried-out study has shown that in the case when Q  =1.3 the interval of normalized eigenwave
frequencies is {1.01195, 1.026}. The corresponding normalized wave numbers S relates to the interval {2.28,4.0}.
With a further increase of €2, value up to 2.0, one can observe the shift of the wave frequency range to more high
frequency region {1.36531, 1.39598}, but at the same time corresponding region of wave numbers does not change. With
further plasma frequency Q, growth up to the 2.2 values, the shift of the wave frequency range towards the higher

frequencies’ interval {1.47631, 1.50728}. It is important that at the same time the range of allowed normalized
wavenumber values of the E - wave significantly reduces to the interval {2.28, 3.04}. This means that with an unchanged
lower limit of the possible B values, the upper limit of the range of S values becomes significantly smaller. When €2

value increases and becomes approximately equal to 2.255 the width of both wave frequency range {1.50624, 1.50749}
and wavenumber range {2.28, 2.3}.

Thus, with the increase of the normalized plasma frequency €2, the frequency of the £ - eigenwave increases. At
the same time, in the considered waveguide structures with &, =1 the frequency of the E - wave in the case when
Q, <1,6 is less than the frequency of the H, - wave. In the case when €2 >1,68 the frequency of the £ - wave is greater
than the frequency of the H, - wave.

The carried out study have shown it is possible to find such normalized plasma frequency €2, value at which the
frequency of the E - wave can coincide with the frequency of the H, - wave or with the frequency of the H, - wave that
have the different polarization than the E - wave. At the same time it is necessary to note that frequencies of H,- and
H, - waves with the same polarization belong to different frequency ranges.

So, it is necessary to mention that it is possible the situation when electromagnetic waves of different polarization can
simultaneously propagate in the considered three-component waveguide structure composed of linear media. In particular, a
situation is possible when the E - wave and H, - wave which localized at the boundary between the metamaterial and the
plasma-like medium can simultaneously propagate in the structure (Fig. 6). Vertical dashed lines show the bounds of the
frequency intervals in which the eigenwaves of the considered planar waveguide structure can propagate.

It should be noted that the overlap of the frequency ranges where H, and H, - type waves exist means that 4, - and
H, - wave with the same frequency but different wavelengths and significantly different spatial field structure can

simultaneously propagate in the considered structure.
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There is also possible the situation whena E - wave that propagates at the metamaterial - plasma-like medium interface
can simultaneously propagate with H, - wave that propagates at the metamaterial - conventional dielectric interface.
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Figure 6. The dependence of the dielectric permittivity of the plasma-like medium & () and the magnetic permeability

1(Q) of the metamaterial on normalized frequency Q for the structure parameters d =2.2, &, =1, Q , =15

So, let us note the important feature of this structure: due to changing the plasma frequency of plasma-like medium
it is possible to provide a single-mode regime and it is possible to provide corresponding polarization of the eigenwaves
that can propagate in the considered planar waveguide structure. From the point of view of the further possibility of
application both similar waveguide structures and eigen-waves propagating in them, in addition to polarization,
dispersion, spatial distribution of wave field components, it is important to analyze the influence of the normalized plasma
frequency €2, on the phase and group velocity of the E - wave.

The Fig. 7 presents the dependence of the normalized phase velocity Vph =w/(k,c) and the normalized group

velocity I;;,r =(dw/dk,)/c ofthe E - wave for different values of the normalized plasma frequency from the normalized
wave frequency €. It is necessary to note the convenience of Fig. 7, the upper part of which shows the dependency

I7g, (Q)|9p with the horizontal line Vgr(Q) =0, that separates the regions with different types of E - wave dispersion. It is

presented how the increase of €, value leads to the change of the dispersion type. For the chosen parameters set the
value Q =1.68 is the value of group velocity sign changing. With the €2 = value increase from 1 up to limiting value

1.68, the normalized group velocity, remaining negative, goes to zero. At the same time, the wave frequency range
essentially decreases. When €2 value is greater than €2, >1.68 the signs of the group and phase velocities coincide. The

further increase of the plasma frequency €2, value up to 2.255 leads to the increase the E - wave group velocity.
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Figure 7. The dependence of the normalized phase velocity I7p,x =V, / ¢ and the normalized group velocity V; =V, /c of the
E - wave on the normalized frequency for the structure parameters d =2.2, &, =1 under different values of the normalized
plasma frequency Q,

At the same time the phase velocity of the E - wave for plasma frequency range €2, <1.68 increases from the

minimum value at the lower limit of the frequency range up to the speed of light in a vacuum at the upper limit of the
frequency range. In the region when Q, >1.68, the phase velocity of the E - wave decreases from a maximum value

(close to the speed of light in a vacuum) at the lower limit of the frequency range to some minimum velocity value at the
frequency range upper limit, which increases with the growth of € value.
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The calculations have shown that for the considered waveguide structure the influence of the dielectric constant ¢,
of a conventional dielectric on the E - wave properties are practically absent.

CONCLUSIONS
The study has shown the possibility of one E - eigenwave and two H - eigenwaves propagation in a planar structure
that is constructed with the metamaterial slab bounded on one side by a semi-infinite plasma-like medium, and on the
other side by a conventional dielectric.
For the considered waveguide structure, it is determined the normalized plasma frequency €2 region in which the

E - wave can propagates.
It is shown that the increase of €2 value leads to the significant increase of the E - eigenwave frequency. It is also

defined range of Q  parameter values, where the wave dispersion changes its type.

It was found out that the E - eigenwave is localized at the metamaterial - plasma-like medium interface, where the
H, - wave is also localized.

It is also shown the possibility of plasma frequency of the plasma-like medium €2, usage to ensure a single-mode

regime and to select the polarization of the eigenwave in the considered planar waveguide structure.
It was also was determined the influence of €2 value as on the phase 1717,7 () and group I7ph (Q) velocities of the

E - eigenwaves, as on the regions of its wave numbers and frequencies, where the metamaterial possesses negative
magnetic permeability.

The results obtained and presented in the article can be useful for modeling and creating modern devices based on
metamaterials.
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MOBUIbHI EJIEKTPOMATHITHI TM-XBHJII B IVIAHAPHIN XBUJIEBO/IHIIA CTPYKTYPI
3 ITAPOM MU-HETATUBHOI'O METAMATEPIAJTY
Ouaexcanap €. Cnopos?, Boaogumup I1. Onedip?, Mukoaa O. Azapenkos®?, Bikrop K. laaiiguy?
“Xapxiecvkuil Hayionanvhuil yHisepcumem imeni B.H. Kapasina, 61022, Xapxie, Yxpaina
bHayionanonuii nayxoeuti yenmp «Xapxiecoxuii (pizuxo-mexuiunuii incmumympy, 61108, Xapxis, Yxpaina
B po6oTi mociiKYyIOTECS BIACTHBOCTI HOBUTBHUX €JICKTPOMArHITHUX ITOBEPXHEBUX TM-XBUIIb, IO MTOLIMPIOIOTHCS B3IOBX IUIAaHAPHOT
XBHJIEBOHOI CTPYKTYpH, JO CKJIAay SIKOI BXOIWTH MIO-HETaTHBHA IUIACTHHA MeTamaTepiaily, IO PO3Miise IBi HaliBHECKIHUCHHI
00JacTi: a3My Ta 3BUYaiiHUI JICIEKTPUK. YCi CepeoBHIIa BBAKAIOTHCS JTIHINHIMH, OJJHOPITHUMH Ta i130TPONHUMHU. Po3rismaroTbes
JICHepCiiiHi BIACTHBOCTI, (ha30Ba Ta IpynoBa IIBHIKOCTI, IPOCTOPOBUI PO3MOALT €JIeKTPOMArHiTHOro momns TM-XBUJIl B iHTepBai
YacToT, Ie MeTamarepiajl Mae HEeraTMBHY MarHiTHy MPOHUKHICTb. [IpoBeneHO MOpIBHUIBHUI aHali3 BIaCTUBOCTEH BIACHUX XBHIIb
crpykrypu: omniel TM momu ta nBox TE mon. JlocmifkeHO BIUIMB MapaMeTpiB CTPYKTYPU Ha XapaKTEPHCTHKU 11 BIACHUX XBHUIIb.
[lokazaHo icTOTHY 3amexHICTh BiIacTUBOcTe TM MOOM CTPYKTYpH, IO PO3IISANAETHCS, Bil MapameTpiB ILIa3MOMOLIOHOTO
cepenoBuma. OTpuMaHo, o 30UTBIICHHS 3HAYCHHS IUIa3MOBOI YacTOTH IUTIA3MOMNOAIOHOTO CEepelOBHINAa MPU3BOAUTH 0 3HAYHOTO
30imbmenHs yactoT BinacHoi TM-xBuii. Bymo BH3HaueHO miama3oH 3Ha49eHb IDIa3MOBOI YACTOTH, 33 SKUX L1 XBWJIS 3MIHIOE THII
mucnepcii. Busnadeno, mo BracHa E -XBWIS JIOKQJIi30BaHAa HAa MEXI PO3MOALTY MDX MeTa MarepiajJoM Ta INIa3MONONiOHMM
CepelIOBUIIEM, Jie TaKoXK JIOKali3oBaHa /> - XBWIS - OfHA 3 XBWIb 3 TE MOJNAPU3ALIEI0 Ta YaCTOTOIO JeNIo OUIBIIOI0 32 YacTOTy
Hi - xBuii. Byno mokazaHo MOXJIMBICTh 3a0e3NeYeHHsT OHOMOOBOTO PEXUMY Ta BHOOpY IOTpiOHOI moisipu3anii BIacHOI XBHIJII B
PO3IISIHYTIH IJIaHAPHIN XBHUJIEBOAHIN CTPYKTYpi 32 PaxyHOK BHOOpY 3HAYSHHS IUIA3MOBOI YaCTOTH IUIA3MOIMOAIOHOTO CepelOBHIIA.
Byno BHBYCHO TaKOX BIUIMB L€l 4aCTOTH Ha 3Ha4eHHsA AK (a30BMX, TaK i IPYMOBUX IMIBUAKOCTEH BiIacHUX E -xBuib. OTpuMaHi
Ppe3yJIbTaTH MOXYTh OYTH KOPHCHUMH [UIsL MOJICIIOBAHHS Ta CTBOPEHHS CY4aCHHX IPUCTPOIB HA OCHOBI MeTamarepiais.
Kui04oBi ci10Ba: mio-necamuenuii memamamepian; niasmonooioHi cepedosuuyd; elekmpomMacHimHa NoGepXHesd XU, Xeuibosi
oucnepcitni eracmusocmi; ¢asosi ma epynosi weuoKocmi; nPoCmoposa Xeunb08a CMpyKmypa





