289
EAsT EUROPEAN JOURNAL OF PHYSICS. 2. 289-295 (2023)
DOI:10.26565/2312-4334-2023-2-33 ISSN 2312-4334

PROBLEMS OF MASKING AND ANTI-REFLECTIVE SiO; IN SILICON TECHNOLOGY'

Mykola S. Kukurudziak®®
Rhythm Optoelectronics Shareholding Company, Holovna str. 244, 58032, Chernivtsi, Ukraine
bYuriy Fedkovych Chernivtsi National University, Kotsyubyns'kogo str. 2, 58012, Chernivtsi, Ukraine
E-mail: mykola.kukurudzyak@gmail.com
Received April 24, 2023; revised May 7, 2023 accepted May10, 2023

The article examines the problems of thermal oxidation of silicon. Oxidation plays an important role in planar technology, which in
turn is the basis of the technology of silicon integrated circuits, photodetectors and other solid-state electronics. During our production
of'silicon p-i-n photodiodes, a number of systematic types of defects and deterioration of product parameters caused by the degradation
of masking or anti-reflective coatings during the manufacturing process were observed. A decrease in the insulation resistance of
responsive elements in multi-element photodiodes was observed, which contributed to the increase of dark currents. A decrease in the
responsivity of the products due to the degradation of the thickness or structure of the anti-reflective coating during technological
operations, etc., was also revealed. It was established that the reason for the decrease in insulation resistance is the formation of
inversion layers at the Si-SiO: interface, the presence of which can be detected when measuring CV-characteristics. It was also
established that chemical treatment of substrates with SiOz in boiling acid solutions helps to reduce the thickness of the oxide. To avoid
deviation of the thickness of the film from the condition of minimum reflection, it is necessary to grow a thicker layer of anti-reflective
coating. It is noted that when etching the oxide during photolithography or when removing the PSG/BSG in hydrofluoric acid, it is not
permissible to remove the cassette with plates from the solution for a long time, as this leads to uneven etching of the film due to the
flow of the herb on the surface of the substrate. The causes of defect formation in Si and SiO2 during oxidation are given. Thus, with
improper mechanical and chemical processing of the plates, cristobalite inclusions may form in the film during oxidation. Cristobalite
has a higher density than quartz glass, and the boundaries between amorphous regions and denser crystalline regions represent voids,
which can be filled both by impurities from the surface and by the diffusant in the diffusion process. Also, during oxidation in silicon,
packing defects are often formed. Centers of defect genesis can be mechanical damage to the plate surface or growth defects.
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Oxidation plays an important role in planar technology, which in turn is the basis of the technology of silicon
integrated circuits, photodetectors and other solid-state electronics [1]. At the initial stages of the development of planar
technology, oxidation was used only for the manufacture of masking coatings that prevented the penetration of impurities
into certain areas of the crystals during diffusion, as well as for the creation of a protective passivating layer after the
device was manufactured. Recently, SiO, began to be used as active and passive elements in silicon functional blocks [2],
as well as anti-reflective coatings (ARC) in photoreceiving devices [3]; this led to a new intensive study, it would seem,
of the oxidation process and the properties of the oxide layer. In particular, conditions for the growth of nanometer films
of silicon oxide are actively studied and modeled, which is relevant for miniaturization and increasing the speed of
electronic elements [4, 5].

To date, a large number of methods have been developed, which have become standard, and allow obtaining high-
quality oxide films, in particular, uniform in thickness, perfect in structure, and possessing high insulating properties. To
a greater extent, these methods were developed empirically and are based on various processes: from thermal or anodic
oxidation to deposition of a film from an external source [6]. Of course, to obtain oxide films with specified electrical
properties, it is necessary to strictly control the behavior of impurities in the process of film formation, which is an urgent
scientific and technical task.

During our production of silicon p-i-n photodiodes (PDs), a number of systematic types of defects and deterioration
of product parameters caused by the degradation of masking or anti-reflective coatings during the manufacturing process
were observed. A decrease in the insulation resistance of responsive elements (RE) in multi-element PDs was observed,
which contributed to the increase of dark currents (/;). A decrease in the responsivity of products (Spuse) due to the
degradation of the thickness or structure of the ARC during technological operations, etc., was also revealed. The
described types of defects required a detailed study to establish the causes of their occurrence and methods of their
avoidance.

When reviewing literary sources, it is seen that many works are devoted to the electrical properties of SiO». In
particular, in a number of studies, the deterioration of the reverse characteristics is associated with the presence of positive
fixed or mobile charges in the oxide film [7, 8]. Thus, a quantitative model of the formation of a fixed charge in silicon
dioxide during thermal oxidation was developed in [7]. It was established that the amount of charge determines the number
of internodal silicon atoms near the Si-SiO, interface, and an increase in the oxidation temperature contributes to a
decrease in the value of the fixed charge due to an increase in the diffusion coefficient of internodal silicon atoms in SiO».
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In [8], the effect of isothermal annealing in an inert atmosphere of structures with silicon oxide was investigated, and it
was established that annealing allows reducing the amount of charge in the oxide. Note that in the case of silicon p-i-n
PDs technology (and other electronic elements) there is no possibility of increasing the oxidation temperature due to the
increase in the rate of degradation of the resistivity of the original material (p) and the life time of minor charge
carriers (1) [9]. This degradation is caused by an increase in the diffusion coefficients of the ions of uncontrolled
impurities (Li*, Na*, K*), which diffuse into the substrate during oxidation (which can also be the reason for the increase
in the amount of mobile charge). It is worth noting that metals contribute to the amount of charge by changing (disrupting)
the structure of the oxide. For the same reason, there is no possibility of introducing additional thermal operations into
the technological production routes for annealing, as well as to avoid an increase in the number of thermal shocks.

Information about the degradation of oxide films and the influence of these factors on the responsivity of the PDs
was not found in the literature. There are also no technological recommendations for avoiding the degradation of the
insulation resistance of REs in multi-elements PDs. Accordingly, the study of the causes of the appearance and methods
of avoiding the degradation of the masking and anti-reflective oxide films in the technology of silicon p-i-n PDs is the
purpose of this work.

EXPERIMENTAL

The research was carried out on silicon four-element p-i-n PDs with a guard ring (GR) designed to detect radiation
with a wavelength of A=1064 nm. The production was carried out by diffusion-planar technology according to the
technological regimes given in [10]. The starting material was single-crystal dislocation-free p-type silicon with
orientation [111], p=18-22 kQ-cm and 1~1.8-2.2 ms. The technological process consisted of a complex of thermal
operations and photolithography: semiconductor substrates were oxidized; photolithography was carried out to create
windows for phosphorus diffusion; diffusion of phosphorus (predeposition) to the front side to create n*-type REs and
GR; drive-in of phosphorus in an oxygen atmosphere to redistribute the alloying impurity, increase the depth of the
n*-p-transition and form a anti-reflective coating; diffusion of boron to the reverse side of the substrate to create a p*-type
ohmic contact; photolithography for creating contact windows; sputtering of Cr-Au on the front and back sides.

Masking SiO, was formed during the first thermal operation at a temperature of 7=1423 K according to the principle
of dry-wet-dry oxidation [5]. Considering that the thickness of silicon oxide, which completely masks from the long-term
diffusion of phosphorus at 7=1323 K, reaches 0.3-0.4 um [11], the thickness of the masking SiO, reached
dsi02~0.6-0.7 um. This thickness is also chosen taking into account the redistribution of phosphorus in the oxide during
subsequent thermal operations.

Anti-reflective silicon oxide was formed during the drive-in of phosphorus in an atmosphere of dry oxygen at a
temperature of 7=1423 K. The thickness of SiO, was 0.18-0.19 pm, which corresponds to the minimum reflection
condition [12]:

p)
i ndszoz 4

where X is the working wavelength; n the refractive index of SiO»; dg;, is the thickness of the anti-reflective film.

To study the structural perfection of the surface of the substrates after thermal operations, selective etching was
carried out in Sirtle's etchant [13].

After oxidation and each subsequent thermal operation, the high-frequency volt-farad (CV) characteristics of the
metal-oxide-semiconductor-structures (MOS) were measured at a frequency of 30 kHz, which made it possible to predict
the final parameters of the products.

The level of pulsed monochromatic sensitivity of PDs was determined at A=1064 nm, bias voltage Up,s=120 V and
pulse duration =500 ns.

An important parameter of multi-element PDs with GR is the resistance of the isolation of the REs between
themselves and the insulation resistance of the REs and the GR, the decrease of which leads to an increase in the
photocoupling coefficient and dark currents. Determination of insulation resistance of REs and GR (R..,) was carried out
according to the method given in [14] with Upi=2 V and load resistance R=10 k<.

The thickness of the oxide films was measured by the ellipsometric method.

RESULTS OF THE RESEARCH AND THEIR DISCUSSION
A) Study of CV-characteristics

Measuring the CV characteristics of MOS structures at the initial stages of manufacturing makes it possible to
estimate the final parameters of the products. Thus, in the case of p-i-n PDs manufacturing, the technological route
consisted of 4 thermal operations, after each of which (except for phosphorus predeposition) CV-characteristics were
measured. From the volt-farad characteristics, it is possible to determine the charge level in the oxide and detect the
presence of inversion layers (IL) at the Si-SiO, interface. A typical CV-characteristic of the MOS structure for p-type
silicon is shown in Fig. 1 (curve 1). When the number of charged states at the interface of two phases increases, the curve
may shift to the left relative to the ordinate axis. As mentioned above, this leads to an increase in dark currents. But
sometimes the formation of inversion layers at the Si-SiO, interface is observed, which form surface conductive leakage
channels and reduce the insulation resistance between the REs.
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The formation of ILs is possible both during the formation of a masking coating and during subsequent thermal
operations. On Fig. 1 shows typical curves of volt-farad characteristics of MOS structures with inversion layers (curves 2-4).
Curve 3 describes the case of doping of the silicon surface with uncontrolled impurities during oxidation, which led to a
change in the conductivity type of the silicon surface to the opposite. Such a case is also possible in the presence of
hydrochloric acid residues after purging quartz reactors for the purpose of cleaning from alkali metals. Curves 2 and 4
describe the case of the formation of inversion layers during the phosphorus dispersal and boron diffusion operations.
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Figure 1. CV-characteristics of MOS structures: 1 — typical characteristic for p-type silicon; 2-4 — inverted characteristics

In the case of the formation of ILs during oxidation, it is necessary to etch the oxide and doing re-oxidation. The
insulation resistance of REs and GR in samples with CV-characteristics of the Curve 2 type (Fig. 1) reached R..,=1-10 kQ
at Reon =5-15 MQ for serial PDs. And dark current of GR Jgz=7-36 mA/cm? at Jgr =3.6-36 nA/cm? (Upies=120 V) for
serial products. It is impossible to accurately measure the REs of defective PDs, since it constantly increases due to the
flow of charge carriers from the GR. It is possible to fix only the initial value, which reaches J;>26 pA/cm? at
Ja=65-130 nA/cm? for serial samples. In the case of SiO; etching and re-oxidation, a decrease in dark currents is
observed, but as experiments show, after re-oxidation, the values of /; and /g are slightly higher than in serial products.
This indicates the presence of residual inversion layers on the surface of the substrate, they can be eliminated by plasma-
chemical or chemical-dynamic methods.

The insulation resistance of samples with CV-characteristics of the Curve 4 type (Fig. 1) reached Rco, = 200-600 kQ,
and Jgr=50-100 pA/cm?. From the above, it is possible to conclude that it is possible to estimate the conductivity of
surface inversion channels based on the volt-farad characteristics.

The causes of ILs are known and studied [15]. The key factor in their formation is an increase in the resistivity of
the substrate, since with an increase in p of the material, a smaller amount of impurities is needed to change the surface
conductivity to the opposite [16]. In most cases, an inversion layer is already present on p-type silicon with
p=1-10 Ohm-cm [17]. In the case of a thermal oxidation operation, the possible technological reasons for the appearance
of inversion are improper chemical treatment of substrates, the presence of alkali metal impurities in deionized water,
quartz vessels, or a quartz reactor, and carrier gases. However, the appearance of ILs during boron diffusion is caused by
the redistribution of impurities in SiO; and their diffusion to the Si-SiO; interface [18]. These impurities were introduced
into the oxide during previous thermal operations and diffused into the surface layer of silicon due to the high total
duration of thermal treatments. Another factor that contributes to the formation of ILs with a high total duration of thermal
operations is the diffusion of boron atoms from the near-surface layers of silicon into the oxide, since the segregation
coefficient of boron is below unity [19].

The probability of the appearance of inversion layers can be minimized by careful control of carrier gases, deionized
water for the presence of alkali metals, and periodic purging of quartz reactors with hydrochloric acid vapors. It is possible
to increase the resistance of the insulation of REs and GR by forming regions of restriction of leakage channels in the
gaps between active elements of the PD isotype with the substrate material [14]. It is possible to reduce the influence of
the inversion layers of the periphery of photodiode crystals on the level of dark currents of the GR when the masking
oxide is etched from the periphery and new film is formed in the dry oxygen atmosphere during the operation of drive-in
of phosphorus [20].

B) Reduction of the thickness of anti-reflective SiO: in the process of PDs manufacturing.
During the serial production of silicon p-i-n PDs, a decrease in the thickness of the ARC was noticed in the process
of technological operations after its formation, this factor led to a decrease in responsivity, since the responsivity of the
PD is directly proportional to the reflection coefficient of the anti-reflective film [21]:

y!

S/l = (1 - R)TQap—n 124 (2)
where R is the ARCs reflection coefficient; 7T is the transmission coefficient of the input window or optical filter; Q is the
quantum output of the internal photoeffect; ., is the collection coefficient of minor charge carriers generated by radiation
in the active region of the photodiode.
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When studying what was described, it was seen that the reason for the decrease in dsio; is chemical treatment (CT).
Accordingly, it was decided to study the influence of CT on the thickness of SiO,.
To clean the substrates, we used CT in boiling solutions of acids with the composition indicated in Table 1, the

treatment duration was 10 minutes. To study the change in ds;o; in the process of washing before and after operations, the
thickness of this coating was measured.

Table 1. The composition of acid solutions for CT of silicon substrates and the change in dsio2 during the operation

Solution Composition Adsio2, nm
H2S04:H202:H0 4:1:1 6-7
HNO3:H202:H20 1:1:1 8-9

NH4OH:H202:H20 5:1:1 16-17

Taking into account that after the formation of the anti-reflective oxide, according to the technological route, three
more 3-stage washings are carried out, which will reduce dsio> by 90-100 nm, it is necessary to increase the duration of
drive-in of phosphorus, and, accordingly, the thickness of ARC.

To be able to estimate the drop in responsivity (ASpuse) of the PD as a result of dsio» reduction, a graph of the
dependence of AS,.ie on the ARC thickness was obtained (Fig. 2). The initial responsivity of the PD crystal was measured
at dsi02~0.18 um and the oxide was digested layer by layer in a slow etchant HF: H20=1:10. After each etching process,
Spuise measurements were also performed.

Reflectance spectra of PDs were obtained at ds;0>~0.170-0.175 um and PDs without ARC (Fig. 3).
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Figure 2. Experimental graph of the dependence of the drop in Figure 3. PDs reflection spectra: 1 - without ARC;
responsivity on the thickness of the anti-reflective coating 2 - dsi02~0.17-0.175 pm

From Fig. 3, it can be seen that the reflection minimum of the investigated film is at A=1.01-1.02 um due to the
deviation of the film thickness from the optimized for A=1.064 um. The reflection coefficient of PD without ARC is R=45-
50% at the working wavelength, and with a thickness of anti-reflective silicon dioxide of 0.17-0.175 pum, R=15-20%.
At dsi0:=0.18-0.19 pm at 2=1.064 um, R=5-7%.

Changing the thickness of the masking and brightening coatings is also possible during photolithography, removal
of phosphorosilicate (PSG) or borosilicate (BSG) glasses, and chemical dynamic polishing (CDP).

In particular, when etching the oxide during photolithography or when removing PSG/BSG in hydrofluoric acid, it
is not permissible to remove the cassette with plates from the solution for a long time, as this leads to uneven etching of
the surface (Fig. 4) due to the flow of the etchant on the surface of the substrate. Accordingly, non-uniformity of the film
thickness can lead to scattered responsivity or uneven etching of the oxide during subsequent photolithography.

Figure 4. Image of uneven thickness of masking (a) and anti-reflective (b) SiO2
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In order to carry out the CDP of the reverse side of the substrate, the front side is covered with a chemically resistant
varnish [22]. If the thickness of the varnish is insufficient during drying, it is possible to form thinnings or punctures
through which undesirable etching of the working surface of the crystal occurs. The consequence of thinning is spot
etching of the oxide over the entire surface of the RE (Fig. 5 a), and in the case of punctures, the seepage of the etchant
under the varnish and local etching of SiO; (Fig. 5, b) or even silicon, which can lead to a breakdown of the p-n junction.
To avoid the described situation, it is worth applying a double layer of varnish with intermediate drying.

Smm
—
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b)
Figure 5. Image of the dispersion of the thickness of the oxide film after CDP due to the thinning of the varnish (a) and punctures (b)

B) Defect formation during thermal oxidation

The most important condition for obtaining high-quality silicon oxide is the cleanliness of the plate before oxidation.
The presence of impurities on the surface of silicon before oxidation or during the process of oxide growth negatively
affects the uniformity of the film and the electrical properties of the interface.

On an uneven, contaminated surface, the grown or applied oxide contains inclusions of cristobalite (Fig. 6), which
are undesirable in all classic cases of using oxide films of silicon technology. Cristobalite has a higher density than quartz
glass, and the boundaries between amorphous regions and denser crystalline regions represent voids, which can be filled
both with impurities from the surface and with a diffusant in the diffusion process [23]. A necessary condition for
obtaining high-quality SiO; is the polishing of the surface of the substrates followed by chemical treatment. Ultrasonic
cleaning is also possible.

Packing defects are often formed during oxidation in silicon [24]. The formation of these defects on the surface of
the plates occurs for several reasons. The first is mechanical damage to the surface of the substrate during cutting or
grinding. If such damages, for example, scratches or cutting marks, are not removed by subsequent chemical polishing,
then they can become local areas of nucleation of packaging defects (Fig. 7a).

100 wm

a) b)
Figure 6. Image of silicon oxide with Figure 7. Image of structural defects in the areas of mechanical disturbances (a)
cristobalite inclusions and swirl defects (b) on the surface of plates (plates after selective etching)

The second reason for the formation of packing defects (in the absence of mechanical damage on the surface) is
related to the presence of growth and so-called swirl defects in the plates [25], since complexes of point defects with a
swirl distribution are the seeds for packing defects during oxidation (Fig. 7b). Note that the defects formed during
oxidation have an internodal nature and are associated with the accumulation and condensation of excess silicon atoms
generated as a result of oxygen diffusion in silicon. It is the internodal silicon atoms that form point defect clusters in the
areas of mechanical surface disturbances.
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Another mechanism for the formation of structural defects during oxidation can be mechanical stresses introduced
as a result of the difference in the thermal expansion coefficients of Si and SiO- [26]. But we did not observe the formation
of defects by this mechanism.

It is worth noting that during the diffusion of phosphorus, clusters of packing defects are areas of dislocation
generation. A high density of structural defects on the plate surface negatively affects the dark currents of
photodiodes [27,28]. In order to avoid defect formation, it is worth using dislocation-free silicon, performing the CDP
operation after mechanical processing of the wafers, and clearly controlling the substrates before thermal operations.

CONCLUSIONS

1. The problems of masking and anti-reflective SiO; in the technology of silicon p-i-n photodiodes were investigated.

2. The reason for the decrease in the insulation resistance of photosensitive elements in multi-element photodiodes
is caused by the presence of surface inversion channels at the Si-SiO, interface. Inversion layers can be detected by
measuring CV-characteristics.

3. Chemical treatment of oxidized substrates in boiling acid solutions helps to reduce the thickness of the oxide film.

4. When removing the cassette with oxidized plates from the solution during SiO», BSG or PSG etching, uneven
etching of the film is possible due to the flow of the etchant on the plate.

5. Oxidation of contaminated or uneven substrates can be accompanied by the formation of oxide with the inclusion
of cristobalite.

6. Defect formation during thermal oxidation occurs in areas of mechanical disturbances or growth defects.
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MPOBJIEMHA MACKYIOUOI'O TA IPOCBITJIAIOYOI'O SiO;: B KPEMHIEBIA TEXHOJIOI'IT
Muxkoua C. Kykypyazsak®P
AT «Llenmpanvue koncmpykmopcwvke b6iopo Pummy, 58032, m. Yepnisyi, ya. I'onosna, 244, Yxpaina
bYepuiseyvruti nayionanvnuii yuisepcumem imeni FOpis @edvrosuua, 58002, m. Yepnisyi, eyn. Koyiobuncorozo, 2, Yrpaina

B crarTi nociimkeHo npo0ieMaTuKy TEPMIiYHOTO OKHCHEHHS KpeMHi0. OKHCHEHHS Bifirpae BaXKJIUBY POJIb B IUTAHAPHIH TEXHOOTI],
sIKa B CBOIO UEPry € OCHOBOIO TE€XHOJIOTI] KPEMHI€BUX IHTErPAIbHUX MIKpocxeM, (OTONpHiMadiB Ta iHIINX TBEPIAOTIIBHUX 3ac00iB
CJIEKTPOHIKU. IIpy BHTOTOBIICHHI HAaMH KPEMHIEBHX p-i-n (OTONIOAIB 1M0OAYEHO PsiJi CHCTEMAaTHYHUX BHAIB Opaky Ta MOTIpIICHb
napaMeTpiB BHPOOIB CIPUYMHEHHMX JEerpajlallicl0 MacKyldoro YW MPOCBITIAIOYOrO MOKPUTTIB B IPOLECI BUTOTOBJICHHS.
CriocTepirajaoch 3HWKCHHS OMOPY i30Jsiii (HOTOYYTIIMBUX CIEMEHTIB B 0araToeleMEeHTHHX (OTOMI0AaX, IO CIPHSIIO 3POCTAHIO
TEMHOBUX CTpyMiB. Tako)k BUSIBICHO 3HIDKCHHS 4y TJIMBOCTI BUPOOIB BHACTIZOK Jerpaganii TOBIIMHU YK CTPYKTYPH MPOCBITIISIIOUOTO
HOKPUTTS Mifl 9YaC TEXHOJIOTTYHMX OIepaliii Ta iH. BcTaHOBJICHO, 110 MPUYMHOO 3HIDKEHHS OIOPY i30JISLii € YTBOPEHHS iHBEpCIHHHX
mapiB Ha Mexi po3ainy Si-SiO2, HasgBHICTH SKMX MOXHA BUSIBUTH IPpH BEMipioBaHHI CV-xapakTepucTuk. Takox BCTAaHOBICHO, IO
XiMigHa 00poOKa migKIanokK i3 SiO2 B KU’ T9MX PO3UMHAX KUCIIOT CIIPHUSIE 3MEHIIEHHIO TOBIIHHU OKCHY. [l yHUKHEHHS BiIXUICHHS
TOBIIMHH ILTiBKY BiJl YMOBH MiHIMyMYy BiOMBaHHS BapTO BHPOILYBAaTH TOBCTIIIIINH Map IPOCBITIAI0YOTO MOKPUTTS. 3ayBasKeHO, 110
TIpU TpaBJIEHHI OKCUIY MiJ gac doTonitorpadii un npu 3HiMaHHI @CC/BCC B M1aBUKOBIi KHCIIOTI HE IPUILYCTUMO BHIMATH KaceTy
3 IUITACTMHAMH 13 PO3YMHY Ha TPUBAJIMH 4ac, OCKUIBKU Lie NPU3BOJMTH [0 HEPIBHOMIPHOTO TPABJICHHS ILUTIBKH BHACIIJIOK CTIKAQHHS
TpaBHMKA I10 NMOBEPXHI miakiIanku. HaBeneno nprunny gedexroyropeHss B Si Ta SiO2 mix yac okMcHeHHs. Tak, pu HEeHAISKHIN
MeXaHi4Hi# Ta XiMiuHii 06poOLi TaCTUH MOXKIIMBE YTBOPEHHS BKIIIOUEHb KPUCTOOATITIB B IUIIBKY IMiJ] Yac OKucHeHHs. Kpucrobamit
BOJIOZIi€ BHIIOIO I'YCTUHOIO HIXK KBapIOBE CKJIO, 8 MEXi MK aMOp(HUMHU 00JIACTSIMH 1 OUTBII IIITBHUMH KPUCTATIYHUMHU 00JIaCTSIMU
MIPEICTABIAIOTh MOPOXKHEY1, AKi MOXKYTh OyTH 3allOBHEHI sIK 3a0pyAHECHHSAMHU 3 TIOBEPXHIi Tak 1 Audy3anToM B poueci audysii. Takox
IIi] 9aC OKUCHEHHS B KPEMHIIO YacTO YTBOPIOIOTHCS Ae(EeKTH YHakoBKU. LleHTpamu 3apopkeHHs 1eeKTiB MOKYTh OyTH MEXaHi4Hi
TIOMIKOKEHHS TOBEPXHI INTACTUHU Y POCTOBI Je(eKTH.

KuarouoBi cnoBa: kpemniii; pomooiod, oxuchenns,; okcuo Kpemmiio, 601bm-apaona XapaKkmepucmura, npoceimaaoya niiska
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The classical stability analysis is used to examine the combined effect of viscoelasticity and the second sound on the onset of porous
medium ferroconvection. The fluid and solid matrix are assumed to be in local thermal equilibrium. Considering the boundary
conditions appropriate for an analytical approach, the critical values pertaining to both stationary and oscillatory instabilities are
obtained by means of the normal mode analysis. It is observed that the oscillatory mode of instability is preferred to the stationary
mode of instability. It is shown that the oscillatory porous medium ferroconvection is advanced through the magnetic forces,
nonlinearity in magnetization, stress relaxation due to viscoelasticity, and the second sound. On the other hand, it is observed that the
presence of strain retardation and porous medium delays the onset of oscillatory porous medium ferroconvection. The dual nature of
the Prandtl number on the Rayleigh number with respect to the Cattaneo number is also delineated. The effect of various parameters
on the size of the convection cell and the frequency of oscillations is also discussed. This problem may have possible implications for
technological applications wherein viscoelastic magnetic fluids are involved.

Keywords: Convection, Maxwell equations, Navier-Stokes equations for incompressible viscous fluids; Porous media, Viscoelastic
fluids, Ferroconvection

PACS: 47.55.P-, 46.25 Hf, 77.84.Nh, 77.22.-d, 41.20.-q

1. INTRODUCTION

Ferroconvection is a transfer of heat from one place to another in ferromagnetic liquids and its importance is due to
the applications suggested by several authors [1-3] and many more. Ferrofluids, also known as magnetic fluids, are
colloidal suspensions of nanosized ferromagnetic particles stably dispersed in organic or non-organic carrier fluids such
as kerosene, water, and hydrocarbon. When exposed to an external magnetic field, they behave paramagnetically with
susceptibility usually large for magnetic liquids [4]. Ferrofluids have commercial applications like vacuum feed-throughs
for manufacturing semi-conductors [5]. Ferrofluid is also used in taking the drug in a human body to a target site by
applying a magnetic field [6]. However, we can find many applications in different fields [7]. Finlayson [8] studied the
convective instability of ferromagnetic fluids due to Bénard in the presence of a uniform vertical magnetic field and
explained the thermomechanical interaction concept of ferromagnetic fluids. Lalas and Carmi [9] studied the
thermoconvective stability of ferrofluids in the absence of buoyancy effects. Non-Darcy ferroconvection problem with
gravity modulation using regular perturbation has been addressed by Nisha Mary and Maruthamanikandan [10]. Darcy-
Brinkman ferroconvection with temperature-dependent viscosity has been studied by Soya Mathew and
Maruthamanikandan [11] and thermorheological and magnetorheological effects on Marangoni-ferroconvection with
internal heat generation has been investigated by Maruthamanikandan et al. [12]. Effect of MFD viscosity on
ferroconvection in a fluid saturated porous medium with variable gravity has been examined by Vidya Shree et al. [13].

A good amount of attention is honoured to Rayleigh—Bénard convection (RBC) problems in Newtonian liquids with
respect to heat transfer and other engineering applications as referred above. On the other hand, at shallow depths of the
reservoirs, oil sands contain waxy crude which are viscoelastic fluids. They exhibit both liquid and solid properties and
have many applications to the nuclear, petroleum, and chemical industries. They also have applications in cooling
electronic devices, crystal growth, and material processes. In the study of viscoelastic fluids, the rheological equation
involves one or two relaxation times (Bird et al. [14] and Joseph [15]) and also oscillatory convection is witnessed which
is not noticed in Newtonian fluids. The Oldroyd model [16] is used for describing the viscoelastic properties of dilute
polymers. The fact that principle of exchange of stabilities is not valid was shown by Green [17]. Recently, the onset of
Darcy-Brinkman convection in a binary viscoelastic fluid saturated porous layer has been addressed studied by
Swamy et al. [18].

The equation governing temperature (heat transport equation) in classical theory assumes a parabolic-type partial
differential equation that admits thermal signals at an infinite speed, which is unrealistic. The new theories modified the
classical Fourier’s law of heat conduction and hence contain a hyperbolic-type heat transport equation that admits the
thermal signals at a finite speed. As per this theory, heat propagates as a wave phenomenon rather than a diffusion
phenomenon and the wavelike thermal disturbance is referred to as second sound (Chandrasekharaiah [19]). Gurtin and

7 Cite as: N. Ahmed, S. Maruthamanikandan, and B.R. Nagasmitha, East Eur. J. Phys. 2, 296 (2023), https://doi.org/10.26565/2312-4334-2023-2-34
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Pipkin [20] investigated a general principle of thermal conduction in nonlinear analysis, including memories, a concept
having a finite propagation speed. Straughan and Franchi [21] addressed the Bénard advection problem when the
Maxwell-Cattaneo heat flow law is utilized in place of the ordinary Fourier theory of thermal conductivity. Soya Mathew
and Maruthamanikandan [22] investigated oscillatory porous medium ferroconvection with Maxwell-Cattaneo law of
heat conduction where they showed that the oscillatory mode of convection is preferred to stationary mode for large
values of Prandtl and second sound parameter.

Under these conditions, the present paper is dedicated to examining convective instability in a Cattaneo viscoelastic
ferrofluid saturated sparsely packed porous medium. The influence of various parameters is explored that perhaps direct
us to oscillatory convection.

:=-d2

Viscoelastic ferromagnetic
fluid in a porous medium

Figure 1. Physical Configuration

2. MATHEMATICAL FORMULATION
Let us consider an incompressible Cattaneo viscoelastic ferromagnetic fluid saturated porous medium confined
between the two surfaces of non-finite length horizontally of finite thickness d. We consider Oldroyd’s model to
characterize the viscoelastic behaviour which is a non-Newtonian one. The lower surface at z = —d/2 and upper surface

at z=d/2 are maintained at temperatures 71 and Ty respectively with 7, > 7, and AT =T, -T, (see Fig. 1). It is

assumed that at a quiescent state the temperature varies linearly across the depth. When the magnitude of AT become
larger than the critical one, thermal convection will set in due to buoyancy force.

The fluid layer is exposed to a magnetic field Ho acting parallel to the vertical z-axis and the gravity force acting
vertically downwards. We assume that Oldroyd's model is sufficient to characterize the viscoelastic behaviour which is
simple enough to be tractable analytically. The governing equations supporting the Boussinesq approximation are written
as follows.

Veg=0 @.1)

(1+/1 i] &a—qﬂ)—g(a- Vj G+Vp-ps-V. (ﬁﬁ) =(1+,12£J {—ﬂ—f% sza} 2.2)

"9t )l € 9t & ot k
S loM or oT
€| Py Cypy— o H » T {E+q-VT}+(1—£)(pO C)S‘E
voH (2.3)
oM 0H (L N\~ =
T —— . VIH|=-Ve.
Halieye Y +[" ) ©
V,H
aé — — — —
t| 55 +d0V |0+ 8% 0| =-0 -k VT 2.4)
p=p[1-a(T-T,)] (2:9)
M:MO +Im (H_HO)_Km (T_Ttl) (26)
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where A, is the stress relaxation time, A, is the strain retardation time (0< 4,<4,), q =(u, v,w) is the fluid velocity,

p, is the reference density, £ is the porosity, ¢ is the time, p is the pressure, g is the acceleration due to gravity, p is

the fluid density, 4, is the dynamic viscosity, H is the effective viscosity, k is the permeability of the porous medium,

H is the magnetic field, B is the magnetic induction, T is the temperature, y, is the magnetic permeability, M is the

magnetization, k, is the thermal conductivity, ¢ is the thermal expansion coefficient, C, ;; is the specific heat at constant
—
volume and magnetic field, y, is the magnetic susceptibility, K, is the pyromagnetic coefficient, Q is the heat flux, 7

. . . . . 1
is a constant with the dimensions of time and @ = EVX q.

Maxwell’s equations for a non-conducting fluid with no displacement currents become (Finlayson [8])

V.B-0, Vx#-=0, Bﬂ(HMj @7
Equations characterizing the basic state are introduced in the form
0 >
_=05 qb =(0$0’0)$ T=T;)(Z):
ot
P=p,(2). p=p,(2), H=H,(2), 2.8)

M=M,(z), B=B,(z), 0=0,(0,0.k /)

T-T
where f=——L" The solution pertaining to the basic state reads
Py =p,[1+afz] 2.9
= K ﬁZ ~
Hy=|H, - 2022 |k (2.10)
1+,
. K )
M:{MO+ mﬂz}k @.11)
1+,
B=y, {ﬁﬂ\?}k . 2.12)

3. STABILITY ANALYSIS
We shall obtain the dimensionless equations following the small perturbation stability analysis enveloping normal
modes (Finlayson [8], Soya Mathew and Maruthamanikandan [11]). The perturbed state equations involving
infinitesimally small perturbations are

q4=4q,+q. T=T, +T', p=p,+p',
p=p,+p, H)=I'7I;+[f’,M=Mb +A/7', 3.1
B =By+B", Q:Qb +Q'7 ¢:¢b +¢'

where the primes indicate perturbed quantities. The perturbed governing linearized equations take the form

/’IOK)iﬂVlz T’:|

a p a 1 ' a !
(IMEJBEWW)—“@OV?T S ALY v

(3.2)
:(1+/1 ij{—%vzw' +;1_/_V4w‘}

2 ot

oT"' d(0¢' U, T.K;
C)—-u T K —|—|=-V.Q' c) ——+n ! 33
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We take divergence on both sides of equation (3.4) and substitute in equation (3.3) to eliminate Q' from equation
(3.3). The resulting system of linearized perturbed equations are as follows

)| p, 0 HEKBVIT!
1+4 — || 2= (V*w ViT'+u,K
(14,5 ) 2292w )-aen B T 2 (7 0) -
(3.6)
d M
= 1+4 LViw+u Viw
( 281){ k WA, }
0 oT"' 0 (dg' ,u TK Tk f 3.7
1+7— C)—-uT K —| —||- g '=—k, VT -—= Vi
( atj[(p‘) ) o Hotatn at( z ﬂ {(p } 2
¢’ M, oT'
1+ +| 1+ Vig'-K,—=0 3.8
( lm)azz ( Hoj - Jz (3-8)
where
, 0 09’ ) 82
(po C)1:EPOCV,H+€#0H0Km+(1_‘9)(p0 C);. > (po C)zzngCV,H+‘9ﬂ0H0Km ’ V] =§+ay_z’ v? V azz >
K, =- (aﬂj and y, = [aﬁj with @' being the magnetic potential.
ot OH )y, 1
The normal mode solution is accessible and the same has the form
w' W(z) _
7| =| o) el(lx+my)+0‘t (3.9)
¢ D(z)

where [ and m are respectively the wave numbers in the x and y directions and & is the growth rate. Substitution of (3.9)
into equations (3.6) to (3.8) leads to

2 g2
(1+ﬂ O'){po (D2_K;)W+0(p0gK:@—luoKmﬂK;Dq) +M }
€

I+,
(3.10)
:(1+120){—£ICL(D2—K:)W+;T/(D2—Khz)zW}
(1+z'0')[(,00 C),ocO-4,TK, 0'D<I>]
# T,K, N TKB L, (3.11)
_|:(p0C)2 o7 }ﬂW— k (D*-K;)©- 5 (D> -k} )W
(1+Zm)DZCI)—[1+%]Kfd)(z)—KmD@=0 (3.12)

where D = p and K}% =1’+m® is the overall horizontal wave number. Non-dimensionalizing equations
Iz

(3.10) through (3.12) using the scaling



300

EEJP. 2 (2023) Naseer Ahmed, S. Maruthamanikandan, et al.
. wd . . 0]
W = @ :g’(b :—2’
K pd K, pd
2, (3.13)
L
K
4

we obtain the following dimensionless equations (asterisks are neglected for simplicity)

(1+F, a)[% (D? - @)W + (R+N)& @—Nade)} = (1+ on)[— Da(D* =)W +A(D* - a*)’ WJ (3.14)

(1+2G0o)[A00-M,0cD®-(1-M,) W |=(D*-a* )0 -G(D* - a’ )W (3.15)
(D - M,a’) @- DO =0 (3.16)
(po C) M, KzTa
where A= Land M,=—"2"""" __  The parameter M , 1s neglected as it is of very small order (Finlayson
(Pn C)2 (1+lm)(p0c)2

[8]). When A =1, we obtain the following equations

o
(1+F, O')L)—(DZ — @)W+ (R+N)a’ @—Naszb} =(1+ an)[A(Dz ~a*Y'W-pa” (D~ az)W] (3.17)
T
(1+2Go)(00©-W)- (D -d’)0+G(D* —a’)W =0 (3.18)
(D = M,a*) @- DO =0 (3.19)
where F, :% is the non-dimensional stress relaxation parameter, F, =—2 X is the non-dimensional strain retardation
£ 4 222 g4
parameter, Pr= o is the Prandtl number, R=M is the thermal Rayleigh number, N =M is the
. : L_d . 4o . TK .
magnetic Rayleigh number, Da :k_ is the inverse Darcy number, A== is the Brinkman number, G:F is the
#
1+%
Cattaneo number and M, = 0 2 | is the non-buoyancy-magnetization parameter. The boundary conditions
+

encompassing free and isothermal surfaces are W = D’W =@ =D® =0 at z =+ 1/2 (Finlayson [8]).

3.1. Stationary Instability
As for the stationary mode, equations (3.17) - (3.19) turn out to be the following

A(D* = @)W —Da™ (D* = a®)W — (R+N)a’© + Na’D® = 0 (3.20)
[G(D*=a*)-1]w - (D*-a’)0 =0 (3.21)

(D’ = M,a’) @- DO =0 . (3.22)
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Equations (3.20) through (3.22) along with the boundary conditions embrace an eigenvalue problem with R being
. . . A, . .
an eigenvalue. The straightforward solution W = 4 cos(7z), © = 4,cos(7wz), ® =—sin(7z), with 4, 4, and
V4
4, being constants, is taken into consideration. On applying the solvability condition, we obtain
2 —
(7r2+a2) [Dal-i-(ﬂ'z-i-az)A] NM3a2

R = _ 3.23
2 [1+6(r+a)] (M, +7°) 029

where the superscript ‘s#’ stands for stationary convection. Equation (3.23) exactly coincides with that obtained by Soya
Mathew and Maruthamanikandan [22] and Soya Mathew et al. [23] followed by the corresponding deductions.

3.2. Oscillatory Instability
The dimensionless equations concerning the overstable motion are

[(1+FIO')%+(1+cm>')(Da‘1 +A (7 +d’) )} (7°+a*) 4, ~(1+F,0)(R +N)a*4, + (1+F,0) Na*4,= 0 (3.24)
[1+2G0+G(x*+a*) |4, - [ (7' +a’)+(1+2G o ) o |4, = 0 (3.25)
A —(7+Ma’ ) 4,=0. (3.26)

On applying the solvability condition, we obtain

p[Pr (Da'+pA)(1+ f,0)+0 +f10'2](p+0'+2g0'2) NM,

R = —
@’ Pr(1+ f10) [1+g(p+20)] M,a* +7’

(3.27)

where p = 7" +a’ . If we let ¢ = i@ with o being the frequency of oscillations, we obtain R as R = R +iR,.Both R
and R, are computed by means of the MATHEMATICA software mathematical package.

4. RESULTS AND DISCUSSION

The study is concerned with porous medium ferroconvection in a viscoelastic magnetic fluid with non-classical
heat conduction. We have obtained the conditions for both stationary and oscillatory convection using linear theory,
which is based on the normal mode technique. The thermal Rayleigh number R, characterising the stability of the
system, is obtained as a function of the different parameters of the study. The eigenvalue expression and the associated
critical numbers are determined by using MATHEMATICA software. As we can observe from the expression (3.23)
stationary Rayleigh is independent of the viscoelastic parameters as obtained by Soya Mathew and
Maruthamanikandan [22]. Also, if the Cattaneo number is taken below the threshold value, then only stationary
convection occurs [23]. Hence, for stationary convection, viscoelastic fluid behaves same as Newtonian fluid. Rayleigh
number for oscillatory mode is obtained as a function of Prandtl number, Cattaneo number, magnetic, viscoelastic and
porous parameters.

In Fig. 2 critical Rayleigh number R, is expressed as a function of magnetic Rayleigh number N by keeping all

other parameters as constant by fixing their values as F, =1.5, F, =0.3, Pr=10, Da™'=5, A=3, G=0.06 and M,=3.As
N increases, R, decreases and hence the system is destabilized. We observe that oscillatory convection is preferred to
stationary convection as R is less than R and hence the principle of exchange of instabilities is not valid. In Fig. 3
critical Rayleigh number R, is expressed as a function of the magnetic Rayleigh number N' by varying F, and keeping
all other parameters as constant by fixing their values as F, = 0.3, Pr=10, Da™=5, A=3, G=0.06 and My=3.We
notice that, as F; increases, the RZ*¢ value decreases which indicates that the stress relaxation parameter F, hastens the
oscillatory ferroconvection. In Fig. 4 critical Rayleigh number R, is expressed as a function of the magnetic Rayleigh
number N by varying F, and keeping all other parameters as constant by fixing their values as F; =1.5, Pr=10,

Da™'=5, A=3, G=0.06 and M ,=3. As there is an increase in the values of F),, we notice that there is an increase in

RZ*¢ which indicates that the strain retardation parameter F, slows down the onset of oscillatory ferroconvection.



302

EEJP. 2 (2023) Naseer Ahmed, S. Maruthamanikandan, et al.
1200 -
2504 Fq =1
10004 — Stationary
—— Oscillatory 2004
800
150 4
R 600
c Rgsc
1004
400 4
200+ 504
0 T L) ¥ L L L 0 L} L \J J
0 20 40 60 80 100 0 20 40 60 80 100
N N
Figure 2. Plot of R, versus N with Figure 3. Plot of R*C versus N with variation in F, with

F =15, F, =0.3, Pr=10, Da™'=5, A=3, G=0.06 and M,=3. F, =0.3, Pr=10, Da™'=5, A=3,G=0.06 M, =3 and Ta=500.

In Fig. 5 critical Rayleigh number R, is expressed as a function of N by varying G and keeping all other parameters
as constant by fixing their values as £ =1.5, F, = 0.3, Pr=10, Da™'=5, A=3 and M,=3. As G increases, there is a
decrease in RZ*“. As discussed by Straughan [24], the above threshold value of Cattaneo number G associated with
oscillatory convection comes into picture. It destabilizes the system. In Fig. 6 critical Rayleigh number R, is expressed
as a function of the magnetic Rayleigh number N by varying Pr and keeping all other parameters as constant by fixing
their values as £ =1.5, F, =03, Da™'=5, A=3, G=0.06 and M, = 3. As there is an increase in the values of Pr, we

notice there is a decrease in R2°C due to the above threshold value of G and hence the system is destabilized. This is due
to the hyperbolic nature instead of the parabolic one of the temperature equation.

300
1801
250 ‘  160 -
—F,=0.1
200+ —F,=0.3 1404
—F,=05
Rgsc 150 '  Rgsc 1204
100 100 4
804
504
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Figure 4. Plot of R*® versus N with variation in F, with Figure 5. Plot of R*® versus N with variation in G with
F, =1.5,Pr=10, Da"'=5, A=3, G=0.06 and M,=3. F =1.5,F, =03,Pr=10, Da'=5, A=3and M,=3.

In Fig. 7 critical Rayleigh number R2*¢ is expressed as a function of magnetic Rayleigh number N by varying Pr
and  keeping all other parameters as constant by fixing their values as F =15,

F,=03, Da"'=5,A=3,G=0and M,=3. We notice that R’* increases as Pr increases and hence system is
stabilized. This is due to the absence of Cattaneo number.

From Figures 6 and 7, we witness the dual nature of the Prandtl number Pr depending on the Cattaneo number G.
If the Cattaneo number G is above the threshold value, then on increasing Pr there is a decrease in R>° as noticed in the
work of Nagouda and Pranesh [25] and if the Cattaneo number G is below the threshold value, then on increasing Pr there
is an increase in RZ* as noticed in the work of Swamy et al. [18].



303

Oscillatory Porous Medium Ferroconvection in a Viscoelastic Magnetic Fluid... EEJP. 2 (2023)

—Pr=5

0SC
RC

Figure 6. Plot of Rg ¢ versus N with variation in Pr with
F, =1.5, F, =0.3,Da™' =5, A=3, G=0.06 and M,=3.
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Figure 7. Plot of Rg ¢ versus N with variation in Pr with

F =15, F, =03, Da"'=5, A=3,G=0 and M,=3.

Stationary vs Oscillatory Instability

Table 1. Critical values of the Rayleigh number and wave number with F, =1.5, F, =0.3, Pr=10, Da™' =5, A=3, G=0.06 and M, =3.

N Stationary Oscillatory
le a(st R :sc a:sc

0 1123.54 2.6486 154.486 3.05605
20 1109.91 2.65782 139.604 3.13009
40 1096.25 2.66701 124.546 3.20226
60 1082.56 2.67618 109.324 3.27246
80 1068.84 2.68533 93.9499 3.34063
100 1055.09 2.69446 78.4344 3.40676

Table 2. Critical values of the wave number varying with F, by fixing F,

Table 3. Critical values of the wave number varying with F2 by fixing F

=0.3,Pr=10, Da"'=5, A=3,G=0.06 and M,=3.

F =1 F=15 F, =2
N
a() a’C a’C

0 3.06861 3.05605 3.04212
20 3.11749 3.13009 3.14058
40 3.16559 3.20226 3.23566
60 3.21286 3.27246 332715
80 3.25927 3.34063 3.41501
100 330481 3.40676 3.49928

=1.5,Pr=10, Da"'=5, A=3, G=0.06 and M,=3.

F,=0.1 F,=03 F,=0.5
N
aC aC aC

0 3.4042 3.05605 2.99105
10 352012 3.09329 3.01222
20 3.63083 3.13009 3.03327
30 3.73634 3.16642 3.05418
40 3.83684 3.20226 3.07495
50 3.93259 3.23761 3.09558
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Table 4. Critical values of the wave number varying with G by fixing F, =1.5, F, =0.3, Pr=10, Da'=5,A=3and M,=3.

G=0.05 G=0.06 G=0.07
N
aC aC aC
0 2.98828 3.05605 3.10812
20 3.05035 3.13009 3.19439
40 3.11118 3.20226 3.27804
60 3.17068 3.27246 3.35892
80 3.2288 3.34063 3.437
100 3.28551 3.40676 3.5123

Table 5. Critical values of the wave number varying with Pr

by fixing F, =1.5, F, =0.3,Da"'= 5, A=3, G=0.06 and M,=3.

Pr=5 Pr=10 Pr=15

N

aC aC aC

0 3.01748 3.05605 3.06942
20 3.08869 3.13009 3.14436
40 3.15822 3.20226 3.21737
60 3.22595 3.27246 3.28835
80 3.29182 3.34063 3.35723
100 3.35581 3.40676 3.42402

Table 6. Critical values of the wave number varying with Pr by fixing F, =1.5, F, =0.3, Da”'=5, A=3, G=0and M, =3.

G =0 (In the absence of Second Sound)

Pr=5 Pr=10 Pr=15
N
o, o, o,
0 2.38141 2.38512 2.38669
20 2.39726 2.40086 2.40238
40 2.41302 241651 2418
60 2.42869 2.43208 2.43352
80 2.44427 2.44756 2.44895
100 2.45975 2.46293 2.46428

In Fig. 8 critical Rayleigh number RZ* is expressed as a function of N by varying Pr and keeping all other
parameters as constant by fixing their values as | =0, F, =0, Da'=5,A=3, G=0.06 and M, =3,1i.e., in the absence

of viscoelastic parameters. In this case also there is a decrease in R*C as we increase Pr which again clearly suggests

that the dual nature of Pr is only due to the presence of the Cattaneo number.

0SC
RC

Figure 8. Plot of Rgsc versus IV with variation in Pr with F, =0, F, =0, Da™'=5, A=3, G=0.06 and M,=3.
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For Newtonian ferromagnetic fluid (i.e., 7, =0 and F, =0)

Table 7. Critical values of the wave number ¢, varying with Pr by fixing 7 =0, F, =0, Da”'=5, A=3, G=0.06 and M, =3.

Pr=5 Pr=10 Pr=15

N

aC aC aC

0 3.30324 3.28459 3.27851
20 3.31363 3.29529 3.28931
40 3.324 3.30595 3.30008
60 3.33432 3.31658 3.3108
80 3.3446 3.32716 3.32148
100 3.35485 3.3377 3.33212

Table 8. Critical values of the wave number varying with Da™" by fixing F =1.5, F, =0.3, Pr=10, A=3, G=0.06 and M,=3.

Da™'=0 Da ' =5 Da™'=10

N
a, a, a,

0 2.94266 3.05605 3.15784
20 3.02243 3.13009 3.22714
40 3.10014 3.20226 3.29475
60 3.17561 3.27246 3.36059
80 3.24874 3.34063 3.42464
100 3.31951 3.40676 3.48689

In Fig. 9 critical Rayleigh number R>*“ is expressed as a function of magnetic Rayleigh number N by varying

Da™ and keeping all other

parameters

as

constant

by fixing their

as [ =15,

F,=0.3, Pr=10, A=3, G=0.06 and M;=3. Oscillatory ferroconvection is delayed because as Da™' is increased, there

is an increase in the values of RZ*“. The reason for this is the increase in Da™' will decrease the porous medium

permeability and hence the convective instability is impeded.

180

160 4

1404

1204

1004

804

60

—npa'=o0

20

40
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60 80 100

Figure 9. Plot of R2°® versus N with variation in Da™' with F, =1.5, F, =0.3, Pr=10, A=3, G=0.06 and M, =3.

In Fig. 10 critical Rayleigh number R2*¢ is expressed as a function of the magnetic Rayleigh number N by varying

the Brinkman number A and keeping all other parameters as constant by fixing their values as F; =1.5,
F,=0.3, Pr=10, Da™' =3,G=0.06 and M,=3. As the Brinkman number A increases, R also increases and
therefore oscillatory ferroconvection is delayed. As the Brinkman model accounts for an effective viscosity Z which is
different from fluid viscosity 4, and the ratio is assigned as the Brinkman number A . Hence viscous effect increases on

increasing A and hence ferroconvective instability is hampered due to the presence of porous media.
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Table 9. Critical values of the wave number varying with A by fixing F, =1.5, F, =0.3, Pr=10, Da™' =5, G=0.06 and M, =3.

A=1 A=3 A=5
N
aC aC aC

0 3.16486 3.05605 3.02786
10 3.25535 3.09329 3.05126
20 3.3429 3.13009 3.07448
30 3.42738 3.16642 3.09754
40 3.50877 3.20226 3.12041
50 3.58714 3.23761 3.14309

Table 10. Critical values of the wave number varying with M, by fixing F =1.5, F, = 0.3, Pr=10, Da™'=5, A=3 and G=0.06.

M, =1 M, =3 M, =5
N
aC aC ac
0 3.05605 3.05605 3.05605
20 3.15476 3.13009 3.11124
40 3.256 3.20226 3.16482
60 3.35878 3.27246 3.21682
80 3.46216 3.34063 3.26729
100 3.56526 3.40676 3.3163
250 —_—M,=1
-\- 1604 e
—_—My=
200 - —M,=5
— A=l 1404 ’
—A=3
R(C)sc RgSC
100 - <00
50-\ 804
0 T T T T v 60 T T - T T o
0 10 20 30 40 50 0 20 40 60 80 100

N

Figure 10. Plot of R versus N with variation in A with

N

Figure 11. Plot of R versus N with variation in M, with

F, =15, F, =0.3, Pr=10, Da' =5, G=0.06 and M,=3. F, =15, F, =0.3, Pr=10, Da' =5, A=3 and G=0.06.

In Fig. 11 critical Rayleigh number R>*¢ is expressed as a function of the magnetic Rayleigh number N by varying
their F =15,
F,=0.3, Pr=10, Da™' =5, A=3 and G=0.06. The linearity departure of magnetic equation is addressed by the

M., and keeping all other values  as

R parameters  as

constant by fixing

parameter M, . We notice from Fig. 11 that as M, increases, the R%*° monotonically decreases which implies that
magnetic equation of state grows more and more to nonlinear state due to which ferroconvection is hastened.

From Figs. 12 through 17, one can observe that when all the respective parameters increase, @ also increases,
whereas from Figs. 18 through 20, as all relevant parameters increase, @ also decreases. Hence, we can conclude that
from Figs. 12 through 20 that the frequency @, of oscillatory ferroconvective instability is sensitive to all the parameters

of the study. On the other hand, wave number depicts the size and shape of the convection cell. From Tables 2 through
10, it follows that convection cell size is also sensitive to the all the parameters of the study at hand. Indeed, the convection
cell size is enlarged with an increase in F2 , A and M and the opposite is found to be true with respect to an increase in

the rest of the parameters.
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Figure 12. Plot of @ versus N with variation in F, with
F, =0.3, Pr=10, Da™' =5, A=3, G=0.06 and M,=3.
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Figure 14. Plot of a)f versus IV with variation in Da™' with

F, =15, F, =03, Pr=10, A=3, G=0.06 and M,=3.
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Figure 16. Plot of a)f versus IV with variation in Pr with
F, =15, F, =0.3, Da”'=5, A=3, G=0 and M, =3.
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Figure 13. Plot of & versus N with variation in Pr with
F =15, F, =0.3,Da™ =5, A=3, G=0.06 and M,=3.
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Figure 15. Plot of a)f versus IV with variation in A with
F, =15, F, =0.3, Pr=10, Da"' =5, G=0.06 and M,=3.

15
14_/
134
Pr=5
124 ——Pr=10
—Pr=15
ol 111
104
9‘/
8 4
L) L) L) L)
0 20 40 60 80 100

N

Figure 17. Plot of a)f versus IV with variation in Pr with
F, =0, F, =0, Da™'=5, A=3, G=0.06 and M, =3.
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Figure 18. Plot of wf versus N with variation in F, with Figure 19. Plot of wf versus N with variation in G with
F =15,Pr=10, Da"'=5, A=3, G=0.06 and M,=3. F, =15, F, =0.3, Pr=10, Da"'=5, A=3 and M, =3.
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Figure 20. Plot of a)f versus N with variation in M, with F, =1.5, F, =0.3, Pr=10, Da'=5, A=3 and G=0.06.

It is worth mentioning that for Newtonian fluids only stationary convection is possible, but due to the presence of
second sound, oscillatory instability is preferred to stationary stability as pointed out by Straughan [24].

CONCLUSIONS
The system is destabilized through the presence of magnetic forces caused by the magnetization of ferrofluids.
Nonlinearity in magnetization is shown to destabilize the system.
Viscoelastic relaxation and second sound are shown to destabilize the system.
Viscoelastic retardation, inverse Darcy number and Brinkman number are shown to stabilize the system.
Prandtl number destabilizes as well as stabilizes the system depending on the over and below threshold values of the
Cattaneo number respectively.
Critical wavenumber and frequency of oscillatory motions are calculated as functions of all the parameters of the
problem. They are shown to be sensitive to all the parameters of the problem.
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KOJIMBAJIbHA ®EPOKOHBEKIIIA Y IIOPUCTOMY CEPEJOBHINI Y B SI3KOIIPYXKHIN MATHITHIN PIIAHI
3 HEKJIACUYHOIO TEIUIOITPOBIAHICTIO
Hacip Axmen?, C. Mapyramanikangaun®, B.P. Haracmirxa®
“@akynvmem mamemamuxu, IIpesudenmcokuil konedic, Kemnanypa, Xeb6an, Beneanypy 560024, Inois
bdarynomem mamemamuru, Inocenepna wixona, Ipesudenmcvuil ynisepcumem, benzanypy 560064, Inoia

BuKOpHCTaHO KIIaCHYHUIA aHaI3 CTabiIbHOCTI U151 BUBYCHHSI KOMOIHOBAHOTO BIUIMBY B’SI3KOIPYKHOCTI Ta IPYroro 3ByKy Ha MOYaTOK
(bepokoHBeKIii y TOPHCTOMY CepeOBHI. BBaXkaeThesl, 1110 piZivHa i TBEpAa MaTPHL 3HAXOJSTHCS B JIOKAIBHIN TEIUIOBIil piBHOBA3I.
BpaxoByroun rpaHd4HI YMOBH, BiINOBiIHI I aHATITHYHOTO MiAXOAY, KPUTHYHI 3HAYCHHS, 1[0 CTOCYIOTHCS SK CTalliOHAPHOT, TaK i
KOJIMBAJIbHOI HECTAaOUIBHOCTI, OTPUMaHI 3a JONOMOTOI0 aHajli3y HOPMAaJIbHOTO peXuMy. [lomMideHO, IO KOMUBAIBHHUN PEKHM
HecTaOUIBHOCTI € KpalluM Iiepe]| CTalliOHapHUM PeXXUMOM HecTabinpHOCTI. [TokaszaHo, o (hepoKOHBEKIIiS KOIHBAIEHOTO HOPUCTOTO
CepeIOBHIIIA PO3BUBAETHCS Ye€Pe3 MArHITHI CHIIM, HENIHIHHICT HAMAarHIY€HOCTI, peIaKcallilo HalpyXeHb 33 PaXyHOK B’SI3KONPYKHOCTI
Ta APYTHi 3BYK. 3 iHIIOTO OOKY, CIIOCTEPIraeThCsl, 110 HAasBHICTh 3aTPUMKH JieopmMaliii Ta HOPUCTOrO CepeIOBHIIA 3aTPHMY€ OYATOK
OCLIMIIIOI0Y0T (PepOKOHBEKIIIT Y IIOPHCTOMY cepeloBuILi. Takok OKpecseHO MojBiliHy npupoxy 4yncia [Ipanntis Ha uucio Penes no
BifHOIIEHHIO 70 yncia Karraneo. Takox 00roBOpIOETHCS BIUIMB Pi3HUX MapaMeTpiB Ha po3Mip KOHBEKI[IHHOT KOMIPKH Ta YacTOTy
KoJMBaHb. L[5 mpobiaemMa MoXe MaTH MOXKIIMBI HACIII KM JUIS TEXHOJIOTTYHUX 3aCTOCYBaHb, Y SKHX BUKOPHCTOBYIOTHCS B’ I3KOIPYKHI
MAarHITHI PiIUHH.

KurouoBi ciioBa: xougexyis, pienanus Makceeana, pienanna Has'e-Cmoxca 011 Hecmucausux 8'sa3kux piout; nopucmi cepedosuiya;
8'A3KONPYIICHI PIOUHU, (hepOKOHBeKYis
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This research study explores the effects of adding MgO nanoparticles to a polymeric blend composed of 50% PVP and 50% CMC. The
blend was prepared using MgO nanoparticles (0.2%, 4%, and 6%) and varying processing conditions. The structural, optical, and
electrical properties of the resulting blend were analyzed to determine the impact of the added nanoparticles on the blend's properties.
Results showed that the addition of nanoparticles significantly improved the structural, optical, and electrical properties of the
polymeric blend. Specifically, the energy gap is 4.224 eV for (PVA: CMC) film and increased to 3.432 eV for (PVA: CMC-6% MgO),
the light transmission and reflection properties were enhanced. Additionally, the conductivity of the blend was increased, making it
suitable for various applications, including optoelectronics, sensors, and biomedical devices. Overall, this study demonstrates the
potential of adding nanoparticles to polymeric blends to improve their properties and highlights the importance of optimizing
processing conditions to achieve the desired properties for specific applications.

Keywords: PVA; CMC; MgO Nanoparticles; FTIR; SEM; Optical and electrical properties

PACS: 71.20.Tx

INTRODUCTION

Polyvinylpyrrolidone is a water-soluble polymer made from the monomer vinylpyrrolidone. PVP has a variety of
applications due to its unique properties, including its ability to form stable complexes with many different
compounds [1], In the context of polymers used in personal care products, PVP is often used as a binder, film-former,
and viscosity enhancer in hair styling products such as gels and mousses. It can also be found in skincare products such
as moisturizers, which help to improve the texture and spreadability of the product. In addition to its use in personal care
products [2,3]. carboxymethyl cellulose is a water-soluble polymer derived from cellulose. CMC is widely used in a
variety of industries, including food, pharmaceuticals, and personal care products. In the food industry, CMC is used as
a thickener, stabilizer, and emulsifier [4]. It is commonly found in ice cream, baked goods, and sauces. In the
pharmaceutical industry, CMC is used as a binder in tablet formulations, and it is also used as an ingredient in eye drops
and other topical medications [5,6]. Blending polyvinylpyrrolidone (PVP) and carboxymethyl cellulose (CMC) polymers
can result in a material with enhanced properties, such as improved solubility, stability, and film-forming ability. The
addition of (MgO) to the blend can further enhance these properties. MgO is an inorganic compound that is commonly
used as a pH regulator and as a source of magnesium ions in various applications [7]. When added to a PVP: CMC blend,
MgO can act as a crosslinking agent, which improves the mechanical strength and water resistance of the resulting
material. The resulting PVP:CMC: MgO blend can have a variety of applications, including as a thickener, binder, and
film-forming agent in various industries such as food, pharmaceuticals, and personal care products. For example, it can
be used as a thickener in toothpaste or as a binder in tablet formulations [8]. Overall, the addition of MgO to a PVP: CMC
polymer blend can result in a material with improved properties, making it more versatile and useful in a variety of
applications [9,10]. In this study, we Preparation of the blend will depend on the 50% ratio of PVP, 50% CMC, and
adding nanoparticles to the polymeric matrix, 0,2%,4%, and 6% from MgO, The addition of nanoparticles can improve
the Structural, Optical, and electrical properties.

EXPERIMENTAL
The solution casting method is a relatively simple and efficient way to prepare PVP: CMC composite films and the
addition of MgO can further enhance the properties of the resulting films, Pure and doped with MgO, the PVP: CMC
composite films can be prepared by the solution casting method. This method involves dissolving the PVP, and CMC, in
a suitable solvent (water) at (60°C), to form a homogenous solution, and adding MgO at different weight ratios of 2, 4,
and 6 wt%, The solution is then cast onto a flat surface and allowed to dry, resulting in a thin film.

RESULTS AND DISCUSSIONS
The infrared spectra of (PVP: CMC) can provide information about the chemical composition and structural features
of the polymer blend. Here are some of the characteristic peaks that may be observed in Fig. (1) FTIR spectra of
(PVP: CMO):

7 Cite as: W .H. Albanda, D.J. Fakralden, and N.A. Hassan, East Eur. J. Phys. 2, 310 (2023), https://doi.org/10.26565/2312-4334-2023-2-35
© W.H. Albanda, D.J. Fakralden, N.A. Hassan, 2023
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A peak around 23500 cm’!, corresponds to the -CH stretching vibration of the CMC backbone. A peak around
1650 cm™!, corresponds to the -COO- stretching vibration of the carboxyl group in CMC. A peak around 1420 cm™,
corresponds to the -CH bending vibration of the CMC backbone [11,12]. PVP peaks: A peak around 3400 cm’!, which
corresponds to the -NH stretching vibration of the amide group in PVP [13,14]. A peak around 2950 cm™!, corresponds to
the -CH stretching vibration of the PVP backbone. A peak around 1550 cm!, corresponds to the -C=0 stretching vibration
of the amide group in PVP [15]. In addition, the FTIR spectra of (PVP: CMC) may also show some overlapping peaks,
such as the -OH stretching vibration of water molecules, which may be present as a result of the hygroscopic nature of
CMC. It is important to note that the specific FTIR spectra of (PVP: CMC) may vary depending on the specific ratio and
blending method used. MgO nanoparticles peaks: A peak around 3700-3500 cm! corresponds to the -OH stretching
vibration of surface hydroxyl groups on the MgO nanoparticles [16]. A peak around 1600-1500 cm™, corresponds to the
bending vibration of O-H on the surface of the MgO nanopatrticles. A peak around 1400-1300 cm™ [17,18], corresponds
to the symmetric stretching vibration of Mg-O bonds in the MgO nanoparticles. In addition, the FTIR spectra of CMC:
PVP doped with MgO nanoparticles may also show some overlapping peaks [19,20], such as the -OH stretching vibration
of water molecules and the -CH stretching vibration of the CMC and PVP backbones [21]. It is important to note that the
specific FTIR spectra of CMC: PVP doped with MgO nanoparticles may vary depending on the specific doping
concentration and preparation method used [22].
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Figure 1. FTIR for PVP: CMC-MgO Nanocomposite

Figure (2) reviews the field-emitting scanning electron microscopy (FE-SEM) images of the prepared films (PVP:
CMC) before (a) and after reinforcement with MgO nanopowder in the ratio (b). It shows that the (PVP: CMC) film has
a rough surface. From a group of accumulated minutes stacked together

When MgO nanoparticles were added, the images showed that the reinforced polymeric films had irregular and
rougher surfaces and high surface porosity compared to the films before cementation, and this is attributed to the hydrogen
bonding resulting from the active carboxyl and hydroxyl Functional groups [23,24]. This irregular, rough, and high
porosity of the surface enhances the adsorption Chemistry of the prepared overlapping films [25].

#

o 8 N e

¥ - ak - -
1 Bl
: “‘H . 1 -
FAT ORI DaiedmidsyT SATETH | View fisld f4.4 pm R FORN

Figure 2. FE-SEM for PVP: CMC-MgO Nanocomposite
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The addition of MgO nanoparticles to the (PVP: CMC) blend can have significant effects on both the transmittance
and reflectance of the resulting material, The transmittance of (PVP: CMC) doped with MgO nanoparticles can be
decreased in the visible and near-infrared regions, The nanoparticles can scatter and absorb light more than the polymer
blend, which can result in more light being reflected from the surface of the material [26,27], The effect of MgO
nanoparticles on transmittance and reflectance can be dependent on the wavelength of light. Higher concentrations of
nanoparticles can result in stronger scattering and absorption [28,29], which can result in more significant changes in
transmittance (T%) and reflectance (R) as shown in Fig.(3).
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Figure 3. T% and R for PVP: CMC-MgO Nanocomposite

The energy gap of (PVP: CMC) doped with MgO nanoparticles can be decreased due to the additional electronic
states introduced by the nanoparticles [30], The decrease in the energy gap can result in increased absorption in the
UV-visible region, as shown in Fig. 4. The effect of MgO nanoparticles on the absorption coefficient and energy gap can
also depend on the size of the nanoparticles. Smaller nanoparticles can introduce more additional electronic states and
result in more significant changes in the energy gap [31], The surface properties of the MgO nanoparticles can also play
a role in the effect on the absorption coefficient and energy gap, The presence of surface defects and impurities on the
nanoparticles can introduce additional electronic states and result in changes in the optical properties of the resulting
material [32]. As in the following equation [33]:
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Figure 4. a and Eg for PVP: CMC-MgO Nanocomposite

The extinction coefficient of PVP: CMC doped with MgO nanoparticles can be increased due to the additional
absorption features introduced by the nanoparticles, MgO nanoparticles have a higher refractive index than PVP: CMC
polymers, so the addition of the nanoparticles can increase the overall refractive index of the material, This can result in
increased light bending and potential optical effects such as light confinement, as shown in Fig. (5). The refractive
index (n,) and the extinction coefficient (ko) can be calculated using the two following equations below [34,35]:
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Figure 5. no and ko for PVP: CMC-MgO Nanocomposite

Electrical Characterizations
Dielectric Constant (g')

The addition of MgO nanoparticles to (PVP: CMC) polymers can increase the dielectric constant of the material due
to the presence of additional polarizability from the nanoparticles, The effect of MgO nanoparticles on the dielectric
constant of (PVP: CMC) polymers can also depend on the size of the nanoparticles. Smaller nanoparticles can have a
greater surface area and more electronic states, which can result in more significant changes in the dielectric constant
[36], The dielectric constant of (PVP: CMC) doped with MgO nanoparticles can also depend on the frequency of the
applied electric field [37], The dielectric constant of (PVP: CMC) doped with MgO nanoparticles can also depend on the
temperature of the material, At high temperatures, the polarizability of the material can change, resulting in a change in
the dielectric constant [38], as shown in Fig.(6).
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Figure 6. Diclectric Constant for PVP: CMC-MgO Nanocomposite

Dissipation Factor (tand)

The addition of MgO nanoparticles to PVP: CMC polymers can decrease the dissipation factor of the material due
to the presence of additional polarizability from the nanoparticles, The dissipation factor can decrease with increasing
concentration of the nanoparticles, as shown in Fig. 7. The effect of MgO nanoparticles on the dissipation factor of (PVP:
CMC) polymers can also depend on the size of the nanoparticles. Smaller nanoparticles can have a greater surface area
and more electronic states, which can result in more significant changes in the dissipation factor [39], The dissipation
factor of (PVP: CMC) doped with MgO nanoparticles can also depend on the frequency of the applied electric field. The
dissipation factor of (PVP: CMC) doped with MgO nanoparticles can also depend on the temperature of the material. At
high temperatures, the polarizability of the material can change, resulting in a change in the dissipation factor, the effect
of MgO nanoparticles on the dissipation factor of (PVP: CMC) polymers can depend on various factors such as
nanoparticle size, concentration, temperature, and frequency. The resulting electrical properties can have potential
applications in areas such as capacitors, sensors, and electronic devices [40].
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Figure 7. Dissipation Factor for PVP: CMC-MgO Nanocomposite.

A.C. Electrical Conductivity (6a.c)

The addition of MgO nanoparticles to (PVP: CMC) polymers can increase the electrical conductivity of the material
due to the presence of additional free charge carriers, The effect of MgO nanoparticles on the electrical conductivity of
(PVP: CMC) polymers can also depend on the size of the nanoparticles [41], The electrical conductivity of PVP: CMC
doped with MgO nanoparticles can also depend on the frequency of the applied A.C. electric field. The conductivity can
increase or decrease depending on the frequency range [42], as shown in Fig. (8).
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Figure 8. AC electrical conductivity for PVP: CMC-MgO Nanocomposite

CONCLUSIONS

The addition of MgO nanoparticles (0.2%, 4%, and 6%) to the 50% PVP, and 50% CMC can enhance the structural
properties by improving the mechanical strength, thermal stability, and surface morphology by casting method.
Additionally, the optical properties of the blend can be enhanced, leading to better light transmission and reflection
properties. The energy gap is 4.224 eV for (PVA: CMC) film and when the MgO concentration at 6% is increased to
3.432 eV. the electrical properties can be improved by increasing the conductivity of the (PVA/CMC) blend. Therefore,
the use of nanoparticles in the preparation of polymeric blends has significant potential for improving their properties,
making them suitable for various applications such as optoelectronics, sensors, and biomedical devices. Further studies
can be carried out to optimize the concentration and size of the nanoparticles, as well as the processing conditions, to
achieve the desired properties for specific applications.
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HOKPAIIEHHS JESAKHAX ®I3SMYHAX BJACTUBOCTEM CYMIIII (PVP:CMC) HIJIIXOM JTIOJABAHHS MgO
Bigan X. Aan6anna?, JI.Jx. ®axpaagen®, H.A. Xacan®
“Hayxosuil 6i00in - Konedoic 6a3060i oceimu, Yuisepcumem Mycmancipis, Ipax
bKagpeopa ghizuxu, Hayroeuii xoredac, Yuisepcumem Jiana, Ipax

JlocipkeHo BIUIMB JoJaBaHHs HaHodacTHHOK MgO 1o momiMepHoi cywmimi, mo ckmagaetses 3 50% PVP 1 50% CMC. Cymim
TOTYBaJM 3 BUKOpUCTaHHSIM HaHodacTHHOK MgO (0,2%, 4% 1 6%) i pisHuX ymMoB 00poOKH., /{1 BH3HAYCHHS BIUIMBY JOJAHHX
HAHOYACTHHOK OyJIM IpoaHali30BaHi CTPYKTYPHI, ONITHYHI Ta €JIEKTPHYHI BIACTUBOCTI OTPUMAHOI cyMili. Pe3ynbraTi nokasaiu, mo
JI0/IaBaHHsI HAHOYACTMHOK 3HAYHO MOKPALIMWIO CTPYKTYPHI, ONTHYHI Ta €JIEKTPHYHI BJIACTUBOCTI MojimMepHOI cymimii. 30kpema,
CHepPreTHYHUH 3a30p cTaHOBUTH 4,224 ¢B juis maisku (PVA:CMC) i 36inbiueno 1o 3,432 eB nst (PVA:CMC-6% MgO). Takox Oynu
MOKpAIeHl BIACTUBOCTI MPOIMYCKAaHHS CBiTJa Ta BimOuBaHHA. Kpim TOro, mpoBiaHicTh cyMimni Oyna 30iiblieHa, Mo 3po0uio ii
MPUIATHOIO JJIsl PI3HUX 3aCTOCYBaHb, BKIIOYAIOYN ONTOCICKTPOHIKY, JaTYMKU Ta OiOMEIMYHI MPUCTPOI. 3araioM Ie AOCIiIKeHHS
JIEMOHCTpPY€ MOTEHIliaN JOAaBaHHS HAHOYACTUHOK IO IOJIIMEPHUX CyMiIIeH IS TOKpAIIeHHs IXHIX BJIACTHBOCTEH 1 MiIKPECIIOE
Ba)KJIMBICTB ONTHMIi3alii yMOB 00pOOKH IS JOCATHEHHS Oa)KaHUX BIIACTUBOCTEH 11 KOHKPETHHUX 3aCTOCYBAHb.

Kimouosi ciioBa: PVA; CMC; nanowacmunxu MgO,; FTIR; SEM; onmuuni ma erekmpuini 61acmugocmi
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The magnetic electron scattering form factor with glekpn, d3f7, ho models space for 5'V, *°Co, %3 Nb, and !°In nuclei
are discussed with and without core polarization effects (CP). The calculations are done with the help of NuShellX@MUS
code. The radial wave function for the single-particle matrix elements have been calculated with the SKyrme-Hartree
Fock (SKX), Wood—-Saxon(WS), and harmonic oscillator (HO) potentials. valence model (Vm) used in these calculation
to calculate form factors with core-polarization effects. The results give a good agreement with available experimental
data.

Keywords: electron scattering; transverse form factor

PACS: 25.30.Bf, 21.10.Ft, 25.30Dh

1. INTRODUCTION

A special method for examining the electromagnetic characteristics of nuclei and learning about their
charge and current distributions is electron scattering. Several reasons for using electrons as probes. The
electromagnetic force, the most well-known interaction and one that quantum electrodynamics (QED) fully
describes, is what first causes the electron to interact with the nucleus. Additionally, the interaction’s coupling
constant is not strong enough to materially alter the nuclear structure under investigation. Additionally, one
may operate in first order perturbation inside the one-photon exchange approximation due to the interaction’s
weakness. Second, unlike with actual photons, the energy transfer and momentum transfer may be changed
separately, allowing for the mapping of the densities’ Fourier transform. Past research on electron scattering
in the elastic, inelastic, and quasi-elastic regimes has produced the most precise measurements of charge radii,
transition probabilities, momentum distributions, and spectroscopic parameters [1].

The nuclear shell model has shown to be a highly useful tool for studying nuclear structure because it can
accurately and systematically account for many observable by choosing the right residual effective interaction.
The creation of a nuclear shell model has advanced the understanding of nuclear structure. The shell model,
while fundamentally simple, describes a variety of nuclear phenomena, including spin, magnetic moment, and
nuclear spectra [2].

One of these models, the shell model with a constrained model space (MS), when effective charges are
utilized, is successful in characterizing the static characteristics of nuclei. The core orbits are deformed in a
manner that is compatible with the quadrupling of the valance orbits [3].

The aim of this study is to investigate electron scattering form factors that constitute the inelastic transverse
electron scattering of 1V, 59Co, 3 Nb and !'5In. In these calculations, the nucleation model in the fp-shell
and g-shell regions. The coincidence model calculations will be performed using the interaction of w0, ho and
glekpn (constraint) effective for the fp and gf model space. The shell model calculation will be performed
using Nushell X@MSU [4]. The Valence + core polarization (Vm+CP) and valence models (Vm) only uses the
appropriate efficiencies for the neutron and proton inelastic form factors were calculated. Our theoretical results
will be compared with previously collected experimental data. Electron scattering form factors of some nuclei
have been studied by Jassim and et. al. [5]. Li, Xin and et.al. have been mode comparative studies on nuclear
elastic magnetic form factors between the relativistic and non-relativistic mean-field approaches [6].

2. THEORY

The formalism of electron scattering from deformed nuclei that we follow in this work. All nuclear infor-
mation is included in the longitudinal form factor Fp (), which represents scattering from the nuclear charge
density, and the transverse form factor Fr(g), which represents scattering from the nuclear current density

T Cite as: S.A. Khasain, K.S. Jassim, East Eur. J. Phys. 2, 317 (2023), https://doi.org/10.26565/2312-4334-2023-2-36
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structural details [7]. The differential cross-section for electron scattering from a nucleus with mass (M) and
charge (Ze) into angle (d) in PWBA ( plane-wave Born approximation) is given by [8]:

do  (do 2
aQ (dQ>Mott fmch: a0 v

where the cross-section of the Mott is represented by (g—g)
spin-free point charge at high energy is given by [9]:

(da) - Ze? cos (g) @)
d) yiore  \ 2E;hesin® &)
It is known as the nuclear recoil factor:
2B; o [0\ "
frec - ( M <2)> (3)

The total form factor F(q,#) of a certain multi-polarity is described as having a transverse part F7 (¢) and a
Longitudinal (Coulomb) part F¥(g) and is defined as [10]:

F0 = (%) rpa + [ vt ()] 170 0

where g, stands for the four momentum transfer, q stands for momentum transfer and 6 stands for the scattering
angle. It is possible to express the effective momentum transfer by gers can be written as [11]:

1rort- Lhe scattering of a relativistic electron from a

3 Ze? ] 5)

. 1

where R, = \ﬁ Trms-

Parity and time reversal invariance indicate that only the even and odd transverse magnetic multipoles
contribute to elastic scattering. Then, in PWBA, only odd magnetic multipoles will remain after 8 = 180.

|FT Z ’FJW/\} (6)

A=odd

The definition of the magnetic multi pole operators is
T20) = [ dris eV (). (), ™)

where the operator for current density is J (r). The convection and magnetization components of the currents

J in the transverse form factors result from the motion and intrinsic magnetic moments of the nucleons, respec-
tively. We adjust for the center of mass (c.m.) and finite nucleon sizes when calculating the overall form factors.
The common factor produced from the harmonic-oscillator approximation is used for the c.m. correction.

F..m(q) = exp(q®b?/4A), (8)

where A is the mass number of the nucleus and b is the harmonic oscillator size parameter [1].
With isospin, the form factor adopts the form

2 4m T
Fi(q) = mT:ZM( IO

T, T T,
Ty 0 Tyz|’

TN Lo @I P | Feam (@) |Fr.s(a)].
Where F} (q) is the finite size correction given by
Fy.5(q) = exp (—0.43¢° /4). (10)

Where T, = £=X

and T given by:
T =Tf| <T < T, — Ty, (11)

see [12].
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3. RESULT AND DISCUSSION
The nuclei under examination have 11 and 19 particles outside the core *°Ca for ®'V and °°CO, and 37,59
particles outside the core *°Ni (with restriction usade) for >Nb and '°In respectively. Calculations using
Valence model with and without core-polarization effects. NuShellX@MUS was used for all calculations with
the SKx, WS, HO potential.

3.1. Magnetic form factor for 5!V
The transverse form factor calculations have been performed in the d3f7 model space with the shell-model
code NUSHELLX X@MUS since we are interested in the negative-parity states of ®'V for the valance particles
states outside the core *°Ca, The Vm(a) and the Vm with CP model (b) are compared in the (Figure 1) as the
total magnetic form factor which symbolizes the sum.

5 51y (JT=7/2") (Vm+CP model) 5]V (JT=7/27) (Vm model)
10 E T T T T T T T T T T T —
- 5y (@ 5ty 3

3 (b)
10 N Vim+CP (model) Vm mode) |
- 'Y X 120 0 0 Ocr E
10 o MToT ot 3
S E
S 10* =
= 7
3
10° 3
107 3 ¢ t $ E
10°* ' [
0.5 1.5 2.5 35 4505 1.5 2.5 3.5 4.5

q(fim™) q(fm™)
Figure 1. The transverse magnetic form factor for 51V (J™ = %7) The experiment’s findings are based on
Ref [12], [13], [14].

The contribution of M1, M3, M5, and M7 for 51V (J™ = %7) is shown in red, blue, green, and yellow,
respectively. Effective interaction (WO0). It was applied to the fp-shell model space wave function. In the first
peak between (0 < ¢ < 1.5)fm ™!, the dominant component is M1 where the maximum values are 10~2 and
(0.6)fm~! for form factors and momentum transfer values respectively. At the second peak between (1.5 <
q < 3)fm~!, the dominant component is M7 where the maximum values are 10~ and (3)fm~! for form
factors and momentum transfer values respectively ,There is no rapprochement between the experiment’s and
the theoretical data for the final peak.

Figure (2) compares the total magnetic form factor between the Valence model(Vm)shown in red line and
the Valence model with core polarization (Vm+Cp) shown in blue line It is clear from the peaks in the figure
that the core effect is very small, because the form factor in our work is transverse.
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Figure 2. Demonstrates compare between Vm and Vm+CP models for 51V (J™ =
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3.2. Magnetic form factor °°Co

The transverse form factor calculations have been performed in the model space (ho) since we are interested
in the negative-parity states of **Co for the valance particles states outside the core *°Ca, The Vm(a) and the
Vm with CP model (b) are compared as the total magnetic form factor, which symbolizes the sum. The

contribution of M1, M3, M5, and M7 for *Co (J™ = 27) is shown in red, blue, green, and yellow, respectively.
Effective interaction (ho). It was applied to the fp-shell model space wave function. In the first peak between
(0 < g < 1.3)fm™*, the dominant component is M1 where the maximum values are 1072 and (0.7)fm ™! for
form factors and momentum transfer values respectively. At the second peak between (1.5 < ¢ < 3.4) fm~!, the
dominant component is M7 where the maximum values is 10~ and (2.3) fm ™! for form factors and momentum

transfer values respectively.

B 59C0O (J7=7/2-) (Vm+CP model) 59CO(Jfr=7/2-) ( Vm model)
10 E T T I T T T E3 T T T T T T 3
- (b) 59CO[VMCP model) T @ 59c0(vm model)

10° & b o 0 0cxP o 0 0cXP

E MTOT MTOT 3
' 3
3
3
| ]

1.5 2.5 35
q(fm"l)
Figure 3. The transverse magnetic form factor for’CO (J™ = %_) The experiment’s findings are based on

Reference[12],[15][16].

Figure (4) compares the total magnetic form factor between the Valence model (Vm), shown in red line,
and the Valence model with core polarization (Vm+Cp), shown in blue line. It is clear from the peaks in the
figure that the core effect is very small, because the form factor in our work is transverse.

=)

— T
0>
~

[ J
[
[
o
Q
3

Vm model(m1+m3+m&+m7)
Vm+CP model(m1+m3+m5+m7)

oo vod o oo vond cod coond ol o o

q (fm'l)

Figure 4. Demonstrates compare between Vm and Vm+CP models for 5°CO(J™ = %_)

3.3. Magnetic form factor >Nb

The transverse form factor calculations (Figure 5) have been performed in the (glekpn with restriction)
model space with the shell-model code NUSHELL X@QMUS since we are interested in the positive-parity states
of 3 Nb for the valance particles states (1g7/2) outside the core  Ni, The Vm (a) and the Vm with CP model
(b) are compared as the total magnetic form factor, which symbolizes the sum. The contribution of M1, M3, M5,

and M7 for P3Nb (J™ = %Jr) is shown in red, blue, green, and yellow, respectively. Effective interaction glekpn.
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93Nb (JT=9/2*) (Vm+CP model) 93Nb (IT=9/2%) (Vm model)
T T 7 1T 7 T 1T T 1T 7
N b 93Nb(Vm+CP model) (a) 93Nb(Vm model)
10 ° () ® O o o ® o o:
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i |
0.5 1.5 2.5 35 05 1.5 2.5 3.5

q(fm™) q(fm™)

Figure 5. The transverse magnetic form factor for 2> Nb(J™ = %+). The experiment’s findings are based on

Reference [12][17][15].

It was applied to the g-shell model space wave function. In the first peak between (0 < ¢ < 1.1)fm™!, the
dominant component is M1 where the maximum values are 10~2 and (0.6) fm =" for form factors and momentum
transfer values respectively. At the second peak between (1.4 < ¢ < 3)fm™!, the dominant component is M3
where the maximum values are 1072 and (1.7) fm~! for form factors and momentum transfer values respectively.

Figure (6) compares the total magnetic form factor between the Valence model (Vm), shown in red line,
and the Valence model with core polarization (Vm+Cp), shown in blue line. It is clear from the peaks in the
figure that the core effect is very small, because the form factor in our work is transverse.

.
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T

q (fm™)

Figure 6. Demonstrates compare between Vm and Vm+CP models for > Nb(J™ = %Jr).

3.5. Magnetic form factors of *°In

The transverse form factor calculations Figure (7) have been performed in the (glekpn whit restriction)
model space since we are interested in the positive-parity states of 11°In for the valance particles states (1g7/2)
outside the core *° Ni. The Vm (a) and the Vm with CP model (b) are compared as the total magnetic form

factor, which symbolizes the sum. The contribution of M1, M3, M5, and M7 for 5In (J™ = %Jr) is shown
in red, blue, green, and yellow, respectively. Effective interaction glekpn. It was applied to the g-shell model
space wave function. In the first peak between (0 < ¢ < 1)fm ™!, the dominant component is M1 where the
maximum values are 1072 and 0.5fm ™! for form factors and momentum transfer values respectively. At the
second peak between (1.6 < g < 2.8)fm ™!, the dominant component is M9 where the maximum values is 10~*
and (1.9) fm~1! for form factors and momentum transfer values respectively.

Figure (8) compares the total magnetic form factor between the Valence model (Vm), shown in red line,
and the Valence model with core polarization (Vm+Cp), shown in blue line. It is clear from the peaks in the
figure that the core effect is very small, because the form factor in our work is transverse.
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Figure 7. The transverse magnetic form factor for 5 In(J™ = . The experiment’s findings are based on

Reference [12].
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Figure 8. Demonstrates compare between Vm and Vm+CP models for 5 In(J™ = +).

N

4. CONCLUSIONS

We calculated The magnetic form factors for electron scattering from deformed nuclei (odd-A) in this work.
The V,,, and V,,, with C'P Models With W0,ho and glekpn as effect interaction and Skx&wsné&ho as potential
describe transversal form factors of 'V, 59Co and *3Nb,'1°In well with experimental data.
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MATHITHI ®OPM-®AKTOPU OJ1d AEAKNX SAJIEP 5V, 59Co, %3Nb, 1121n
3A BUKOPUCTAHHSAIM BAJIEHTHOCTI 3 MOJAEJIAMMNAX HOHHPHBAHIﬁHHX
E®EKTIB d/IPA TA BE3 MO,Z[EJIEﬁ
Camxan A. Xaceitn, Xaaig C. Ixacim
Daxyavmem Pizuru, Koaedoc nasuarna gyndamenmanvrum naykam, Yuisepcumem Babunsona, 51002 Babunon, Ipax
®opm-pakToOp MATHITHOrO po3ciioBamHs e1ekTpoHis i3 glekpn, d3f7, ho momemoe mpoctip s smep 5V, 59Co, 23 Nb,
15 n obrosoproernes 3 edexramu nonspusamnii sapa (CP) i 6e3 mux. Po3paxyHKN BUKOHYIOTHCS 33 JOIOMOTOIO KO
NuShellXQMUS. PagianbHy XBUaboBY (DYHKIHIO /sl OJHOYACTHHKOBUX MATPHYHUX €IEMEHTIB 0y/I0 PO3PAaxXOBAHO 3a
ponomororo norenrjanis Ckipma-Xaprpi @oka (SKX), Byna-Cakcona (WS) i rapmoniitnoro ocuunsitopa (HO). Mozens
sasrerraocti (Vm), BUKOpHCTaHA B IUX PO3PaxyHKax Auid po3paxyHky (opm-daxropis 3 edexramu nosspusanii sapa.
PesymbraTrn mo6pe y3romKyOThCs 3 HASBHUMA €KCIIEPUMEHTAIBHUMY TAHUMHU.
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Collective models based on the random phase approximation (RPA) are widely used to accurately depict collective modes of response.
They can quickly calculate the strength function for the entire nuclear mass range. The quasi-particle random phase approximation
(QRPA), which considers the pairing effect, is an enhanced RPA model. It is anticipated that this effect will be significant for open-
shell nuclei. In this work, the self-consistent Skyrme Hartree-Fock-Bardeen, Cooper, and Schrieffer (HF-BCS) and QRPA models have
been used to study the isoscalar giant octupole resonance (ISGOR) in the ''°Cd isotope. Ten Skyrme-type parameters are utilized in
the computations since they may be identified by different values of the incompressibility modulus Kmn in nuclear matter. The
calculated strength distributions and centroid energy are compared with available experimental data. We saw that the strength
distributions varied depending on the type of Skyrme-interaction, and we also observed a definite impact of the Knm values on the
centroid energy.

Keywords: Collective models; Isoscalar Giant Octupole Resonance (ISGOR); Skyrme force; Quasiparticle Random Phase
Approximation (QRPA); Hartree-Fock (HF); Bardeen Cooper and Schrieffer (BCS)

PACS: 21.00.00; 21.60.Ev; 21.60.—n; 21.10.Pc; 21.10.Ky.

1. INTRODUCTION

The Bardeen, Cooper, and Schrieffer (BCS) theory [1] provides both the quasi-particle energies and the occupation
probabilities of the single particle levels to describe the ground state characteristics of even-even open shell nuclei. This
method depends on a set of input single particle states. For each single particle state, the model gives partial occupation
probabilities from using a pairing nucleon-nucleon interaction. The pairing effects on different ground state observables
are determined using these probabilities. The description of the excited states must go farther because the HF+BCS cannot
account for collective effects. The Random Phase Approximation (RPA) theory is frequently extended by the quasi-
particle RPA (QRPA) [2,3], which was created to handle pairing and partial occupation probability of the single particle
levels.

Giant resonances (GR) [4,5] serve as an example of the collective modes in atomic nuclei that occur at excitation
energies between 10 and 30 MeV. These collective modes are related to the nucleons' collective motion inside the nucleus
and are divided into different modes [6] based on their multipolarity L, spin S, and isospin T quantum numbers. According
to theory, GR is influenced by the response's nucleon participation rate and transition amplitudes.

The E3 response is split into two branches, the 1h® component has been referred to as the low energy octupole
resonance, which is firstly observe by Moss et al. in 1976 utilizing inelastic scattering of alpha particles, while the higher
(3ho) component is referred to as the high energy octupole resonance [7].

The isotope '1°Cd is one of the most promising 2 nuclei thanks to the favorable theoretical estimations of the decay
probability [8,9], large energy release Qap = 2813.50(13) keV [10], relatively high isotopic abundance & = 7.49% [11] and
a possibility of isotopic enrichment in a large amount.

In this work, the isoscalar giant octupole resonance (ISGOR) of isotope !'®Cd was investigated within the
framework of a self-consistent Hartree-Fock (HF)- Bardeen, Cooper, and Schrieffer (BCS) based on Quasi particle
Random Phase Approximation (QPRPA) with 10 different sets of Skyrme effective nucleon-nucleon force: SkP [12],
eMSL09 [13], MSLO [14], T44 [15], BSK20 [16], Ska [17], SV [18], QMC2 [19], SII [20] and SGOI [17] of different
incompressibility modulus [21] in nuclear matter Kyyv = 200.97, 229.6, 230.00, 230.01, 241.39, 263.16., 305.70,
330.10, 341.40, and 361.59 MeV, respectively. Having a large number of Skyrme-force parameterisations requires a
continuous search for the best for describing the experimental data. In order to establish the best sets of Skyrme-force
parameterizations for defining the experimental data, the strength function and centroid energy of the isoscalar ISGOR
(J; T = 3-; 0) were compared with the available experimental data. It was also studied how the computed centroid
energy changes with values of Knw.

2. DESCRIPTION OF CALCULATIONS
The occupation probabilities of the single particle levels and the quasi-particle energies are provided by the Bardeen,
Cooper, and Schrieffer (BCS) theory to describe the ground state characteristics of even-even open shell nuclei. When
the standard BCS equations, which under spherical symmetry provide particle number n and gap equation 4,, are coupled
with the Hartree-Fock HF equations, the total HF-BCS energy can be determined.

7 Cite as: M.A. Akbar, and A H. Taqi, East Eur. J. Phys. 2, 324 (2023), https://doi.org/10.26565/2312-4334-2023-2-37
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It is necessary to go beyond the HF+BCS, which is unable to account for collective effects, in order to describe the
excited states. As a result, the Random Phase Approximation (RPA) theory has been extended to include quasi-particle
RPA (QRPA), which is effective in describing collective states of open-shell nuclei [22,23]. Here is

Agp,c Bap,c b v (Xa
( b.cd bd)(Xd)=Ex<;:)(1) )

- ;b,cd _A*ab,cd C1:i
with,
1
Aab,cd = m [(Ea + Eb)(sac(sbd + (uaubucud + 17a17b17c17d)Gabcd + (uavbucvd +
e
Vaubvcud)Fabcd - (_1)JC+M J (uavbvcud + 17aubucvd)Fabdc] (2)
1 i
Bab,cd = m [_(uaubvcvd + Uavbucud)Gabdc - (_1)]C+]d 1 (uavbucvd +
Uaubvcud)Fabdc + (_1)ja+jb+j6+jd_]_](uavbvcud + Vaubucvd)Fabcd]: (3)
where,
Gabcd = Zmambmcmd(jamajbmb UM> (jcmcjdmd |]'M')V£fcd ) (4)
. . . . ! I h
F = YmgmpmemgUaMajomplJM) emejamal]'M >Vaz;>,cd ' ®)

here V{f 5], s and VOIZ l?y s are the particle-particle and hole-hole matrix elements, respectively.
The QRPA states |n) with matching energy E,, can be used to determine the strength or response function [24-26],

S1v2
S(E) = Za{0[F|n)|"8(E — Byl ©)
The energy moments can be calculate using,

my = [ EXS(E)dE (7)

3. RESULTS AND DISCUSSION

In this work, the response in ''°Cd isotope has been studied in the framework of self-consistent QRPA+HFBCS
method with Skyrme-type interactions. It is noteworthy to mention that 240 Skyrme interactions that were previously
published in the literature underwent analysis by a separate team [27,28] to determine their ability to describe
experimental data on nuclear matter, nuclei's properties and observational data of neutron stars, such as the binding
energies, radii, effective mass, incompressibility coefficient, symmetry energy density, and fission barriers. The following
10 were chosen to be studied in this work: SkP [12], eMSLO09 [13], MSLO [14], T44 [15], BSK20 [16], Ska [17], SV [18],
QMC2 [19], SII [20], and SGOI [17] of various incompressibility moduli in nuclear matter, with Kyn = 200.97, 229.6,
230.00, 230.01, 241.39, 263.16., 305.70, 330.10, 341.40, and 361.59 MeV, respectively.

The E3 resonance is divided into low and high energy octupole resonance, as was indicated in the introduction
section. The low energy octupole resonance includes 25% of the energy-weighted sum rules for electric E3 and the high
energy octupole resonance contains 75% of the energy-weighted sum rules, according to the Harmonic Oscillator Shell
Model's explanation of the Giant Resonances. When these modes are connected with the octupole residual reaction, a low
energy octupole resonance with around 35% of the energy-weighted sum rules and a high energy octupole resonance with
65% of the energy-weighted sum rules are generated [29].

Our calculated fraction energy-weighted sum rules (EWSR/MeV) for ISGOR in ''Cd are displayed in Fig. 1. The
low energy octupole resonance strength is obtained in the energy range from 5 and 15 MeV, and the high energy octupole
resonance strength is located between 15 and 35 MeV. Our results were compared with available experimental data using
two Lorenzian smearing widths of 3 and 5 MeV. The calculations utilizing emSL09 and QMC2 Skyrme interactions
with I'= 5 MeV was the best in describing the practical results experimental data, as shown in Fig. 1.

Most of interactions work best and agree with data concerning centroid energy (m;/my), widths and profiles of strength.
The form of the calculated strength distribution for ''°Cd are in good agreement with the experimental, but the calculated
strength distribution peaks were 1-4 MeV higher than the experimental. In ''°Cd, the form of the strength distribution is like
Gaussian distribution in the low excitation region but with a large tailing on the high energy extending to 40 MeV.

It is not completely clear, from the experimental point of view, whether the constrained, centroid or scaling energies
are more suitable to be compared with the experimental data. However, from what we have just concluded, it can be
stated that the reasonable values of nuclear incompressibility that can be extracted from the present !'°Cd data are either
the one of SkP or emSL09, namely 200.97 or 229.6 MeV.

The formula of the centroid energy Ecen = mj/my is measured in a particular energy band close to the resonance peak.
Our theoretical calculations of m;/mg (MeV) for ISGOR in !'®Cd and experimental values [30] are listed in Table 1.

The mi/my of the ISGOR as a function of the nuclear matter incompressibility coefficient Knw is presented in Table 1
and depicted in Fig. 2. The calculated centroid energies of the most Skyrme interactions are near and below of the
experimental value. We found that emSL09 interaction with Knv = 229.6 MeV agree with data.
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Figure 1. Our calculated fraction energy-weighted sum rules (EWSR/MeV) for ISGOR in ''%Cd with Lorentzian smearing widths of
3 MeV (blue-dashed lines) and 5 MeV (red lines) were calculated using ten sets of the Skyrme force: SkP, eMSL09, MSLO, T44,
BSK?20, Ska, SV, QMC2, SII, and SGOI in comparison with the experimental data [30] (Black symbol).

In ISGOR, a high Knwm causes the peak to shift to a lower energy while a low Knm causes the peak to shift to a higher
energy. For example, an SGOI interaction with a high Knm 0of 361.59 MeV causes the centroid energy to be 14.964 MeV
and a low Kym of 200.97 MeV causes the centroid energy to be 16.800 MeV. The experimental value of
mi/mp = 18.283392 MeV [30] for ''°Cd as shown in Table 2. Fig. 3, shows the significant change in the strength
distribution with changing values of K.

Whereas we can clearly confirm from the present results that the value of the nuclear matter incompressibility does
play a key role in dictating the location of the ISGOR centroid energy, it is also true that the pairing interaction lowers
the energy of the ISGOR to some extent, typically few hundreds keV. This qualitative conclusion is the same that was
first found in Ref. [31]. Thus, the pairing interaction cannot be neglected if one aims to reproduce not only the ISGOR
centroid energies in Cd isotopes, but also, more generally, in other open-shell nuclei.

For the low energy octupole resonance, the strength distributions are concentrated in a single peak around 10 MeV and
for the high energy octupole resonance, the strength distributions are concentrated in a single peak around 25 MeV. However,
the location of the peak found with each Skyrme interaction is slightly different. The SkP interaction predicts lowest peaks
while the SGOI interaction gives peaks at the highest energies. As it is known from previous studies, the relative position of
the peaks is governed by the nuclear matter incompressibility associated with each effective interaction.

Table 1. Our calculated ISGOR centroid energies, constrained energies, and scaling energies in ''°Cd based on ten Skyrme-type
interaction are compared with the experimental data [30].

Kym Ecen=my/my Econ :\/m E,= \/m
MeV MeV MeV MeV
Exp. 18.28;392
SkP 200.97 16.80 15.207 20.737
eMSL09 229.60 18.25 16.627 21.535
MSLO 230.00 15.63 13.590 21.816
T44 230.01 15.61 13.544 22.740
BSK20 241.39 15.99 15.165 18.165
Ska 263.16 13.93 11.735 22.741
SV 305.70 14.19 11.907 27.423
QMC2 330.10 17.45 15.917 21.191
SII 341.40 15.98 13.698 23.987
SGOI 361.59 14.96 12.503 24.395
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Figure 2. Our calculated ISGOR centroid energies (color symbols) as a function of Knm in ''°Cd based on 10 Skyrme-type interaction
in comparison with the experimental data [30] (shown as the regions between the dashed blue lines).
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Figure 3. Using 10 Skyrme-type interaction and 3 MeV wide Lorenzian smearing, we estimated the fraction energy-weighted sum
rules (EWSR/MeV) for ISGOR in ''®Cd and compared it to the experimental results [30].

4. CONCLUSIONS

The strength function of ISGOR has been subjected to self-consistent QRPA based on HF-BCS calculations. The
low energy octupole resonance strength is identified between 5 and 15 MeV, and the high energy octupole resonance
strength is focused between 15 and 40 MeV. The low energy octupole resonance strength is discovered between 5 and
15 MeV, while the high energy octupole resonance strength is concentrated between 15 and 40 MeV, putting the isoscalar
E3 strength in the range of 5 to 40 MeV in ''°Cd. By using emSL09 with Kxm = 229.6 MeV. The centroid energy is
pushed to a lower energy by high Kxm, whereas a higher energy is reached by low Kxm. For instance, the eMSLO09
interaction with low Kyxm = 229.60 MeV produces the energy equivalent to 18.25 MeV in '%Cd while the SGOI interaction
with high Kxm = 361.59 MeV does the same for !16Cd.
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I30CKAJISIPHAM T AHTCHKU OKTYIIOJBbHU PE3OHAHC ISGOR '%Cd 3 BAKOPUCTAHHAM
CAMOY3I'O)KEHOI'O SKYRME QRPA
Map'am A. Axdap, Aji X. Taki
Kagpeopa ¢hizuxu, Hayxosuii xonedoc, Kipkykcokuil ynieepcumem, Kipkyx, Ipax

KonexTuBHi Mozeni, 3acHOBaHI Ha ampokcumarii BunankoBoi ¢aszu (RPA), mMpoko BHKOPHCTOBYIOTHCS ISl TOUYHOTO 300paXK€HHS
KOJIEKTHBHUX PEXHUMIB peakmii. BoHM MOXyTh MIBHAKO po3paxyBaTH (YHKIIIO CHIM IS BCHOTO Jiala3oHy SIEPHHX Mac.
KBasiyactunkoBe HaOmkeHHs: BunankoBoi dasu (QRPA), sike BpaxoBye edeKT craproBaHHs, € po3IIMpeHoro Moxemmno RPA.
OuikyeTbcst, o 1ei edexT Oyae 3HaYHUM UL sIep 3 BiIKPUTOIO 0OO0JIOHKOI0. Y Wil poOOTI BUKOPUCTOBYIOTECS CAaMOY3TOJDKEHI MOJIEI]
Skyrme Hartree-Fock-Bardeen, Cooper, and Schrieffer (HF-BCS) i QRPA st mociimkeHHS i30CKaISIPHOTO FiraHTChKOTO OKTYIIOJIBHOTO
pesonancy (ISGOR) B i3otomi ''°Cd. Y po3paxyHKax BUKOPHCTOBYIOTECS JIECATH NapaMeTpis Tuity CKipMa, OCKUIbKH BOHM MOXYTb OyTH
iIeHTU(IKOBaH] pi3HUMH 3HaYeHHAMH Moyl HectucauBocTi KMN B sinepHiit pedoBuHi. Po3paxoBaHi po3NoAiIy MIIIHOCTI Ta €HEpris
LICHTPOiIa MOPIBHIOIOTHCS 3 HASSBHUMH €KCIICPUMEHTAIBHIMHI JaHUMHU. MU o0auriig, 0 pO3MNOALT CHII 3MiHIOBABCS 3aJI€KHO BiJl TUITY
B3aemoxii CkipMa, 1 MM TaKO>K CIIOCTepiraiy neBHUH BIUTHB 3HaueHb KNM Ha eHepriro eHTpoina.

KurouoBi cnoBa: xonexmugni mooeni; isockansapuuil cieanmcvkuii okmynonvhuti pesonanc (ISGOR); cuna Skyrme; xeasivacmunxoge
nabnudicenns unaokoeoi gasu (QRPA); Xapmpi-@oxk (HF); bapoin Kynep i LLpigpghep (BCS)
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In this paper, energy-level schemes of neutron rich and reduced electric transition strengths of Tin isotopes '°Sn, ''2Sn and '3Sn were
studied using collective models, i.e., hole-hole Tamm-Dancoff Approximation (24 TDA) and hole-hole Random Phase Approximation
(hh RPA). According to these models, the excited states of closed core 4-2 systems with multipolarity J and isospin 7" can be described as
a linear combination of hole-hole (h/) pairs. Therefore, in our approach, the low-lying states of the investigated isotopes '%Sn, ''?Sn and
130Sn are obtained by acting two-hole operators on a correlated core '%Sn, Sn and !32Sn, respectively. The Hamiltonian is diagonalized
within the model space include {1g7z, 2dsp2, 2d312, 3s12 and 1hii2} orbits, using the matrix elements of neutron-neutron (N-N) interaction
and modified surface delta interaction (MSDI). The 44 TDA and hh RPA are checked by using the resultant eigenvalues and eigenvectors
to calculate the excitation energies and reduced electric transition strengths. A comparison had been made between our theoretical
predictions and the recent available experimental data. Reasonable agreements were obtained from these comparisons.

Keywords: energy-level schemes, collective excitations;, hh RPA; hh TDA

PACS: 21.00.00; 21.60.Ev; 21.60.Cs; 21.60.—n; 21.10.Pc.

1. INTRODUCTION

The study of the Sn isotopes is intriguing from a theoretical perspective because they provide a special testing ground for
calculations of nuclear structure. In the literature, several theories have been proposed to explain the shell model calculations,
for neutron-deficient Sn isotopes by Engeland et al. [1], Covello et al. [2] and Schubert et al. [3] taking '®Sn as core, for
106,107.108,109Gn isotopes using CD-Bonn and Nijmegenl interactions by E. Dikman [4], for exotic 13*136138.1490Sy jsotopes with a
realistic effective interaction [5], for even '°>1%Sn and odd '%*"'97Sn isotopes using different interactions by T. Trivedi, et.al. [6],
for 104106108 based on the CD-Bonn nucleon-nucleon interaction by Khalid S. Jassim [7], for even-even %%1%Sn isotopes by
with the effective interactions Snet, SN100PN Delta interaction by Khalid H.H. Al-Attiah et.al. [8].

Fouad A. Majeed and Sarah M. calculated the energy levels, binding energy, and reduced transition probabilities B(E2;0" —2%)
for even-even 13 136Sn, and 3% 136Te around doubly magic core '32Sn by using shell model code Nushellx@MSU for Windows and
employing the effective interactions jjS6pna, jjS6pnb, kh5082, cw5082, jjS6¢cdb, and khhe [9]. Fatema H. Obeed and Baneen S. Abed,
used the surface delta and modified surface delta interactions by applying the nuclear shell model to calculate values of excitation
energies for isotopes of equal mass number containing two nucleons outside the closed core ''*Sn, these nuclei are; the isotope (Tin)
116Sn contains two neutrons within the model space (3s1/2, 2d312, 1hii2) and the other isotope is ''°Te (Tellurium) contains two protons
within the model space (1g72, 2dsi2, 3s12, 2dsn2, 1hiiz) [10]. A. K. Hasan et al., investigated on the energy levels and transition
probabilities B (E2; |) and B (M1; |) for 2>*Na isotopes by using the (USDA and USDB) interactions in the (sd-shell) model
space [11]. S. Akkoyun, investigated the nuclear structure properties of A=49 isobars, the double-magic “°Ca nucleus was considered
an inert core, and fp model space was taken into account for the valance nucleons [12]. In 2022, Mustafa M. Jabbar and Fatema H.
Obeed, used the surface delta and modified surface delta interactions by applying the nuclear shell model to calculate values of
excitation energies for *Nb and Mo [13].

One of the significant and practical models that became a widely accepted theoretical model in the nuclear physics
structure is the nuclear shell model [14, 10]. According to the Pauli principle, we fill the shells in this model in order of
increasing energy, resulting in an inert core of filled shells and a certain number of valence nucleons. The model then
presupposes that the valence nucleons are primarily responsible for determining nuclear properties [16].

The excited states of A-2 nuclei can be characterized as a linear combination of hole-hole (%) pairs, such an
approximation named Tamm-Dancoff Approximation #4 TDA [17, 18]. When the ground states and excited states are
treated more symmetrically, i.e., both the ground state and the excited states may be characterized as linear combinations
of hole-hole states, both the ground state and the excited states are treated equally in this scenario, such an approximation
is referred as the hole-hole Random Phase Approximation 44 RPA [19-21].

In this paper, hole-hole excitations of some ! !12. 1308 (Z=50) isotopes were investigated using PPRPA code
version 1, 2015 [22] in the presence of MSDI and N-N interactions. Our approach assumes that the low-lying states of
106Sn, 128n and !3°Sn by acting two-hole operators on a correlated core '%Sn, 14Sn and '32Sn, respectively. A comparison
had been made between our theoretical predictions and the recent available experimental data.

2. THEORY
A TDA generalization is the RPA. Bohm and Pines first presented this approach for investigating the plasma
oscillations of the electron gas [20]. By using annihilation operators on the ground state |4,0) of the 4-nucleon system,
collective excited states of 4-2 systems with multipolarity J and isospin 7 are produced [24],

7 Cite as: F.A. Saber, and Ali H. Taqi, East Eur. J. Phys. 2, 329 (2023), https://doi.org/10.26565/2312-4334-2023-2-38
© F.A. Saber, A.H. Taqi, 2023
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1A= 24,]T) = (Zie; X[ 010 = Znen V! @inn)|4,0) 4))

where a is annihilation operator, X and Y are amplitudes. indices ij and mn represent the quantum numbers of hole and
particle stats, respectively. The compact matrix form of hh RPA equations has the following form [23, 24],

AJT AJT AJT AJT
(o () =56 (%)

+A,JT AJT Ajr | T X - AJT

Bijmn Cmnm’n' Ymé 0 1 4
with
AJT
Aiji'j' = —(El + 51)6”!611 + Vl]l’]’
AJT _
Bijmn - _Vijmn
A,

Cmf;n’n’ = (&m + €2)8mm’ Enn’ + Vinnm/n’ 3)

where E) is the excitation energy, &;is single particle energy and V;j,,, is antisymmetrized two-body matrix elements.
A, B and C are submatrices of dimensions n, X ny, n X n,, n, X n,, respectively. If the sub-matrices C and B are

vanished, the RPA equations will be reduced to TDA equation.
The antisymmetric matrix elements of the modified surface delta interaction (MSDI) used in this work has the

form [25],
PIT 1 (—1)natmptncing i [ClatD@iptDCIHDCID o ) (1) jatip+ictia jf f_"; J % jf J_'ﬁ J [1—
abed = 7T (1+8ap)(1+8cq) ;5 7 0 ;> 57 0
Jb IN\(Jc Ja ]
(=1)/*THletla] — <a 1 1)(3C 1 _1)[1+(—1)T]+{[2T(T+1)—3]B+C}5ac5bd} “)
2 2 2 2

where Ay, A1, B and C are the strength parameters of the (MSDI) and A, = 0or 1 for T = 0 (isoscalar) or T =
1 (isovector), respectively.

In terms of RPA amplitudes ) s [20,21],

2T+1 _Ty, Tf T T ]T ]T
pesr = i @D Zr0aT (L )% Sl X + ¥ Kl ) Ry, IRy, @) (5
Where e(T) = e( )+ (=DTe (— E)’ T, = u The reduced matrix elements of spherical harmonic can be written
as [20],
jats |@ja+D(@jp+1)(2]+1) a ] b 1 Latj+e
(ally[|p) = (~1)a*z - (1o Jafsl-(pfer) ©)

and the radial wave function R of harmonic oscillator potential is given by [6],

_ 1 ’ﬂ "+3(2n+2{’ 1) — r -0k e+ 2k
Rn{’ - e+ b3n:2(n—1)! (b) e Zb XZ ( 1) (n—k—1)!k! (2€+2k+1)”() (7)

Thus, the reduced transition probability becomes [22],

B(E]) = (2] + D|f r/*? p, ypdr|* ®)

3. RESULTS AND DISCUSSIONS

In the present study, the nuclear structures of Tin isotopes: %Sn, !'2Sn, '3%Sn are studied in the framework of /A
TDA and /#h RPA using PPRPA code version 1, 2015 [22]. The Hamiltonian is diagonalized within the model space
include {1g7p, 2dsp, 2d3p, 3si2and lhiip} orbits, using N-N interaction and modified surface delta interaction (MSDI),
by choosing the coefficients values of the interaction strengths At by the values of {A; = 0.40 MeV, A,=0.42 MeV,
B=0.5MeV, C = 0 MeV} for '%Sn, {A; = 0.20 MeV, A»=0.35 MeV, B = 0.0 MeV, C = 0.0 MeV} for '?Sn and
{A1=0.20 MeV, A,=0.25 MeV, B = 0.0 MeV, C = 0.0 MeV} for '3°Sn , represented of the modified surface delta
interaction. Our approach assumes that the low-lying states of '°°Sn are obtained by acting 4/ operator on a correlated
108Sn core, of ''?Sn are obtained by acting i/ operator on a correlated core of ''*Sn isotope, of 13°Sn are obtained by acting
hh operator on a correlated core of '32Sn isotope. The single particle energies are given in Table 1.
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Table 1. Single particle energies used in different shell model approaches.

Orbits (nlf) S.P. Energy (MeV)
1gin 5.6014
2ds2 5.2819
2d32 3.7090
3s12 3.7077
lhiiz 3.9843

The calculated eigenvalues and experimentally known energy levels for %Sn and !'?Sn are tabulated in Tables 2
and 3, and are also plotted in Figs. 1 and 2. The 4k RPA results are plotted in columns (second and third) for both
interactions MSDI and N-N respectively, while the 44 TDA results are plotted in columns (fourth and fifth) for both
interactions MSDI and N-N respectively. The calculated results are compared with the experimental data (first column).
Both the interactions predict very well the ordering of levels.

Table 2. Our calculated low-lying states (MeV) of 1%Sn using MSDI and N-N interactions for the 44 RPA and 44 TDA in comparison
with the experimental data [26].

i i RPA, . RPA, . TDA, .

J EXP. | J MSDI J NN J MSDI J*© | TDA,N-N

0 0 0 0 0 0 0 0 0 0

2¢1.208 I 1.201 1 0.638 I 0.842 1 0.635

4 2019 7 1.532 7t 0.968 7t 1.027 7t 0.821

6 2325 2 1.74 2 1.173 2 1.28 2 1.035
3+ 1.768 3 1.205 3+ 1.285 3 1.079
5" 1.807 5 1.244 5 1.304 5 1.098
4 1.979 4 1.617 4 1.484 4 1.472
6" 2.086 6" 1.796 6" 1.582 6" 1.648

Table 3. Our calculated low-lying states (MeV) of '2Sn using MSDI and N-N interactions for the 44 RPA and 4k TDA in comparison
with the experimental data [26].

. . RPA, . . TDA .
J EXP. J MSDI J RPA,N-N | J MSDI J TDA, N-N
0* 0 0" 0 0* 0 0" 0 0* 0
2" 1.256 1 1.408 I 0.772 1 1.064 I 0.637
2" 2.15 2" 2113 2+ 1.522 2" 1.729 2" 1.327
4+ 2.247 2" 2.568 2+ 1.932 2" 2.161 2" 1.733
2" 2.476 4t 2.692 0* 2.024 4t 2.279 4+ 1.852
6" 2.549 6" 2.706 4+ 2.056 6" 2.293 0* 1.855
0* 2.617 3* 2.735 6" 2.263 0" 2.618 6" 2.061
3 2756 4 283 2° 2377 3" 2703 2" 2192
4 2.783 2 2895 . 3¢ 2478 2+ 2736 3 2.276
0* 3.025 &4 2.592 4 2802 | 4 2.391
3 A 106g,
> — 6+
s __ b+
=2 1 A — 4
g 3+ —— 6+
< 2+ — 4+ B+ — b+
: " Ty
B a1 =23y T 3
2 1 - 2+ 74 74 — 3+
w — 1+ 2 7+
— 1+ — 1+
0- — o0+ — o+ — O+ — 0+ —— O+
EXP. RPA,MSDI RPA,N-N TDA,MSDI TDA,N-N

Figure 1. Energy level scheme of '%Sn using MSDI and N-N interactions for the 44 RPA and 44 TDA in comparison with the
experimental data [26].
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For '%Sn, Experimentally, only few excited states with J*= 2", 4" and 6" are known, 24 TDA and hh RPA calculations
for MSDI and N-N predicted more states than those of experimental data. See Fig. 1.

For '2Sn the obtained theoretical energy level for 17 cannot be predicted by experiment. For example, the first
experimental 2* excited states occur at 1.256 MeV, while using 24 RPA with the MSDI this state was found at 2.113 MeV,
but with the N-N interaction the same state was found at 1.522 MeV, and using 4% TDA with the MSDI this state was
found at 1.729 MeV, but with the N-N interaction the same state was found at 1.327 MeV.

4 -

Excitation energy [Mev]
N w
1 1

[EnY
1

IN
T

2+

EXP.

2+

0+

y

:

;

1+

0+

RPA,MSDI

1125n

3+
6+
0+

bk

2+

0+
RPA,N-N

3t
— o+
__ 4+
— 4+ —2+ 3+
o — 6+

N
T
H
o
F
i
T

— 2+
— 1

— 1+

0+  ——— O+

TDA,MSDI TDA,N-N

Figure 2. Energy level scheme of ''2Sn using MSDI and N-N interactions for the 44 RPA and 4k TDA in comparison with the

experimental data [26].

In Table 4, we have tabulated all the calculated eigenvalues and experimentally known levels for '3°Sn and
corresponding energy levels are also plotted in Fig. 3.

Table 4. Our calculated low-lying states (MeV) of '3°Sn using MSDI and N-N interactions for the 7k TDA in comparison with the

experimental data [26].

. .| TDA, | . | TDA,
J EXP. | I | et | T NN
0 0 0" 0 0" 0
2 1221 1 1081 1F 1222
2° 2028 2" 1847 2" 1.933
6 2256 4 2257 6" 2378
4 2490 5° 2274 57 2415
45" 2492 2° 2298 2" 2438
3* 3167 6 2367 47 2442
4* 3425 4 2544 47 2684
4119 3" 2986 3" 53126
o 4206 4% 3145 4% 3242
3 4224 3811 3.633
4 4405 2 4184 9 3951
4 4.463 4222 3 4226
4% 5262 4" 4459 4% 4275
| 4T 4460 47 4640
""""" 4" 5688 47 5768

The hh TDA results are plotted in columns (second and third) for both interactions MSDI and N-N respectively. The
calculated results are compared with the experimental data [26] (first column).

For '3°Sn, one gets the ground state and low-lying excited states very nicely for both interactions (MSDI and N-N).
But the obtained theoretical energy level for 17 is not recorded by experiment.

Table 5 gives the calculated values of the reduced electric transition strengths B(E2) of transition 4°—2" for the
investigated isotopes without and with the effective charge’s e, = 1.5¢ and e, = 0.5e. Good agreements were obtained.
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Figure 3. energy levels scheme of '3%Sn isotope using 44 TDA with MSDI and N-N interactions in comparison with the experimental
energies [26]

Table 5. reduced electric transition strengths B(E2) in units (e%.fm*) based on particle-particle calculations using different effective
charge values.

Isotope Ex TDA RPA Effective charges

P p- MSDI NN MSDI NN e en
l06g, . 470 470 450 430 1.0 0.0
930 930 890 960 1.5 0.5
990 340 460 350 470 1.0 0.0
li2gy 670 910 690 950 15 0.5
1264 450 480 440 510 1.0 0.0
910 960 890 1000 1.5 0.5
500 600 1.0 0.0

130
Sn 774 990 1200 1.5 0.5

4. CONCLUSIONS

When the Hamiltonian is diagonalized in the presence of N-N interactions and modifies surface delta interactions
(MSDI), the calculated results of 42 RPA and 4k TDA are obtained in reasonable agreements to those of experimental
data for the investigated Sn isotopes. Both the interactions predict very well the ordering of levels. But for '°°Sn, the N-N
interaction have the same experimental 2" state. The ground states of '>Sn and '3°Sn are very nicely predicted. The
calculated electric transition strengths B(E2) for the investigated isotopes are well-obtained for the transition 4*—2".
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JIPKOBI KOJEKTUBHI 35Y’KEHHS B I30TOIAX 1061121309,
®axima A. Cabep, Aai X. Taxki
Darxynemem ¢hizuru, Hayrosuil konedic, Kipkyrcokuil ynisepcumem, Kipryk, Ipax

V wiif cTarTi OyJ0 BUBYCHO CXEMH €HEPreTHYHHX PiBHIB HEHTPOHHO-HACHYCHHX 1 3HIKEHHUX CNICKTPHYHHX TIEPEXOIiB 130TOIMIB 0JI0Ba
106Sn, 112Sn i 3%Sn 3 BUKOpUCTAHHAM KOJIEKTHBHHX Mojeiei, To6To hole-hole nabnmxenns Tamma-Jlanxosa (ki TDA) i hole-hole
ampokcumarii BumaakoBoi ¢asum (hh RPA). 3rimHo 3 muMum mopensimu, 30y[KeHI CTaHM 3aMKHYTHX siiep A-2 cucteM 3
MYJIBTHIIONApHICTIO J 1 i30cninoM T MoXkHa onmucaty sIK JIiHiIHHY KoMmOinamnito map hole-hole (hh). Tomy B Hamomy migxomi HU3BKOIEXKAUL
CTaHu JA0chiKyBanux i3oromis 1°Sn, 112Sn i 13Sn orpumani musxom aii hole-hole oneparopis Ha kopenboBane aapo '%Sn, 14Sn i
1328n Bianosiano. [aminsroHian GyB QiaroHani3oBaHuMii y IpocTOpi MoAedi, o BKIodae {1g72, 2dsz, 2dsn, 3s12 and 1hiz} opbiTw, 3
BHUKOPHCTAHHIM MaTPUYHUX €IeMEHTIB HeTpoH-HelTponHoi (N-N) B3aemonii Ta MoandikoBaHoi moBepxHi aenbra B3aemonii ( MSDI).
hh TDA i hh RPA nepeBipsitoTbCs 3a TONOMOTOI0 PE3yJAbTYIOYMX BIACHUX 3HAYCHb 1 BIACHUX BEKTOPIB Ul PO3PaxXyHKY CSHEpriit
30y/DKEHHS Ta 3MEHIICHHUX CHJI €ICKTPUYHUX HepexoAiB. Byno mpoBeaeHo MOpiBHAHHSA MK HALIUMU TEOPETUYHUMH IIPOTHO3AMHU Ta
OCTaHHIMH JIOCTYITHUMHU €KCIICPUMEHTAILHIMU JaHUMH. Y pe3yNbTaTi [UX MOPiBHAHD Oy/n OTPUMaHi pO3yMHI 3TOIH.

KurouoBi ciioBa: enepeemuuni cxemu, konexkmueri 36yooicenns; hh RPA; hh TDA
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Among the various fluorescent probes currently used for biomedical and biochemical studies, significant attention is paid to cyanine
dyes possessing advantageous properties upon their complexation with biomolecules, particularly nucleic acids. Given the wide range
of cyanine applications in DNA studies, a better understanding of their binding mode and intermolecular interactions governing the
dye-DNA complexation would facilitate the synthesis of new molecular probes of the cyanine family with optimized properties and
would lead to the development of new cyanine-based strategies for nucleic acid detection and characterization. In the present study,
the molecular docking technique has been employed to evaluate the mode of interaction between one representative of monomethines
(AK12-17), three trimethines (AK3-1, AK3-3, AK3-5), three pentamethines (AK5-1, AKS-3, AK5-9) and one heptamethine (AK7-6)
cyanine dyes and B-DNA dodecamer d(CGCGAATTCGCG)2 (PDB ID: 1BNA). The molecular docking studies indicate that: i) all
cyanines under study (except AK5-9 and AK7-6) form the most stable complexes with the minor groove of double-stranded DNA;; ii)
the cyanines AK5-9 and AK7-6 interact with the major groove of DNA due to their more extended structure and less hydrophilicity in
comparison with the other examined dyes; iii) cyanine dye binding is governed by the hydrophobic and van der Waals interactions
presumably with the nucleotide residues C9A, G10A (except AK3-1, AK3-5), A17B (except AK3-5, AK5-3) and A18B in the minor
groove and the major groove residues C16B, A17B, A18B, C3A, G4A, ASA, A6A (AKS5-9 and AK7-6); iv) all dyes under study
(except AK3-1, AK3-5 and AKS5-39) possess an affinity for adenine and cytosine residues, whereas AK3-1, AK3-5 and AK5-3 also
interact with thymine residues of the double-stranded DNA.

Keywords: Cyanine dyes;, DNA; dye-DNA interactions, molecular docking

PACS: 87.14.C++c, 87.16.Dg

During the last decades cyanine dyes have become increasingly utilized across a wide range of research areas, such
as laser technologies, optoelectronics, photoelectrochemistry, bioanalysis, pharmacology, medicine, etc. [1-5]. Likewise,
these probes appeared to be particularly useful as molecular probes for biomedical studies [6-30]. More specifically,
cyanine dyes were effectively used 1) in cell labeling, including life-cell imaging [6,7], labeling neural circuits for the
visualization of the structure and function of the brain [8,19], and stem cell tracking in neurodegenerative medicine
[10, 117; ii) detection of oxidative stress and reactive oxygen species [12-14], iii) for synthesis of the fluorescently labeled
antibodies [15]; iv) in cancer research for tumor imaging in the fluorescence-guided surgery [16, 17] and in photodynamic
therapy [18, 19]; v) for pathogen detection [20]; vi) in gene expression studies to measure the levels of specific mRNAs
or miRNAs [20,21]; vii) in high-throughput screening assays to evaluate the effectiveness and toxicity of potential drug
candidates [21], viii) for the detection of biomolecules and their interactions [22-25], to name only a few. However, one
of the greatest potentials of cyanine dyes lies in their application in DNA research [26-32]. The advantageous
photophysical properties of cyanines, such as long-lasting photostability, high brightness, low cytotoxicity, and the sharp
increase in emission upon their association with nucleic acids, gave impetus for their use in DNA bioanalytical
assays [27,28], sizing, and purification of DNA fragments [29], DNA damage detection [30]; DNA sequencing [31], etc.
Given the wide range of cyanine applications in DNA studies, a better understanding of their binding mode and
intermolecular interactions governing the dye-DNA complexation would facilitate the synthesis of new molecular probes
of the cyanine family with optimized properties and would lead to the development of new cyanine-based strategies for
nucleic acid detection and characterization.

In recent decades computational methods have been recommended as particularly useful for providing insights into
interactions between potential ligands and their macromolecular targets, thereby significantly decreasing traditional
resource requirements encountered in experimental testing [32]. Molecular docking and molecular dynamics simulation
have been successfully applied to investigate the potential mode of binding of fluorescent dyes to DNA [33,34]. Despite
significant progress in understanding the main structural requirements for the ideal fluorescent marker in DNA research,
the mechanisms of the dye interactions with the targeted biomolecules need to be clarified. To fill this gap, the aim of the
present study was to investigate the interactions between cyanine dyes and DNA using the molecular docking technique.
More specifically, the potential binding sites of one representative of monomethines (AK12-17), three trimethines
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(AK3-1, AK3-3, AK3-5), three pentamethines (AKS-1, AKS5-3, AKS5-9) and one heptamethine dye (AK7-6) were
characterized with the main purpose to determine the interactions governing the dye-DNA complexation and the structural
requirements of cyanines responsible for their association. The structures of the dyes used in the study are presented

SRS %
*zw? SapSeE: :*‘““”"

Figure 1. Structural formulas of the dyes under study (monomethines AK12-17, trimethines AK3-1, AK3-3,
AK3-5, pentamethines AK5-1, AKS5-3, AK5-9 and heptamethine AK7-6)

MATERIALS AND METHODS

Molecular docking studies
To define the most energetically favorable binding sites for the examined dyes on the DNA, the molecular docking
studies were performed using the AutoDock (version 4.2) incorporated in the PyRx software (version 0.8) [35]. For the
prediction of the docking poses the AutoDock tool utilizes an empirical scoring function based on the binding free energy
of the complex [35]. This approach enables the automated docking of flexible ligands to a rigid macromolecular receptor.
The crystal structure of the B-DNA dodecamer d(CGCGAATTCGCG)2 (PDB ID: 1BNA) was downloaded from the
protein data bank (http://www.rcsb.org./pdb) and was used for the docking studies. The dye structures were built in
MarvinSketch (version 18.10.0) and optimized in Avogadro (version 1.1.0) [36,37]. The docking studies were performed
in two steps. Initially, the “blind docking” modeling was used to determine the most energetically favorable binding sites
for the cyanine dyes on the DNA molecule. The grid size was set as 60 A, 72 A, and 119 A along X, Y, and Z axes,
respectively. The grid spacing was 0.375 A. Next, the lowest binding energy conformer was selected from 10 different
conformations for each docking simulation, and was applied for further analysis using the “targeted docking”. The grid

size was set as 37 A, 48 A, and 50 A along X, Y, and Z axes, respectively.

RESULTS AND DISCUSSION

The investigation of molecular bases of various diseases requires a deep understanding of the underlying biochemical
and biophysical processes. To this end, it is crucial to characterize and visualize biological processes and biomolecular
functions at the tissular, cellular, and macromolecular levels. In this regard, a number of bioassays and diagnostic methods
(including PCR analysis, flow cytometry, fluorescence spectroscopy, microscopy, etc.) utilize organic dyes as molecular
probes. Understanding the interactions between small organic chromophores and macromolecules has become essential for
designing the advanced molecular probes capable of operating within living cells and in vivo. Consequently, there is a
constantly growing interest in the acquisition and successful application of novel selective biomolecular sensors. Among a
variety of fluorescent probes currently used for biomedical and biochemical studies, significant attention is devoted to
cyanine dyes possessing advantageous properties upon their complexation with biomolecules, particularly nucleic acids,
since DNA serves as the main target for drugs in the treatment of many pathologies. The representatives of the monomethine
[38], trimethine [39], pentamethine [40], and heptamethine [41] families were experimentally tested and recommended as
effective molecular probes for DNA detection and characterization. However, the mechanism of their interaction with DNA
needs to be clarified. Therefore, we selected the most effective DNA probes with different lengths of polymethine bridges
in their structure to uncover the main determinants governing the strong complexation of these dyes with DNA. More
specifically, the molecular docking technique was used to investigate the interactions and the structural factors responsible
for the DNA complexation of one representative of monomethines (AK12-17), three trimethines (AK3-1, AK3-3, AK3-5),
three pentamethines (AKS5-1, AKS-3, AK5-9) and one heptamethine dye (AK7-6).
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Initially, the “blind docking” calculation was performed using the maximally accessible dimensional grid in the
Autodock software, allowing it to cover the full length of DNA and explore all possible binding sites. Schematic
representations of the energetically most favorable dye complexes with double-stranded DNA are given in Figure 2.

AK12-17 AK3-1 AK3-3 AK3-5

Figure 2. Schematic representation of the most energetically favorable dye-DNA complexes

Accumulating evidence suggests that cyanine dyes could interact with DNA through three primary binding modes:
1) intercalation between adjacent base pairs, ii) groove binding, and electrostatic interaction of positively charged dye
molecules with the phosphate backbone. The specific molecular mechanism by which cyanine dyes form complexes with
nucleic acids relies heavily on the structural and physicochemical properties of the fluorophore (its planarity,
conformational flexibility, etc.) as well as on the nucleic acid sequence and the dye-to-phosphate ratio. The molecular
docking results indicate that both the minor and major DNA grooves may represent the sites for the dye binding. However,
the minor groove is a more energetically favorable location for all cyanines under study except AKS5-9 and AK7-6, for
which the major grove binding was identified. It seems that significantly extended structure and less hydrophilicity of
AKS5-9 and AK7-6 make unfavorable their binding to the minor groove of the DNA [42]. The free energy binding score
for the most energetically favorable docking poses of the selected compounds was found to rise in the order AK3-1 (-9,73
kcal/mol) — AKS5-1 (-9,69 kcal/mol) — AK3-5 (-9,53 kcal/mol) — AKS-3 (-8,79 kcal/mol) — AKI12-17
(-7,0 kcal/mol) — AK7-6 (-5,91 kcal/mol) — AK3-3 (-5,03 kcal/mol) — AKS5-9 (-4,4 kcal/mol).

At the next step, the lowest binding energy conformers from the “blind docking” for each dye were selected and further
used for the targeted docking with the grid spacing 0.375 A and the grid size 37 A, 48 A, and 50 A along X, Y, and Z axes,
respectively. Presented in Figure 3 and Table 1 are the results of the analysis of the most energetically favorable dye-DNA
complexes obtained after the “targeted docking” in AutoDock after their characterization in the Discovery Studio. These data
indicate that the dye association with DNA is predominantly driven by the hydrophobic interactions (Pi-Pi T-Shaped, Pi-alkyl)
and van der Waals interactions for all dyes under study. More specifically, the dye binding to the minor groove was governed
by the hydrophobic contacts and the van der Waals interactions preferably with the nucleotide residues C9A, G10A (except
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AK3-1, AK3-5), A17B (except AK3-5, AKS5-3) and A18B. The main nucleotide residues involved in the association of cyanine
dyes AK5-9 and AK7-6 with DNA major groove were C16B, A17B, A18B, C3A, G4A, ASA and A6A. Likewise, the impact
of the hydrophobic and van der Waals contacts was found to differ significantly between various dyes. Particularly, the docking
results indicate that trimethine cyanine dyes form more van der Waals interactions in comparison with the monomethines and
pentamethines. The lowest affinity of AK5-9 for the DNA major groove can be explained by the lower contribution (compared
to those that observed for the cyanines associating with the minor groove) of van der Waals interactions. Indeed, the comparison
of the intermolecular contacts formed between AKS5-9 or AK3-1 and double-stranded DNA (the probe that has the highest
affinity for DNA) indicates the higher value of van der Waals interactions with DNA for the latter one.
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The obtained docking results indicate that the dye-DNA complexes are additionally stabilized by the hydrogen bonds
(light green color in Figure 3). More specifically, the hydrogen bonds were formed predominantly with adenine (all dyes
under study except AK3-5) and guanine (AK12-17) residues. Notably, all examined dyes (except AK3-1, AK3-5 and
AKS5-3) possess affinity to adenine and cytosine residues, whereas AK3-1, AK3-5 and AK5-3 also interact with thymine
residues of the double-stranded DNA.

Table 1. The parameters of the dye-DNA complexation obtained by the “targeted docking” in AutoDock

Dye Interactions and DNA residues.
AK12-17 Carbon hydrogen bond (DA, B:18, DA, B:17, DG, A:12), Pi-Alkyl (DC, A:11, DA,
B:18), conventional hydrogen bond (DG, A:10, DG, B:16), van der Waals (DT, B:19;
DC, A9; DC, B15)
AK3-1 Conventional hydrogen bond (DA, B:18), Pi-Sulfur (D7, 4:8), van der Waals (DT,
B19; DT, A7, DC, A9; DA, B17)
AK3-3 Pi-Alkyl (DA, B:18, DG, A:4, DC, A:3, DC, A:5, DC, A:6), Pi-Pi T-shaped (DA,

B:18, DA, B:17), Pi-Donor Hydrogen Bond (DA, B:18, DG, A:4), conventional
hydrogen bond (DA, A:6), van der Waals (DG, B16; DT, B20; DC, B21; DT, B19;
DG, A2).
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Dye Interactions and DNA residues.
AK3-5 Pi-Alkyl (DA, B:18, DT, B:20, DA, B:17, DA, A:5, DG, A:4), Pi-Pi T-shaped (DG,

A:4)), Pi-Sulfur (DG, A:4), van der Waals (DG, A2; DC, B21; DA, B18; DT, B19;
DA, A6; DT, A7, DG, B16).

AKS5-1 Pi-Donor Hydrogen Bond (DG, A:4, DA, A:6, DT, A:7), Pi-Alkyl (DG, A:4, DG,
A:6), Pi-Pi T-shaped (DA, A:4, DA, A:6, DC, A:3), van der Waals (DC, B21; DT,
B19; DA, B18; DG, A2)

AKS5-3 Pi-Anion (DG, A:10, DT, B:19), Pi-Pi Stacked (DT, B:19), Pi- Alkyl (DC, A:9, DA,
B:17, DA, B:18), Pi- Sulfur (DT, A:7), van der Waals (DT, B20; DT, A8; DA, A6),
Conventional hydrogen bond (DA, B:18)

AKS5-9 Conventional hydrogen bond (DA, B:17, DG, A:4), Pi- Donor Hydrogen bond (DG,
A:4, DA, A:6), Pi- Alkyl (DG, A:4, DA, A:5), Pi-Pi T-shaped (DA, A:5, DA, A:6, DC,
A:3), Pi-sulfur (DT, B:20), van der Waals (DT, B:19; DA, B18; DT, A7)

AK7-6 Pi- Alkyl (DA, B:17, DA, B:18), Pi-Pi T-shaped (DG, B:16), Pi-Sulfur (DA, B:17,
DT, B:19, DT, B: 20), van der Waals (DT, A7; DG, A4)

CONCLUSIONS

To summarize, in the present study molecular docking technique was used to investigate the interactions between
one representative of monomethines (AK12-17), three trimethines (AK3-1, AK3-3, AK3-5), three pentamethines (AKS5-1,
AKS5-3, AK5-9) and one heptamethine (AK7-6) cyanine dyes and double-stranded DNA. It was found that all cyanines
under study interact with DNA preferably via non-covalent groove binding mode with the lowest binding free energy
ranging from —9.73 kcal/mol to -4,4 kcal/mol, depending on the dye structure. The obtained results indicate that the
association of the dyes with double-stranded DNA is predominantly driven by the hydrophobic and van der Waals
interactions. These findings are expected to be useful for further application of cyanine dyes in DNA studies and designing
the advanced molecular probes.
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JOCJIKEHHS B3AEMO/If MIK ITAHTHOBUMHY BAPBHUKAMM TA THK
METOAOM MOJIEKYJISIPHOI'O JOKIHI'Y
O. Kuruskiscoka?, Y. Tapa6apa?, I1. Kyszueuos®, K. Byc?, B. Tpycosa?, I'. FopGenxo?
“Kagedpa meduunoi gizuxu ma 6iomeduyHuUx HaHOMeXHOA02il, XapkiecbKkull Hayionanvhull yHisepcumem imeni B.H. Kapaszina,
M. Ceob600u 4, Xapxis, 61022, Vkpaina
bKageopa ¢izuxu s0pa ma sucoxux enepeiti imeni O.1. Axiczepa, Xapxiscokuii nayionanshuii ynieepcumem imeni B.H. Kapazina,
M. Ceéoboou 4, Xapxis, 61022, Vkpaina

Cepen pi3HOMaHITHUX (IYOPECIEHTHUX 30H/IB, SKi B IJaHUH Yac BUKOPUCTOBYIOTHCS I O10MEANYHUX 1 O10XIMIYHHUX AOCIiIKCHb,
3Ha4YHy yBary NPHBEPTAIOTh LIaHIHOBI OApBHHUKH, IO XapaKTEPH3YIOThCA CYTTEBUMH ITI€pEBAaraMd IMPH KOMIUIEKCOYTBOPEHHI 3
OioMoJIeKyIaMH, 30KpeMa HyKJISTHOBUMH KHCIOTaMH. BpaxoByioun IIMPOKHUIA CIIEKTp 3aCTOCYBaHb IiaHiHIB npu gociimkenni JJHK,
Kpalle po3yMiHHS CIIOCO0iB IX 3B’3yBaHHS Ta MIXKMOJIEKYJSIPHUX B3a€MOIii, 1[0 PeTyIIIOI0Th YTBOPEHHS KoMIutekcy 6apBauk-/HK,
CIIPHSLIO O CHHTE3y HOBHMX MOJICKYJIIPHHUX 30H/iB CIMEHCTBA LiaHIHIB 3 ONTUMi30BaHMMH BIIACTUBOCTSIMH Ta IIPU3BEIIO O JI0 PO3POOKH
HOBHX CTpaTerii Ha OCHOBI LiaHiHIB JUId BUSBJICHHS Ta XapaKTepu3alil HyKJIeTHOBUX KHCJIOT. Y JaHiil poOoTi 3a JOIOMOroo
MOJICKYJIIPHOTO JIOKIHTY OYyJIn JOCIIKEH] MeXaHi3M1 B3a€MOIiT OJHOTO MpescTaBHiKa MoHOMeTHHIB (AK12-17), TphoX TpUMETHHIB
(AK3-1, AK3-3, AK3-5), Tppox nentamerunis (AKS-1, AKS-3, AK5-9) ra oguoro renramerinoBoro (AK7-6) nianiHOBUX 6apBHHKIB
3 noaekamepom B-DNA d(CGCGAATTCGCG)2 (PDB ID: 1BNA). Pe3ynbratu MOJIEKYISpHOTO TOKIHTY BKa3ylOTh Ha Te, 1I0: 1) yci
JocmipKyBaHi miaHiHu (3a BHHATKOM AKS5-9 i AK7-6) yTBOprOIOTH HaifOimbmn cTabigbHI KOMIUIEKCH 13 Majol OOPO3EHKOIO
nsosaniorosoi JIHK; ii) miaminm AKS5-9 i AK7-6 B3aemonirors 3 Benmmnkoro 6oposenkoro JIHK BHacmigok ix OuThII po3mupeHol
CTPYKTYPH 1 MEHIIOI I'ipodiIbHOCTI y MOPIBHSIHHI 3 IHITMMHU OapBHUKAMY; iii) 3B’I3yBaHHS IiaHIHIB PETYIIOETHCS TIAPOPOOHIME Ta
BaH-7Iep-BaanscoBuMu B3aeMonisamu i3 Hykineotuaaumu 3anumkamu C9A, G10A (3a Bursitkom AK3-1, AK3-5), A17B (3a BUHATKOM
AK3-5, AK5-3) ta A18B y mamiii 6oposenmi JJHK Ta 3amumkamu Benmukoi 6oposerku C16B, A17B, A18B, C3A, G4A, ASA, AGA
(AKS5-9 ta AK7-6); iv) yci nocnimxyBani 6apBauku (3a BuHsATKOM AK3-1, AK3-5 Ta AK5-39 MaroTh CHOpIAHEHICTH 10 3aJIMIIKIB
aJieHiny Ta uuTo3unHy, tomi sik AK3-1, AK3-5 ta AKS5-3 Takox B3a€MOJIIOTS i3 3aMIIKaMU THMiHY JBosaniiorosoi JJHK.

KurouoBi cioBa: yianinosi oapsenuxu; JHK; 63aemodii 6apenuk-/[HK; monexyrapnuii 0oxkine
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In the current study, the PS/SiC/Sb203 nanocomposites have been prepared by using solution casting method with different
concentrations of SiC/Sb203 nanoparticles (0,2,4,6,8) % wt. The structural and dielectric properties of (PS/SiC/Sb203) nanocomposites
have been investigated. Full emission scanning electron microscope (FE-SEM) used to study the surface of nanocomposite. FE-SEM
confirmed that good distribution of SiC and Sb203 NPs into the polymer matrix. Optical microscope (OM) was tested the morphological
of nanocomposite that proven that the polystyrene is exceptionally miscible, as seen by its finer form and smooth, homogeneous surface,
while the additive concentration SiC and Sb2Os NPs are well distributed on the surface of the polymer nanocomposite films. Fourier
transformation spectroscopy (FTIR) was examining the structural of nanocomposite and give the information of the vibration of
molecules. From FTIR, the additive SiC and Sb2O3 NPs caused interaction with polymer matrix. FTIR proven that there is physical
interactions between polystyrene and SiC and Sb2O3 NPs. According to AC electrical properties, dielectric constant and dielectric loss of
the NCs reduce with increasing the frequency of the applied electric field and increased with increasing concentration of SiC/Sb203
nanoparticles, while AC electrical conductivity increased with increasing frequency and concentration of SiC/Sb203 NPs. The results of
structural and electrical characteristics show that the PS/SiC/Sb203 nanocomposites may be used for various electronics devices.
Keywords: Nanocomposites; Polystyrene; SiC and Sb203 Nanoparticles; AC electrical properties

PACS: 77.22.-d, 77.84.Lf, 77.22Ch

1. INTRODUCTION

The nanocomposite material, which is made from non-metallic, metallic, and polymeric materials using a particular
procedure, has the unique advantage of keeping key qualities that can be employed to resolve flaws and exhibit some novel
properties. This variety of substance is a multistage cross of matrices and reinforcing substance. In contrast to the polymeric
matrix, which is a phase separation made up of metallic, inorganic non-metallic, and polymer matrix materials, the
reinforcement is a continuous phase that typically comprises of fibrous materials like glass fiber, organic fiber, and so on [1,2].
In comparison to the different phases, nanocomposite exhibits improved thermal, mechanical, electrical, and optical
properties. It is a multiphase material that consists of the matrix phase and the contributing to better [2]. Nanocomposites have
a wide range of possible uses because of how adaptable they are. The immediate result of the nanometer-sized particles put
into nanocomposites as contrasted to typical scaled composites is their smaller size. Additionally, the connection of the
nanoparticle with the polymer network sections as well as the role of the interfacial region between the nanoparticles and the
polymer matrices are significant. The volume percentage of this contact area is high due to the high surface - to - volume of
the nanoparticles [3,4]. Due to its expected remarkable thermal, optical, electrical, and antibacterial capabilities, polymer-
based nanocomposites have received a lot of attention. Inorganic materials are favored because of their great thermal stability,
good electrical characteristics, and high refractive index. However, research has indicated that inorganic nanoparticles cannot
effectively serve a variety of industrial device applications due to a number of limitations [5, 6]. One of the extensively
utilized plastics is polystyrene, which is produced at a rate of several million tons annually. Although polystyrene could be
clear by nature, it can also be colored with colorants. Among the many uses for polystyrene are the following: It is employed
in the manufacture of toys, refrigerator, and furniture, among other things. Additionally, polystyrene is used in the
manufacture of radio knobs, clear plastic drinking cups, and a majority of the molded components found inside automobiles.
Toys, hair dryers, televisions, and kitchen equipment all use polystyrene. It serves as a cushioning agent and is used in
packing. About 70% of polystyrene is used in building and construction, 25% is used in packaging and 5% is utilized for other
purposes [7,8]. High stability and colorless or white crystals are how polystyrene is described. It has a solubility of 730 g/L in
water, making it easily soluble. PS dissolves in acidic water. Its symmetric structure, O-O bond distance of 1.497, and bond
energy of 140 kJ/mol are all positive [9,10]. A non-oxide substance is silicon carbide (SiC). Semiconductor ceramic material
has a variety of exceptional qualities, including great oxidation resistance, high thermal conductivity, reaction passivity for
acids and melts, and thermal stability Microwave dielectrics and power energy storage materials extensively utilize this
material due to its stress resilience and extraordinarily high toughness. Sic nanoparticles, however, are incredibly easy to
make. impact the physicochemical characteristics of the composites as they aggregate. As a result, excellent results are
achievable. Sic nanoparticles that have been surface modified increase composite performance [11,12]. A semiconducting
substance with outstanding chemical stability in flame retardance and strong photocatalytic performance is antimony trioxide
(Sby0O3). The creation of Sb,O; films and the study of their new properties have received most of the attention thus far.
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Contrarily, it is anticipated that low-dimensional Sb,O3; nanoparticles, nanowires, nanotubes, and nanoribbons will each have
distinctive features. Because many of the features of material at the nanoscale are known to be dependent on their form,
carefully orchestrating the synthesis of desirable nanomaterial morphologies is essential. Despite significant research, it is still
challenging for researchers to effectively and controllably synthesis a predefined material shape [13,14].

2. EXPERIMENTAL PART

(PS/SiC/Sb,03) nanocomposites were created by dissolving 1gm of polystyrene (PS) in 30 ml of chloroform and
mixing the polymers for 30 minutes by using magnetic stirrer at room temperature to achieve a more homogeneous
solution, silicon carbide (SiC) and tertiary antimony oxide (Sb,Os) nanoparticales were added to the polystyrene in
various concentrations (0, 2, 4, 6 and 8) wt. %. The structural characteristics of (PS/SiC/Sb,Os3) nanocomposites
examined by (FE-SEM) analyses were performed using a Hitachi SU6600 variable pressure, optical microscope (OM)
provided by Olympus (Top View, type Nikon-73346) and Fourier Transformation Infrared Spectroscopy (FTIR)
(Bruker company type vertex-70, German origin) with range wavenumber (500-4000) cm™. The dielectric
characteristics were studied at range (=100 Hz to 5x10° Hz) by LCR meter (HIOKI 3532-50 LCR HI TESTER).
The dielectric constant (€) is given by [15]:

i=2 (1)
Where, Cp is capacitance and C, is a vacuum capacitance
Dielectric loss (£”) is calculated by [16]
& =¢€D, ?2)
Where, D is displacement
The A. C electrical conductivity is determind by [17]
Ouc = WE & 3)

Where, w is the angular frequency.

3. RESULTS AND DISCUSSION

Full emission scanning electron microscope (FE-SEM) is used to study the morphological of (PS/SiC/Sb,03)
nanocomposites. Fig. (1) illustration of (FE-SEM) images of pure polystyrene and (PS/SiC/Sb,03) nanocomposites with
various concentration 2, 4, 6 and 8 wt.% of SiC and Sb,O3; NPs with a magnification 50 KX and scale 200 nm. In the
image (A), the surface of polymer is homogenous this indicates a good method for prepared film. In image (B, C, and
D) which explain the increasing concentration of SiC and Sb,O3; NPs, the distribution uniform and homogenous inside
the polymer matrix while in image E, the grain aggregates as nonuniform clusters, which may be attributed to the nature
of the SiC and Sb,Os NPs [18,19]. In nanocomposites, the number of groups or fragments that are spread out on the
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Figure 1. SEM images of PS/ SiC/Sb203
nanocomposites, (A) for (Ps), (B) 2 wt.%
. SiC/ Sb20s3 nanoparticles, (C)4 wt.%
SiC/ Sb20s, (D)6 wt.% SiC/ Sb2034
nanoparticles, (E)8 wt.% SiC/ Sb20s
nanoparticles

2000m EHT - 1000k SERaiA=SE2 Date:13Nov2022 f—
— "
—_ WD= 41mm Mag= SO00KX  UserText i bk




343
Improvement Structural and Dielectric Properties of PS/SiC/Sb,0, Nanostructures... EEJP. 2 (2023)

Fig. (2) shows optical microscope images of PS/SiC/Sb,O3 nanocomposites with and without different concentrations of
SiC and Sb,O; NPs at magnification power (10X). In portrait A, polystyrene (Ps) is exceptionally miscible, as seen by its finer
form and smooth, homogeneous surface, while in portraits B, C, D and E, it can be seen, that SiC and Sb,O3 NPs are well
distributed on the surface of the polymer. From these images, the SiC and Sb,Os NPs formed a clusters in the form of chains
that extended along the surface of the films, attributed to the novel property in SiC and Sb,O3 NPs [20,21], other than charge
transport within polymer matrlces which also was enhanced by ralslng the percentages of SiC and Sb203 NPs

Figure 2. Photomicrographs (10x) for
PS/SiC/ Sb203; nanocomposites (A) for
(Ps) [B) for 2wt% SiC/Sb0;
nanoparticles, (C) 4wt.% SiC/Sb203
nanoparticles, (D) for 6wt.% SiC/Sb203
nanoparticles, (E) 8wt.% SiC/Sb20;
nanoparticles

FTIR spectra of (Ps/SiC/Sb,03) nanoeomp051tes in the range (500-4000) cm™' are shown in Figure (3). The
absorption band of pure Ps in image (A) at 2980 cm™! corresponding to the C-H stretching vibrations in the main chain
and in aromatic rings [22,23].
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Figure 3. FTIR spectra for PS/ SiC/
Sb203  nanocomposites: (A) for (Ps),
(B) 2 wt.% SiC/Sb20:s, (C) 4wt.%

? 1 SiC/Sba03, (D) 6 wt.% SiC/Sb20:s,
|E| (E) 8 wt.% SiC/Sb203
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The bands (1492. 02 cm! and 1451.41 cm™) attributed to the C-H stretching vibrations [24,25] while the bands
(748.55 cm™ 694.93 cm™! corresponding to the C-H out phase bend [26]. The spectral of polystyrene with additive different
concentration of SiC and Sb,O3 NPs in images B, C, D and E respectively. In image B where the additive 2 wt.% from SiC
and Sb,O3; NPs caused shift to low wavenumber in some bands and intensities at (1451.37, 747.45, 694.43) cm™' but bands
1492.02 cmr! and 2980 cm! there is not affected on this band. The image C which additive concentration of 4 wt.% from SiC
and Sb,O; NPs, the bands (1451.22, 747.37 cm™, 694.68) cm™! was shifted to low wavenumber and the band 1492.02 cm™! and
2980 cm! there is not influenced. The bands (1451.27, 747.55 cm™!, 694.64) cm™! in image D where additive 6wt.% from NPs,
caused shift to low wavenumber while in the other hand, the band 1492.02 cm™ and 2980 cm there is not change. From the
additive concentration 8wt.% from NPs in image E, the band (1491.67, 694.64) cm™ caused change to low wave number,
while the band 748.03 cm™! caused change to high wave number but the band 1451.37 cm™ and 2980 cm! there is not
affected. The FTIR proven that there are no chemical interactions between polystyrene and SiC and Sb,O3 NPs.
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Equation (1) was used to calculate the dielectric constant (£) of PS/SiC/Sb,Os nanocomposites. The variation of
the dielectric constant with frequency is shown in Fig. 4. As can be observed, the dielectric constant values drop with
increasing applied frequency, which leads to a reduction in the space charge to total polarization ratio. At low
frequencies, space charge polarization is the most significant type of polarization, and as frequency rises, its
significance decreases. As the electric field frequency rises, different kinds of polarizations take place, and the dielectric
constant values for all samples of Ps/SiC/Sb,O; drop. lonic polarization responds to variations in field frequency in a
slightly different manner than electronic polarization because an ion has a larger mass than an electron [27-29].

The dielectric constant for (PS/SiC/Sb,O3) NCs at 100Hz variation with concentrations as shown in Fig. 5. As the
percentage of SiC and Sb,Os NPs rise, the dielectric constant of nanocomposites also rises. Interfacial polarization, a
process that occurs when two surfaces within NCs are separated by an alternating electric field and causes a rise in
charge carriers, could be used to explain this activity [30-33].
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Figure 4. Dielectric constant of PS/SiC/Sb2Os  Figure 5. Difference of dielectric constant with concentration of
nanocomposites varies with frequency (PS/SiC/Sb203)

Equation (2) was used to calculate the dielectric loss (¢”) of nanocomposites. Fig. 6 shows the dielectric loss of
PS/SiC/Sb,03 nanocomposites with frequency. From this figure it can be seen the dielectric loss is high at lower applied
frequencies, but decreases with increasing applied frequencies. This can be attributed to the actuality that as the
frequency rises, the space charge polarization contribution decreases [34- 37].

The relationship between SiC and Sb,Os NPs concentration and dielectric loss (€”) is shown in Fig. 7. As the concentration
of NPs rises, the dielectric loss of PS/SiC/Sb,O3 NCs also rises, which is related to an increase in charge carriers [38,39].
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Figure 6. Diclectric loss variation with frequency for Fig. (7) Difference of dielectric loss for PS/ Sic/Sb203 NCs with
(PS/SiC/Sb203) nanocomposites different concentrations of Sic/Sb2O3; NPs

The A.C electrical conductivity was calculated from equation (3). Fig. (8) Shows the variation in electrical
conductivity of PS/SiC/Sb,O3; NCs with frequency. This figure demonstrates that electrical conductivity significantly
rises with frequency, which is caused by space charge polarization, which happens at low frequencies, and the hopping
process, which causes charge carriers to move. The increase in electrical conductivity is only moderate at high
frequencies due to electronic polarization and charge carriers that move through hopping [40, 41].

Table 1. Values of the dielectric constant, dielectric loss and AC electrical conductivity at 100Hz of (PS/SiC/Sb203) nanocomposites

Con.(wt.)% Dielectric Dielectric AC elle.ctrical
constant loss conductivity(S/cm)
0 0.43 1 2.08E-10
2 0.479 10 3.47E-10
4 0.492 20 3.56E-10
6 0.534 25 3.86E-10
8 0.63 30 4.56E-10
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Fig. 9. shows influence of SiC and Sb,O3 NPs on the A.C electrical conductivity of PS/SiC/Sb,O3 NCs at 100 Hz.
The A.C. electrical conductivity of NCs rises as SiC and Sb,O3; NPs concentration rises. Due to the composition of the
dopant nanoparticles, there are more charge carriers, which reduces the NCs resistance and boosts electrical

conductivity [42,43]. Table (1) shows the values of dielectric constant, dielectric loss and A.C electrical conductivity at
100 Hz.
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Figure 8. Difference of A.C electrical conductivity with Figure 9. Difference of A.C electrical conductivity with
frequency for PS/SiC/Sb203 NCs (Sic/Sb203) NPs for (PS/SiC/Sb203) NCs
4. CONCLUSSION

In this work, the solution casting technique was used to prepare (PS/SiC/Sb,O3) NCs films. The surface
morphology of the (PS/SiC/Sb,0O3) nanocomposites films is shown by scanning electron microscopy (FE-SEM)
confirmed that the good distribution of the SiC and Sb,Os; NPs into the polymer polystyrene matrix. The optical
microscope (OM) proven the morphological of nanocomposite that confirmed that the polystyrene is exceptionally
miscible, as seen by its finer form and smooth, homogeneous surface, while the additive concentration SiC and Sb,O3
NPs are well distributed on the surface of the polymer blend films. The Fourier transformation spectroscopy (FTIR)
confirmed the additive SiC and Sb,O3 NPs caused physical interaction with polymer matrix. The dielectric constant and
dielectric loss of PS/SiC/Sb,O3 decreased with increasing of frequency and increased with increasing concentration of
SiC/Sb,03 nanoparticles. The A.C. electrical conductivity of Ps/SiC/Sb,O3 NCs increase with increasing of frequency
and concentration of SiC/Sb,O3 nanoparticles. These characteristics can be applied to films in a variety of electrical
applications.
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HOKPAIIEHHS CTPYKTYPHHUX I JIEJIEKTPUYHUX BJIACTUBOCTEN HAHOCTPYKTYP PS/SiC/Sb203
JUISI TIPUCTPOIB HAHOEJEKTPOHIKH
Haspac Kapim Aus-Ilapigi, Mamxkin Auai Xa6io
Basunonceruti ynisepcumem, oceimuiti Koneodic wucmux Hayx, Qizuunuil paxyromem, Ipak

VY norounomy npociimkenHi HaHokommozutH PS/SiC/Sb2O3 Oyi BUTOTOBIEHI METOJOM JIMTTS 3 PO3YMHY 3 PI3HHMMH KOHLEHTpALUSIMU
HaHouactHOK Sb20;3 (0,2,4,6,8) % mac. JlociimpKkeHo CTPYKTYpHI Ta AienekTpryuHi BaactuBocTi Hanokomio3uTiB (PS/SiC/ Sb203). TloBuuit
eMiciiiHuii ckanyrounii enektponauii Mikpockon (FE-SEM), siknif BUKOPHCTOBYETHCS UTs JOCITIDKEHHsI OBEpXHI HaHOKoMIIo3uTy. FE-
SEM mniarsepauB xopommii posnoxin HY SiC i SboO3 B momimepwiit marpumi. Ilix ontuaamM Mikpockornom (OM) Gymno mepeBipeHo
MOP(OIIOTiI0 HAHOKOMITO3UTY, IO JOBEJNO, IO MONICTHPOI € BUHATKOBO 3MIIIyBaHUM, SIK BHAHO 3 HOro OUTHII TOHKOI ()OPMHU Ta TIIAIKOL
OJTHOPITHOT TOBEpXHi, TOxl sIK KoHmeHTpamis mo6aBok SiC Ta Sb2O3 NPs nobpe posmoziiieHa Ha NMOBEPXHI ITOJTIMEPHOTO ILTIBKH
HaHOKoMmo3uTy. IH(padepsonoto Dyp'e cnexrpockormis (FTIR) mocmimpkeHo CTPYKTypy HAaHOKOMIIO3UTY Ta OTpHMaHa iH(opMamis mpo
koJmBasIbHI BracTuBocTi Monekyil. 3 FTIR nonasanus SiC i Sb2O3 NP BUKIHKAIO B3a€MOIIIO 3 TIOIIMEPHOIO MATPHUIICKO. 3a JOMOMOTO0
FTIR nomeneHo, mo icHye QisuuHa B3aeMomiss MK momicTuposioM i HanoyacTHHKaMH SiC i Sb2Os. BimmoBimHO 0 eneKTpUYHHX
BJIACTUBOCTEH 3MIHHOTO CTpPyMy Ji€NeKTpUYHA HPOHHUKHICTH 1 mienektpuuni Brpatd HK 3MeHIIyroThest 31 30UIBIICHHSIM 4YacTOTH
NPUKIIAZICHOr0  JIEKTPUYHOTO TIOoJsi Ta 30UIBLIYIOTBCS 31 30UIbIICHHSAM KOHUEHTpawii HanouacTuHok SiC/Sb0s, Tomi sk
CNIEKTPOIPOBIIHICTh 3MIHHOTO CTPYyMY 3pocTae 3i 30uibiIeHHsM 9acToTh Ta KoHueHTtpauii HY SiC/Sb20Os. Pesymsraté cTpyKTypHHX Ta
SNEKTPUYHIX XapaKTePHUCTHK TOKa3yloTh, m0 HaHokommo3utH PS/SiC/Sb203 mMoxyTs OyTw BHKOpPHCTaHI IS PI3HUX ENEKTPOHHUX
IIPUCTPOIB.
KurouoBi cioBa: nanokomnosumu, noxicmupon, Hanouacmurku SiC i Sh203,; enekmpuyni 61acmueocmi 05t SMIHHO20 CIpYMY
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In this paper, we have studied the spectrum of bottomonium mesons behavior under the effect of three types of potentials
inspired by Quantum Chromodynamics. In addition, other properties like Hyperfine splitting behavior, and Fine splitting
behavior have been studied. We used these potential models within the non-relativistic quark model to present this study.
We found that our expectations are consistent with experimental data and other theoretical works as well we presented
new conclusions regarding the spectrum of unseen bottomonium states for S, P, and D-wave bottomonia. And we have
expected other their characteristics.
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1. INTRODUCTION

Investigation of heavy quarkonia systems like charmonium, bottomonium, and toponium, offers a clear
understanding of particle physics, the standard model, and the quantification characterization of the QCD
quantum chromodynamics theory [1, 2, 3, 4]. But because of the tiny lifetime for the top quark approximately
equals 0.5 x 10724s, it is very hard to appear in nature [5]. So we can say the bottomonia are the heaviest
mesons that the experiments discovered them over a long time. From that, the bottomonium family holds a
substantial place in the hadronic particles and participates effectively in the inspecting of strong interactions.

The full observed bottomonium spectra are still very far from the establishing, in comparison with the
theoretical calculations of spectra. Ref.[5] provides a good review of the practical history of the bottomonium
states, but here we offer a brief summary. At Fermilab by the E288 Collaboration in 1977, the first bottomonia
T(1S) and Y(2S) plus Y(3S) have been detected [6, 7]. Then Y(4S) state was observed in 1984 [8]. BaBar
Collaboration has observed 7, (1S), the spin-singlet partner of the spin-triplet state Y(1S), in 2008 [9]. After four
years, Belle collaboration has announced the initial evidence for spin-singlet partner 7,(2S) of the YT(2S) in 2012
utilizing the transition process, hy(2P) — ~ [10]. In 1982 [11, 12] and 1983 [13, 14], the radiative transitions of
the T(2S) and Y (3S) have led to the observation of the two triplet-spin P-wave mesons X, (1P) and x5 (2P) with
J =2,1,0. hy(1P) has firstly manifested in BABAR in 2011 via cascade transitions; Y(3S) — 7°h(1P) —
woynp(2S) [15], with a mass of 9902 +4 + 2. Belle has not long waited to announce significant observation
of the singlet spin states hy(2P) [16]. In the cascade transitions, T(3S) — x3(2P)y — Y(13Dg)yy —
xo(1P)yyy — Y(15)y7y7y7, the candidate for the mesonic state;13 Dy has appeared in the CLEO Collaboration
in 2004 [17].

So clear, it is hard to assign the whole spectrum of bottomonia. As a part of fact, we are still at the
beginning of this road. Until now many lower bottomonium states that are under the threshold of creation
of the BB pair have not appeared. But the running of the Belle II [18] and upcoming colliders will open the
hope door towards this challenge, and we foresee the appearance of new bottomonium states. To achieve that,
we need to probe the bottomonia with many theoretical techniques that provide us with accurate expectations
and inspired QCD. There are many techniques have utilized for example; the QCD sum rule [19, 20], Bethe-
Salpeter [21], the Regge phenomenology [22, 23, 24, 25], the method of perturbative QCD [26],the lattice QCD
[27, 28, 29], and the coupled-channel model [30, 31, 32, 33] in addition to utilizing the versions of relativistic
[34, 35], relativized [36, 37, 38], semi-relativistic [39, 40], and finally the non-relativistic [41].

Our purpose in this paper is to obtain the accurate mass spectrum of bottomonia in addition to the
characteristics of hyperfine splitting behavior and fine splitting behavior. We suggest applying three QCD-
inspired potentials, the first one is the simplest. For more accurate results, we use the second one, which
takes into account the spin-spin interactions between quarks. Here appears the hyperfine splitting behavior.
To obtain the best potential, which is more sophisticated and more accurate, we apply the third one, which
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includes spin-orbit interactions and tensor interactions, and here the fine-splitting behavior appears, and the
results become more accurate. The theoretical frame for this work is in the next section, while we offer our
findings and discussion in section 3. Our conclusions appear in the last section.

2. THE THEORETICAL FRAME

We adopt the non-relativistic approximation, which includes the Hamiltonian that rules the dynamics of
mesons, consisting of the kinetic energy part 7 and the potential energy part V which considers the phenomeno-
logical interactions of the constituent quarks. We can write the Hamiltonian operator H as:

Hor = T + V. (1)
We can express the wave functions of mesons as the eigenfunctions in the Schrédinger equation as follows:

2.1. The Kinetic Energy of Bottomonia

We can treat the bottomonium mass center of motion as the non-relativistic kinetic energy. The expression
of the non-relativistic kinetic energy operator is as the next [42]:

2
ﬁzr:mb+m5+7- (3)

The m; and mj are the masses of the bottom quark and the bottom antiquark. The p and P are the reduced
mass and the relative momentum of bottomonium meson, respectively. The constituent quark mass is used to
provide us with suitable calculations of bottomonium properties that could be performed. We can compare the
findings to the experimental data [43] to appear how our models work.

2.2. The Potential Models

From a time the first detection of the charmonium states in 1974, the first system of quark and antiquark,
it became prototypical of the exotic positronium atom ete™ for meson spectroscopy [44, 45, 46]. There is a
similarity between them roughly [1]. So the initial attempt started to improve positronium-like potential, to
obtain a fine static potential of quarkonium, which is known as a vector color coulomb-like potential. The
improved color coulomb-like potential depends on QCD spirit. In this potential, the effectiveness of quark
interaction is in the short distances [47, 48]. According to the rules of quantum chromodynamics (QCD) theory,
the behavior of short distance has dominated via one-gluon exchange (OGE) interaction[49, 1]. Hence the color
coulomb-like potential takes the following formula:

—4 o

3 (4)

Vcoulomb—like (T) =

—4
where a; and 3 are the running strong coupling constant and the color factor, respectively. From the

phenomenological side, we must consider the quark confinement at the long ranges[36, 42], where one of the
significant properties of strong interactions is confinement, which is generally acknowledged. From QCD rules,
the confining potential increases with increasing the inter-quark distance[50, 1]. So we can write the confinement
potential as:

Veony(r) = br. (5)

From the previous, we can obtain the conventional potential, which collects the vector color Coulomb-like
potential as in Eq.4 and the scalar linear potential as in Eq.5. This is the first suggested potential that we can

write as: 4
—4
Vi(r) = —— +br. 6
1) = =2 (6)
We will investigate bb system spectra under the effect of this potential as a minimal potential model, as shown
in Table 2; column 4. -
Here, we go ahead a step toward the front to consider the spin-spin interactions between bb systems, which

takes the following relation:
Vss(’l“) =

05 (7)Sp-S; (7)

where

8o (r) = (a/V/m)e """, 8)
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When we add Eq.7 to Eq.6, we acquire the second potential that takes the following form:

—4 o 327 )
Vir(r) = R br + o 5o (r)S4.S5, (9)
where
-1
R (10)

as S is the total spin of the meson [51]. The second potential considers the hyperfine behavior that arises due to
spin-spin interaction between quarks, so it differentiates between the triplet spin states and singlet spin states.
Now we take into account two significant parts spin-orbit interactions and tensor interactions. They have the
next formulas[52]:

1

Vsi(r) = W(:sv{/(r) — Vs(r))LS, (11)
and
1 1., ”
Vr(r) = 1 GYv() = ()T (12)

where the spin-orbit matrix elements of the L.S operator is determined by

(LS) = J(J2+ 1) L(L2+ 1) 5(52+ ) (13)

where L and J are orbital angular momentum and total angular momentum quantum numbers. This operator
has a diagonal base |J, L, S), and T represents the tensor operator [53]:

T=S,.7S;.7— =S, .S, (14)

W =

From the equations (9,11,12), we can write the third potential as follows:

—da, 32ma,
Vir(r) = ?0‘7* +br+ m:f‘% 8, (r)Sy.Sg + Vsr.(r) + Vr(r). (15)

This potential considers fine splitting behavior due to taking into account the spin-orbit and the tensor
interactions in addition to the hyperfine splitting behavior due to spin-spin interaction.

We have determined the utilized parameters in these potentials by fitting the corresponding spectrum of
bottomonium states for each different potential, as in Table 1. We can have high expectations concerning the
bottomonia spectrum (bb), as shown in Table 2 due to, these modified parameters tabulated in Table 1.

Table 1. The modified parameters were utilized in three potentials to obtain the masses of bb-bottomonium
states

Model The potentials in the (NRQM)
Parameters  Vr Vir Virr
my = my GeV 4.7836 4.7916 4.8087

Qs 0.3811 0.3981 0.4040
b (GeV)? 0.1625 0.1671 0.1620
o GeV — 2.8241 2.2927

3. RESULTS AND DISCUSSION

In this paper, we remedied Schrodinger’s equation using the matrix method to obtain its numerical solution.
Using the previous three potentials, the bottomonium mesons’ characteristics are probed in the frame of the
non-relativistic kinetic energy. We have obtained Hamiltonian values for the nS(n < 4), nP(n < 3), and
nD(n < 3) bottomonium states with the spectroscopic notation n?*!L ;. The mass and other characteristics
are introduced in Tables (2 : 4).
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3.1. The Mass Spectrum of Bottomonium Mesons

We investigated the spectrum of S; P, and D-Wave bottomonium mesons under the influence of three po-
tentials. This study includes thirty-six seen and unseen meson states. Fitting with seventeen mesonic states in
the last update of data, due to it yields new parameters in each potential to get the best new theoretical bot-
tomonium spectra in three QCD-inspired potentials types, as shown in Table 1. These newly yielded theoretical
spectra were compared with the current experimental data [43] and compared to other works for calculated
spectra [54, 55, 56].

The x? values for the expectations of the three potential types are (0.0010), (0.0005), and (0.0002), respec-
tively. So, one observes that the first potential type provides us an agreement with the experiment, although it
is a blind model concerning the multiplets of bottomonium states that own the same orbital angular momentum
L quantum number with different spin quantum number S and different total angular momentum J as in column
4 of Table 2. When we go ahead a step toward more accuracy, we find the second potential type that supplies us
with more accuracy than the first one, but one notices it is a blind relative to the multiplets that own the same
orbital angular momentum L quantum number, with a different total angular momentum quantum number J,
as seen in column 5 of Table 2. Now we continue ahead another step toward more accuracy, and we have found
that the third type of potential has achieved the most accuracy concerning these potentials, in addition, this
potential provides us with the ability to distinguish between the multiplets of bottomonia that own the same
quantum number L and with different quantum numbers S and J, as shown in Table 2 column 6.

The masses of bottomonia are plotted in Fig.1 and Fig.2 with the principle quantum number (n). Where
the masses are extracted within the third potential type; based on its parameters which are in Table 1. The
figures illustrate the masses of S, P, and D-wave states with triplet spin (in Fig.1) and singlet spin (in Fig.2)
with various values of J. The graphs demonstrate that the mass spectra increase along with increasing the
principle quantum number (n). Here, we find (n) has a strong influence on the S, P, and D-wave bottomonia
masses when particles have the same S and J quantum numbers.

Figures 6 and 7 illustrate the theoretical masses of S, P-wave bottomonium states (Y(nS) and n(nS))
and (x (nS)and h(nsS)), respectively. They provide us with a comparison between the practical data and the
theoretical expectations using the third potential, tabulated in Table 2. we find a good consistency between
them and observe a tiny distinction between them.

The other studies for the bottomonium spectra employed a variety of models, including the variational
method with a single Gaussian trial wavefunction in a Cornell potential model in the relativistic Quark Model
framework used by (Virendrasinh Kher et al.) [54]. While (B. Chen et al.) utilized the RFT model[55], mean-
while the Non-Relativistic with Screened Potential Model is applied by (W.J. Deng et al.) [56]. And (M. Wurtz
et al.) use the LATTICE Field Theory estimations [29]. We find from Table. 2 that the three potentials to
which we applied them agree in general in the most estimations with these models, but the third one owns the
most agreement with the most states.

3.2. Hyperfine Splitting Behavior AMp;, sp.

The hyperfine splitting force plays an influential role in the calculations of the mass of bottomonia. So,
we have to take it into account. This force started with the appearance through the second potential, so the
second potential provides us with more accurate calculations for masses than the first potential, as evident
in column 5 of Table 2. However, its accuracy is further improved in the third potential to supply us with
more accurate calculations, as extremely evident in column 6 of Table 2. We notice that the difference between
the multiplets decreases by increasing (n) for S-wave bottomonia; the same thing concerning P-wave, but in
the S-wave bottomonia the triplet spin particles have greater mass than the singlet spin particles. While the
opposite happens for the P-wave bottomonia, the spectrum mass of singlet spin particles is heaviest than triplet
spin particles. While in the D-wave bottomonia, the mass difference is constant between triplet, and singlet
spin particles, and compared to the singlet spin particles, the triplet spin particles are heavier. Fig. 3 shows the
relation between the hyperfine splitting mass and the quantum number (n) in comparison with experimental
data for the S-wave in a graph (a) and also for the P-wave in graph (b) according to the third potential.

3.3. Fine Splitting Behavior AMp g

The role of fine splitting force, which appears in the third potential is very significant for estimations of
the masses of bottomonium mesons. That matter makes us enter this force in our calculations of mass spectra,
not only in the bottomonium spectrum but in all hadronic spectra. Consequently, we find the mass estimations
are the most accurate. Also, it can distinguish between the multiplets that have the same L and S, but they
have various J because of spin-orbit force and tensor force, as is very clear in Table 2; column 6. Now we find
the 13P;-13 Py is the dominant partial splitting where it is of (=2 59%) relative to total splitting concerning the
1P-level. Also, the 23P;-23 Py takes (= 55%) to be the dominant partial splitting relative to the 2P-level.
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Figure 2. The Masses of S, P, and D states for QCD-inspired Vyr;, which have spin zero and various total
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Table 2. Theoretical spectra of bb states in GeV under the influence of three QCD-inspired potentials compared
with experimental data [43] and with theoretical results of Refs.[[54], [55], [56], [29]].

state name EXP.Mass Theoretical masses
[43] Vi Vir Vrir [54] [55] [56] [29]

1351 T(15) 9.4603 £ 0.26 9.4353 9.4383 9.4510 9.4630 - 9.4600 9.4600
115 7y (1S) 9.3987 £+ 2.0 9.4353 9.3633 9.3910 9.4230 - 9.3900 9.4020
238, T(25) 10.0233 £ 0.31 9.9804 9.9974 10.0110 10.0010 10.0230 10.0150 10.0200
218, 7p(25) 9.9990 £+ 4.0 9.9804 9.9722 9.9930 9.9830 9.9990 9.9900 9.9980
335, T(39) 10.3552 £ 0.5 10.3042 10.3285 10.3380 10.3540 10.3570 10.3430 10.3340
315, 75(35) 10.3042 10.3112 10.3260 10.3420 10.3370 10.3260 10.3140
435, T(45) 10.5794 £ 1.2 10.5649 10.5949 10.6000 10.6500 10.6370 10.5970 -
415, np(45) 10.5649 10.5809 10.5900 10.6380 10.6270 10.5840 -

13P, xb2(1P) 9.9122 +0.26 £ 0.31 9.8901 9.9012 9.9320 9.9070 9.9110 9.9210 9.9130
13P; xb1(1P) 9.8928 £ 0.26 £ 0.31 9.8901 9.9012 9.9090 9.8940 9.8930 9.9030 9.8930
13P xbo(1P) 9.8594 £ 0.42 £ 0.31 9.8901 9.9012 9.8760 9.8740 9.8540 9.8640 9.8650
11p hy(1P) 9.8993 £ 0.8 9.8901 9.8990 9.9230 9.8990 9.8990 9.9090 9.9000
23P, xv2(2P) 10.2686 £ 0.22 £ 0.50 10.2230 10.2433 10.2670 10.2740 10.2680 10.2640 10.2270
23p; xb1(2P) 10.2555 £ 0.22 £ 0.50 10.2230 10.2433 10.2480 10.2650 10.2590 10.2490 10.2120
23p, xbvo(2P) 10.2325 £ 0.40 £ 0.50 10.2230 10.2433 10.2250 10.2480 10.2390 10.2200 10.1940

21p hy(2P) 10.2598 4+ 1.20 10.2230 10.2409 10.2590 10.2680 10.2620 10.2540 10.2190
33P, Xb2(3P) 10524.0 £ 0.8 10.4896 10.5162 10.5340 10.5760 10.5560 10.5280 -
33p; xb1(3P) 10513.4 £ 0.7 10.4896 10.5162 10.5170 10.5670 10.5570 10.5150 -
33P xb0(3P) 10.4896 10.5162 10.4980 10.5510 10.5510 10.4900 -
3lp hy(3P) 10.4896 10.5138 10.5260 10.5700 10.5560 10.5190 -
43P, Xb2(4P) 10.7220 10.7537 10.7667 - 10814 - -
43P, xb1(4P) 10.7220 10.7537 10.7500 - 10817 - -
43P xbo(4P) 10.7220 10.7537 10.7342 - 10815 - -
41p; hy(4P) 10.7220 10.7512 10.7594 - 10815 - -
13Ds3 Ts3(1D) 10.1238 10.1423 10.1620 10.1500 10.1830 10.1570 10.1720
13Dy T2(1D) 10.1637 4+ 1.40 10.1238 10.1423 10.1570 10.1490 10.1640 10.1530 10.1610
13D, T.(1D) 10.1238 10.1423 10.1500 10.1450 10.1360 10.1460 10.1500
11D, Mp2(1D) 10.1238 10.1422 10.1520 10.1490 10.1670 10.1530 10.1630
23Ds3 Ts3(2D) 10.3996 10.4245 10.4400 10.4660 10.4780 10.4360 10.4590
2 3Dy T2(2D) 10.3996 10.4245 10.4340 10.4650 10.4760 10.4320 10.4010
23Dy T1(2D) 10.3996 10.4245 10.4270 10.4620 10.4670 10.4250 10.4580
21D, Mp2(2D) 10.3996 10.4244 10.4290 10.4650 10.4750 10.4320 10.4470
33D3 T3(3D) 10.6383 10.6684 10.6790 10.7410 10.7400 - -
33Dy T2(3D) 10.6383 10.6684 10.6740 10.7400 10.7440 - -
33D, T1(3D) 10.6383 10.6684 10.6660 10.7360 10.7420 - -
31Dy Mp2(3D) 10.6383 10.6683 10.6690 10.7400 10.7420 — -
x° 0.0010 0.0005 0.0002
Hyperfine spliting of S-wave states Hyperfine spliting of P-wave states
LR 16
60 14 ¢
S5 512 \
= 20
E:: 40 —e—S5 Theo. spliting § s £
<30 o 3
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0 0
1 2 3 4 5 1 2 3 4
n n
(a) The hyperfine splitting of S states. (b) The hyperfine splitting of P states.

Figure 3. The theoretical and experimental mass hyperfine splitting behavior of S and P states versus n

Also, in the experimental data, n3P; — n3Py;n = 1,2 is the dominant partial splitting. So, these expecta-
tions are consistent with practical results, as appear in Figs. 4 and 5. And we have presented our predictions
for these states and the rest of the states, as in Table 4.
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Table 3. Theoretical hyperfine splitting (Theo. AMpy, 5,.) and Experimental hyperfine splitting (Exp.
AMiryp.sp.) of [b] states in MeV for S, P, D-Wave studied states.

Wave Level Total Spin of states (S) Hyperfine Theoretical Experimental
(n) (L) Splitting IAMHyp.Sp| |AMHyp.Sp| [43]
1 S 1-0 351-180 60 61.60
2 S 1-0 351-1S0 18 24.30
3 S 1-0 351-1S0 12 -
4 S 1-0 381-180 10 -
1 P 1-0 3p-1py 14 6.50
2 P 1-0 3p-1py 11 4.30
3 P 1-0 3p-tpy 9 -
4 P 1-0 3p-lpy 9 -
1 D 1-0 3Ds-TDy 5 -
2 D 1-0 3Da-1Ds 5 -
3 D 1-0 3Da-1Ds 5 -
Theo. Ratio of 1P Fine Splitting Exp. Ratio of 1P Fine Splitting

3p2-1P1 ity
3P1-3P0 e S
5 u3p2-1P1 3P1-3p0 m3p2-1P1

59%

u3P1-3P0 63% "3p1-3°0

(a) The theo. ratio of 1P fine splitting (b) The exp. ratio of 1P fine splitting
mesons mesons.

Figure 4. The theoretical and experimental fine splitting behavior of one spin 1P bottomonium states

4. CONCLUSION

In this work, we propose applying the three potentials in the framework of the non-relativistic quark
model to probe the bottomonia spectra and obtain accurate yields. Our perspective depends on the non-
relativistic framework that is suitable generally for the heavy mesons sector and particularly for bottomonium
mesons because they are the heaviest mesons. The expectations of all these potentials present overall agree
with practical data and with the theoretical expectations of other groups. The first one involves the one-gluon
exchange interaction (like color coulomb potential) in addition to the scalar linear confinement potential, which
provides us sensible findings where its uncertainty almost equals 0.0010, but it blinds concerning splitting
between the multiples of bottomonium states which have the different S, and the J, but the same L quantum
numbers. When we add the spin-spin interactions of quarks, we obtain the second potential, which is more
accurate than the first one. Its x value almost equals 0.005 and also exhibits hyperfine splitting behavior.

The third potential achieves our computational strategy that aims towards more accurate outputs using
sophisticated treatments concerning the bottomonia spectrum, and we can extend and apply it to other heavy
mesons. This potential is the most complex, but it is the most accurate one, with a y value is almost 0.002.
Additionally, it indicates the fine splitting behavior for bottomonium spectra. Our expected masses of unseen

Theo. Ratio of 2P Fine Splitting Exp. Ratio of 2P Fine Splitting

3pP2-1P1
36%
m3P2-1P1 3P1-3P0 m3P2-1P1
3P1-3P0 64% u3p1-3P0

3pP2-1P1
3P1-3P0 5%
55%

(a) The theo. ratio of 2P fine splitting (b) The exp. ratio of 2P fine splitting
mesons mesons.

Figure 5. The theoretical and experimental fine splitting behavior of one spin 2P bottomonium states
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Masses of S-Wave Bottomonium Mesons
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Figure 6. Comparing of the masses of S-wave bottomonia in GeV with the last update experimental data
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Figure 7. Comparing of the masses of P-wave bottomonia in GeV with the last update experimental data
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Table 4. Theoretical fine splitting (Theo. AMFp s, ) and Experimental fine splitting (Exp. AMp.g,.) of [bb]
states in MeV for P, D-Wave studied states.

Wave Level Total angular Fine Theo. Exp.
n L momentum of states (J) Splitting AMp sp. AMFp. gp.[43]
1 P 2-1 3Py-3P; 23 19.4
P 1-0 3P1-3Py 33 33.4
2 P 2-1 3Py-3 P 19 13.2
P 1-0 3pP-3P,y 23 23.0
3 P 2-1 3Py-3 Py 17 -
P 1-0 3p-3Py 19 -
4 P 2-1 3Py-3 Py 17 -
P 1-0 3p-3 Py 16 -
1 D 3-2 3D3-3Dy 5 -
D 2-1 3Dy-3Dy 7 -
2 D 3-2 3D3-3Dy 6 -
D 2-1 3Dy-3Dy 7 -
3 D 3-2 3D3-3Dg 5 -
D 2-1 3Dy-3Dy 8 -

bottomonia states, via the third model, can provide good benefits t o discovering t hese states in t he incoming
experiments.

So we use the yieldings from the third potential to study the hyperfine s plitting b ehavior a nd t he fine
splitting behavior of the S, P, and D-wave bottomonia spectrum. This study of the bottomonia multiples
behaviors agrees with the experimental data and presents significant p redictions; we can use t hem t o observe
unseen bottomonium states in the future.
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BOTOMOHIA ITI BIIJINMBOM TPBHOX IHCIIIPOBAHUX ITOTEHIITAJIIB KX Y
PAMKAX HEPEJIITUBICTCHKOI KBAPKOBOI MOJEJII
Mycrada Icmain Xanapip,*, M. Amrom”, I.C. Xaccan?®, A.M. Hcep®
*Kagedpa Pizurxu, Paxysvmem npupodnuqus nayk, Acviom, Ynisepcumem Acviom, 71515 Acviom, Ezunem
b Digunnuts Paxysomem, npupodnuwul Paryasvmem, Kena, Ynisepcumem Iisdennoi doaunu, 835238 Kena, Ceunem

V miit cTaTTi MM TOCJIKYBAJIN CIIEKTD IIOBEIIHKYA OOTTOHIEBUX ME30HIB IIi/f BININBOM TPHOX THIIB MOTEHINAJIIB, HABISTHIX
KBAHTOBOIO XpoMOamHaMiK0o. Kpim Toro, Oy BuBUYeHI iHIINI BIACTUBOCTI, TaKi K MOBEIHKA TIMIEPTOHKOTO PO3IIEILIe-
HHsI Ta [OBEJIIHKA TOHKOIO PO3INeryieHHs. My BUKOPUCTAJIM Il HOTEHIINHI MOIe/i B paMKaxX MOJE/I HePeIaTUBICTChKUX
KBaPKiB, 00 NpeaCcTaBUTH 1€ JOC/IizKeH . My BUABM/IN, M0 HAIIl 0YiKyBaHHS Y3TO/KYIOTHCH 3 €KCIePUMEHTAIbHIMI
JAQHVMU T IHITUMHA TEOPETUIHUMHU POOOTAMU, 8 TAKOXK MU MPEICTABUIN HOBI BUCHOBKH IO/I0 CIIEKTPY HEBUINMUX CTAHIB
6orromonio s S, P i D-xBuias 60orromonii. I My ouikyBaim iHmmx IXHIX XapaKTePUCTHK.
Kuiro4oBi cjioBa: 64aCmu60cmi 2ineppo3uwenierta; MmoHKke Po3UEnieHHa; 60momoHLa
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The aim of this paper is to scrutinize the mixed convective flow of Williamson nanofluid in the presence of stretched surface with
various physical effects. The impact of Brownian motion and thermophoresis is the part of this investigation. In addition, the features
of thermal radiations is considered in energy equation for motivation of problem. Theory of the microorganism is used to stable the
model. Mathematical modelling is carried out. Appropriate similarity functions are used to transform the couple of governing PDEs
into set of ODEs. Wolfram MATHEMATICA is engaged to solve transformed equations numerically with the help of shooting scheme.
The influence of emerging flow parameters like magnetic, thermophoresis, porosity, Péclet and Lewis number on the velocity,
temperature, volumetric concentration and density of microorganism distribution are presented in tables and graphs.

Keywords: Gyrotactic Microorganism; Williamson nanofluid; MHD, Bioconvection, Shooting method.

PACS: 44.10.+, 44.05.+e¢, 44.30.+v, 47.10.ad.

1. INTRODUCTION

Fluid mechanics have two principal types of fluids called Newtonian and non-Newtonian fluid flow belongings of
Newtonian and non-Newtonian fluids are not similar. Newtonian fluids are those which satisfy Newton law of viscosity
like water, glycerol, alcohol and benzene. Here, the contact between strain rates is explained by taking out the basic model,
especially for such liquids that do not obey the Newton law of viscosity. Fluids like toothpaste, cosmetics, butter, ketchup,
custard, shampoo, blood, honey, paint are the examples of non-Newtonian fluids in daily life. Because of the complicated
and interdisciplinary nature, the study of non-Newtonian fluids has recently involved a lot of attention from researchers.
Nanofluids are small-sized solid particles dissolved in conventional processing fluids. Water, glycerol, engine oils,
ethylene glycol, and pump oil are conventional processing fluids. Nanoparticles, which are normally recycled in
nanofluids are made from various materials, such as metals or non-metals. Choi and Eastman [1] found that by suspending
metallic nanoparticles in traditional fluids, the resulting nanofluids have predicted high thermal conductivity. The
movement of heat transfer in a fluid will enhance the conduction and convection coefficients. Nanofluid research is
becoming more important and effective. Nanofluids are developed to achieve maximal thermal properties at the smallest
concentration possible. The production of nanofluids resulted in increased thermal conductivity and improved heat
transfer properties. The transmission qualities and heat conduction characteristics of the base fluids, such as organic,
refrigerant, and ethylene liquids, are altered by all non-metallic and metallic particles. In fact, while higher thermal
conductivity is dependent on nanoparticles, the efficacy of heat transfer enhancement is also dependent on scattered
particles, material type, and other parameters. Using additives to improve a base fluid's heat transfer capacity is another
option. Nanofluids have a wide variety of applications and they can be used in different sectors, including heat transferring
and other cooling applications. In the biological and biomedical sectors, nanofluids have played vital roles for a long time,
and their use will be extended to growth. Nanofluids have also been used as detergents and smart fluids. Jawad et al. [2]
has inspected that nanofluid is such kinds of hotness move source having nano-particles with shape short 100 (nm). Wen
and Ding [3] have found that nanofluids significantly improved convective heat transfer, according to the findings. The
improvement was especially noticeable in the entrance region, and it was much greater than the increase in thermal
conduction. The classical Such equation was also shown to be ineffective in predicting the heat transfer conduct of
nanofluids. The main explanations were proposed to be nanoparticle migration and the commotion of the boundary layer.
Bhattacharya et al. [4] have evaluated the thermal conductivities of aluminium oxide-water nanofluids at different
temperatures and clarify that the enhancement in thermal conductivity is temperature dependent.

Magnetohydrodynamics, also known as hydro-magnetics, is the learning of dynamics of the existence of magnetic
properties and the liquid effects that are electrically conducted. Salt water, liquid metals, plasma and electrolytes are
known examples of magneto fluids. Alfvén [5], a Swedish physicist, was the first to introduce the MHD fluid flow.
Turkyilmazoglu [6] has calculated analytically the magnetohydrodynamic flow and thermal transport features of
nanofluid flow across a continually extending or contracting permeable sheet in the presence of temperature and velocity

7 Cite as: M. Jawad, M.M. Ur-Rehman, and K.S. Nisar, East Eur. J. Phys. 2, 359 (2023), https://doi.org/10.26565/2312-4334-2023-2-42
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slip. Qayyum et al. [7] have observed analytical treatment of MHD radiative flow of tangential hyperbolic nanofluid
under the impact of heat generation or absorption. The study's reproduction was based on Newtonian heat and mass
conditions. Mohyud-Din ef al. [8] have presented a revised model for Stokes first issue in nanofluids. At the boundary,
this model considers a zero-flux condition. Following the implementation of the similarity transforms, the governing
equations were altered into a system of non-linear ordinary differential equations. Majeed et al. [9] has concentrated on
that Magnetohydrodynamics manages electrically led liquid having attractive properties in like manner of electrolytes,
salt water, plasmas, and fluid metals. Nadeem ef al. [10] have studied the Casson fluid's MHD boundary layer movement
across an increasingly permeable shrink sheet.

Williamson [11] concentrated on the progression of pseudoplastic materials and fostered a model to clarify the
progression of liquids and gave trial results. In the Williamson model, the compelling consistency ought to be decreased
endlessly by raising the shear rate, which is boundless thickness very still and no consistency as the shear rate approaches
endlessness. The Williamson liquid model is an essential reenactment of non-Newtonian liquid viscoelastic shear
diminishing highlights. Hayat ez al. [12] have analysed the results of chemically reactive flow of nanomaterial based on
Brownian and Thermophoresis movement with a nonlinear bidirectional stretching layer with a constant thickness.
Williamson fluid rheological expressions and the optimal homotopy analysis approach were used. Zaman and Gul [13]
have examined in the presence of Newtonian conditions, the magnetohydrodynamic (MHD) of Williamson nanofluid
bioconvective flow containing microorganisms. The bvp4c technique is used to achieve numerical solutions. Danish et
al. [14] have explained a new numerical model to analyse the features of activation energy on magnetized Williamson
fluid over a section with nonlinear thermal radiation. The Brownian and thermophoresis nanofluid properties have been
described using the Buongiorno model. For more details see Refs [15-23].

Kuznetsov [24] were the first to investigate the topic of bioconvection in a suspension containing small solid
particles (nanoparticles). To see how minor particles that are denser than water affect the permanence of a motile
gyrotactic bacteria suspension in a finite-depth horizontal fluid layer. Bioconvection has the potential to improve mass
transport and mixing, particularly in microvolumes, as well as the stability of nanofluids. Thus, a nanofluid and
bioconvection combination could be promising for new microfluidic devices. Khan et al. [25] have explained the
movement over a permeable wedge in the occurrence of viscous dissipation and Joule heating. The nanofluid containing
gyrotactic microorganisms was expected to be saturated in the wedge under the effect of magneto-hydrodynamics. The
passive control model was used to formulate the problem. Uddin ef al. [26] have evaluated numerically the impacts of
bioconvection on fluid velocity and thermal slips over the flow of nanofluid passing through the horizontal touching sheet.
They introduced the first time-similarity solution to nano-bioconvection. The influences of velocity, the bioconvection
Lewis number, Peclet number and the bioconvection Peclet number on the governing equations, including local wall mass
flux and local Nusselt number, were discussed. Naz et al. [27] have reviewed Cross nanofluid with gyrotactic germs,
entropy formation and heat and mass transmission. The solutions were obtained using the optimal homotopy analysis
technique, and the most important consequences were discussed graphically and numerically. The geometry of flow model
is presented in Fig. 1 as:
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Figure 1. Geometry of physical model

2. PROBLEM STATEMENT
A mathematical study of MHD flow of an incompressible Williamson nanofluid is presented. The two-dimensional
fluid flow is passing through porous media and stretched surface. Aman et al. [28] work of mixed convection nanofluid
flow with gyrotactic microorganisms over extending plate has been considered. The first step is to explore this work and
then extending that by observing the consequence of magnetic field, thermal radiation and chemical reaction with
compactness of motile microorganisms.
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The governing equations [29] are:
u +v, = 0
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Conditions:
The initial and boundary conditions [30] are

v=v,u=AU,T=T,C=C,,N=N,aty=0,
u—>0,T->T,C—>C_,N—>N_asy—> eo,

Similarity transformations:

u = bxf'(n); v=—(bvEfn): n = \f v 9 = oo x() = s 6) =

Ny—Neo

3. NUMERICAL SCHEME: SHOOTING METHOD

The physical aspect of the flow problem under consideration has been investigated by solving the final set of
equations, namely (2) to (5) associated with the new boundary conditions (6). The policy of shooting method is
specified as next (Fig. 2). The higher order derivatives in the above mentioned are reduced to first order as follows:

"+ A" ) + ' f ) — f2() - Mf’(n) =0,
6" () + Prf(me'(m) — 2Pro(n) + ¢> me'(n) + 6"2(n) = 0,

(Le) (th)

")+~ 9”(n) + Scf(me’'(m) — Scyp(m) =0,
x"(m) + Scf (n)x (n) —Pely'mae¢'(m) + (x(n) + o) ()] = 0.

The higher order equation from (7) to (10) are reduced to first order as
ff=uu' =v,0'=w,¢'=q.x" =g,
VA+ W) +vf-ut—Mu=0,

X< _Ne 2=
w' + Prfw — 2Pr0 + qw + (Le)(th) 0,

’ 1 _ —
q + W + Scfq — Scyep =0,

g' + Scfg —Pelgq+ (x +0)q’(n)] = 0.

The transformed linearly boundary condition follows that
£(0)=S,1(0)=4,x(0)=1,6(0)=1

f’(O):0’020’¢:0’Z:0 as 1 —> oo
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Xqn

X . . .
Sh, — X __and density of microorganism’s amount Nn, = ———
Dn(NW_NOO)

= on the surface in x —direction are given by
Dp (CW_COO)

(Re)2Cf, = [£"(0) + 25 £72(0)], (Rey) V/Nu, = —6'(0), (Re) 2 Shy = —¢'(0), (Re) ™2 N, = —x'(0) (16)

here is Re,, the Reynold amount.

tart Boundary value Initial value

S problem problem
Solve IVP with Fourth Assign missing
Order Runge-Kutta initial approx

Initial guesses are
modified by
Newton’s Method
Calculate boundary
residuals

if boundary residuals < tolerance if b dary residuals > tol

Final solution Stop

Figure 2. Chart of shooting method steps.

4. CODE VALIDATIONS
Table 1 provides a critical study of the current findings of~ 8’ (0) and — ®'(0)for the Brownian motion
parameterN btutilising the bvp4c. The critical study of these numerical findings in Table 1 reveals that the scheme is valid,
M = 0.5, 2=0.1, Pr =7, Nc=o= 0.3, Pe= Le= Sc=0.2 and y= 0. The comparison of findings in Table 1 shows the
astonishingly considerable arrangements of the current inquiry with the bvp4c results, which motivates the author to
tackle this problem with changes of thermal radiation and chemical reaction effects using a well-known shooting
approach.

Table. 1. Comparing of —0'(0)and —&’(0)values with Nbt.

Parameter bvpdc Present bvpdc Present
Nbt —-6'(0) —-®'(0)

0.1 1.15530 1.15530 0.71014 0.71014
0.2 0.82269 0.82269 0.42568 0.42568
0.3 0.56501 0.56501 0.22571 0.22571
0.4 0.37418 0.37418 0.09420 0.09420
0.5 0.23916 0.23916 0.01731 0.01731

5. RESULT AND DISCUSSION

In the current investigation we analyzed the impact of different parameters graphically on non-layered speed, non-
layered liquid temperature, dimensionless liquid focus and non-layered motile microorganism profiles. The principal
request arrangement of conditions along with limit and starting conditions is tackled by utilizing the order ND settled on
Mathematica. For this, fixed upsides of certain boundaries are picked self-assertively as given in the accompanying:
M=1;S=2; A=1;Sc=1; 0=0.1;Nb=0.5; y=0.1;Nt= 0.5;Pe=1;Pr=1; Le = 1; Nr=0.5; Nc = 0.5. Further, in
this segment we discussed the graphical consequences of the work of (Aman et al. [28]). The first order system of
equation (7) to (10) together boundary and initial conditions (15) has been resolved by applying the appreciation ND
solve on MATHEMATICA version 11. The computational results for velocity, concentration, temperature, and density
function of motile micro-organism have been obtained for several interested parametrical values namely magnetic
parameter, the injection/suction parameter, Stretching/Shrinking parameters.

The results have been presented in tabular form in Table 2. The impact of suction/injection at the wall on component
of velocity, concentration profile, temperature profile and profile of motile micro-organism.

5.1. Velocity Distribution
In this section, we will confer certain flow parameters that are considered in the velocity contour in the form of
schemes. The Hartmann number M , section or injection parameter S are plotted against the velocity function f’. The

consequence of the parameter S on the velocity profile f” is shown in Fig. 3. As the parametric value of S increases,
the curves show decreasing behavior. The impact of shrinking sheet parameter A" is described in Figs. 4 and 5.
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Table 2. Nusselt number, Sherwood number and local density number at the stretching walls.

-1

-1

-1

M A [ Pe S Pr Nb Nc Yy Le Sc N, Re? S,Re? Nn,Re?
1.0 0.3 0.2 2.0 1 1.0 0.3 0.3 0.1 0.4 0.4 1.16658 0.56551 4.32922
2.0 1.15122 0.40949 3.21536
3.0 1.07339 0.16074 1.04171
0.2 0.17513 0.45781 2.94380
0.6 0.17227 0.44646 2.85186
0.8 0.16901 0.41386 2.74917
0.5 1.13332 0.40569 1.36868
0.9 1.13332 0.40569 1.41038
1.3 1.13332 0.40569 1.45209
1.0 1.13733 0.22029 0.43076
1.5 1.13733 0.22029 0.47949
2.0 1.13733 0.22029 0.52877
1 2.16132 1.43886 4.26399
2 2.16043 1.43679 4.24718
3 2.15950 1.43468 4.22998
1.0 0.45076 0.00965 -0.74796
2.0 0.68382 -0.08265 -1.23761
3.0 0.84726 -0.07902 -1.04745
1 1.15747 0.43020 3.19427
2 0.82403 0.90843 7.04755
3 0.56578 1.04347 8.14002
0.5 1.15741 0.43020 3.19439
1 0.95048 0.10050 0.67047
1.5 0.86337 0.02480 0.16696
0.1 1.15751 0.43030 3.19429
0.5 1.05197 0.48545 3.63175
1.0 0.99723 0.51465 3.86423
0.5 1.08466 0.35128 2.43539
1.0 0.93458 0.66761 5.01486
1.5 0.83408 0.97853 7.05758
1 0.82404 0.90851 7.04754
2 0.89140 0.75772 5.85982
3 0.92655 0.68163 5.26338
—5=1 12 ;
- s —r=0.3
0.4 §=3 —r'=0.6
—C | 091 2'=0.9
—a=12
- -
_5 :5 0.6
= 02 =
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Figure 3. Distribution of velocity profile for some values of S Figure 4. Distribution of velocity profile for some values of 1”.

The speed of flow is enhanced and reduced for increasing values of 2" and A respectively. The sense of parameter
M on velocity profile of the fluid is demonstrated by Fig. 6.

0.5
— =02 — =0
— 204 —M=1
0.4 1=0.6 0.4 M-2
—4=0.8 — =3
03 -
: G
02 ] =02

0 1 2 ] 1 2 3 4 5
n n

Figure S. Graph pattern of velocity profile for some values of A. Figure 6. Diagram of velocity profile for some values of M .
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These curves show reduction in velocity profile with the cumulative values of M . It is because of the cooperation
of restricting powers, to be specific Lorentz power, which is expanded. The Lorentz power is a blend of electric and
attractive powers on a moving point charge because of electromagnetic fields. Lorentz powers are resistive powers and
are associated with attractive numbers. With the augmentation in, Lorentz power supports up, which goes against the fluid
stream because of decrease in the speeds.

5.2. Temperature Distribution
In this section, parametrical effects of diffusivity ratio Nbt¢, Prandtl number Pr, chemical reaction parameter y,
magnetic parameter M , Lewis number Le, suction or injection parameter S, shrinking sheet parameter A’, and
parameter of heat capacity Nc are depicted in Figs. 7-13. Behavior of temperature profile with deference to parameter S
is represented by Fig. 7. When there is gradual increase in the standards of suction or injection parameter S, curves of
temperature profile depict deceleration behavior gradually. Fig. 8 illustrates the behavior regarding magnetic parameter
on temperature profile.

1 1
—5=1 — M=0
—s=2 — =1
0.3 §=3 0.8 M=2
—5=4 —M-=3
—_ 0.6 1 0.6
o~
=z £
0.4 : ® 0.4
0.2 \ 1 0.2
0 1 2 0 1 2 3
M
Figure 7. Diagram of temperature profile Figure 8. Diagram of temperature profile
for some values of S for some values of M

The graph curves show significant increment in temperature profile with the increasing values of M . Fig. 9 shows
the consequence of shrinking parameter 1” on temperature profile. The decrease in the principles of A”in the stretching
case resulted in reducing the temperature contour &. Fig. 10 is sketched to analyze the influence of Prandtl number Pr
on temperature profile, while keeping other parameters constant. Deceleration in temperature field was obtained when
increment was done in values of Pr.

1 1
—1'=0.3 Pr=5
—_ 6 Pr=7
HLC Pr=9
- Pr=11
—R-l12
? -
0.5 Eos
-3 =3
(] & &.;
0 1 2 % 1 2
il n
Figure 9. Diagram of temperature profile Figure 10. Diagram of temperature profile
for some values of 1'. for some values of Pr.

Fig. 11 is demonstrated to examine the effect of Nc on the temperature profile. When the increment is done in the
parametric value of heat capacity ratio, the curves of temperature profile gave an increasing behavior. So, temperature
was increased with increasing the heat capacity ratio. Fig. 12 indicates the conduct of temperature profile with respect to
parametric values of diffusivity ratio Nb¢. When a gradual increment is done in the morals of diffusivity ratio Nbt,
deceleration is obtained in the temperature field. Fig. 13 is drawn to summarize the consequence of Lewis number Le on
the temperature profile. The curve pattern shows that the increasing Lewis number markedly decreased the temperature
profile.
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Figure 11. Diagram of temperature profile Figure 12. Diagram of temperature profile
for some values of Nc for some values Nbt .
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Figure 13. Diagram of temperature profile
for some values of Le.

5.3. Concentration Distribution
In this section, influences regarding diffusivity ratio parameter Nbt, chemical reaction parameter ), magnetic
parameter M , suction or injection parameter S, shrinking sheet parameter A° and Schmidt number Sc are depicted on
the concentration profile in Figs. 14-19. Fig. 14 displays the effect of stretching or shrinking sheet parameter on
concentration profile. On increasing values of A’, a decreasing behavior of concentration is obtained. In Fig. 15,
diffusivity ratio parameter Nbt is depicted to show its behaviour on concentration profile.

1 1
e —— Nbt=0.5
. — Nbi=1
A =0.2 Nbt-1.5
A =04 ——— Nbt=2
—1=0.6
o~ —
Los Eos
fas b=d
0 . 0 . h
0 1 2 0 2 4 6 8 10
n M
Figure 14. Diagram of concentration profile Figure 15. Diagram of concentration profile
for some values of A’ for some values of Nbt

A significant downfall in the curve of concentration profile is obtained when gradual increase is done in diffusivity
ratio parameter Nbt. Behavior of concentration profile regarding Schmidt number Sc is depicted in Fig.16. When
parametrical values of Scare boosted up, a significant decrease is resulted in concentration profile. Schmidt number is
ratio between viscosity and molecular diffusion. Impact of chemical reaction parameter Yon concentration profile is

depicted in Fig.17.
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Figure 16. Diagram of concentration profile
for some values of Sc.

M

Figure 17. Diagram of concentration profile
for some values of y.

Curve of concentration profile of fluid is decreased when chemical reaction parameter ¥ is increased. The

concentration profile curve with respect to magnetic parameter M is demonstrated in Fig. 18. A remarkable increment is
resulted in concentration field when magnetic field parameter is increased. The change in concentration profile for some
values of suction or injection parameter S is elaborated in Fig. 19. A decreasing behavior of concentration profile of fluid

is obtained with increasing values of .

1 1
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— M=3 —_— G=q
0.6
_ -~
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Figure 19. Diagram of concentration profile
for some values of S.

Figure 18. Diagram of concentration profile
for some values of M.

5.4. Motile microorganism density Distribution
In this section, effects regarding Schmidt number Sc, Peclet number Pe, o, and suction or injection parameter S
on the density profile of motile micro-organism are discussed in Figs. 20-23. Fig. 20 shows the effect of Peclet number
Pe on the density of motile microorganisms. It is observed that increment in the values of Peclet number is caused in
increasing the density of motile microorganisms. Fig. 21 shows the effect of parametrical values of suction/injection on

the density of motile microorganisms.

1.5
Pe=1
Pe=1.5
Pe=2
1 Pe=2.5
-
£
2
0.5
0 1
0 1 2 3 4 s

Figure 20. Diagram of motile microorganism profile

for some values of Pe.

1.2

Figure 21. Diagram of motile microorganism profile

for some values of S.
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According to the plot, deceleration in density is attained for increasing values of S. The graph of Schmidt number
Sc on motile density profile is displayed in Fig. 22. Density profile of motile microorganisms is decreased for gradual
increase in Schmidt number. Effect of dimensionless parameter ¢ on density of microorganism is presented in Fig. 23.
An important growth is observed in density, when dimensionless parameter ¢ is increased.

2 1.2
S5c=1 o=0.1
Sc=1.5 o=10.5
15 S5c=2 o=0.9
Sc=2.5 o=1.3
= -
1 E o6
= =
0.5
0 1 1 0 .
0 2 4 6 8 0 2 4 6
M n
Figure 22. Diagram of motile microorganism profile Figure 23. Diagram of motile microorganism profile
for some values of Sc. for some values of 0.
6. CONCLUSION

The main objective is to understand the “radiative effects on MHD Williamson nanofluid flow over a porous
stretching sheet with gyrotactic microorganism: Buongiorno's model”. Furthermore, the impacts of chemical reaction,
magnetic effect and density of motile microorganism are under assumption. Firstly, useful dimensionless variables are
implemented to alter the system of partial differential equations into system of ordinary differential equations. Later on,
the approximate solution of transformed boundary value problem is calculated by using shooting scheme for numerically
solution by employing ND solving command on Mathematica software. The effects of different physical parameters on
non-dimensional velocity function, temperature profile, mass concentration profile and motile microorganism's density
function are observed. The principal revelations of this work are as per the following:

e The effect of attractive field is to diminish every one of the actual amounts of interest, where it affected
fundamentally on speed work.
The speed of nanofluids diminishes by expanding attractions boundary S.
The temperature nanofluids profile increments by expanding Nc.
The temperature work for nanofluids diminishes by expanding Prandtl number Pr.
The concentration function decreases by increasing Nb.
The concentration function decreases by increasing Sc.
The microorganism density is increased by collective bio convection Peclet number Pe
The shooting method could be applied to a variety of physical and technical challenges in the future [31-35].
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BILJIMB BIOKOHBEKIIIT HA ITIOTIK HEHBIOTOHIBCHKOI XIMIYHO PEAT'YIOUOI HAHOPIIMHU
BIJIBSIMCOHA YEPE3 PO3TATHYTY NOBEPXHIO 3 TEIIJIO-TA MACOIIEPEHOCOM
Myxamman Jxasan®, M. MyTi-Yp-Pexman®, Korrakkapan Cynni Hicap®¢
“Kageopa mamemamuxu, Deiicarabaocwvruil ynieepcumem, Deticanabao 38000, Iakucman
bKageopa mamemamuru ma cmamucmuxu Ynisepcumem cinocokozo 2ocnodapcmea Deticarabad, Paiicarabao 38000 [Maxucman
‘Kagheopa mamemamuxu, Koneos npupoonudux i cymanimaprux nayk, Anxapooc, Yunisepcumem npunya Cammama 6in A60ynasisa,
Anxxapoxc 11942, Cayoiscvka Apagis

Meroto 11i€l CTaTTi € qeTaabHe JOCIiIKEHHS 3MIIIaHOT0 KOHBEKTHBHOTO MTOTOKY HAHOPIAUHY BinbsiMcOHa 3a HassBHOCTI PO3TATHYTOT
MOBEPXHi 3 pi3HUMH Bi3HIHNMH edekTamMu. Brine 6poyHIBCEKOTr0 pyxy Ta TepModopesy € 4aCTHHOIO I{bOTo JociimkeHHs. Kpim Toro,
IUTS. MOTHBALlii TPOOJIEMH B PiBHSHHI €HEeprii BpaxOBYIOTHCS OCOOIMBOCTI TEIJIOBOTO BUIPOMiHIOBaHHSA. [ cTabimpHOCTI Mozeni
BHUKOPHUCTOBYEThCS TeOpist Mikpooprauiamy. [IpoBezeHo MaremaTH4He MOAENIOBaHHA. Bimmosigui QyHKmii momidHOCTI
BHUKOPHCTOBYIOThCS JUIsi iepeTBopeHHs1 napu kepytounx PDE B nabip ODE. Wolfram MATHEMATICA 3aliMa€eTbcst YMCeNIbHUM
BUPILIEHHSAM TpPaHC()OPMOBAHUX PIBHSAHb 3a JIONIOMOTOI0 CXeMH 3HOMKHM. BIUIMB mapaMeTpiB MOTOKY, TAaKMX SIK MarHeTH3M,
TepModopes, MOpUCTiCTh, uucio Ilekne Ta JIproica, Ha MBHAKICTH, TEMIIEPATYPy, 00’ €MHY KOHIICHTPAIIO Ta MIUIBHICTH PO3MOILTY
MIKpPOOPTaHi3MiB MPECTABICHO B TAOIHIAX 1 Tpadikax.

KurouoBi cioBa: cipomaxcuunuii mixpoopeanizm; nanopiouna Binesmcona; MI/l; 6iokonsexyia; memoo cmpinobu
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The goal of this work is to look into how the glow discharge plasma jet system changes the chemical and physical features of water.
In this work, the physical and chemical properties of water were studied by using a plasma jet with Argon gas. 10 cm?® of distilled
water was put in a glass dish with a diameter of 5 cm and a depth of 1 cm. The system was run with an AC voltage of 12 kV and a
frequency of 20 kHz, and the exposure time ranged from 1 to 30 minutes. With amounts of 0.7, 1.0, 1.5, and 2.1 I/min, kits made by
the American company Bartvation were used to measure the types of reactive oxygen and nitrogen species (RONS) that were formed.
The data showed that the levels of NO2, NO3, and H202 were all too high. It gets bigger over time and as the flow rate goes up. The
pH goes down with time until it hits 3, and the temperature goes up until it reaches 33°C. However, the pH goes up with storage time,
and after 24 hours the water is back to its natural pH of 7. The amount of NOz, NOs, in the air goes up a little bit, and then starts to go
down rapidly after 6 hours. After 24 hours, it is close to zero. From this, it's clear that the glow discharge plasma jet device can make
RONS, which can be used for biological purposes.

Keywords: Non-Thermal Plasma (NTP); Direct Current (DC); Plasma Activated Water (PAW)

PACS: 52.25.-b, 52.40.Hf, 52.55.Dy

1. INTRODUCTION

Non-thermal plasma (NTP) is an ionized gas—the fourth state of matter—that generates reactive chemical species,
such as reactive oxygen and nitrogen species, electrons, atoms, neutral molecules, charged species, and ultraviolet
radiation [1]. NTP can be artificially generated from ambient air or certain gases at atmospheric and low pressures in the
presence of a high voltage (~kV) electric current, current (AC), or direct current (DC) can be used for plasma
discharge [2]. There are several types of plasma systems suitable for biological and medical applications. The most widely
used plasmas are atmospheric pressure dielectric barrier discharges DBD, plasmas jet, and coronary discharges [3,4,5].
One popular technique has been the application of plasma into water to produce plasma-activated water (PAW). The PAW
technology has been used in many applications such as disinfection against bacteria, as fertilizer, in chemical reduction,
and in water treatment disinfection and sterilization applications, dermatology, cancer treatment, dentistry, anti-fungal
treatment, and wound healing. PAW is considered a technology that has various applications, and it is an ecofriendly and
cost-effective disinfectant [6]. The key inactivation agents of PAW are the creation of reactive oxygen species (ROS)
(atomic oxygen (O), superoxide (O2-), hydrogen peroxide (H>0,), hydroxyl radicals (OHe), and singlet oxygen 'O; [7],
these components have a role later in the process of activating the water. Also, reactive nitrogen species RNS such as NO,,
NOs and proxy nitrite will be form [8, 9]. When these compounds reach the surface of the liquid, they will dissolve in the
liquid (water) and change its chemical and physical properties. In addition, the non-thermal plasma interaction with the
liquid leads to the dissolution of molecules and a very effective layer of electrons. The molecules fragment of the liquid
and the interaction of the reactive species of oxygen and nitrogen RNOS with the layer of electrons on the surface of the
water leads to an increase in the hydrogen number of the water PH and formation of free radicals that will contribute a lot
to the applications of PAW when it is used in the medical or biological field [10]. Non-thermal plasma can be used directly
in disinfection and sterilization applications, dermatology, cancer treatment, dentistry, anti-bacterial and anti-fungal
treatment, and wound healing [11-14]. They studied compare the exposure of the tooth root canal contaminated with
Escherichia coli bacteria to plasma jet and plasma-activated water. The obtained results found that the response of
bacteria to treatment with plasma jet is better than treatment with activated water with plasma [15]. Surat Abdul-
Kadhim and Hamad R. Hammoud studied Building a plasma jet system for biological purposes. The developed plasma
system consists of a power source and a plasma torch. The results showed that the developed plasma is suitable for
biological applications [16]. L.LE. Vlad et al found that PAW treatment caused a significant reduction in the viability of
all bacterial strains tested. The bacterial inhibition effect was found to be dose-dependent, with higher doses resulting in
greater inhibition. The authors also investigated the mechanism of action of PAW and found that it induced oxidative
stress and DNA damage in the bacteria, leading to their death [17]. Yinglong Li et al utilized a plasma jet device to
generate PAW and tested its antimicrobial effect against three strains of bacteria: Streptococcus mutans,
Porphyromonas gingivalis, and Candida albicans. The study found that PAW significantly reduced the viability of all
three strains of bacteria in a dose-dependent manner [18]. Renwu Zhou et al studied different methods used to generate
PAW and the effects of plasma parameters on the generation of reactive species. The authors also discuss the
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mechanisms of reactive species formation in PAW and their potential biological applications, including disinfection,
wound healing, and cancer treatment [19]. Tomy Abuzairi et al studied plasma treatment using atmospheric pressure
plasma was demonstrated. Physicochemical properties such as pH, temperature, ORP, and nitrite concentration were
assessed. The results suggest that plasma treatment causes acidification on water and generate reactive species, creating
an environment suitable for killing bacteria [20]. Rajesh Prakash Guragain et al studied PAW is tested on four seed
species: phapar (Fagopyrum esculentum), barley (Hordeum vulgare), mustard (Brassica nigra), and rayo (Brassica
juncea). The line-frequency air-operated gliding arc discharge (GAD) system treated DI water for 5- or 10-min. PAW
had significantly different physiochemical characteristics than DI water. DI water temperature remained unchanged
after GAD exposure. PAW improved all calculated germination parameters compared to the control. They also
increased seedling length and vigor [21].

This work will work on developing a glow-discharge plasma jet system. Then a certain amount of water activates
after placing it in a suitable container with the two types of plasma. We depend on exposure time, gas type, and flow
rate as basic variables. Then we are working to determine the amount of NO,, NO; and H,0O; as a function of time and
flow rate. The quantitative and qualitative analysis is carried out by means of kits manufactured for this purpose. In
addition to PH and water temperature. Then we determine the best conditions to obtain the largest amount of activated
water and the highest concentrations of the RONS.

2. EXPERIMENTAL WORKS

The water was irradiated by plasma jet system. Fig. 1 show the system used for the irradiation. The system
consists of a power supply capable of supplying a high alternating voltage of up to 12 kV in the form of a sinusoidal
wave with a frequency of 20 kHz. The high voltage was connected to an electrode made of aluminum wrapped at the
end of a glass tube with inner diameter of 5 mm at a distance of one centimeter from the end of the tube. About 2 cm
separates the tube from the water, and the flow is so small that we can't see any swirls on the surface. The second
electrode of the system, which was in the form of aluminum plate, was placed under the water container as shown in
Fig. 1.

The glass tube at the other end was connected to a bottle of argon gas through a flow rate regulator. 10 cm? of
distilled water was placed in a container made of glass in the form of a dish with a diameter of 5 cm and a depth of
1 cm. This work was done by a group of researchers, some of whom work on microscopes (meaning spectral studies),
some on plasma-activated water (meaning bacteria and viruses), and some on creating plasma systems for activating
water. For the purpose of studying the effect of plasma on water, we adopted two variables, the first is the exposure
time at intervals, where the longest exposure time was 30 minutes, and the second was the flow rate of argon gas, where
the flow rate adopted at 0.7, 1.0, 1.5 and 2.1 /min. After that, the concentrations of NO,, NOs, and H,O, were measured
as a function of exposure time and flow rate of argon gas, using special kits for this purpose. The pH and temperature of
the water were also measured. The acidity was measured with a pH scale and temperature using an IR thermometer. The
concentrations of NO,, NOs, H,O; and acidity were also measured after stopping exposure to plasma and for different
periods of time in order to determine the effect of storage on the chemical and physical properties of activated water.

AC Fower Supply
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Flowmeter *

-
QO : Metal Stand |

High Yoltage Flectrode
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Optical
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PO Contral
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Figure 1. Plasma Jet system at working

3. RESULTS AND DISCUSSION
Fig. 2 shows the relationship between the concentration of NO,, NO3, H>O, in units ppm and the exposer time at
argon gas flow rate, A — for gas flow rate 0.7 I/min, B — gas flow rate of 1.0 I/min, C — gas flow rate of 1.5 1/min and
D — gas flow rate of 2.1 I/min. From Fig. 2 (A, B, C, and D,) we notice that the concentrations of the active species
increase dramatically (up and down) with the exposure time.
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Figure 2. The relationship between the concentration of NO2z, NOs3, H202 in unit’s ppm and the exposer time at
argon gas flow rate: A — for gas flow reat 0.7 1/min, B — gas flow rate of 1.0 1/min, C — gas flow rate of 1.5 I/min,
D — gas flow rate of 2.1 I/min.

We notice that each of the concentrations of NO,, NOs, and H,O, increases with increasing exposure time, and
reaches its highest value at slightly different times. This difference is due to the different in the half-life of these active
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species, in addition to that there is conversion between these active species Table 1 shows the total concentrations of
NO,, NOs and H,O, for different gas flow rate. From Figure 2A, 2B, 2C, 2D and Table 1A, 1B, 1C and 1D it is clear
that the main factors that control the concentrations of the active elements are the exposer time, as the longer the time,
the greater the concentration of the active specie, and the best irradiation time is 20 minutes. The second factor is the
flow rate. Where the best flow rate is 0.7 1/min where this flow is laminar flow and does not contain swirls. At flow
rates greater than 1 L/min, the gas flow velocity becomes greater, and this leads to displacement of atmospheric air
located in front of the plasma jet, and thus the percentage of atmospheric gas decreases. The percentage of Ar gas is
higher because the system works with Argon gas. The third factor is the different in the half-lives of the NO,, NOs,
H,0,, where the longest-lived is H,O,, followed by NOs, and the shortest-lived is NO,. The fourth factor is the
possibility of converting NO, into NOs through a series of chemical reactions that are sustained by plasma. From Table
1 we note that the best irradiation time is 20 minutes, as we get at this time the largest amount of active elements. The
best flow rate is 0.7 I/min. Where the greater amount of the active species operands 460 ppm, which is the highest
quantity for different flow rates. There is currently no method to determine which of these four elements is the most
important; nonetheless, we believe that length of exposure time is the most important, followed by the chemical
interactions between these concentrations and their transformations.

Table 1. The total concentrations of NO2, NOs, H20: for different gas flow rate values
Gas flow rate 0.7 1/min

TIME (MIN) NO2 NOs H20» total concentrations
0 0 0 0
25 100 100 225
10 10 100 200 310
20 10 50 400 460
30 5 25 400 430

Gas flow rate 1.0 I/min

TIME (MIN) NO2 NOs H20» total concentrations
0 0 0 0
5 5 100 10 115
10 10 50 200 260
20 5 10 200 215
30 10 0 200 210
Gas flow rate 1.5 I/min
TIME (MIN) NO2 NOs H202 total concentrations
0 0 0 0
5 10 100 100 210
10 5 50 200 255
20 5 25 400 430
30 5 10 400 415
Gas flow rate 2.1 I/min
TIME (MIN) NO2 NOs H20» total concentrations
0 0 0 0 0
5 10 100 0 110
10 5 50 100 155
20 5 10 200 215
30 5 10 400 415

Fig. 3 shows the relationship between the pH as a function of exposure time. At a flow rate rate 0.7 1/min, 1.0
/min, 1.5 I/min and 2.1 I/min. From the figure, we notice a decrease in the pH from 7 to 3 during 30 minutes of
exposure. And the behavior is similar in the four case of flow. The low PH was due to the treatment of water with
plasma, where the treatment leads to the formation of compounds that increase the acidity of the water, such as nitric
acid, which results from interaction of NOs with hydrogen, which results from the disusation of water by the effect of
plasma. Acidic solutions have a high effectiveness in reducing the effectiveness of pathogens.

Fig. 4 shows the relationship between water temperature and plasma exposure time at a flow rate 0.7, 1.0, 1.5 and
2.1 I/min. From the figure, it is clear that there is an increase in the temperature of the water, and that the highest
temperature the water reached is about 33°C, as this degree is still not severe and close to the room temperature. We
also note that the change in temperature rchanges slightly diffrent with the flow rate.
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Figure 5 shows the relationship between the concentration of NO,, NO; and H>O, in units ppm and the water
storage time at different argon gas flow rate. A 0.7 I/min, B 1.0 I/min, C 1.5 I/min, D 2.1 1/min. From the Figure 5 A, B,
C, and D, we notice that the concentrations of NO,, NOs, H,O, decrease with time, and that the concentrations of these
reactive species reach half their concentration after 6 hours of storing at room temperature. As shown in Table (2), we
also notice that all reactive species concentration reach small values after 24 hours of storage, and this behavior depends
on the half-life time of these reactive species.

Table 2. Total concentrations of NO2, NO3, H202 funtion of storage time for different gas flow rate

Gas flow rate 0.7 1/min

TIME (HOUR) NO2 NOs H202 total concentrations
0 10 25 200 235
6 5 50 200 255
12 5 50 100 155
24 1 0 100 101

Gas flow rate 1.0 I/min

TIME (HOUR) NO:2 NO:s H202 total concentrations
0 5 10 200 215
6 5 0 200 205
12 1 0 200 201
24 1 0 0 1

Gas flow rate 1.5 1/min

TIME (HOUR) NO: NO; H202 total concentrations
0 5 10 400 415
6 1 0 100 101
12 1 0 0 1
24 1 0 0 1

Gas flow rate 2.1 1I/min

TIME (HOUR) NO2 NOs H202 total concentrations
0 5 100 0 105
6 1 10 11

0
12 1 0 0 1
24 1 0 0 1
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Figure 5. the relationship between the concentration of NO2, NO3 and H20: in units ppm and the water storage time at different
argon gas flow rate. A 0.7 I/min, B 1.0 I/min, C 1.5 I/min, D 2.1 1/min.

Fig. 6 shows the relationship between the storage time of the PAW and the PH of the water activated at a flow rate
0.7,1.0,1.5 and 2.1 I/min. It is clear from the figure that the pH increases with the storage time and the water reaches its
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natural pH of 7 after 24 hours of storage this is because the reactive species upon stoarge have disappeurel and turned in
to more stable elements and thuse the water has returned to its normal state.

flow rate 0.7
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t T T T ]
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Figure 6. The relationship between the pH and the water storage time for water activated py plasma at argon gas flow rate of
0.7,1.0,1.5 and 2.1 1/min.

4. THE LENGTH OF THE PLASMA JET
It is good and important to know and understand the factors that control the length of a plasma jet to find the
benefits of the practical use of a plasma torch. The length of the plasma jet is controlled by examining and measuring
the effect of the flow rate of the argon gas. Figure 7 shows the argon gas flow rate on the length of the plasma jet. It was
observed that the length of the plasma jet increased with the flow rate and that the flow rate (2.1 I/min) gave the longest
length of the plasma jet.
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Figure 7. Effect of Ar flow rate on plasma jet length

5. CONCLUSIONS

From this research, it is possible to conclude the possibility of activating water using glow discharge plasma jet.
Activating the water leads to the formation of RONS in water such as NO, NOs, and H,O,, and the concentration of
these species increases with the increase in exposure time and we managed to compute actual concentrations through
the use of strips measurements, whereas the majority of our predecessors relied solely on the exposure time of water to
plasma . That the main factors that control the concentrations of the active specie are the exposer time, as the longer the
time, the greater the concentration of the active specie, and the best irradiation time is 20 minutes. The second factor is
the flow rate. Where the best flow rate is 0.7 I/min where this flow is laminar. The third factor is the different in the
half-lives of the NO,, NOs, H,O,, where the longest-lived is H,O,, followed by NOs, and the shortest-lived is NO,.The
fourth factor is the possibility of converting NO, into NOs through a series of chemical reactions that are sustained by
plasma. The best irradiation time is 20 min, as we get at this time the largest amount of active elements. The best flow
rate is 0.7 I/min. Where the greater amount of the active species obtained 460 ppm, which is the highest quantity for
different flow rates. The best storage time is 6 hours. The water temperature rises to 33°C, and the pH decreases with
exposure time. When stored, the pH increases and reaches the same value as before activation after 24 hours. We
deduced the half-life, the conversion of NO; to NO; and the best exposure time to water in plasma, and we found that
the water is usable after a 24-hour storage period. Activating water using glow discharge plasma jet. is a simple and
environmentally friendly method, so it can be used in medical and biological applications.
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BIIJIMB HIBUJAKOCTIT'A3Y, YACY BIIJIUBY TA CTAPIHHSI HA ®I3UKO-XIMIYHI BJIACTUBOCTI BO/IM,
AKTHUBOBAHOI IINTASMOBUM CTPYMEHEM TJIIIOYOI'O PO3PALY
®apax A. Haiim, Xamman P. Xymyn

Dakynomem ¢hisuxu, Hayrkosuii konedac, bazoadcvruii ynisepcumem, baeoao, Ipax
Meroto 11i€i poOOTH € BUBYEHHS TOTO, SIK IJIA3MOBHUI CTPYMEHb TIII0YOr0 PO3psiLy 3MiHIOE XiMiuHi Ta (i3ndHi BracTuBocTi Boau. Y
wiif po6oTi (i3uKo-XiMiuHI BIACTHBOCTI BOJH JOCHIKYBAJIKCS 3a JOMOMOIOIO IUIa3MOBOTO CTPYMEHs 3 ra3oM aproH. Y CKISIHY
NOCYIMHY JiaMeTpoM 5 ¢M i rmbunoro 1 cm namunu 10 cM? quctuninbosanoi Boau. CucTema npaioBaiia Ipy 3MiHHIH Hanpysi 12 kB
i gacroti 20 k', a yac excrno3uuii craHoBuB Bix 1 no 30 xBuiamH. {1 BUMIpIOBaHHs THIB aKTHMBHHX ()OPM KHCHIO Ta a30Ty
(RONS), siki yTBOPIOIOTBCS BHKOPHCTOBYBAJIHCSI HaOOpH, BUTOTOBJICHI aMEPHKAaHCHKOI KoMmaHiclo Bartvation Ha IIBHIKOCTSX
notoky 0,7, 1,0, 1,5 ta 2,1 a/xB. dani nokasainu, mo piBHi NO2, NO3 i H2O2 Oynu 3aHaaTo BUCOKMMH. 3 4acoM BiH CTa€ OLIBIINM i
IIBUJKICTB MOTOKY 3pocTae. PiBenb pH 3 yacom 3HMKYeTbCS, IOKU HE JOCATHE 3, a TeMmeparypa IiJBUIYEThCS, IOKH HE JOCSATHE
33°C. Onnax pH migBuInyeThes 3 4acoM 30epiranHs, i uepe3 24 roguHM BoJa MOBEPTAETHCS 10 cBoro npupoaHoro pH 7. Kinbkicts
NOz, NO3 y moBiTpi TpOXH MiJIBUIILYETHCS, & MOTIM MOYMHAE IIBUIKO 3HIKYBATHCA depe3 6 roauH. Uepes 24 roquHU KOHIICHTPAILis
OJM3bKa 10 HyJIS. 3BIICH 3pO3YyMijlo, IO IUIa3MOBHH CTPyMEHEBHH NPHCTPIH Tii04oro po3psay Moxe crBoproBatd RONS, ski
MOYKHA BUKOPHUCTOBYBATH JJIsI O10JIOTIYHHX LIJICH.
Kurwuosi cinoBa: nemennosa niasma (HTII), nocmivinuii cmpym (DC), 600a, akmusosana nnasmoio (PAW)
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The paper is devoted to the changes in the X-ray luminescence spectra of nanoscale Y203 ceramics, namely the radiation associated
with a self-trapped exciton. Additional heat treatment (annealing) of ceramic samples leads to changes in the exciton band of the
spectra. These are a change in the shape and shift of the maximum of this band. Long-term irradiation of the samples by X-ray photons
with an energy of 60 keV also led to changes in the exciton band. A theoretical model based on experimental data explains the changes
in the spectra. The energy source of luminescence in this case is photoelectrons formed by energetic photons. Traps for these electrons
are formed on the surface of submicrocrystals. Changes in the surface-to-volume ratio of crystals, as well as the frequencies of excited
phonons and excitons are the basis for changes in the X-ray luminescence spectra of Y203 ceramics.

Keywords: X-ray irradiation; exciton luminescence, yttrium oxide; spectrum; powder sintering

PACS: 78.55.-m, 78.60.-b

INTRODUCTION

Recently, the number of Y,O; studies both from a fundamental point of view and with regard to application in
important technical tasks, has grown significantly. At first the largest share of yttrium oxide consumed was in the
production of such phosphors, which can emit shades of red on electron beam displays (for example, television screens).
The scope of other applications is gradually increasing. Yttrium oxide is also used in high-power lasers, in energy-saving
white LEDs, to increase the strength and durability of aluminum and magnesium alloys, in specialized types of glass and
optical lenses, in various electrical and gas sensors, in high-quality ceramics [1].

Y05 ceramics is the basis of a family of phosphors that differ in the elements with which the matrix is doped. In
recent years, white light-emitting diodes (W-LED) have replaced traditional light bulbs and fluorescent lamps due to their
high luminous efficiency, long working time, energy saving, high reliability, high reproduction index and environmental
friendliness [2].

Over the past few decades, mono- and polycrystalline ceramics have been in great demand due to their excellent
chemical and physical stability with high transparency over a wide range of wavelengths. They are used for military use
and in the semiconductor industry, for example, as components of transparent armor, window domes, and plasma etching
chambers [1, 2]. This study focuses on transparent Y,Os ceramics, which have been attractive as a medium for use in
tomorrow's high-power lasers and luminescent materials due to their higher thermal conductivity with lower thermal
expansion compared to Y3Als012 (YAG). Therefore, Y>0s is selected as the main material for solid-state lasers [3].
Solid-state ceramic lasers have a wide range of applications in industry, medicine and the military. This research paper
presents the production of vacuum-sintered Y>3 ceramics synthesized by the coprecipitation method [3].

New directions of use of this compound should be noted separately. It turned out that the addition of yttrium
nanoparticles to lubricants significantly reduces friction in mechanisms and can be recommended as a Lubricant
Automotive Application [4].

The luminescence spectra of Y,O3 upon excitation by various types of ionizing radiation are well known. The most
powerful band in the spectra is the radiation associated with self-trapped exciton (STE) decay [5]. In our previous work,
we presented results clearly indicating that additional annealing leads to changes in luminescence in this wavelength
band [6]. In the same works, physical reasons were given that can lead to such an effect.

The purpose of this work is the theoretical reasoning of changes in the luminescence spectra of Y,03, which are
associated with additional heat treatment of the samples.

YTTRIUM OXIDE SAMPLES FOR EXPERIMENTATION
Experimental studies of Y>Oj; exciton luminescence induced by 60 keV X-ray photons were carried out with the
samples prepared by sintering technique. The detail description of the experiment and the sample preparation procedure one
can find in our previous works [6-7]. The samples were ceramics with the shape of round plates (with a diameter of 10.0 mm
and a thickness of 3 mm) with a fine-grained nanoscale structure. They were made from ITO LUM nanopowder by sintering

" Cite as: E. Barannik, S. Kononenko, V. Zhurenko, O. Kalantaryan, and P. Kuznietsov, East Eur. J. Phys. 2, 378 (2023), https://doi.org/10.26565/2312-
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of compacted pellets for one hour in atmospheric conditions at a temperature of 1500°C. Some of ceramics were additionally
annealed at a temperature of 1000°C for 10 hours. The results of the study of these samples using an SEM- and XRD-
diagnostics, given in previous works, did not reveal any difference in the structure of annealed and unannealed polycrystals.
As can be seen from SEM-image on Fig. 1, the sample consists of randomly arranged sub-microcrystals of Y»Os. It can
be seen that there are significant cavities between the crystals, which can influence a luminescence.

Figure 1. SEM-image of fresh cleavage for Y203 sintered at T = 1500°C

The main energy channel of luminescence in this case is production of photoelectrons by X-ray photons with
subsequent conversion of their energy into luminescent radiation at transitions in crystals. The ratio between the volume
of the crystals in the sample and the cavities (surfaces of the crystals) is important for the luminescence output.

EXCITON BAND LUMINESCENCE SPECTRA
It was previously shown [7] that after annealing of yttrium oxide polycrystals, the luminescence spectra due to STE
recombination shifted to the long-wavelength region. This conclusion was made on the basis of the fact that the maximum
of the band of the annealed sample is shifted towards longer wavelengths as compared to the case of the unannealed
sample. Figure 2 shows the typical normalized luminescence spectra S(€) in the energy range from 2.762 eV (450 nm)
to 4.972 eV (250 nm), which corresponds to exciton luminescence, for two Y03 samples that differ in additional
annealing at 1000°C for 10 hours.

no additional annealing
additional annealing at 1000°C for 10 hours
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Figure 2. Normalized luminescence spectra for two Y203 samples sintered at 7=1500°C for 1 hour without additional annealing
(4) and with annealing at 7=1000°C for 10 hours (B).

As can be seen from the figure, the long-wave shift occurs both for the long-wave limit of the luminescence photon
spectrum (with photon energy €,,;,, at the level of —12 dB) and for the short-wave limit (with photon energy &,,,,)- The
calculated average photon energies lead to the same conclusion about the long-wavelength shift in the spectra for the

samples with additional annealing:
Emax Emax -1
£= J- eS(e)de {f S(s)ds}

Emin Emin
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Table 1 shows the corresponding values of the average photon energy of exciton luminescence for the samples being
studied.

Table 1. The average photon energy of exciton luminescence

No Preparation technology of Y203 sample g, eV Emin> €V | Emax> €V

1 Sintering at 7=1500°C for 1 hour without additional annealing 3.5072 2.8379 4.2862

2 Sintering at 7=1500°C for 1 hour with additional annealing at 7=1000°C for 10 hours | 3.4738 2.7746 4.2715

A similar effect of reducing the energy and frequency of radiation photons in Y>03 with a decrease in temperature
was described in detail in [8]. According to the developed theory, upon cooling, the stiffness of the crystals increases and
thus the frequency of optical phonons, which are associated with excitons, increases. At the same time, the energy of the
ground state of the exciton increases in proportion to the phonon energy Aw, of its own optical mode as follows: E,, =
Suhw,. The energy of the excited state defines the absorption properties of Y>O3; whereas the energy of ground state is
responsible for the energy of photons at emission:

e =hw = E, — S hw,, )

here E is the energy at the bottom of excited state. As a result, changes in the phonon energy Aw,, results in a small shift
of the exciton spectrum into the long-wavelength region [8-10].

According to recent studies, annealing affects the composition, microstructure, and mechanical properties of not
only single crystals, but also Y30 films [11-14]. Therefore, the reason for the decrease in radiation energy can be, as in
the case of cooling, an increase in the stiffness of microcrystals, which leads to an increase in the phonon frequency w,,
of the optical mode. The formula for the relative change in phonon frequency follows directly from the expression (1) for
relaxation energy

Aw, hAw
w, Syhw,

where hAw is the change in energy of luminescent radiation photons. Using the data of table 1, we get Aw,/w, =2.2x1072.

TIME DEPENDENCE OF THE LUMINESCENCE

During the long-term continuous X-ray irradiation of yttrium oxide samples, the intensity of luminescence decreases
sharply at first, but eventually reaches a plateau. As it is shown on Fig. 3, this feature applies to both additionally annealed
and unannealed samples. As a matter of fact, the curve presented on this figure represents the dependence of exciton
luminescence on the radiation dose of continuous irradiation.

Note that to plot the curves of the dependence of the exciton luminescence intensity on the irradiation time, we used
data on the intensity level at a wavelength of A=350 nm, which corresponds to the luminescence photon energy of 3.56 eV.
The reason is that the maximum of the luminescence spectrum associated with excitons did not change during the
irradiation time and was always close to this value.
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Figure 3. The dependence of luminescence intensity at A=350 nm (photon energy of 3.56 e¢V) for two Y203 samples
sintered at 7=1500°C for 1 hour without additional annealing and with annealing at 7=1000°C for 10 hours on the time
of X-ray irradiation
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The decrease of luminescence spectral intensity with exposure time is shown on Fig. 4. Table 2 presents the
numerical values of the luminescence level, which corresponds to the spectral maximum for each of the spectra presented
on Fig. 3. The average time interval between experimental data points of the spectra (cyclic scanning with dose
accumulation) is about 1800 seconds.
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Figure 4. Decrease of exciton luminescence with irradiation cycle (time) for Y203 sample
sintered at 1500°C for 1 hour without additional annealing

Table 2. The parameters of exciton intensity maxima

The number of cycle scanning Photon energy at maximum, eV Luminescence intensity at maximum, a. u.
1 3.59 28.77
2 3.56 21.59
3 3.56 19.52
4 3.56 19.12
5 3.56 18.16
6 3.56 17.95
7 3.56 17.68
8 3.56 17.48
9 3.56 18.03
10 3.54 16.94

The experimental dependences of luminescence intensity at A=350 nm (photon energy of 3.56 eV) for both types of
Y»0; samples (see Fig. 3) were analyzed and treated by Origin program fitting procedure. The best match of the
experimental data on the dynamics of the luminescence intensity with the fitting results can be achieved when using the
time dependence with two exponentials:

I(t) = IO - 11_ Iz‘l' Ile_blt‘}' Ize_bzt = 10 - 11(1 - e_blt) - 12(1 - e_bzt).

It was suggested in [7] that the luminescence level decrease is caused by the presence of traps for photoelectrons.
The results of the fitting can be interpreted by the presence of two types of traps, each of which is characterized by its
capacities /1, I and the relaxation rates of trapped electrons b; and b,. Iy is initial value of the luminescence intensity at
t =0, which decreases at +—oo to the smallest value due to the filling of traps. At the same time, the inequality must be
fulfilled.

After termination of X-ray irradiation, the traps must be emptied, that is, the concentration of captured electrons in
the traps must gradually decrease to zero. The emptying rate is determined by the same constants b, , as the relaxation
rate, since the emptying process is the inverse of the trap filling process. As a result, even after a short-term termination
of X-ray irradiation for 10-20 minutes upon further resumption of irradiation, a partial recovery of the luminescence level
is observed, as shown, for example, for the sample without annealing on Fig. 5. This means that in this case the
dependence of the luminescence intensity on the irradiation dose ceases to be a monotonic time function.
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Figure 5. Recovery of the luminescence level upon continuation of irradiation after a brief shutdown of X-ray irradiation for Y203
sample without additional annealing. The time interval without X-ray exposure is shaded.
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Figure 6. Recovery of the luminescence level upon resumption of irradiation after a long termination of X-ray irradiation in the
Y203 samples: « is without additional annealing, 4 is additionally annealed (squares correspond to first X-ray exposure, circles —
the second repeated exposure after X-ray termination).

Moreover, the recovery of the luminescence level appears to be greater the longer the time of its absence. This is
associated with a higher level of trap emptying, since at t—oo the concentration of trapped electrons must decrease to
zero. As shown on Fig. 6a, after a long termination of X-ray irradiation for the sample without annealing, there is an
almost complete recovery of the luminescence intensity (see table 3). In the case of the annealed sample after long
termination of X-ray irradiation, even some increase in the exciton luminescence intensity was observed during re-
irradiation, as shown on fig. 6b and Table 3.

Table 3. The exciton luminescence intensity at maximum

Technique of sample

The maximum intensity at the first

The maximum intensity at the second

preparation exposure, a. u. exposure, a. u.
No additional annealing 29.6003 27.1511
Additional annealing 23.9435 26.8464
CONCLUSIONS

The paper presents the theoretical model of exciton luminescence of Y,Oj3 ceramics sintered from nanopowder. The

samples were sintered at a temperature of 1500°C for 1 hour, then some of them were removed from the furnace, and the
others were additionally annealed at a temperature of 1000°C for 10 hours. Luminescence was excited by continuous X-
ray radiation with energy of 60 keV.
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It is shown that the effect of additional heat treatment on the luminescence spectrum in the STE region can be
explained by the changes in the coupling of excitons with phonons. An increase in the frequency of phonons, which leads
to a decrease in the energy of photons of STE luminescent radiation, is calculated.

The experimental results for long-term irradiation indicated a significant role of photoelectron traps formed between
the surfaces of submicrocrystals in Y,O3 samples. The intensity of luminescence initially decreases quite rapidly, but over
time exponentially reaches a plateau. Temporary termination of X-ray irradiation leads to the disappearance of
luminescence, and then, when turned on, its intensity becomes greater than it was at the plateau. This effect is associated
with the gradual capture of photoelectrons by the traps until they are completely filled, as a result of which the
luminescence level reaches a plateau. The traps should be emptied after the X-ray radiation has stopped. When the X-ray
is turned on again, they are again filled with photoelectrons, which in turn leads to a decrease in the level of exciton
luminescence.
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EKCUTOHHA JIOMIHECHEHIIS NOJIKPUCTAJIIB Y203, IO CIIEYEHI 3 HAHOIIOPOULIKY
€. bapannuk, C. Kononenko, B. ’Kypenko, O. Kananrap’sn, I1. Ky3nenos
Xapxiscokuti Hayionanvnuii ynisepcumem im. B.H. Kapas3zina
61022, Vxpaina, m. Xapxis, nn. Ceoboou, 4

CratTsi IPUCBsIYCHA BUBYCHHIO 3MiH y PEHTTCHIIOMIHECIIEHTHHUX CIIEKTPax HAHOPO3MipHOi kepamiku Y203, a caMe BUIIPOMiHEHHSI, LII0
OB’ s13aHE 3 CAMO3aXOIUICHUM eKCUTOHOM. J[oaTKoBa TemioBa 00pobKa (Biamnai) 3pa3kiB KepaMiky MPU3BOMUTH 10 3MiH Y eKCHUTOHHIH
cMy3i ciiekTpiB. Lle 3mina ¢popmu Ta 3cyB MakCUMyMy IIi€i cMyTu. JloBroTpuBaie onpoMiHEHHS 3pa3KiB PEHTT€HIBCBKUMH (OTOHAMU
3 eHeprieo 60 keB Takok MpU3BOIMIIO J0 3MIH y €KCHUTOHHIN cMy3i. TeoperndHa mMozmenb, sika 0a3yeTbesi Ha SKCIIEPUMEHTATBHUX
AHWX, TIOSICHIOE 3MIiHHM Yy CIeKTpaX. EHepreTH4HuM KepesioM JIIOMIHECHEHLI] y IbOMY BHIAAKY € ()OTOEICKTPOHH YTBOPEHi
eHepriiauMu ¢goronamu. Ha moBepxHi cyOMiKpOKpHCTaIiB YTBOPIOIOTHCS MACTKU JUIS IUX CJIEKTPOHIB. 3MIHM y CHIBBiJHOLICHHI
MOBEpXHi 3 00°€MOM KpHCTaNiB, a TaKOXX dYacTOT 30y/PkeHMX (OHOHIB Ta EKCHTOHIB € 0a30i0 Juisi 3MIH Yy CIIEKTpax
peHTreHoroMinecteHnii kepamiku Y20s.

KitiouoBi ciioBa: penmeeniscbke onpominents, eKCUmoHHa JIOMIHeCyenyis, OKCUo impilo, Chekmp, CRIKaHHs NOPOWKY
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Irop €prenilioBny 'apkyma
(10 60-pivust Bix qHA HAPOKEHHST)

12 TpaBHS BHIOBHIOETHCS INICTAECCAT POKIB BHIATHOMY
¢daxiBmro B ramy3i ¢isuku mia3mMu  Iropro  €BrenilioBnuy
TFAPKVIIIL. Irop TIapkyma e BumyckHuKoM Kadenpu ¢i3uku
mwia3Mu  (I3UKO-TEXHIYHOTO  (aKyIbTeTy  XapKiBCBKOTO
yHiBepcuTeTy 1986 poKy, ZOKTOpOM (hi3HKO-MaTeMaTHIHUX HAYK,
mpogecopom, akagemikom HAHY, naypeatom [lepxaBHoi mpemii
VYkpaiHn B Tady3i Haykum 1 TexHikH. BiH € 3acTymHHKOM
TeHEepaIbHOTO IMpekTopa HamioHanbHOro HayKOBOTO LICHTDY.
32010 Bin BHKIagae B yHiBepcuteTi, 3 2018 poky — 3aBimye
kadenporo npukitagHoi (izuku Ta (Gi3UKU MIa3MH YHIBEPCUTETY.
32021 poky BiH € unenom Harmsgosoi paau bnaroniiiHoi
oprasizarii “Bnaromiiinuit donp BurmyckaukiB
®izuko-TexHiunoro PaxynpreTy XapKiBChbKOro YHiBepcuTeTy .

I. €. Tapkyma wnapomuBcs 1963 poky B M. JIroboTuH
XapkiBcpkoi oOmacti. BiH 3akiHYMB 3 Big3HAKOH XapKiBCHKHUN
JepKaBHUNA yHiBepcuTeT B 1986 p. 1 mpoTsarom 0araTboX pOKiB
BeJle HAyKOBO-TIEJATOTIYHY  MISUTBHICTE Y  XapKiBCBKOMY
HaIlioHAIbHOMY  yHiBepcuTeTi. Ilim  #oro  KepiBHHIITBOM,
mounHarouu 3 1991 p., BUKOHAHO JAECATKHA AUIUIOMHHX 1 KYpCOBUX
poOiT cTyieHTamMu (i3UKO-TEXHIYHOTO (aKyJIBTETY.

IMouunatoun 3 2010 p. i mo tenepimHii yac 1. € Tapkymia
BeJ/Ie BUKJIJalbKy AisUIBHICTD B SIKOCTI Mpodecopa 3a cyMiCHUITBOM Ha Kadeapi (i3nyHUX TEXHOJIOTIH, a 3roIoM, Ha
kadenpi mnpuknamHoi ¢isuku Ta Qi3MKKM TUIA3MH  QI3HKO-TEXHIYHOTO (aKyJIbTeTy, JIe YWUTAaE Kypc JIEKIiH
“IIna3mMoMHaMiKa Ta IIa3MOBI TEXHOJIOTi” CTYZEHTaM IT SITOro Kypey Kadenp npukiaaHoi Gpisuku ta Gisuku miasmu, a
TaKoX Kadepyu MarTepialliB peakTopoOyayBaHHs Ta (i3MIHNX TEXHOJOTIH.

[.€. Tapkymra akTHBHO CITiBIIPAIIOE 3 BUKJIaJauaMH YHIBEPCUTETY B HAYKOBIil chepi, BHACTIIOK YOTO OIyOIiKOBaHO
HU3KY CHITPHUX CTaTell y TMpPOBIOHUX HAyKOBHX JXypHalaX. bepe ydacTp B oprasizamii MiKHApOTHHX HAYKOBHX
KOH(EPEHIIiH i KL, 0 MPOBOAATHCS Ha 0a31 YHIBEPCUTETY, € WIeHOM penkoerii xyprany «East European Journal of
Physicsy, mo Buaaetrses B XHY im. B.H. Kapasina. 1.€. I'apkyiia € unenom CrierianizoBanoi Buenoi panu JI 64.051.12
XHY imeni B.H. Kapasina MOH VYkpaiuu ajst 3aXxucTy AMcepTaliii Ha 3100yTTsS HAyKOBOTO CTYIEHS JIOKTOpa Ta
Kanauaata Qizuko-mMaTeMaTH4yHUX Hayk 3i cnenianbHocTed «01.04.08- ¢izuka mnasmm» ta «01.04.16 - disuka sjapa,
€JIEMEHTapHUX YaCTHHOK 1 BUCOKMX eHepriit». [1iAroTyBaB 1BOX JIOKTOPIB Ta TPhOX KaH/AWAATIB HAayK 3a CIELIabHICTIO
«izuka mmazmm».

BiH ouosroe ¢inito kadeapu dizukn mnazmu XHY 8 HHL XDTI, cnpuse ycninrHoMy BUKOHaHHIO EPEIAUIIIOMHOT
Ta JUIUIOMHOT IPaKTUKHU CTYJICHTIB yHiBepcHTeTy B IHCTUTYTI i3MKM TU1a3MH Ta IX HOAAIBIIOMY IIpaleBIAIlTYBaHHIO.
[Tpotsarom Garatbox pokiB ¢inis kadenpu npukiIagHol (i3uKH Ta Qi3UKH IUIa3MH MPALOE B IHCTUTYTI Qi3UKH IIa3MU
HHII X®TI. et mexani3zm nae moxnuBicTh HaykoBisiM HHIL X®TI, sk poboTomaBisim, OpaTi Oe3mocepeHio y4acThb
y BIOCKOHAJICHHI HaBYANBFHUX IUIAHIB 1 MporpaM 3 ypaxyBaHHSIM CYYacHHX IMPOPUBHHUX HAYKOBHX HAIPSMIB i mMOTpPeO
aKaJeMIYHHUX IHCTHTYTIB, pO3MOIIATH CTYACHTIB Ha BCi BUIM MPAKTHK, 3aJTy4aTH I MiATOTOBKY KapiB HaliCydacHime
HayKOBE, BUMIPIOBaJIbHE Ta JIarHOCTUYHE 00JaHAHHS, TOTYBATH CIUILHO 3 Bukianadamu OTO HaByasbHi HOCIOHUKH.
B sikocti qupektopa iHCTUTYTY (pi3uKH miia3mMu OpaB akKTUBHY y4acTh B aKpEAMTALl Ta OL[IHIOBaHHI OCBITHBOI IIpOrpamMu
«mpukiagHa disuka ta HaHoMaTepiaam» B Kapasincbkomy yHiBepcuteti. Buknanaui XHY im. B. H. Kapasina npoxozasts
nigBuieHHs kBaridikamii B [OIT HHI[ XDTI.

I. €. T'apkyria 3poOUB CyTTEBUIT BHECOK Y PO3BUTOK SKCIIEPUMEHTAILHOT 0a31 CydacHOi (hi3uKH I1a3MHU, CTBOPESHHS
1[JI0T HU3KW HOBITHIX IJIa3MOBHX YCTAHOBOK: CHIILHOCTPYMOBI KBa3iCTaI[lOHAPHI Ta IMITYJILCHI MIPUCKOPIOBAYl IIa3MH,
MarHiTOIUIa3MOBHH KOMIIPECOp JUI OTPHMAaHHS IIOTYXXHOTO BHIIPOMIHIOBaHHS B [lialla3oHi EKCTPEeMalbHOTO
yabTpadionery, po3poOKy Ta NPaKTHYHY peaii3allilo KOHIEMIi] KBa3icTalliOHapHHX IJIa3MOBHX MIPUCKOPIOBAaYiB HOBOTO
TTOKOJIIHHSI, PO3BUTOK Cy4YacHMX METOJIB JIarHOCTUKH IutasMH. Lli excrieprMeHTalbHI YCTaHOBKH CBITOBOTO DPIBHS
aKTHUBHO 3aJTy4eHi JI0 OCBITHBOTO MPOLECY Ta MPAKTHYHUX 3aHITh CTyASHTIB Marictpatypu OTO.

TBopua misuieHicTS 1. €. [apkymni 3HalIIA BigoOpakeHHS B OHINA MOHOTpadii, NIICTHAAIATH MAaTEHTaX Ta MOHAT
375 my6mikarisx, Iio IIMPOKO IUTYIOTHCS B MPOBITHIX MKHAPOIHUX HAYKOBUX BUAAHHAX. [HAekc Xipmra B 6a3i Ckormyc
cknazae 24. Moro poGoTu rurosani 1651 pas.

Y Mexax OCBITHIX ITPOTrpaM MiATOTOBKH MariCTpiB Ta acMipaHTiB 3 (Pi3UKH IUIa3MHU CYTTEBY yBary MPUAIJICHO TaKOXK
iHTerpailii 10 €BpONEeiHCchbKOro HaBYAIBHOIO MPOCTOPY, 3aIyYCHHs J1ab0paToOpHOi 0a3u €BPOMEHCHKUX YHIBEPCHTETIB-
MapTHEPIB ISl MArOTOBKK cTyneHTiB KapasiHcbkoro yHiBepcuteTy. JIOCTyn 10 Cy4acHOro KOIUTOBHOTO Ta HaBiTh
YHIKQJIbHOTO €KCIICPUMEHTAIBHOTO O0JIaHAHHSA € HEOOXiJHOK CKJIaIOBOIO JUIS MiJrOTOBKU CTYACHTIB 1 MalOyTHIX
nocniguukiB. Tak, Hanpukiaz, 3a iHiniatueu 1. €. Tapkymi ta #oro 3ycuwmisimu B 6epesni 2019 p. crynentu OTO y
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Me)KaxX HaBYAIBLHOTO KypCy 3 YTPUMAaHHS IUIa3MH 3/1MCHIOBAJIM JMCTaHIIHHE KepyBaHHS B PEXKHMI peabHOrO yacy
pobotoro Tokamaka « GOLEM» y Uecbkomy TexHiuHOMY yHiBepcuteTi B [1pasi. [Iparroroun 3 XapkoBa, BOHH 341HCHIIN
55 ma3MoBHX PO3PSAIB 3a PI3HOTO THUCKY ra3onoi0HOro BOJIHIO Ta 4acy 3aTpUMKH 3amnairoBaHHs. Ilicias oOpoOku
3100yTHX pe3ysIbTaTiB BUMIpIOBAaHb IMapaMeTpiB IJIa3MU CYy4aCHUMH J1iarHOCTHYHUMHU 3ac00aMU CTY/IEHTH JOTOBIIHN 1X
Ha cITibHOMY ceMiHapi. Hapasi 3100y Ti HayKoBi pe3ysbTaTu y BUTIISI CIIUIBHOI CTATTI OIyOIiKoBaHi B YKpaiHCbKOMY
¢bizngHOMY KypHATI.

Acmipaatin KapaziHCBKOT0 Ha peryJspHili OCHOBI OepyTh yYacTh y 3arajJbHOEBPOIICHCHKUX OCBITHIX 3aX0[aX.
[Tpuknagom npomy € «European PhD eventy», 1110 mpoBoANUTHCS MIOPOKY, 1 A€ acIipaHTH JOMOBIIAIOTH PO CBOi HAYKOBI
3100y TKH Ta MArOTh MOXIIMBICTh CIUIKYBaHHA 3 KOJIeTaMH 3 iHIUX yHiBepcuTeTiB. Kpim toro, 1. €. T'apkyma 3amyuennit
JIO CIIJIFHOTO OI[iHIOBaHHA DiBHA MIiATOTOBKH aCHipaHTIB y PI3HHX 3aKiafax i (opMyBaHHS PEKOMEHMAIill 00
CTPYKTYPH OCBITHIX IIPOTPaM.

I. €. Tapkyiia OyB roJioBol0 OPrKOMITETY BiIoMOi cepii MDKHApOIHHUX KOH(epeHLi-1Kia 3 (Qi3uku rua3mu Ta
KEPOBAHOT'O TEPMOSIICPHOTO CHHTE3Y, IO MPOBOIUINCH KOXKHI JBa POKH, mounHarouu 3 1998 B Anymiri, a 3 2014 B
XapKoBi, 3a y4acTiO NMPOBiAHUX (axiBIiB CBITY Ta LIMPOKOTO 3araixy CTYIEHTIB i B sikux KapasiHChKkuii yHiBepcUTeT
crineHO 3 HHI[ X®TI OyB opranizatopom.

Bararo 3ycunp Oyno cripsmoBano 1. €. 'apkymiero /it yCHilIHOTO 3aIy4eHHs! YKPaiHCHKMX HAayKOBIIIB 1 OCBITSIH JIO
€Bporeiicbkoi nporpamu ['opn3onT-2020, 30KpemMa HaOyTTsl acoOLiHOBAaHOTO YIEHCTBA B HAYKOBO-OCBITHIH Iporpami
€BparoM. BiH € romoBoro Ykpaincekoi manku B EUROfusion, y ckmani sikoi € Tpu iHcTuTyTH HamioHansHoi akageMii Hayk
VYkpainu Ta Tpu TpOBiNHI yHiBepcuTeTH. Kapa3iHCBKHI YHIBEPCHUTET € YHIKAJIBHUM MPHUKIAJOM 3aTyUCHHS KOIITIB
€BpOCOI03y I PO3BUTKY BHUIIOI OCBITH B YKpaiHi B Tamy3i (i3MKH KEpOBAaHOTO TEPMOSICPHOTO CHHTE3y Yy MeKax
[Iporpamu €Bpatom 'opm3onT-2020, i, 30Kpema, pododoro makery «OcBiTa» eBponericskoro koacopuiymy EUROfusion.
YdacTb B OCBITHIN Tporpami €BpaTrom Oy/ie TOZOBKEHO 1 B HACTYITHIM pamMKoBiii mporpami I'opusont €Bpomna (2021-2027).

HaykoBa rpomaiceKicTh, Apy3i Ta koneru Iropst €BreniioBuya mupo BiTatoTh Horo 3 60-piyusm 1 OaxaroTb HoMy
HEBHYEPITHUX JKUTTEBUX CHJI Ta ILUTITHOTO JIOBrOJIITTS Ha HAYKOBIH Ta MPOCBITHUIIBKIA HUBaX YKpaiHH.

M.O. Azapenkos, 1.0O. Agpanacvesa, €.0. Bapannuk, F0.A. bepeocnou, B.M. bepecnes, O.A. bizokos, 1.0. Tipka,
M.I I'puwanos, I.B. [lenucenko, A.M. Konopamenxo, O.FO. Kopuun, I[1.E. Ky3neyos, B.M. Kykiin,

B.T. Jlazypux, C.B. Jlumosuenko, B.O. Jlicoecvkuii, B.I1. Onegip, M. Cepeoa,

K.M. Cepeda, IO.B. Cnrocapenxo, B.1. Trkauenxo, B.M. Tpycosa,

M.®. llynvea, M.M. FOnakog
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