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The article examines the problems of thermal oxidation of silicon. Oxidation plays an important role in planar technology, which in 
turn is the basis of the technology of silicon integrated circuits, photodetectors and other solid-state electronics. During our production 
of silicon p-i-n photodiodes, a number of systematic types of defects and deterioration of product parameters caused by the degradation 
of masking or anti-reflective coatings during the manufacturing process were observed. A decrease in the insulation resistance of 
responsive elements in multi-element photodiodes was observed, which contributed to the increase of dark currents. A decrease in the 
responsivity of the products due to the degradation of the thickness or structure of the anti-reflective coating during technological 
operations, etc., was also revealed. It was established that the reason for the decrease in insulation resistance is the formation of 
inversion layers at the Si-SiO2 interface, the presence of which can be detected when measuring CV-characteristics. It was also 
established that chemical treatment of substrates with SiO2 in boiling acid solutions helps to reduce the thickness of the oxide. To avoid 
deviation of the thickness of the film from the condition of minimum reflection, it is necessary to grow a thicker layer of anti-reflective 
coating. It is noted that when etching the oxide during photolithography or when removing the PSG/BSG in hydrofluoric acid, it is not 
permissible to remove the cassette with plates from the solution for a long time, as this leads to uneven etching of the film due to the 
flow of the herb on the surface of the substrate. The causes of defect formation in Si and SiO2 during oxidation are given. Thus, with 
improper mechanical and chemical processing of the plates, cristobalite inclusions may form in the film during oxidation. Cristobalite 
has a higher density than quartz glass, and the boundaries between amorphous regions and denser crystalline regions represent voids, 
which can be filled both by impurities from the surface and by the diffusant in the diffusion process. Also, during oxidation in silicon, 
packing defects are often formed. Centers of defect genesis can be mechanical damage to the plate surface or growth defects. 
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Oxidation plays an important role in planar technology, which in turn is the basis of the technology of silicon 
integrated circuits, photodetectors and other solid-state electronics [1]. At the initial stages of the development of planar 
technology, oxidation was used only for the manufacture of masking coatings that prevented the penetration of impurities 
into certain areas of the crystals during diffusion, as well as for the creation of a protective passivating layer after the 
device was manufactured. Recently, SiO2 began to be used as active and passive elements in silicon functional blocks [2], 
as well as anti-reflective coatings (ARC) in photoreceiving devices [3]; this led to a new intensive study, it would seem, 
of the oxidation process and the properties of the oxide layer. In particular, conditions for the growth of nanometer films 
of silicon oxide are actively studied and modeled, which is relevant for miniaturization and increasing the speed of 
electronic elements [4, 5]. 

To date, a large number of methods have been developed, which have become standard, and allow obtaining high-
quality oxide films, in particular, uniform in thickness, perfect in structure, and possessing high insulating properties. To 
a greater extent, these methods were developed empirically and are based on various processes: from thermal or anodic 
oxidation to deposition of a film from an external source [6]. Of course, to obtain oxide films with specified electrical 
properties, it is necessary to strictly control the behavior of impurities in the process of film formation, which is an urgent 
scientific and technical task. 

During our production of silicon p-i-n photodiodes (PDs), a number of systematic types of defects and deterioration 
of product parameters caused by the degradation of masking or anti-reflective coatings during the manufacturing process 
were observed. A decrease in the insulation resistance of responsive elements (RE) in multi-element PDs was observed, 
which contributed to the increase of dark currents (Id). A decrease in the responsivity of products (Spulse) due to the 
degradation of the thickness or structure of the ARC during technological operations, etc., was also revealed. The 
described types of defects required a detailed study to establish the causes of their occurrence and methods of their 
avoidance. 

When reviewing literary sources, it is seen that many works are devoted to the electrical properties of SiO2. In 
particular, in a number of studies, the deterioration of the reverse characteristics is associated with the presence of positive 
fixed or mobile charges in the oxide film [7, 8]. Thus, a quantitative model of the formation of a fixed charge in silicon 
dioxide during thermal oxidation was developed in [7]. It was established that the amount of charge determines the number 
of internodal silicon atoms near the Si-SiO2 interface, and an increase in the oxidation temperature contributes to a 
decrease in the value of the fixed charge due to an increase in the diffusion coefficient of internodal silicon atoms in SiO2. 
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In [8], the effect of isothermal annealing in an inert atmosphere of structures with silicon oxide was investigated, and it 
was established that annealing allows reducing the amount of charge in the oxide. Note that in the case of silicon p-i-n 
PDs technology (and other electronic elements) there is no possibility of increasing the oxidation temperature due to the 
increase in the rate of degradation of the resistivity of the original material (ρ) and the life time of minor charge 
carriers (τ) [9]. This degradation is caused by an increase in the diffusion coefficients of the ions of uncontrolled 
impurities (Li+, Na+, K+), which diffuse into the substrate during oxidation (which can also be the reason for the increase 
in the amount of mobile charge). It is worth noting that metals contribute to the amount of charge by changing (disrupting) 
the structure of the oxide. For the same reason, there is no possibility of introducing additional thermal operations into 
the technological production routes for annealing, as well as to avoid an increase in the number of thermal shocks. 

Information about the degradation of oxide films and the influence of these factors on the responsivity of the PDs 
was not found in the literature. There are also no technological recommendations for avoiding the degradation of the 
insulation resistance of REs in multi-elements PDs. Accordingly, the study of the causes of the appearance and methods 
of avoiding the degradation of the masking and anti-reflective oxide films in the technology of silicon p-i-n PDs is the 
purpose of this work. 

EXPERIMENTAL 
The research was carried out on silicon four-element p-i-n PDs with a guard ring (GR) designed to detect radiation 

with a wavelength of λ=1064 nm. The production was carried out by diffusion-planar technology according to the 
technological regimes given in [10]. The starting material was single-crystal dislocation-free p-type silicon with 
orientation [111], ρ≈18-22 kΩ∙cm and τ≈1.8-2.2 ms. The technological process consisted of a complex of thermal 
operations and photolithography: semiconductor substrates were oxidized; photolithography was carried out to create 
windows for phosphorus diffusion; diffusion of phosphorus (predeposition) to the front side to create n+-type REs and 
GR; drive-in of phosphorus in an oxygen atmosphere to redistribute the alloying impurity, increase the depth of the 
n+-p-transition and form a anti-reflective coating; diffusion of boron to the reverse side of the substrate to create a p+-type 
ohmic contact; photolithography for creating contact windows; sputtering of Cr-Au on the front and back sides. 

Masking SiO2 was formed during the first thermal operation at a temperature of T=1423 K according to the principle 
of dry-wet-dry oxidation [5]. Considering that the thickness of silicon oxide, which completely masks from the long-term 
diffusion of phosphorus at T=1323 K, reaches 0.3-0.4 μm [11], the thickness of the masking SiO2 reached 
dSiO2≈0.6-0.7 μm. This thickness is also chosen taking into account the redistribution of phosphorus in the oxide during 
subsequent thermal operations. 

Anti-reflective silicon oxide was formed during the drive-in of phosphorus in an atmosphere of dry oxygen at a 
temperature of T=1423 K. The thickness of SiO2 was 0.18-0.19 μm, which corresponds to the minimum reflection 
condition [12]: ఒସ = 𝑛𝑑ௌைమ (4)

where λ is the working wavelength; n the refractive index of SiO2; 𝑑ௌைమ is the thickness of the anti-reflective film. 
To study the structural perfection of the surface of the substrates after thermal operations, selective etching was 

carried out in Sirtle's etchant [13]. 
After oxidation and each subsequent thermal operation, the high-frequency volt-farad (CV) characteristics of the 

metal-oxide-semiconductor-structures (MOS) were measured at a frequency of 30 kHz, which made it possible to predict 
the final parameters of the products. 

The level of pulsed monochromatic sensitivity of PDs was determined at λ=1064 nm, bias voltage Ubias=120 V and 
pulse duration τi=500 ns. 

An important parameter of multi-element PDs with GR is the resistance of the isolation of the REs between 
themselves and the insulation resistance of the REs and the GR, the decrease of which leads to an increase in the 
photocoupling coefficient and dark currents. Determination of insulation resistance of REs and GR (Rcon) was carried out 
according to the method given in [14] with Ubias=2 V and load resistance Rl=10 kΩ. 

The thickness of the oxide films was measured by the ellipsometric method. 

RESULTS OF THE RESEARCH AND THEIR DISCUSSION 
А) Study of CV-characteristics 

Measuring the CV characteristics of MOS structures at the initial stages of manufacturing makes it possible to 
estimate the final parameters of the products. Thus, in the case of p-i-n PDs manufacturing, the technological route 
consisted of 4 thermal operations, after each of which (except for phosphorus predeposition) CV-characteristics were 
measured. From the volt-farad characteristics, it is possible to determine the charge level in the oxide and detect the 
presence of inversion layers (IL) at the Si-SiO2 interface. A typical CV-characteristic of the MOS structure for p-type 
silicon is shown in Fig. 1 (curve 1). When the number of charged states at the interface of two phases increases, the curve 
may shift to the left relative to the ordinate axis. As mentioned above, this leads to an increase in dark currents. But 
sometimes the formation of inversion layers at the Si-SiO2 interface is observed, which form surface conductive leakage 
channels and reduce the insulation resistance between the REs. 
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The formation of ILs is possible both during the formation of a masking coating and during subsequent thermal 
operations. On Fig. 1 shows typical curves of volt-farad characteristics of MOS structures with inversion layers (curves 2-4). 
Curve 3 describes the case of doping of the silicon surface with uncontrolled impurities during oxidation, which led to a 
change in the conductivity type of the silicon surface to the opposite. Such a case is also possible in the presence of 
hydrochloric acid residues after purging quartz reactors for the purpose of cleaning from alkali metals. Curves 2 and 4 
describe the case of the formation of inversion layers during the phosphorus dispersal and boron diffusion operations. 

 
Figure 1. CV-characteristics of MOS structures: 1 – typical characteristic for p-type silicon; 2-4 – inverted characteristics 

In the case of the formation of ILs during oxidation, it is necessary to etch the oxide and doing re-oxidation. The 
insulation resistance of REs and GR in samples with CV-characteristics of the Curve 2 type (Fig. 1) reached Rcon≈1-10 kΩ 
at Rcon ≈5-15 MΩ for serial PDs. And dark current of GR JGR≈7-36 mA/cm2 at JGR ≈3.6-36 μA/cm2 (Ubias=120 V) for 
serial products. It is impossible to accurately measure the REs of defective PDs, since it constantly increases due to the 
flow of charge carriers from the GR. It is possible to fix only the initial value, which reaches Jd≥26 μA/cm2 at 
Jd = 65-130 nA/cm2 for serial samples. In the case of SiO2 etching and re-oxidation, a decrease in dark currents is 
observed, but as experiments show, after re-oxidation, the values of Id and IGR are slightly higher than in serial products. 
This indicates the presence of residual inversion layers on the surface of the substrate, they can be eliminated by plasma-
chemical or chemical-dynamic methods. 

The insulation resistance of samples with CV-characteristics of the Curve 4 type (Fig. 1) reached Rcon ≈ 200-600 kΩ, 
and JGR≈50-100 μA/cm2. From the above, it is possible to conclude that it is possible to estimate the conductivity of 
surface inversion channels based on the volt-farad characteristics. 

The causes of ILs are known and studied [15]. The key factor in their formation is an increase in the resistivity of 
the substrate, since with an increase in ρ of the material, a smaller amount of impurities is needed to change the surface 
conductivity to the opposite [16]. In most cases, an inversion layer is already present on p-type silicon with 
ρ=1-10 Ohm∙cm [17]. In the case of a thermal oxidation operation, the possible technological reasons for the appearance 
of inversion are improper chemical treatment of substrates, the presence of alkali metal impurities in deionized water, 
quartz vessels, or a quartz reactor, and carrier gases. However, the appearance of ILs during boron diffusion is caused by 
the redistribution of impurities in SiO2 and their diffusion to the Si-SiO2 interface [18]. These impurities were introduced 
into the oxide during previous thermal operations and diffused into the surface layer of silicon due to the high total 
duration of thermal treatments. Another factor that contributes to the formation of ILs with a high total duration of thermal 
operations is the diffusion of boron atoms from the near-surface layers of silicon into the oxide, since the segregation 
coefficient of boron is below unity [19]. 

The probability of the appearance of inversion layers can be minimized by careful control of carrier gases, deionized 
water for the presence of alkali metals, and periodic purging of quartz reactors with hydrochloric acid vapors. It is possible 
to increase the resistance of the insulation of REs and GR by forming regions of restriction of leakage channels in the 
gaps between active elements of the PD isotype with the substrate material [14]. It is possible to reduce the influence of 
the inversion layers of the periphery of photodiode crystals on the level of dark currents of the GR when the masking 
oxide is etched from the periphery and new film is formed in the dry oxygen atmosphere during the operation of drive-in 
of phosphorus [20]. 

 
B) Reduction of the thickness of anti-reflective SiO2 in the process of PDs manufacturing. 

During the serial production of silicon p-i-n PDs, a decrease in the thickness of the ARC was noticed in the process 
of technological operations after its formation, this factor led to a decrease in responsivity, since the responsivity of the 
PD is directly proportional to the reflection coefficient of the anti-reflective film [21]: 

 𝑆ఒ = ሺ1 − 𝑅ሻ𝑇𝑄𝛼ି ఒଵ.ଶସ (2) 

where R is the ARCs reflection coefficient; T is the transmission coefficient of the input window or optical filter; Q is the 
quantum output of the internal photoeffect; αp-n is the collection coefficient of minor charge carriers generated by radiation 
in the active region of the photodiode. 
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When studying what was described, it was seen that the reason for the decrease in dSiO2 is chemical treatment (CT). 
Accordingly, it was decided to study the influence of CT on the thickness of SiO2. 

To clean the substrates, we used CT in boiling solutions of acids with the composition indicated in Table 1, the 
treatment duration was 10 minutes. To study the change in dSiO2 in the process of washing before and after operations, the 
thickness of this coating was measured. 
Table 1. The composition of acid solutions for CT of silicon substrates and the change in dSiO2 during the operation 

Solution Composition ∆dSiO2, nm 
H2SO4:H2O2:H2O 4:1:1 6-7
HNO3:H2O2:H2O 1:1:1 8-9

NH4OH:H2O2:H2O 5:1:1 16-17

Taking into account that after the formation of the anti-reflective oxide, according to the technological route, three 
more 3-stage washings are carried out, which will reduce dSiO2 by 90-100 nm, it is necessary to increase the duration of 
drive-in of phosphorus, and, accordingly, the thickness of ARC. 

To be able to estimate the drop in responsivity (∆Spulse) of the PD as a result of dSiO2 reduction, a graph of the 
dependence of ∆Spulse on the ARC thickness was obtained (Fig. 2). The initial responsivity of the PD crystal was measured 
at dSiO2≈0.18 μm and the oxide was digested layer by layer in a slow etchant HF: H2O=1:10. After each etching process, 
Spulse measurements were also performed. 

Reflectance spectra of PDs were obtained at dSiO2≈0.170-0.175 μm and PDs without ARC (Fig. 3). 

Figure 2. Experimental graph of the dependence of the drop in 
responsivity on the thickness of the anti-reflective coating 

Figure 3. PDs reflection spectra: 1 - without ARC; 
2 - dSiO2≈0.17-0.175 μm 

From Fig. 3, it can be seen that the reflection minimum of the investigated film is at λ≈1.01-1.02 μm due to the 
deviation of the film thickness from the optimized for λ≈1.064 μm. The reflection coefficient of PD without ARC is R≈45-
50% at the working wavelength, and with a thickness of anti-reflective silicon dioxide of 0.17-0.175 μm, R≈15-20%. 
At dSiO2=0.18-0.19 μm at λ≈1.064 μm, R=5-7%. 

Changing the thickness of the masking and brightening coatings is also possible during photolithography, removal 
of phosphorosilicate (PSG) or borosilicate (BSG) glasses, and chemical dynamic polishing (CDP). 

In particular, when etching the oxide during photolithography or when removing PSG/BSG in hydrofluoric acid, it 
is not permissible to remove the cassette with plates from the solution for a long time, as this leads to uneven etching of 
the surface (Fig. 4) due to the flow of the etchant on the surface of the substrate. Accordingly, non-uniformity of the film 
thickness can lead to scattered responsivity or uneven etching of the oxide during subsequent photolithography. 

а) b) 
Figure 4. Image of uneven thickness of masking (a) and anti-reflective (b) SiO2 
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In order to carry out the CDP of the reverse side of the substrate, the front side is covered with a chemically resistant 
varnish [22]. If the thickness of the varnish is insufficient during drying, it is possible to form thinnings or punctures 
through which undesirable etching of the working surface of the crystal occurs. The consequence of thinning is spot 
etching of the oxide over the entire surface of the RE (Fig. 5 a), and in the case of punctures, the seepage of the etchant 
under the varnish and local etching of SiO2 (Fig. 5, b) or even silicon, which can lead to a breakdown of the p-n junction. 
To avoid the described situation, it is worth applying a double layer of varnish with intermediate drying. 

  
а) b) 

Figure 5. Image of the dispersion of the thickness of the oxide film after CDP due to the thinning of the varnish (a) and punctures (b) 
 

B) Defect formation during thermal oxidation 
The most important condition for obtaining high-quality silicon oxide is the cleanliness of the plate before oxidation. 

The presence of impurities on the surface of silicon before oxidation or during the process of oxide growth negatively 
affects the uniformity of the film and the electrical properties of the interface. 

On an uneven, contaminated surface, the grown or applied oxide contains inclusions of cristobalite (Fig. 6), which 
are undesirable in all classic cases of using oxide films of silicon technology. Cristobalite has a higher density than quartz 
glass, and the boundaries between amorphous regions and denser crystalline regions represent voids, which can be filled 
both with impurities from the surface and with a diffusant in the diffusion process [23]. A necessary condition for 
obtaining high-quality SiO2 is the polishing of the surface of the substrates followed by chemical treatment. Ultrasonic 
cleaning is also possible. 

Packing defects are often formed during oxidation in silicon [24]. The formation of these defects on the surface of 
the plates occurs for several reasons. The first is mechanical damage to the surface of the substrate during cutting or 
grinding. If such damages, for example, scratches or cutting marks, are not removed by subsequent chemical polishing, 
then they can become local areas of nucleation of packaging defects (Fig. 7a). 

 a) b) 
Figure 6. Image of silicon oxide with 

cristobalite inclusions 
Figure 7. Image of structural defects in the areas of mechanical disturbances (a) 
and swirl defects (b) on the surface of plates (plates after selective etching) 

The second reason for the formation of packing defects (in the absence of mechanical damage on the surface) is 
related to the presence of growth and so-called swirl defects in the plates [25], since complexes of point defects with a 
swirl distribution are the seeds for packing defects during oxidation (Fig. 7b). Note that the defects formed during 
oxidation have an internodal nature and are associated with the accumulation and condensation of excess silicon atoms 
generated as a result of oxygen diffusion in silicon. It is the internodal silicon atoms that form point defect clusters in the 
areas of mechanical surface disturbances. 
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Another mechanism for the formation of structural defects during oxidation can be mechanical stresses introduced 
as a result of the difference in the thermal expansion coefficients of Si and SiO2 [26]. But we did not observe the formation 
of defects by this mechanism. 

It is worth noting that during the diffusion of phosphorus, clusters of packing defects are areas of dislocation 
generation. A high density of structural defects on the plate surface negatively affects the dark currents of 
photodiodes [27,28]. In order to avoid defect formation, it is worth using dislocation-free silicon, performing the СDP 
operation after mechanical processing of the wafers, and clearly controlling the substrates before thermal operations. 

CONCLUSIONS 
1. The problems of masking and anti-reflective SiO2 in the technology of silicon p-i-n photodiodes were investigated. 
2. The reason for the decrease in the insulation resistance of photosensitive elements in multi-element photodiodes

is caused by the presence of surface inversion channels at the Si-SiO2 interface. Inversion layers can be detected by 
measuring CV-characteristics. 

3. Chemical treatment of oxidized substrates in boiling acid solutions helps to reduce the thickness of the oxide film.
4. When removing the cassette with oxidized plates from the solution during SiO2, BSG or PSG etching, uneven

etching of the film is possible due to the flow of the etchant on the plate. 
5. Oxidation of contaminated or uneven substrates can be accompanied by the formation of oxide with the inclusion

of cristobalite. 
6. Defect formation during thermal oxidation occurs in areas of mechanical disturbances or growth defects.
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В статті досліджено проблематику термічного окиснення кремнію. Окиснення відіграє важливу роль в планарній технології, 
яка в свою чергу є основою технології кремнієвих інтегральних мікросхем, фотоприймачів та інших твердотільних засобів 
електроніки. При виготовленні нами кремнієвих p-i-n фотодіодів побачено ряд систематичних видів браку та погіршень 
параметрів виробів спричинених деградацією маскуючого чи просвітляючого покриттів в процесі виготовлення. 
Спостерігалось зниження опору ізоляції фоточутливих елементів в багатоелементних фотодіодах, що сприяло зростаню 
темнових струмів. Також виявлено зниження чутливості виробів внаслідок деградації товщини чи структури просвітляючого 
покриття під час технологічних операцій та ін. Встановлено, що причиною зниження опору ізоляції є утворення інверcійних 
шарів на межі розділу Si-SiO2, наявність яких можна виявити при вимірюванні CV-характеристик. Також встановлено, що 
хімічна обробка підкладок із SiO2 в кип’ячих розчинах кислот сприяє зменшенню товщини оксиду. Для уникнення відхилення 
товщини плівки від умови мінімуму відбивання варто вирощувати товстішший шар просвітляючого покриття. Зауважено, що 
при травленні оксиду під час фотолітографії чи при зніманні ФСС/БСС в плавиковій кислоті не припустимо виймати касету 
з пластинами із розчину на тривалий час, оскільки це призводить до нерівномірного травлення плівки внаслідок стікання 
травника по поверхні підкладки. Наведено причини дефектоутворення в Si та SiO2 під час окиснення. Так, при неналежній 
механічній та хімічній обробці пластин можливе утворення включень кристобалітів в плівку під час окиснення. Кристобаліт 
володіє вищою густиною ніж кварцове скло, а межі між аморфними областями і більш щільними кристалічними областями 
представляють порожнечі, які можуть бути заповнені як забрудненнями з поверхні так і дифузантом в процесі дифузії. Також 
під час окиснення в кремнію часто утворюються дефекти упаковки. Центрами зародження дефектів можуть бути механічні 
пошкодження поверхні пластини чи ростові дефекти.  
Ключові слова: кремній; фотодіод; окиснення; оксид кремнію; вольт-фарадна характеристика; просвітляюча плівка 
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The classical stability analysis is used to examine the combined effect of viscoelasticity and the second sound on the onset of porous 
medium ferroconvection. The fluid and solid matrix are assumed to be in local thermal equilibrium. Considering the boundary 
conditions appropriate for an analytical approach, the critical values pertaining to both stationary and oscillatory instabilities are 
obtained by means of the normal mode analysis. It is observed that the oscillatory mode of instability is preferred to the stationary 
mode of instability. It is shown that the oscillatory porous medium ferroconvection is advanced through the magnetic forces, 
nonlinearity in magnetization, stress relaxation due to viscoelasticity, and the second sound. On the other hand, it is observed that the 
presence of strain retardation and porous medium delays the onset of oscillatory porous medium ferroconvection. The dual nature of 
the Prandtl number on the Rayleigh number with respect to the Cattaneo number is also delineated. The effect of various parameters 
on the size of the convection cell and the frequency of oscillations is also discussed. This problem may have possible implications for 
technological applications wherein viscoelastic magnetic fluids are involved. 
Keywords: Convection; Maxwell equations; Navier-Stokes equations for incompressible viscous fluids; Porous media; Viscoelastic 
fluids, Ferroconvection 
PACS: 47.55.P-, 46.25.Hf, 77.84.Nh, 77.22.-d, 41.20.-q 

1. INTRODUCTION
Ferroconvection is a transfer of heat from one place to another in ferromagnetic liquids and its importance is due to 

the applications suggested by several authors [1-3] and many more. Ferrofluids, also known as magnetic fluids, are 
colloidal suspensions of nanosized ferromagnetic particles stably dispersed in organic or non-organic carrier fluids such 
as kerosene, water, and hydrocarbon. When exposed to an external magnetic field, they behave paramagnetically with 
susceptibility usually large for magnetic liquids [4]. Ferrofluids have commercial applications like vacuum feed-throughs 
for manufacturing semi-conductors [5]. Ferrofluid is also used in taking the drug in a human body to a target site by 
applying a magnetic field [6]. However, we can find many applications in different fields [7]. Finlayson [8] studied the 
convective instability of ferromagnetic fluids due to Bénard in the presence of a uniform vertical magnetic field and 
explained the thermomechanical interaction concept of ferromagnetic fluids. Lalas and Carmi [9] studied the 
thermoconvective stability of ferrofluids in the absence of buoyancy effects. Non-Darcy ferroconvection problem with 
gravity modulation using regular perturbation has been addressed by Nisha Mary and Maruthamanikandan [10]. Darcy-
Brinkman ferroconvection with temperature-dependent viscosity has been studied by Soya Mathew and 
Maruthamanikandan [11] and thermorheological and magnetorheological effects on Marangoni-ferroconvection with 
internal heat generation has been investigated by Maruthamanikandan et al. [12]. Effect of MFD viscosity on 
ferroconvection in a fluid saturated porous medium with variable gravity has been examined by Vidya Shree et al. [13]. 

A good amount of attention is honoured to Rayleigh–Bénard convection (RBC) problems in Newtonian liquids with 
respect to heat transfer and other engineering applications as referred above. On the other hand, at shallow depths of the 
reservoirs, oil sands contain waxy crude which are viscoelastic fluids. They exhibit both liquid and solid properties and 
have many applications to the nuclear, petroleum, and chemical industries. They also have applications in cooling 
electronic devices, crystal growth, and material processes. In the study of viscoelastic fluids, the rheological equation 
involves one or two relaxation times (Bird et al. [14] and Joseph [15]) and also oscillatory convection is witnessed which 
is not noticed in Newtonian fluids. The Oldroyd model [16] is used for describing the viscoelastic properties of dilute 
polymers. The fact that principle of exchange of stabilities is not valid was shown by Green [17]. Recently, the onset of 
Darcy-Brinkman convection in a binary viscoelastic fluid saturated porous layer has been addressed studied by 
Swamy et al. [18]. 

The equation governing temperature (heat transport equation) in classical theory assumes a parabolic-type partial 
differential equation that admits thermal signals at an infinite speed, which is unrealistic. The new theories modified the 
classical Fourier’s law of heat conduction and hence contain a hyperbolic-type heat transport equation that admits the 
thermal signals at a finite speed. As per this theory, heat propagates as a wave phenomenon rather than a diffusion 
phenomenon and the wavelike thermal disturbance is referred to as second sound (Chandrasekharaiah [19]). Gurtin and 
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Pipkin [20] investigated a general principle of thermal conduction in nonlinear analysis, including memories, a concept 
having a finite propagation speed. Straughan and Franchi [21] addressed the Bénard advection problem when the 
Maxwell-Cattaneo heat flow law is utilized in place of the ordinary Fourier theory of thermal conductivity. Soya Mathew 
and Maruthamanikandan [22] investigated oscillatory porous medium ferroconvection with Maxwell-Cattaneo law of 
heat conduction where they showed that the oscillatory mode of convection is preferred to stationary mode for large 
values of Prandtl and second sound parameter. 

Under these conditions, the present paper is dedicated to examining convective instability in a Cattaneo viscoelastic 
ferrofluid saturated sparsely packed porous medium. The influence of various parameters is explored that perhaps direct 
us to oscillatory convection. 

Figure 1. Physical Configuration 

2. MATHEMATICAL FORMULATION
Let us consider an incompressible Cattaneo viscoelastic ferromagnetic fluid saturated porous medium confined 

between the two surfaces of non-finite length horizontally of finite thickness d. We consider Oldroyd’s model to 
characterize the viscoelastic behaviour which is a non-Newtonian one. The lower surface at 2z d= −  and upper surface 
at 2z d=  are maintained at temperatures T1 and T0  respectively with 1 0T T> and 1 0T T TΔ = −  (see Fig. 1). It is 
assumed that at a quiescent state the temperature varies linearly across the depth. When the magnitude of TΔ  become 
larger than the critical one, thermal convection will set in due to buoyancy force.  

The fluid layer is exposed to a magnetic field 0H
→

 acting parallel to the vertical z-axis and the gravity force acting 
vertically downwards. We assume that Oldroyd's model is sufficient to characterize the viscoelastic behaviour which is 
simple enough to be tractable analytically. The governing equations supporting the Boussinesq approximation are written 
as follows. 

0q→∇ = (2.1)

20 0
1 221 1 f

f
q q q p g H B q q

t t t k
μρ ρλ ρ λ μ

ε ε

→
→ →→ → → →→

      ∂ ∂ ∂    + + ∇ + ∇ − −∇ = + − + ∇         ∂ ∂ ∂         
   (2.2) 

( ) ( )0 , 0 0
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0

,

1V H s

V H

V H

M T TC H q T C
T t t

M HT q H Q
T t

ε ρ μ ε ρ
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→
→ →

→ →
→→→

  ∂ ∂ ∂   − + ∇ + −   ∂ ∂ ∂    
   ∂ ∂     + + ∇ = − ∇    ∂ ∂  
   

 

  

(2.3)

1
Q q Q Q Q k T
t

τ ω
→

→ → →→→
 ∂   + ∇ + × = − − ∇  ∂  
 

 (2.4)

( )0 1 aT Tρ ρ α = − −  (2.5)

( ) ( )0 0m m aM M H H K T Tχ= + − − − (2.6)
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where 1λ  is the stress relaxation time, 2λ  is the strain retardation time ( 20 λ≤ < 1λ ), ( ), ,q u v w→ =  is the fluid velocity, 

0ρ  is the reference density, ε  is the porosity, t is the time, p is the pressure, g→  is the acceleration due to gravity, ρ  is 
the fluid density, fμ  is the dynamic viscosity, 

f
μ  is the effective viscosity, k is the permeability of the porous medium, 

H
→

 is the magnetic field,  B
→

is the magnetic induction, T is the temperature, 0μ  is the magnetic permeability, M
→

 is the 
magnetization, 1k  is the thermal conductivity, α  is the thermal expansion coefficient, ,V HC  is the specific heat at constant 

volume and magnetic field, mχ  is the magnetic susceptibility, mK is the pyromagnetic coefficient, Q
→

is the heat flux, τ  

is a constant with the dimensions of time and 1
2

qω→ →= ∇ × . 

Maxwell’s equations for a non-conducting fluid with no displacement currents become (Finlayson [8]) 

 00 , 0 , .B H B H Mμ
→ → → →→ → ∇ = ∇ × = = + 

 
  (2.7) 

Equations characterizing the basic state are introduced in the form 

 

1

0 , (0, 0, 0) , ( ) ,
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 (2.8) 

where 1 0

2
T Tβ −

= . The solution pertaining to the basic state reads 

 0 [1 ]b zρ ρ αβ= +  (2.9) 
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 (2.10) 
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0B H M kμ

→ → → = +  
 . (2.12) 

 
3. STABILITY ANALYSIS 

We shall obtain the dimensionless equations following the small perturbation stability analysis enveloping normal 
modes (Finlayson [8], Soya Mathew and Maruthamanikandan [11]). The perturbed state equations involving 
infinitesimally small perturbations are 
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 (3.1) 

where the primes indicate perturbed quantities. The perturbed governing linearized equations take the form 
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1
1

'1 ' ' '
2
k q

Q w k T
t z

τ β
τ

→
→

 ∂∂   + = − − ∇ − ∇   ∂ ∂ 
 

(3.4)

( )
2

20
12

0

' '1 1 ' 0m m
M TK

z H z
φχ φ

 ∂ ∂
+ + + ∇ − = ∂ ∂ 

. (3.5)

We take divergence on both sides of equation (3.4) and substitute in equation (3.3) to eliminate 'Q
→  from equation

(3.3). The resulting system of linearized perturbed equations are as follows 
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where 
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with 'φ  being the magnetic potential. 

The normal mode solution is accessible and the same has the form 

( )
' ( )
' ( )
' ( )

i l x m y t
w W z
T z e

z

σ

φ

+ +
   
   = Θ   
   Φ   

(3.9)

where l and m are respectively the wave numbers in the x and y directions and σ is the growth rate. Substitution of (3.9) 
into equations (3.6) to (3.8) leads to 

( ) ( )

( ) ( ) ( )

2 2
2 2 2 20 0

0 01

22 2 2 2
2

1
1

1

m h
h h m h

m

f
h hf

K KD K W gK K K D

D K W D K W
k

ρ μ βλ σ σ αρ μ β
ε χ

μ
λ σ μ

 Θ
+ − + Θ − Φ + + 

 
= + − − + − 

 

(3.10)

( ) ( )

( ) ( ) ( )
0 01

2
2 2 2 20 1

0 12

1

1 2

a m

a m
h h

m

C T K D

T K k
C W k D K D K W

τ σ ρ σ μ σ

μ τ β
ρ β

χ

 + Θ − Φ 
 

− − = − Θ − − + 

(3.11)

( ) ( )2 20

0

1 1 0m h m
MD K z K D
H

χ
 

+ Φ − + Φ − Θ = 
 

(3.12)

where dD
dz

= and 2 22
hK l m= + is the overall horizontal wave number. Non-dimensionalizing equations

(3.10) through (3.12) using the scaling 
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we obtain the following dimensionless equations (asterisks are neglected for simplicity) 
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 . The parameter 2M  is neglected as it is of very small order (Finlayson 

[8]). When 1λ = , we obtain the following equations 
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 is the non-buoyancy-magnetization parameter. The boundary conditions 

encompassing free and isothermal surfaces are  2 0W D W D= = Θ = Φ =  at 1/ 2z = ±  (Finlayson [8]). 
 

3.1. Stationary Instability 
As for the stationary mode, equations (3.17) - (3.19) turn out to be the following 

 ( ) ( ) ( )22 2 1 2 2 2 2 0D a W Da D a W R N a Na D−Λ − − − − + Θ + Φ =  (3.20) 

 ( ) ( )2 2 2 21 0G D a W D a − − − − Θ =   (3.21) 

 ( )2 2
3 0D M a D− Φ− Θ =  . (3.22) 
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Equations (3.20) through (3.22) along with the boundary conditions embrace an eigenvalue problem with R being 

an eigenvalue. The straightforward solution ( )1 cos ,W A zπ= ( )2 cos ,A zπΘ = ( )3 sin ,A zπ
π

Φ =  with 1 2,A A and 

3A being constants, is taken into consideration. On applying the solvability condition, we obtain 

( ) ( )
( ) ( )

22 2 1 2 2 2
3

2 22 2 2
31

st
a Da a N M aR

M aa G a

π π

ππ

− + + + Λ = −
  ++ + 

(3.23)

where the superscript ‘st’ stands for stationary convection. Equation (3.23) exactly coincides with that obtained by Soya 
Mathew and Maruthamanikandan [22] and Soya Mathew et al. [23] followed by the corresponding deductions. 

3.2. Oscillatory Instability 
The dimensionless equations concerning the overstable motion are  

( ) ( ) ( )( ) ( )1 2 2 2 2
1 2 11 1

Pr
F F Da a a Aσσ σ π π− + + + +Λ + +  

( ) ( ) ( )2 2
1 2 1 31 1 0F R N a A F Na Aσ σ− + + + + =  (3.24)

( ) ( ) ( )2 2 2 2
1 21 2 1 2 0G G a A a G Aσ π π σ σ   + + + − + + + =    (3.25) 

( )2 2 2
2 3 3 0A M a Aπ π− + = . (3.26)

On applying the solvability condition, we obtain 

( )( ) ( )
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1 2 2 2
2 1 3

2 22
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Pr 1 1 1 2

p Da p f f p g NM a
R

M aa f g p

σ σ σ σ σ

πσ σ

−  + Λ + + + + +  = −  ++ + +    
(3.27) 

where 2 2p aπ= + . If we let iσ ω=  with ω being the frequency of oscillations, we obtain R as 1 2R R i R= + . Both 1R
and 2R  are computed by means of the MATHEMATICA software mathematical package. 

4. RESULTS AND DISCUSSION
The study is concerned with porous medium ferroconvection in a viscoelastic magnetic fluid with non-classical 

heat conduction. We have obtained the conditions for both stationary and oscillatory convection using linear theory, 
which is based on the normal mode technique. The thermal Rayleigh number R, characterising the stability of the 
system, is obtained as a function of the different parameters of the study. The eigenvalue expression and the associated 
critical numbers are determined by using MATHEMATICA software. As we can observe from the expression (3.23) 
stationary Rayleigh is independent of the viscoelastic parameters as obtained by Soya Mathew and 
Maruthamanikandan [22]. Also, if the Cattaneo number is taken below the threshold value, then only stationary 
convection occurs [23]. Hence, for stationary convection, viscoelastic fluid behaves same as Newtonian fluid. Rayleigh 
number for oscillatory mode is obtained as a function of Prandtl number, Cattaneo number, magnetic, viscoelastic and 
porous parameters.  

In Fig. 2 critical Rayleigh number cR  is expressed as a function of magnetic Rayleigh number N  by keeping all
other parameters as constant by fixing their values as 1

1 21.5, 0.3, Pr 10, 5,F F Da−= = = = 33, 0.06 and 3G MΛ = = = . As 
N increases, cR  decreases and hence the system is destabilized. We observe that oscillatory convection is preferred to 
stationary convection as osc

cR is less than st
cR and hence the principle of exchange of instabilities is not valid. In Fig. 3 

critical Rayleigh number cR  is expressed as a function of the magnetic Rayleigh number N  by varying 1F  and keeping 

all other parameters as constant by fixing their values as 2 0.3,F = Pr 10,= 1 5,Da− = 33, 0.06 and 3.G MΛ = = = We

notice that, as 1F  increases, the osc
cR value decreases which indicates that the stress relaxation parameter 1F  hastens the 

oscillatory ferroconvection. In Fig. 4 critical Rayleigh number cR  is expressed as a function of the magnetic Rayleigh 
number N  by varying 2F  and keeping all other parameters as constant by fixing their values as 1 1.5,F = Pr 10,=

1 5,Da− = 33, 0.06 and 3.G MΛ = = =  As there is an increase in the values of 2F , we notice that there is an increase in 
osc
cR  which indicates that the strain retardation parameter 2F  slows down the onset of oscillatory ferroconvection. 
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Figure 2. Plot of cR versus N  with 
1

1 2 31.5, 0.3, Pr 10, 5, 3, 0.06 and 3.F F Da G M−= = = = Λ = = =  
Figure 3. Plot of osc

cR  versus N with variation in 1F  with 
1

2 30.3, Pr 10, 5, 3, 0.06 3 and 500.F Da G M Ta−= = = Λ = = = =  

In Fig. 5 critical Rayleigh number cR  is expressed as a function of N by varying G and keeping all other parameters 
as constant by fixing their values as 1 1.5,F = 1

32 0.3, Pr 10, 5, 3 and 3.F Da M−= = = Λ = =  As G increases, there is a 

decrease in osc
cR . As discussed by Straughan [24], the above threshold value of Cattaneo number G associated with 

oscillatory convection comes into picture. It destabilizes the system. In Fig. 6 critical Rayleigh number cR is expressed 
as a function of the magnetic Rayleigh number N  by varying Pr and keeping all other parameters as constant by fixing 
their values as 1 1.5,F = 1

32 0.3, 5, 3, 0.06 and 3.F Da G M−= = Λ = = =  As there is an increase in the values of Pr, we 

notice there is a decrease in osc
cR  due to the above threshold value of G and hence the system is destabilized. This is due 

to the hyperbolic nature instead of the parabolic one of the temperature equation. 

  

Figure 4. Plot of osc
cR  versus N  with variation in 2F  with 

1
1 31.5, Pr 10, 5, 3, 0.06 and 3.F Da G M−= = = Λ= = =  

Figure 5. Plot of osc
cR  versus N  with variation in G  with 

1
1 2 31.5, 0.3, Pr 10, 5, 3 and 3.F F Da M−= = = = Λ= =  

 
In Fig. 7 critical Rayleigh number osc

cR is expressed as a function of magnetic Rayleigh number N  by varying Pr  
and keeping all other parameters as constant by fixing their values as 1 1.5,F =

1
32 0.3, 5, 3, 0 and 3.F Da G M−= = Λ = = =  We notice that osc

cR  increases as Pr increases and hence system is 
stabilized. This is due to the absence of Cattaneo number. 

From Figures 6 and 7, we witness the dual nature of the Prandtl number Pr  depending on the Cattaneo number G. 
If the Cattaneo number G is above the threshold value, then on increasing Pr  there is a decrease in osc

cR as noticed in the 
work of Nagouda and Pranesh [25] and if the Cattaneo number G is below the threshold value, then on increasing Pr there 
is an increase in osc

cR as noticed in the work of Swamy et al. [18]. 
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Figure 6. Plot of osc
cR  versus N with variation in Pr  with

1
1 2 31.5, 0.3, 5, 3, 0.06 3.F F Da G and M−= = = Λ = = =  

Figure 7. Plot of osc
cR  versus N with variation in Pr  with

1
1 2 31.5, 0.3, 5, 3, 0 3.F F Da G and M−= = = Λ = = =  

Stationary vs Oscillatory Instability 

Table 1. Critical values of the Rayleigh number and wave number with 1
1 2 31.5, 0.3, Pr 10, 5, 3, 0.06 and 3.F F Da G M−= = = = Λ = = =

N Stationary Oscillatory
st
cR st

cα osc
cR osc

cα
0   1123.54  2.6486 154.486 3.05605 

20  1109.91  2.65782 139.604 3.13009 
40  1096.25  2.66701 124.546 3.20226 
60   1082.56  2.67618 109.324 3.27246 
80  1068.84  2.68533 93.9499 3.34063 
100  1055.09  2.69446 78.4344 3.40676 

Table 2. Critical values of the wave number varying with 1F  by fixing 1
2 30.3, Pr 10, 5, 3, 0.06 and 3.F Da G M−= = = Λ = = =

N
1 1F =  1 1.5F =  1 2F =

cα cα cα

0 3.06861 3.05605 3.04212 
20 3.11749 3.13009 3.14058 
40 3.16559 3.20226 3.23566 
60 3.21286 3.27246 3.32715 
80 3.25927 3.34063 3.41501 

100 3.30481 3.40676 3.49928 

Table 3. Critical values of the wave number varying with 2F  by fixing 1
1 31.5, Pr 10, 5, 3, 0.06 and 3.F Da G M−= = = Λ = = =  

N
2 0.1F =  2 0.3F =  2 0.5F =

cα cα cα

0 3.4042 3.05605 2.99105
10 3.52012 3.09329 3.01222
20 3.63083 3.13009 3.03327
30 3.73634 3.16642 3.05418
40 3.83684 3.20226 3.07495
50 3.93259 3.23761 3.09558
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Table 4. Critical values of the wave number varying with G by fixing 1
1 2 31.5, 0.3, Pr 10, 5, 3 and 3.F F Da M−= = = = Λ= =  

N  
0.05G =  0.06G =  0.07G =  

cα  cα  cα  
0 2.98828 3.05605 3.10812 

20 3.05035 3.13009 3.19439 
40 3.11118 3.20226 3.27804 
60 3.17068 3.27246 3.35892 
80 3.2288 3.34063 3.437 
100 3.28551 3.40676 3.5123 

 

Table 5.  Critical values of the wave number varying with Pr  by fixing 1
1 2 31.5, 0.3, 5, 3, 0.06 and 3.F F Da G M−= = = Λ= = =  

N  
Pr 5=  Pr 10=  Pr 15=  

cα  cα  cα  

0 3.01748 3.05605 3.06942 
20 3.08869 3.13009 3.14436 
40 3.15822 3.20226 3.21737 
60 3.22595 3.27246 3.28835 
80 3.29182 3.34063 3.35723 
100 3.35581 3.40676 3.42402 

 
G = 0 (In the absence of Second Sound) 

Table 6. Critical values of the wave number varying with Pr  by fixing 1
1 2 31.5, 0.3, 5, 3, 0 and 3.F F Da G M−= = = Λ= = =  

N  
Pr 5=  Pr 10=  Pr 15=  

cα  cα  cα  
0 2.38141 2.38512 2.38669 

20 2.39726 2.40086 2.40238 
40 2.41302 2.41651 2.418 

60 2.42869 2.43208 2.43352 
80 2.44427 2.44756 2.44895 
100 2.45975 2.46293 2.46428 

In Fig. 8 critical Rayleigh number osc
cR  is expressed as a function of N  by varying Pr and keeping all other 

parameters as constant by fixing their values as 1 0,F = 1
32 0, 5, 3, 0.06 and 3F Da G M−= = Λ = = = , i.e., in the absence 

of viscoelastic parameters. In this case also there is a decrease in osc
cR  as we increase Pr which again clearly suggests 

that the dual nature of Pr  is only due to the presence of the Cattaneo number.  

 

Figure 8. Plot of osc
cR  versus N with variation in Pr  with  1

1 2 30, 0, 5, 3, 0.06 and 3.F F Da G M−= = = Λ = = =  
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For Newtonian ferromagnetic fluid ( )1 2. ., 0 and 0i e F F= =
Table 7. Critical values of the wave number cα  varying with Pr  by fixing 1

1 2 30, 0, 5, 3, 0.06 and 3.F F Da G M−= = = Λ = = =  

N
Pr 5=  Pr 10= Pr 15=  

cα cα cα
0 3.30324 3.28459 3.27851 

20 3.31363 3.29529 3.28931 
40 3.324 3.30595 3.30008 
60 3.33432 3.31658 3.3108 
80 3.3446 3.32716 3.32148 

100 3.35485 3.3377 3.33212 

Table 8. Critical values of the wave number varying with 1Da−  by fixing 1 2 31.5, 0.3, Pr 10, 3, 0.06 and 3.F F G M= = = Λ = = =  

N
1 0Da− = 1 5Da− = 1 10Da− =  

cα cα cα
0 2.94266 3.05605 3.15784 

20 3.02243 3.13009 3.22714 
40 3.10014 3.20226 3.29475 
60 3.17561 3.27246 3.36059 
80 3.24874 3.34063 3.42464 

100 3.31951 3.40676 3.48689 

In Fig. 9 critical Rayleigh number osc
cR is expressed as a function of magnetic Rayleigh number N  by varying

1Da−  and keeping all other parameters as constant by fixing their values as 1 1.5,F =

32 0.3, Pr 10, 3, 0.06 and 3.F G M= = Λ = = =  Oscillatory ferroconvection is delayed because as 1Da−  is increased, there 

is an increase in the values of osc
cR . The reason for this is the increase in 1Da−  will decrease the porous medium

permeability and hence the convective instability is impeded. 

Figure 9. Plot of osc
cR  versus N with variation in 1Da−  with 1 2 31.5, 0.3, Pr 10, 3, 0.06 and 3.F F G M= = = Λ= = =  

In Fig. 10 critical Rayleigh number osc
cR is expressed as a function of the magnetic Rayleigh number N  by varying

the Brinkman number Λ  and keeping all other parameters as constant by fixing their values as 1 1.5,F =
1

32 0.3, Pr 10, 3, 0.06 and 3.F Da G M−= = = = =  As the Brinkman number Λ  increases, osc
cR also increases and

therefore oscillatory ferroconvection is delayed. As the Brinkman model accounts for an effective viscosity 
fμ which is 

different from fluid viscosity fμ and the ratio is assigned as the Brinkman number Λ . Hence viscous effect increases on 

increasing Λ  and hence ferroconvective instability is hampered due to the presence of porous media.  
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Table 9. Critical values of the wave number varying with Λ  by fixing 1
1 2 31.5, 0.3, Pr 10, 5, 0.06 and 3.F F Da G M−= = = = = =  

N  
1Λ =  3Λ =  5Λ =  

cα  cα  cα  
0 3.16486 3.05605 3.02786 

10 3.25535 3.09329 3.05126 
20 3.3429 3.13009 3.07448 
30 3.42738 3.16642 3.09754 
40 3.50877 3.20226 3.12041 
50 3.58714 3.23761 3.14309 

 
Table 10.  Critical values of the wave number varying with 3M  by fixing 1

1 21.5, 0.3, Pr 10, 5, 3 and 0.06.F F Da G−= = = = Λ = =  

N  3 1M =  3 3M =  3 5M =  

cα  cα  cα  
0 3.05605 3.05605 3.05605 

20 3.15476 3.13009 3.11124 
40 3.256 3.20226 3.16482 
60 3.35878 3.27246 3.21682 
80 3.46216 3.34063 3.26729 

100 3.56526 3.40676 3.3163 
 

  

Figure 10. Plot of osc
cR  versus N with variation in Λ  with 

1
1 2 31.5, 0.3, Pr 10, 5, 0.06 and 3.F F Da G M−= = = = = =  

Figure 11. Plot of osc
cR  versus N with variation in 3M  with 

1
1 21.5, 0.3, Pr 10, 5, 3 and 0.06.F F Da G−= = = = Λ= =  

In Fig. 11 critical Rayleigh number osc
cR is expressed as a function of the magnetic Rayleigh number N  by varying 

3M  and keeping all other parameters as constant by fixing their values as 1 1.5,F =
1

2 0.3, Pr 10, 5, 3 and 0.06.F Da G−= = = Λ = =  The linearity departure of magnetic equation is addressed by the 

parameter 3M . We notice from Fig. 11 that as 3M  increases, the osc
cR  monotonically decreases which implies that 

magnetic equation of state grows more and more to nonlinear state due to which ferroconvection is hastened.   
From Figs. 12 through 17, one can observe that when all the respective parameters increase, 2

cω  also increases, 
whereas from Figs. 18 through 20, as all relevant parameters increase, 2

cω  also decreases. Hence, we can conclude that 
from Figs. 12 through 20 that the frequency cω  of oscillatory ferroconvective instability is sensitive to all the parameters 
of the study. On the other hand, wave number depicts the size and shape of the convection cell. From Tables 2 through 
10, it follows that convection cell size is also sensitive to the all the parameters of the study at hand. Indeed, the convection 
cell size is enlarged with an increase in 32 , andF MΛ  and the opposite is found to be true with respect to an increase in 
the rest of the parameters. 



307
Oscillatory Porous Medium Ferroconvection in a Viscoelastic Magnetic Fluid...     EEJP. 2 (2023)

Figure 12. Plot of 2
cω  versus N with variation in 1F  with

1
2 30.3, Pr 10, 5, 3, 0.06 3.F Da G and M−= = = Λ = = =

Figure 13. Plot of 2
cω  versus N  with variation in Pr  with 

1
1 2 31.5, 0.3, 5, 3, 0.06 3.F F Da G and M−= = = Λ = = =  

Figure 14. Plot of 2
cω  versus N with variation in 1Da−  with 

1 2 31.5, 0.3, Pr 10, 3, 0.06 and 3.F F G M= = = Λ= = =  
Figure 15. Plot of 2

cω  versus N with variation in Λ with 
1

1 2 31.5, 0.3, Pr 10, 5, 0.06 and 3.F F Da G M−= = = = = =  

Figure 16.  Plot of 2
cω  versus N with variation in Pr  with 

1
1 2 31.5, 0.3, 5, 3, 0 and 3.F F Da G M−= = = Λ= = =  

Figure 17. Plot of 2
cω  versus N with variation in Pr  with 

1
1 2 30, 0, 5, 3, 0.06 and 3.F F Da G M−= = = Λ= = =  
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Figure 18. Plot of 2
cω  versus N with variation in 2F with 

1
1 31.5, Pr 10, 5, 3, 0.06 and 3.F Da G M−= = = Λ= = =    

Figure 19. Plot of 2
cω  versus N with variation in G  with 

1
1 2 31.5, 0.3, Pr 10, 5, 3 and 3.F F Da M−= = = = Λ= =  

 

Figure 20. Plot of 2
cω  versus N with variation in 3M  with 1

1 21.5, 0.3, Pr 10, 5, 3 and 0.06.F F Da G−= = = = Λ = =  

It is worth mentioning that for Newtonian fluids only stationary convection is possible, but due to the presence of 
second sound, oscillatory instability is preferred to stationary stability as pointed out by Straughan [24]. 
 

CONCLUSIONS 
1. The system is destabilized through the presence of magnetic forces caused by the magnetization of ferrofluids. 
2. Nonlinearity in magnetization is shown to destabilize the system. 
3. Viscoelastic relaxation and second sound are shown to destabilize the system. 
4. Viscoelastic retardation, inverse Darcy number and Brinkman number are shown to stabilize the system. 
5. Prandtl number destabilizes as well as stabilizes the system depending on the over and below threshold values of the 

Cattaneo number respectively. 
6. Critical wavenumber and frequency of oscillatory motions are calculated as functions of all the parameters of the 

problem. They are shown to be sensitive to all the parameters of the problem. 
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КОЛИВАЛЬНА ФЕРОКОНВЕКЦІЯ У ПОРИСТОМУ СЕРЕДОВИЩІ У В’ЯЗКОПРУЖНІЙ МАГНІТНІЙ РІДИНІ 
З НЕКЛАСИЧНОЮ ТЕПЛОПРОВІДНІСТЮ 

Насір Ахмедa, С. Марутаманіканданb, Б.Р. Нагасмітхаb 
aФакультет математики, Президентський коледж, Кемпапура, Хеббал, Бенгалуру 560024, Індія 

bФакультет математики, Інженерна школа, Президентський університет, Бенгалуру 560064, Індія 
Використано класичний аналіз стабільності для вивчення комбінованого впливу в’язкопружності та другого звуку на початок 
фероконвекції у пористому середовищі. Вважається, що рідина і тверда матриця знаходяться в локальній тепловій рівновазі. 
Враховуючи граничні умови, відповідні для аналітичного підходу, критичні значення, що стосуються як стаціонарної, так і 
коливальної нестабільності, отримані за допомогою аналізу нормального режиму. Помічено, що коливальний режим 
нестабільності є кращим перед стаціонарним режимом нестабільності. Показано, що фероконвекція коливального пористого 
середовища розвивається через магнітні сили, нелінійність намагніченості, релаксацію напружень за рахунок в’язкопружності 
та другий звук. З іншого боку, спостерігається, що наявність затримки деформації та пористого середовища затримує початок 
осцилюючої фероконвекції у пористому середовищі. Також окреслено подвійну природу числа Прандтля на число Релея по 
відношенню до числа Каттанео. Також обговорюється вплив різних параметрів на розмір конвекційної комірки та частоту 
коливань. Ця проблема може мати можливі наслідки для технологічних застосувань, у яких використовуються в’язкопружні 
магнітні рідини. 
Ключові слова: конвекція; рівняння Максвелла; рівняння Нав'є-Стокса для нестисливих в'язких рідин; пористі середовища; 
в'язкопружні рідини, фероконвекція 
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This research study explores the effects of adding MgO nanoparticles to a polymeric blend composed of 50% PVP and 50% CMC. The 
blend was prepared using MgO nanoparticles (0.2%, 4%, and 6%) and varying processing conditions. The structural, optical, and 
electrical properties of the resulting blend were analyzed to determine the impact of the added nanoparticles on the blend's properties. 
Results showed that the addition of nanoparticles significantly improved the structural, optical, and electrical properties of the 
polymeric blend. Specifically, the energy gap is 4.224 eV for (PVA: CMC) film and increased to 3.432 eV for (PVA: CMC-6% MgO), 
the light transmission and reflection properties were enhanced. Additionally, the conductivity of the blend was increased, making it 
suitable for various applications, including optoelectronics, sensors, and biomedical devices. Overall, this study demonstrates the 
potential of adding nanoparticles to polymeric blends to improve their properties and highlights the importance of optimizing 
processing conditions to achieve the desired properties for specific applications. 
Keywords: PVA; CMC; MgO Nanoparticles; FTIR; SEM; Optical and electrical properties 
PACS: 71.20.Tx 

INTRODUCTION 
Polyvinylpyrrolidone is a water-soluble polymer made from the monomer vinylpyrrolidone. PVP has a variety of 

applications due to its unique properties, including its ability to form stable complexes with many different 
compounds [1], In the context of polymers used in personal care products, PVP is often used as a binder, film-former, 
and viscosity enhancer in hair styling products such as gels and mousses. It can also be found in skincare products such 
as moisturizers, which help to improve the texture and spreadability of the product. In addition to its use in personal care 
products [2,3]. carboxymethyl cellulose is a water-soluble polymer derived from cellulose. CMC is widely used in a 
variety of industries, including food, pharmaceuticals, and personal care products. In the food industry, CMC is used as 
a thickener, stabilizer, and emulsifier [4]. It is commonly found in ice cream, baked goods, and sauces. In the 
pharmaceutical industry, CMC is used as a binder in tablet formulations, and it is also used as an ingredient in eye drops 
and other topical medications [5,6]. Blending polyvinylpyrrolidone (PVP) and carboxymethyl cellulose (CMC) polymers 
can result in a material with enhanced properties, such as improved solubility, stability, and film-forming ability. The 
addition of (MgO) to the blend can further enhance these properties. MgO is an inorganic compound that is commonly 
used as a pH regulator and as a source of magnesium ions in various applications [7]. When added to a PVP: CMC blend, 
MgO can act as a crosslinking agent, which improves the mechanical strength and water resistance of the resulting 
material. The resulting PVP:CMC: MgO blend can have a variety of applications, including as a thickener, binder, and 
film-forming agent in various industries such as food, pharmaceuticals, and personal care products. For example, it can 
be used as a thickener in toothpaste or as a binder in tablet formulations [8]. Overall, the addition of MgO to a PVP: CMC 
polymer blend can result in a material with improved properties, making it more versatile and useful in a variety of 
applications [9,10]. In this study, we Preparation of the blend will depend on the 50% ratio of PVP, 50% CMC, and 
adding nanoparticles to the polymeric matrix, 0,2%,4%, and 6% from MgO, The addition of nanoparticles can improve 
the Structural, Optical, and electrical properties. 

EXPERIMENTAL 
The solution casting method is a relatively simple and efficient way to prepare PVP: CMC composite films and the 

addition of MgO can further enhance the properties of the resulting films, Pure and doped with MgO, the PVP: CMC 
composite films can be prepared by the solution casting method. This method involves dissolving the PVP, and CMC, in 
a suitable solvent (water) at (60°C), to form a homogenous solution, and adding MgO at different weight ratios of 2, 4, 
and 6 wt%, The solution is then cast onto a flat surface and allowed to dry, resulting in a thin film. 

RESULTS AND DISCUSSIONS 
The infrared spectra of (PVP: CMC) can provide information about the chemical composition and structural features 

of the polymer blend. Here are some of the characteristic peaks that may be observed in Fig. (1) FTIR spectra of 
(PVP: CMC): 

† Cite as: W.H. Albanda, D.J. Fakralden, and N.A. Hassan, East Eur. J. Phys. 2, 310 (2023), https://doi.org/10.26565/2312-4334-2023-2-35

https://orcid.org/0000-0002-3214-395X
https://orcid.org/0000-0001-9712-7013
https://orcid.org/0009-0008-5813-6265
https://doi.org/10.26565/2312-4334-2023-2-35
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334
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A peak around 23500 cm-1, corresponds to the -CH stretching vibration of the CMC backbone. A peak around 
1650 cm-1, corresponds to the -COO- stretching vibration of the carboxyl group in CMC. A peak around 1420 cm-1, 
corresponds to the -CH bending vibration of the CMC backbone  [11,12]. PVP peaks: A peak around 3400 cm-1, which 
corresponds to the -NH stretching vibration of the amide group in PVP [13,14]. A peak around 2950 cm-1, corresponds to 
the -CH stretching vibration of the PVP backbone. A peak around 1550 cm-1, corresponds to the -C=O stretching vibration 
of the amide group in PVP [15]. In addition, the FTIR spectra of (PVP: CMC) may also show some overlapping peaks, 
such as the -OH stretching vibration of water molecules, which may be present as a result of the hygroscopic nature of 
CMC. It is important to note that the specific FTIR spectra of (PVP: CMC) may vary depending on the specific ratio and
blending method used. MgO nanoparticles peaks: A peak around 3700-3500 cm-1  corresponds to the -OH stretching
vibration of surface hydroxyl groups on the MgO nanoparticles [16]. A peak around 1600-1500 cm-1, corresponds to the
bending vibration of O-H on the surface of the MgO nanoparticles. A peak around 1400-1300 cm-1 [17,18], corresponds
to the symmetric stretching vibration of Mg-O bonds in the MgO nanoparticles. In addition, the FTIR spectra of CMC:
PVP doped with MgO nanoparticles may also show some overlapping peaks [19,20], such as the -OH stretching vibration
of water molecules and the -CH stretching vibration of the CMC and PVP backbones [21]. It is important to note that the
specific FTIR spectra of CMC: PVP doped with MgO nanoparticles may vary depending on the specific doping
concentration and preparation method used [22].
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Figure 1 . FTIR for PVP: CMC-MgO Nanocomposite 

Figure (2) reviews the field-emitting scanning electron microscopy (FE-SEM) images of the prepared films (PVP: 
CMC) before (a) and after reinforcement with MgO nanopowder in the ratio (b). It shows that the (PVP: CMC) film has
a rough surface. From a group of accumulated minutes stacked together

When MgO nanoparticles were added, the images showed that the reinforced polymeric films had irregular and 
rougher surfaces and high surface porosity compared to the films before cementation, and this is attributed to the hydrogen 
bonding resulting from the active carboxyl and hydroxyl Functional groups [23,24]. This irregular, rough, and high 
porosity of the surface enhances the adsorption Chemistry of the prepared overlapping films [25]. 

Figure 2. FE-SEM for PVP: CMC-MgO Nanocomposite 
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The addition of MgO nanoparticles to the (PVP: CMC) blend can have significant effects on both the transmittance 
and reflectance of the resulting material, The transmittance of (PVP: CMC) doped with MgO nanoparticles can be 
decreased in the visible and near-infrared regions,   The nanoparticles can scatter and absorb light more than the polymer 
blend, which can result in more light being reflected from the surface of the material [26,27], The effect of MgO 
nanoparticles on transmittance and reflectance can be dependent on the wavelength of light. Higher concentrations of 
nanoparticles can result in stronger scattering and absorption [28,29], which can result in more significant changes in 
transmittance (T%) and reflectance (R) as shown in Fig.(3). 
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Figure 3. T% and R for PVP: CMC-MgO Nanocomposite 

The energy gap of (PVP: CMC) doped with MgO nanoparticles can be decreased due to the additional electronic 
states introduced by the nanoparticles [30], The decrease in the energy gap can result in increased absorption in the 
UV-visible region, as shown in Fig. 4. The effect of MgO nanoparticles on the absorption coefficient and energy gap can 
also depend on the size of the nanoparticles. Smaller nanoparticles can introduce more additional electronic states and 
result in more significant changes in the energy gap [31], The surface properties of the MgO nanoparticles can also play 
a role in the effect on the absorption coefficient and energy gap, The presence of surface defects and impurities on the 
nanoparticles can introduce additional electronic states and result in changes in the optical properties of the resulting 
material [32]. As in the following equation [33] : 

 αhυ = A(hυ − E)୬ (1) 
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Figure 4. α and Eg for PVP: CMC-MgO Nanocomposite 

The extinction coefficient of PVP: CMC doped with MgO nanoparticles can be increased due to the additional 
absorption features introduced by the nanoparticles, MgO nanoparticles have a higher refractive index than PVP: CMC 
polymers, so the addition of the nanoparticles can increase the overall refractive index of the material, This can result in 
increased light bending and potential optical effects such as light confinement, as shown in Fig. (5). The refractive 
index (no) and the extinction coefficient (ko) can be calculated using the two following equations below [34,35]: 

 n୭ = ቂ(ଵାୖ)మ(ଵିୖ)మ − (kடଶ − 1)ቃభమ + (ଵାୖ)(ଵିୖ) (2) 

 k୭ = ସ (3) 
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Figure 5. no and ko for PVP: CMC-MgO Nanocomposite 

Electrical Characterizations 
Dielectric Constant (ɛ') 

The addition of MgO nanoparticles to (PVP: CMC) polymers can increase the dielectric constant of the material due 
to the presence of additional polarizability from the nanoparticles, The effect of MgO nanoparticles on the dielectric 
constant of (PVP: CMC) polymers can also depend on the size of the nanoparticles. Smaller nanoparticles can have a 
greater surface area and more electronic states, which can result in more significant changes in the dielectric constant 
[36], The dielectric constant of (PVP: CMC) doped with MgO nanoparticles can also depend on the frequency of the 
applied electric field [37],  The dielectric constant of (PVP: CMC) doped with MgO nanoparticles can also depend on the 
temperature of the material, At high temperatures, the polarizability of the material can change, resulting in a change in 
the dielectric constant [38], as shown in Fig.(6). 
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Figure 6. Dielectric Constant for PVP: CMC-MgO Nanocomposite 

Dissipation Factor (tanδ) 
The addition of MgO nanoparticles to PVP: CMC polymers can decrease the dissipation factor of the material due 

to the presence of additional polarizability from the nanoparticles, The dissipation factor can decrease with increasing 
concentration of the nanoparticles, as shown in Fig. 7. The effect of MgO nanoparticles on the dissipation factor of (PVP: 
CMC) polymers can also depend on the size of the nanoparticles. Smaller nanoparticles can have a greater surface area
and more electronic states, which can result in more significant changes in the dissipation factor [39], The dissipation
factor of (PVP: CMC) doped with MgO nanoparticles can also depend on the frequency of the applied electric field. The
dissipation factor of (PVP: CMC) doped with MgO nanoparticles can also depend on the temperature of the material. At
high temperatures, the polarizability of the material can change, resulting in a change in the dissipation factor, the effect
of MgO nanoparticles on the dissipation factor of (PVP: CMC) polymers can depend on various factors such as
nanoparticle size, concentration, temperature, and frequency. The resulting electrical properties can have potential
applications in areas such as capacitors, sensors, and electronic devices [40].
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Figure 7. Dissipation Factor for PVP: CMC-MgO Nanocomposite. 

 
A.C. Electrical Conductivity (σa.c) 

The addition of MgO nanoparticles to (PVP: CMC) polymers can increase the electrical conductivity of the material 
due to the presence of additional free charge carriers, The effect of MgO nanoparticles on the electrical conductivity of 
(PVP: CMC) polymers can also depend on the size of the nanoparticles [41], The electrical conductivity of PVP: CMC 
doped with MgO nanoparticles can also depend on the frequency of the applied A.C. electric field. The conductivity can 
increase or decrease depending on the frequency range [42], as shown in Fig. (8) . 
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Figure 8. AC electrical conductivity for PVP: CMC-MgO Nanocomposite 

 
CONCLUSIONS 

The addition of MgO nanoparticles (0.2%, 4%, and 6%) to the 50% PVP, and 50% CMC can enhance the structural 
properties by improving the mechanical strength, thermal stability, and surface morphology by casting method. 
Additionally, the optical properties of the blend can be enhanced, leading to better light transmission and reflection 
properties. The energy gap is 4.224 eV for (PVA: CMC) film and when the MgO concentration at 6% is increased to 
3.432 eV. the electrical properties can be improved by increasing the conductivity of the (PVA/CMC) blend. Therefore, 
the use of nanoparticles in the preparation of polymeric blends has significant potential for improving their properties, 
making them suitable for various applications such as optoelectronics, sensors, and biomedical devices. Further studies 
can be carried out to optimize the concentration and size of the nanoparticles, as well as the processing conditions, to 
achieve the desired properties for specific applications. 
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ПОКРАЩЕННЯ ДЕЯКИХ ФІЗИЧНИХ ВЛАСТИВОСТЕЙ СУМІШІ (PVP:CMC) ШЛЯХОМ ДОДАВАННЯ MgO 

Відад Х. Альбандаa, Д.Дж. Факралденa, Н.А. Хасанb 
aНауковий відділ - Коледж базової освіти, Університет Мустансірія, Ірак 

bКафедра фізики, Науковий коледж, Університет Діяла, Ірак 
Досліджено вплив додавання наночастинок MgO до полімерної суміші, що складається з 50% PVP і 50% CMC. Суміш 
готували з використанням наночастинок MgO (0,2%, 4% і 6%) і різних умов обробки., Для визначення впливу доданих 
наночастинок були проаналізовані структурні, оптичні та електричні властивості отриманої суміші. Результати показали, що 
додавання наночастинок значно покращило структурні, оптичні та електричні властивості полімерної суміші. Зокрема, 
енергетичний зазор становить 4,224 еВ для плівки (PVA:CMC) і збільшено до 3,432 еВ для (PVA:CMC-6% MgO). Також були 
покращені властивості пропускання світла та відбивання. Крім того, провідність суміші була збільшена, що зробило її 
придатною для різних застосувань, включаючи оптоелектроніку, датчики та біомедичні пристрої. Загалом це дослідження 
демонструє потенціал додавання наночастинок до полімерних сумішей для покращення їхніх властивостей і підкреслює 
важливість оптимізації умов обробки для досягнення бажаних властивостей для конкретних застосувань. 
Ключові слова: PVA; CMC; наночастинки MgO; FTIR; SEM; оптичні та електричні властивості 
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The magnetic electron scattering form factor with glekpn, d3f7, ho models space for 51V , 59Co, 93Nb, and 115In nuclei
are discussed with and without core polarization effects (CP). The calculations are done with the help of NuShellX@MUS
code. The radial wave function for the single-particle matrix elements have been calculated with the SKyrme-Hartree
Fock (SKX), Wood–Saxon(WS), and harmonic oscillator (HO) potentials. valence model (Vm) used in these calculation
to calculate form factors with core-polarization effects. The results give a good agreement with available experimental
data.
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1. INTRODUCTION

A special method for examining the electromagnetic characteristics of nuclei and learning about their
charge and current distributions is electron scattering. Several reasons for using electrons as probes. The
electromagnetic force, the most well-known interaction and one that quantum electrodynamics (QED) fully
describes, is what first causes the electron to interact with the nucleus. Additionally, the interaction’s coupling
constant is not strong enough to materially alter the nuclear structure under investigation. Additionally, one
may operate in first order perturbation inside the one-photon exchange approximation due to the interaction’s
weakness. Second, unlike with actual photons, the energy transfer and momentum transfer may be changed
separately, allowing for the mapping of the densities’ Fourier transform. Past research on electron scattering
in the elastic, inelastic, and quasi-elastic regimes has produced the most precise measurements of charge radii,
transition probabilities, momentum distributions, and spectroscopic parameters [1].

The nuclear shell model has shown to be a highly useful tool for studying nuclear structure because it can
accurately and systematically account for many observable by choosing the right residual effective interaction.
The creation of a nuclear shell model has advanced the understanding of nuclear structure. The shell model,
while fundamentally simple, describes a variety of nuclear phenomena, including spin, magnetic moment, and
nuclear spectra [2].

One of these models, the shell model with a constrained model space (MS), when effective charges are
utilized, is successful in characterizing the static characteristics of nuclei. The core orbits are deformed in a
manner that is compatible with the quadrupling of the valance orbits [3].

The aim of this study is to investigate electron scattering form factors that constitute the inelastic transverse
electron scattering of 51V , 59Co, 93Nb and 115In. In these calculations, the nucleation model in the fp-shell
and g-shell regions. The coincidence model calculations will be performed using the interaction of w0, ho and
glekpn (constraint) effective for the fp and gf model space. The shell model calculation will be performed
using NushellX@MSU [4]. The Valence + core polarization (Vm+CP) and valence models (Vm) only uses the
appropriate efficiencies for the neutron and proton inelastic form factors were calculated. Our theoretical results
will be compared with previously collected experimental data. Electron scattering form factors of some nuclei
have been studied by Jassim and et. al. [5]. Li, Xin and et.al. have been mode comparative studies on nuclear
elastic magnetic form factors between the relativistic and non-relativistic mean-field approaches [6].

2. THEORY

The formalism of electron scattering from deformed nuclei that we follow in this work. All nuclear infor-
mation is included in the longitudinal form factor FL(q), which represents scattering from the nuclear charge
density, and the transverse form factor FT (q), which represents scattering from the nuclear current density
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structural details [7]. The differential cross-section for electron scattering from a nucleus with mass (M) and
charge (Ze) into angle (d) in PWBA ( plane-wave Born approximation) is given by [8]:

dσ

dΩ
=

(
dσ

dΩ

)
Mott

frec
∑
J

|FJ(q, θ)|2, (1)

where the cross-section of the Mott is represented by
(
dσ
dΩ

)
Mott

. The scattering of a relativistic electron from a
spin-free point charge at high energy is given by [9]:(

dσ

dΩ

)
Mott

=

(
Ze2 cos

(
θ
2

)
2Eihc sin

2
(
θ
2

))2

. (2)

It is known as the nuclear recoil factor:

frec =

(
1 +

2Ei

M
sin2

(
θ

2

))−1

(3)

The total form factor FJ(q, θ) of a certain multi-polarity is described as having a transverse part FT
J (q) and a

Longitudinal (Coulomb) part FL
J (q) and is defined as [10]:

F 2
J (q, θ) =

(
qu
q

)4 ∣∣FL
J (q)

∣∣2 + [ q2u
2q2

+ tan2
(
θ

2

)] ∣∣FT
J (q)

∣∣2 , (4)

where qu stands for the four momentum transfer, q stands for momentum transfer and θ stands for the scattering
angle. It is possible to express the effective momentum transfer by qeff can be written as [11]:

qeff = q

[
1 +

3

2

Ze2

EiRc

]
, (5)

where Rc =
√

5
3 rrms.

Parity and time reversal invariance indicate that only the even and odd transverse magnetic multipoles
contribute to elastic scattering. Then, in PWBA, only odd magnetic multipoles will remain after θ = 180.

|FT (q)|2 =
∑

λ=odd

∣∣FMλ
∣∣2 (6)

The definition of the magnetic multi pole operators is

T̂Mλ
µ (q) =iλ

∫
drjλ(qr)Y

µ
λλ(Ωr).Ĵ(r), (7)

where the operator for current density is Ĵ(r). The convection and magnetization components of the currents

Ĵ in the transverse form factors result from the motion and intrinsic magnetic moments of the nucleons, respec-
tively. We adjust for the center of mass (c.m.) and finite nucleon sizes when calculating the overall form factors.
The common factor produced from the harmonic-oscillator approximation is used for the c.m. correction.

Fc.m(q) = exp(q2b2/4A), (8)

where A is the mass number of the nucleus and b is the harmonic oscillator size parameter [1].
With isospin, the form factor adopts the form

F 2
J (q) =

4π

Z2(2Ji + 1)

∑
T=0,1

(−1)Tf−Ti

∣∣∣∣ Tf T Ti

−TZ 0 TZ

∣∣∣∣ ,
|⟨JfTf |∥L̂JT (q)|∥Ji⟩|2 |Fc.m(q)|2 |Ff.s(q)|2.

(9)

Where Ff.s(q) is the finite size correction given by

Ff.s(q) = exp (−0.43q2/4). (10)

Where TZ = Z−N
2 and T given by:

|Ti − Tf | ≤ T ≤ Ti − Tf , (11)

see [12].
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3. RESULT AND DISCUSSION

The nuclei under examination have 11 and 19 particles outside the core 40Ca for 51V and 59CO, and 37,59
particles outside the core 56Ni (with restriction usade) for 93Nb and 115In respectively. Calculations using
Valence model with and without core-polarization effects. NuShellX@MUS was used for all calculations with
the SKx, WS, HO potential.

3.1. Magnetic form factor for 51V

The transverse form factor calculations have been performed in the d3f7 model space with the shell-model
code NUSHELLX X@MUS since we are interested in the negative-parity states of 51V for the valance particles
states outside the core 40Ca, The Vm(a) and the Vm with CP model (b) are compared in the (Figure 1) as the
total magnetic form factor which symbolizes the sum.

Figure 1. The transverse magnetic form factor for 51V (Jπ = 7
2

−
). The experiment’s findings are based on

Ref [12], [13], [14].

The contribution of M1, M3, M5, and M7 for 51V (Jπ = 7
2

−
) is shown in red, blue, green, and yellow,

respectively. Effective interaction (W0). It was applied to the fp-shell model space wave function. In the first
peak between (0 ≤ q ≤ 1.5)fm−1, the dominant component is M1 where the maximum values are 10−3 and
(0.6)fm−1 for form factors and momentum transfer values respectively. At the second peak between (1.5 ≤
q ≤ 3)fm−1, the dominant component is M7 where the maximum values are 10−4 and (3)fm−1 for form
factors and momentum transfer values respectively ,There is no rapprochement between the experiment’s and
the theoretical data for the final peak.

Figure (2) compares the total magnetic form factor between the Valence model(Vm)shown in red line and
the Valence model with core polarization (Vm+Cp) shown in blue line It is clear from the peaks in the figure
that the core effect is very small, because the form factor in our work is transverse.

Figure 2. Demonstrates compare between Vm and Vm+CP models for 51V (Jπ = 7
2

−
).
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3.2. Magnetic form factor 59Co

The transverse form factor calculations have been performed in the model space (ho) since we are interested
in the negative-parity states of 59Co for the valance particles states outside the core 40Ca, The Vm(a) and the
Vm with CP model (b) are compared as the total magnetic form factor, which symbolizes the sum. The

contribution of M1, M3, M5, and M7 for 59Co (Jπ = 7
2

−
) is shown in red, blue, green, and yellow, respectively.

Effective interaction (ho). It was applied to the fp-shell model space wave function. In the first peak between
(0 ≤ q ≤ 1.3)fm−1, the dominant component is M1 where the maximum values are 10−3 and (0.7)fm−1 for
form factors and momentum transfer values respectively. At the second peak between (1.5 ≤ q ≤ 3.4)fm−1, the
dominant component is M7 where the maximum values is 10−4 and (2.3)fm−1 for form factors and momentum
transfer values respectively.

Figure 3. The transverse magnetic form factor for59CO (Jπ = 7
2

−
). The experiment’s findings are based on

Reference[12],[15][16].

Figure (4) compares the total magnetic form factor between the Valence model (Vm), shown in red line,
and the Valence model with core polarization (Vm+Cp), shown in blue line. It is clear from the peaks in the
figure that the core effect is very small, because the form factor in our work is transverse.

Figure 4. Demonstrates compare between Vm and Vm+CP models for 59CO(Jπ = 7
2

−
).

3.3. Magnetic form factor 93Nb

The transverse form factor calculations (Figure 5) have been performed in the (glekpn with restriction)
model space with the shell-model code NUSHELL X@MUS since we are interested in the positive-parity states
of 93Nb for the valance particles states (1g7/2) outside the core 56Ni, The Vm (a) and the Vm with CP model
(b) are compared as the total magnetic form factor, which symbolizes the sum. The contribution of M1, M3, M5,

and M7 for 93Nb (Jπ = 9
2

+
) is shown in red, blue, green, and yellow, respectively. Effective interaction glekpn.
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Figure 5. The transverse magnetic form factor for 93Nb(Jπ = 9
2

+
). The experiment’s findings are based on

Reference [12][17][15].

It was applied to the g-shell model space wave function. In the first peak between (0 ≤ q ≤ 1.1)fm−1, the
dominant component is M1 where the maximum values are 10−3 and (0.6)fm−1 for form factors and momentum
transfer values respectively. At the second peak between (1.4 ≤ q ≤ 3)fm−1, the dominant component is M3
where the maximum values are 10−3 and (1.7)fm−1 for form factors and momentum transfer values respectively.

Figure (6) compares the total magnetic form factor between the Valence model (Vm), shown in red line,
and the Valence model with core polarization (Vm+Cp), shown in blue line. It is clear from the peaks in the
figure that the core effect is very small, because the form factor in our work is transverse.

Figure 6. Demonstrates compare between Vm and Vm+CP models for 93Nb(Jπ = 9
2

+
).

3.5. Magnetic form factors of 115In

The transverse form factor calculations Figure (7) have been performed in the (glekpn whit restriction)
model space since we are interested in the positive-parity states of 115In for the valance particles states (1g7/2)
outside the core 56Ni. The Vm (a) and the Vm with CP model (b) are compared as the total magnetic form

factor, which symbolizes the sum. The contribution of M1, M3, M5, and M7 for 115In (Jπ = 9
2

+
) is shown

in red, blue, green, and yellow, respectively. Effective interaction glekpn. It was applied to the g-shell model
space wave function. In the first peak between (0 ≤ q ≤ 1)fm−1, the dominant component is M1 where the
maximum values are 10−3 and 0.5fm−1 for form factors and momentum transfer values respectively. At the
second peak between (1.6 ≤ q ≤ 2.8)fm−1, the dominant component is M9 where the maximum values is 10−4

and (1.9)fm−1 for form factors and momentum transfer values respectively.
Figure (8) compares the total magnetic form factor between the Valence model (Vm), shown in red line,

and the Valence model with core polarization (Vm+Cp), shown in blue line. It is clear from the peaks in the
figure that the core effect is very small, because the form factor in our work is transverse.
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Figure 7. The transverse magnetic form factor for 115In(Jπ = 9
2

+
). The experiment’s findings are based on

Reference [12].

3.4.

Figure 8. Demonstrates compare between Vm and Vm+CP models for 115In(Jπ = 9
2

+
).

4. CONCLUSIONS

We calculated The magnetic form factors for electron scattering from deformed nuclei (odd-A) in this work.
The Vm and Vm with CP Models With W0,ho and glekpn as effect interaction and Skx&wsn&ho as potential
describe transversal form factors of 51V, 59Co and 93Nb,115In well with experimental data.
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Collective models based on the random phase approximation (RPA) are widely used to accurately depict collective modes of response. 
They can quickly calculate the strength function for the entire nuclear mass range. The quasi-particle random phase approximation 
(QRPA), which considers the pairing effect, is an enhanced RPA model. It is anticipated that this effect will be significant for open-
shell nuclei. In this work, the self-consistent Skyrme Hartree-Fock-Bardeen, Cooper, and Schrieffer (HF-BCS) and QRPA models have 
been used to study the isoscalar giant octupole resonance (ISGOR) in the 116Cd isotope. Ten Skyrme-type parameters are utilized in 
the computations since they may be identified by different values of the incompressibility modulus KMN in nuclear matter. The 
calculated strength distributions and centroid energy are compared with available experimental data. We saw that the strength 
distributions varied depending on the type of Skyrme-interaction, and we also observed a definite impact of the KNM values on the 
centroid energy. 
Keywords: Collective models; Isoscalar Giant Octupole Resonance (ISGOR); Skyrme force; Quasiparticle Random Phase 
Approximation (QRPA); Hartree-Fock (HF); Bardeen Cooper and Schrieffer (BCS) 
PACS: 21.00.00; 21.60.Ev; 21.60.−n; 21.10.Pc; 21.10.Ky. 

1. INTRODUCTION
The Bardeen, Cooper, and Schrieffer (BCS) theory [1] provides both the quasi-particle energies and the occupation 

probabilities of the single particle levels to describe the ground state characteristics of even-even open shell nuclei. This 
method depends on a set of input single particle states. For each single particle state, the model gives partial occupation 
probabilities from using a pairing nucleon-nucleon interaction. The pairing effects on different ground state observables 
are determined using these probabilities. The description of the excited states must go farther because the HF+BCS cannot 
account for collective effects. The Random Phase Approximation (RPA) theory is frequently extended by the quasi-
particle RPA (QRPA) [2,3], which was created to handle pairing and partial occupation probability of the single particle 
levels. 

Giant resonances (GR) [4,5] serve as an example of the collective modes in atomic nuclei that occur at excitation 
energies between 10 and 30 MeV. These collective modes are related to the nucleons' collective motion inside the nucleus 
and are divided into different modes [6] based on their multipolarity L, spin S, and isospin T quantum numbers. According 
to theory, GR is influenced by the response's nucleon participation rate and transition amplitudes. 

The E3 response is split into two branches, the 1ħω component has been referred to as the low energy octupole 
resonance, which is firstly observe by Moss et al. in 1976 utilizing inelastic scattering of alpha particles, while the higher 
(3ħω) component is referred to as the high energy octupole resonance [7]. 

The isotope 116Cd is one of the most promising 2β nuclei thanks to the favorable theoretical estimations of the decay 
probability [8,9], large energy release Q2β = 2813.50(13) keV [10], relatively high isotopic abundance δ = 7.49% [11] and 
a possibility of isotopic enrichment in a large amount. 

In this work, the isoscalar giant octupole resonance (ISGOR) of isotope 116Cd was investigated within the 
framework of a self-consistent Hartree-Fock (HF)- Bardeen, Cooper, and Schrieffer (BCS) based on Quasi particle 
Random Phase Approximation (QPRPA) with 10 different sets of Skyrme effective nucleon-nucleon force: SkP [12], 
eMSL09 [13], MSL0 [14], T44 [15], BSK20 [16], Ska [17], SV [18], QMC2 [19], SII [20] and SGOI [17] of different 
incompressibility modulus [21] in nuclear matter KNM = 200.97, 229.6, 230.00, 230.01, 241.39, 263.16., 305.70, 
330.10, 341.40, and 361.59 MeV, respectively. Having a large number of Skyrme-force parameterisations requires a 
continuous search for the best  for describing the experimental data. In order to establish the best sets of Skyrme-force 
parameterizations for defining the experimental data, the strength function and centroid energy of the isoscalar ISGOR 
(J; T = 3-; 0) were compared with the available experimental data. It was also studied how the computed centroid 
energy changes with values of KNM. 

2. DESCRIPTION OF CALCULATIONS
The occupation probabilities of the single particle levels and the quasi-particle energies are provided by the Bardeen, 

Cooper, and Schrieffer (BCS) theory to describe the ground state characteristics of even-even open shell nuclei. When 
the standard BCS equations, which under spherical symmetry provide particle number n and gap equation 𝛥, are coupled 
with the Hartree-Fock HF equations, the total HF-BCS energy can be determined. 
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It is necessary to go beyond the HF+BCS, which is unable to account for collective effects, in order to describe the 
excited states. As a result, the Random Phase Approximation (RPA) theory has been extended to include quasi-particle 
RPA (QRPA), which is effective in describing collective states of open-shell nuclei [22,23]. Here is ൬ 𝐴,ௗ 𝐵,ௗ−𝐵,ௗ∗ −𝐴,ௗ∗ ൰ ൬𝑋ௗఔ𝑌ௗఔ ൰ = 𝐸௫ఔ ൬𝑋ఔ𝑌ఔ ൰ ሺ1ሻ (1)

with, 𝐴,ௗ = ଵඥଵାఋೌ್ඥଵାఋ ൣሺ𝐸 + 𝐸ሻ𝛿𝛿ௗ + ሺ𝑢𝑢𝑢𝑢ௗ + 𝑣𝑣𝑣𝑣ௗሻ𝐺ௗ + ሺ𝑢𝑣𝑢𝑣ௗ +𝑣𝑢𝑣𝑢ௗሻ𝐹ௗ − ሺ−1ሻାିᇲሺ𝑢𝑣𝑣𝑢ௗ + 𝑣𝑢𝑢𝑣ௗሻ𝐹ௗ൧ (2)𝐵,ௗ = ଵඥଵାఋೌ್ඥଵାఋ ൣ−ሺ𝑢𝑢𝑣𝑣ௗ + 𝑣𝑣𝑢𝑢ௗሻ𝐺ௗ − ሺ−1ሻାିᇲሺ𝑢𝑣𝑢𝑣ௗ +𝑣𝑢𝑣𝑢ௗሻ𝐹ௗ + ሺ−1ሻೌା್ାାିିሖሺ𝑢𝑣𝑣𝑢ௗ + 𝑣𝑢𝑢𝑣ௗሻ𝐹ௗ൧, (3)

where, 𝐺ௗ = ∑ ⟨𝑗𝑚𝑗𝑚|𝐽𝑀⟩ೌ್ ⟨𝑗𝑚𝑗ௗ𝑚ௗ|𝐽ᇱ𝑀ᇱ⟩𝑉,ௗ  , (4)𝐹 = ∑ ⟨𝑗𝑚𝑗𝑚|𝐽𝑀⟩ೌ್ ⟨𝑗𝑚𝑗ௗ𝑚ௗ|𝐽ᇱ𝑀ᇱ⟩𝑉,ௗ  . (5)

here 𝑉ఈఉఊఋ  and 𝑉ఈఉఊఋ  are the particle-particle and hole-hole matrix elements, respectively.
The QRPA states |𝑛⟩ with matching energy 𝐸 can be used to determine the strength or response function [24–26], 𝑆ሺ𝐸ሻ = ∑ หൻ0ห𝐹ห𝑛ൿหଶδ(𝐸 − 𝐸| (6)

The energy moments can be calculate using, m୩ = ∫ E୩S(EሻdE (7)
3. RESULTS AND DISCUSSION

In this work, the response in 116Cd isotope has been studied in the framework of self-consistent QRPA+HFBCS 
method with Skyrme-type interactions. It is noteworthy to mention that 240 Skyrme interactions that were previously 
published in the literature underwent analysis by a separate team [27,28] to determine their ability to describe 
experimental data on nuclear matter, nuclei's properties and observational data of neutron stars, such as the binding 
energies, radii, effective mass, incompressibility coefficient, symmetry energy density, and fission barriers. The following 
10 were chosen to be studied in this work: SkP [12], eMSL09 [13], MSL0 [14], T44 [15], BSK20 [16], Ska [17], SV [18], 
QMC2 [19], SII [20], and SGOI [17] of various incompressibility moduli in nuclear matter, with KMN = 200.97, 229.6, 
230.00, 230.01, 241.39, 263.16., 305.70, 330.10, 341.40, and 361.59 MeV, respectively. 

The E3 resonance is divided into low and high energy octupole resonance, as was indicated in the introduction 
section. The low energy octupole resonance includes 25% of the energy-weighted sum rules for electric E3 and the high 
energy octupole resonance contains 75% of the energy-weighted sum rules, according to the Harmonic Oscillator Shell 
Model's explanation of the Giant Resonances. When these modes are connected with the octupole residual reaction, a low 
energy octupole resonance with around 35% of the energy-weighted sum rules and a high energy octupole resonance with 
65% of the energy-weighted sum rules are generated [29]. 

Our calculated fraction energy-weighted sum rules (EWSR/MeV) for ISGOR in 116Cd are displayed in Fig. 1. The 
low energy octupole resonance strength is obtained in the energy range from 5 and 15 MeV, and the high energy octupole 
resonance strength is located between 15 and 35 MeV. Our results were compared with available experimental data using 
two Lorenzian smearing widths of 3 and 5 MeV. The calculations utilizing emSL09 and QMC2 Skyrme interactions 
with 𝜞= 5 MeV was the best in describing the practical results experimental data, as shown in Fig. 1.  

Most of interactions work best and agree with data concerning centroid energy (m1/m0), widths and profiles of strength. 
The form of the calculated strength distribution for 116Cd are in good agreement with the experimental, but the calculated 
strength distribution peaks were 1-4 MeV higher than the experimental. In 116Cd, the form of the strength distribution is like 
Gaussian distribution in the low excitation region but with a large tailing on the high energy extending to 40 MeV. 

It is not completely clear, from the experimental point of view, whether the constrained, centroid or scaling energies 
are more suitable to be compared with the experimental data.  However, from what we have just concluded, it can be 
stated that the reasonable values of nuclear incompressibility that can be extracted from the present 116Cd data are either 
the one of SkP or emSL09, namely 200.97 or 229.6 MeV. 

The formula of the centroid energy Ecen = m1/m0 is measured in a particular energy band close to the resonance peak. 
Our theoretical calculations of m1/m0 (MeV) for ISGOR in 116Cd and experimental values [30] are listed in Table 1. 

The m1/m0 of the ISGOR as a function of the nuclear matter incompressibility coefficient KNM is presented in Table 1 
and depicted in Fig. 2. The calculated centroid energies of the most Skyrme interactions are near and below of the 
experimental value. We found that emSL09 interaction with KNM = 229.6 MeV agree with data. 
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Figure 1. Our calculated fraction energy-weighted sum rules (EWSR/MeV) for ISGOR in 116Cd with Lorentzian smearing widths of 
3 MeV (blue-dashed lines) and 5 MeV (red lines) were calculated using ten sets of the Skyrme force: SkP, eMSL09, MSL0, T44, 
BSK20, Ska, SV, QMC2, SII, and SGOI in comparison with the experimental data [30] (Black symbol).  

In ISGOR, a high KNM causes the peak to shift to a lower energy while a low KNM causes the peak to shift to a higher 
energy. For example, an SGOI interaction with a high KNM of 361.59 MeV causes the centroid energy to be 14.964 MeV 
and a low KNM of 200.97 MeV causes the centroid energy to be 16.800 MeV. The experimental value of 
m1/m0 = 18.28ା.ଶହି.ଽ MeV [30] for 116Cd as shown in Table 2. Fig. 3, shows the significant change in the strength 
distribution with changing values of KMN. 

Whereas we can clearly confirm from the present results that the value of the nuclear matter incompressibility does 
play a key role in dictating the location of the ISGOR centroid energy, it is also true that the pairing interaction lowers 
the energy of the ISGOR to some extent, typically few hundreds keV. This qualitative conclusion is the same that was 
first found in Ref. [31]. Thus, the pairing interaction cannot be neglected if one aims to reproduce not only the ISGOR 
centroid energies in Cd isotopes, but also, more generally, in other open-shell nuclei.  

For the low energy octupole resonance, the strength distributions are concentrated in a single peak around 10 MeV and 
for the high energy octupole resonance, the strength distributions are concentrated in a single peak around 25 MeV. However, 
the location of the peak found with each Skyrme interaction is slightly different. The SkP interaction predicts lowest peaks 
while the SGOI interaction gives peaks at the highest energies. As it is known from previous studies, the relative position of 
the peaks is governed by the nuclear matter incompressibility associated with each effective interaction. 
Table 1. Our calculated ISGOR centroid energies, constrained energies, and scaling energies in 116Cd based on ten Skyrme-type 
interaction are compared with the experimental data [30]. 

 KNM  
MeV 

Ecen=m1/m0  
MeV 

Econ
 =ඥmଵ/mିଵ 

MeV 
Es = ඥmଷ/mଵ 

MeV 
Exp.  𝟏𝟖.𝟐𝟖ା𝟎.𝟐𝟓ି𝟎.𝟎𝟗   
SkP 200.97 16.80 15.207 20.737 

eMSL09 229.60 18.25 16.627 21.535 
MSL0 230.00 15.63 13.590 21.816 
T44 230.01 15.61 13.544 22.740 

BSK20 241.39 15.99 15.165 18.165 
Ska 263.16 13.93 11.735 22.741 
SV 305.70 14.19 11.907 27.423 

QMC2 330.10 17.45 15.917 21.191 
SII 341.40 15.98 13.698 23.987 

SGOI 361.59 14.96 12.503 24.395 
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Figure 2. Our calculated ISGOR centroid energies (color symbols) as a function of KNM in 116Cd based on 10 Skyrme-type interaction 
in comparison with the experimental data [30] (shown as the regions between the dashed blue lines).  

Figure 3. Using 10 Skyrme-type interaction and 3 MeV wide Lorenzian smearing, we estimated the fraction energy-weighted sum 
rules (EWSR/MeV) for ISGOR in 116Cd and compared it to the experimental results [30].  

4. CONCLUSIONS
The strength function of ISGOR has been subjected to self-consistent QRPA based on HF-BCS calculations. The 

low energy octupole resonance strength is identified between 5 and 15 MeV, and the high energy octupole resonance 
strength is focused between 15 and 40 MeV. The low energy octupole resonance strength is discovered between 5 and 
15 MeV, while the high energy octupole resonance strength is concentrated between 15 and 40 MeV, putting the isoscalar 
E3 strength in the range of 5 to 40 MeV in 116Cd. By using emSL09 with KNM = 229.6 MeV. The centroid energy is 
pushed to a lower energy by high KNM, whereas a higher energy is reached by low KNM. For instance, the eMSL09 
interaction with low KNM = 229.60 MeV produces the energy equivalent to 18.25 MeV in 116Cd while the SGOI interaction 
with high KNM = 361.59 MeV does the same for 116Cd. 
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ІЗОСКАЛЯРНИЙ ГІГАНТСЬКИЙ ОКТУПОЛЬНИЙ РЕЗОНАНС ISGOR 116Cd З ВИКОРИСТАННЯМ 
САМОУЗГОДЖЕНОГО SKYRME QRPA 

Мар'ям А. Акбар, Алі Х. Такі 
Кафедра фізики, Науковий коледж, Кіркукський університет, Кіркук, Ірак 

Колективні моделі, засновані на апроксимації випадкової фази (RPA), широко використовуються для точного зображення 
колективних режимів реакції. Вони можуть швидко розрахувати функцію сили для всього діапазону ядерних мас. 
Квазічастинкове наближення випадкової фази (QRPA), яке враховує ефект спарювання, є розширеною моделлю RPA. 
Очікується, що цей ефект буде значним для ядер з відкритою оболонкою. У цій роботі використовуються самоузгоджені моделі 
Skyrme Hartree-Fock-Bardeen, Cooper, and Schrieffer (HF-BCS) і QRPA для дослідження ізоскалярного гігантського октупольного 
резонансу (ISGOR) в ізотопі 116Cd. У розрахунках використовуються десять параметрів типу Скірма, оскільки вони можуть бути 
ідентифіковані різними значеннями модуля нестисливості KMN в ядерній речовині. Розраховані розподіли міцності та енергія 
центроїда порівнюються з наявними експериментальними даними. Ми побачили, що розподіл сили змінювався залежно від типу 
взаємодії Скірма, і ми також спостерігали певний вплив значень KNM на енергію центроїда. 
Ключові слова: колективні моделі; ізоскалярний гігантський октупольний резонанс (ISGOR); сила Skyrme; квазічастинкове 
наближення випадкової фази (QRPA); Хартрі-Фок (HF); Бардін Купер і Шріффер (BCS) 



329
EAST EUROPEAN JOURNAL OF PHYSICS. 2. 329-334 (2023)

DOI:10.26565/2312-4334-2023-2-38 ISSN 2312-4334

© F.A. Saber, A.H. Taqi, 2023

HOLE-HOLE COLLECTIVE EXCITATIONS IN 106, 112, 130Sn ISOTOPES† 

Fahima A. Saber, Ali H. Taqi* 
Department of Physics, College of Science, Kirkuk University, Kirkuk, Iraq 

*Corresponding Author e-mail: alitaqi@uokirkuk.edu.iq
Received April 24, 2023; revised May 9, 2023; accepted May 10, 2023 

In this paper, energy-level schemes of neutron rich and reduced electric transition strengths of Tin isotopes 106Sn, 112Sn and 130Sn were 
studied using collective models, i.e., hole-hole Tamm-Dancoff Approximation (hh TDA) and hole-hole Random Phase Approximation 
(hh RPA). According to these models, the excited states of closed core A-2 systems with multipolarity J and isospin T can be described as 
a linear combination of hole-hole (hh) pairs. Therefore, in our approach, the low-lying states of the investigated isotopes 106Sn, 112Sn and 
130Sn are obtained by acting two-hole operators on a correlated core 108Sn, 114Sn and 132Sn, respectively. The Hamiltonian is diagonalized 
within the model space include {1g7/2, 2d5/2, 2d3/2, 3s1/2 and 1h11/2} orbits, using the matrix elements of neutron-neutron (N-N) interaction 
and modified surface delta interaction (MSDI). The hh TDA and hh RPA are checked by using the resultant eigenvalues and eigenvectors 
to calculate the excitation energies and reduced electric transition strengths. A comparison had been made between our theoretical 
predictions and the recent available experimental data. Reasonable agreements were obtained from these comparisons. 
Keywords: energy-level schemes; collective excitations; hh RPA; hh TDA 
PACS: 21.00.00; 21.60.Ev; 21.60.Cs; 21.60.−n; 21.10.Pc. 

1. INTRODUCTION
The study of the Sn isotopes is intriguing from a theoretical perspective because they provide a special testing ground for 

calculations of nuclear structure. In the literature, several theories have been proposed to explain the shell model calculations, 
for neutron-deficient Sn isotopes by Engeland et al. [1], Covello et al. [2] and Schubert et al. [3] taking 100Sn as core, for 
106,107,108,109Sn isotopes using CD-Bonn and Nijmegen1 interactions by E. Dikman [4], for exotic 134.136.138,140Sn isotopes with a 
realistic effective interaction [5], for even 102-108Sn and odd 103−107Sn isotopes using different interactions by T. Trivedi, et.al. [6], 
for 104,106,108Sn based on the CD-Bonn nucleon-nucleon interaction by Khalid S. Jassim [7], for even-even 100-108Sn isotopes by 
with the effective interactions Snet, SN100PN Delta interaction by Khalid H.H. Al-Attiah et.al. [8]. 

Fouad A. Majeed and Sarah M. calculated the energy levels, binding energy, and reduced transition probabilities B(E2;0+ →2+) 
for even-even 134, 136Sn, and 134, 136Te around doubly magic core 132Sn by using shell model code Nushellx@MSU for Windows and 
employing the effective interactions jj56pna, jj56pnb, kh5082, cw5082, jj56cdb, and khhe [9]. Fatema H. Obeed and Baneen S. Abed, 
used the surface delta and modified surface delta interactions by applying the nuclear shell model to calculate values of excitation 
energies for isotopes of equal mass number containing two nucleons outside the closed core 114Sn, these nuclei are; the isotope (Tin) 
116Sn contains two neutrons within the model space (3s1/2, 2d3/2, 1h11/2) and the other isotope is 116Te (Tellurium) contains two protons 
within the model space (1g7/2, 2d5/2, 3s1/2, 2d3/2, 1h11/2) [10]. A. K. Hasan et al., investigated on the energy levels and transition 
probabilities 𝐵 (𝐸2; ↓) and 𝐵 (𝑀1; ↓) for 21,23Na isotopes by using the (USDA and USDB) interactions in the (𝑠𝑑-shell) model 
space [11]. S. Akkoyun, investigated the nuclear structure properties of A=49 isobars, the double-magic 40Ca nucleus was considered 
an inert core, and fp model space was taken into account for the valance nucleons [12]. In 2022, Mustafa M. Jabbar and Fatema H. 
Obeed, used the surface delta and modified surface delta interactions by applying the nuclear shell model to calculate values of 
excitation energies for 92Nb and 92Mo [13]. 

One of the significant and practical models that became a widely accepted theoretical model in the nuclear physics 
structure is the nuclear shell model [14, 10]. According to the Pauli principle, we fill the shells in this model in order of 
increasing energy, resulting in an inert core of filled shells and a certain number of valence nucleons. The model then 
presupposes that the valence nucleons are primarily responsible for determining nuclear properties [16]. 

The excited states of A-2 nuclei can be characterized as a linear combination of hole-hole (hh) pairs, such an 
approximation named Tamm-Dancoff Approximation hh TDA [17, 18]. When the ground states and excited states are 
treated more symmetrically, i.e., both the ground state and the excited states may be characterized as linear combinations 
of hole-hole states, both the ground state and the excited states are treated equally in this scenario, such an approximation 
is referred as the hole-hole Random Phase Approximation hh RPA [19-21]. 

In this paper, hole-hole excitations of some 106, 112, 130Sn (Z=50) isotopes were investigated using PPRPA code 
version 1, 2015 [22] in the presence of MSDI and N-N interactions. Our approach assumes that the low-lying states of 
106Sn, 112Sn and 130Sn by acting two-hole operators on a correlated core 108Sn, 114Sn and 132Sn, respectively. A comparison 
had been made between our theoretical predictions and the recent available experimental data. 

2. THEORY
A TDA generalization is the RPA. Bohm and Pines first presented this approach for investigating the plasma 

oscillations of the electron gas [20]. By using annihilation operators on the ground state |𝐴‚0⟩ of the A-nucleon system, 
collective excited states of A-2 systems with multipolarity J and isospin T are produced [24], 
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 |𝐴 − 2‚𝜆‚ 𝐽𝑇⟩  = ൫∑ 𝑋ఒ‚்𝑎𝑎ஸ − ∑ 𝑌ఒ‚்𝑎𝑎ஸ ൯|𝐴‚0⟩ (1) 

where 𝑎 is annihilation operator, X and Y are amplitudes. indices 𝑖𝑗 and 𝑚𝑛 represent the quantum numbers of hole and 
particle stats, respectively. The compact matrix form of ℎℎ RPA equations has the following form [23, 24], 

 ൭𝐴ᇲᇲఒ‚் 𝐵ఒ‚்𝐵ற‚ఒ‚் 𝐶ᇲᇲఒ‚் ൱൭𝑋ఒ‚்𝑌ఒ‚்൱ = 𝐸௫ ቀ1 00 −1ቁ൭𝑋ఒ‚்𝑌ఒ‚்൱ (2) 

with 𝐴ᇲᇲఒ‚் = −൫𝜀 + 𝜀൯𝛿ᇲ𝛿ᇲ + 𝑉ᇲᇲ 𝐵ఒ‚் = −𝑉  
 𝐶ᇲᇲఒ‚் = ሺ𝜀 + 𝜀ሻ𝛿ᇲ𝛿ᇲ + 𝑉ᇲᇲ   (3) 

where 𝐸௫ is the excitation energy, 𝜀is single particle energy and 𝑉  is antisymmetrized two-body matrix elements. 
A, B and C are submatrices of dimensions 𝑛 × 𝑛‚ 𝑛 × 𝑛‚ 𝑛 × 𝑛, respectively. If the sub-matrices C and B are 
vanished, the RPA equations will be reduced to TDA equation. 

The antisymmetric matrix elements of the modified surface delta interaction (MSDI) used in this work has the 
form [25], 

𝑉‚ௗ் = ଵଶ 𝐴்ሺ−1ሻೌା್ାା × ට(ଶೌାଵ)(ଶ್ାଵ)(ଶାଵ)(ଶାଵ)(ଵାఋೌ್)(ଵାఋ) × ቊ(−1)ೌା್ାା ቆ𝑗 𝑗 𝐽ଵଶ ିଵଶ 0ቇ × ቆ𝑗 𝑗ௗ 𝐽ଵଶ ିଵଶ 0ቇ ሾ1 −(−1)ା்ାାሿ − ቆ𝑗 𝑗 𝐽ଵଶ ଵଶ 1ቇቆ𝑗 𝑗ௗ 𝐽ଵଶ ଵଶ −1ቇ ሾ1 + (−1)்ሿ + ሼሾ2𝑇(𝑇 + 1) − 3ሿ𝐵 + 𝐶ሽ𝛿𝛿ௗቋ (4) 

where 𝐴‚ 𝐴ଵ‚ 𝐵 and 𝐶 are the strength parameters of the (MSDI) and 𝐴 = 0 or 1 for 𝑇 = 0 (isoscalar) or  𝑇 =1 (isovector), respectively. 
In terms of RPA amplitudes X and Y, the radial transition density of state , JTτ  is [20,21],  

 

 𝜌ఛ,் = ට ଶ்ାଵ଼గ(ଶାଵ) 𝑒(𝑇)∑ (−)்ష ்்ୀ,ଵ ൬ 𝑇 𝑇 𝑇−𝑇௭ 0 𝑇௭൰ × ∑ ൣ𝑋ఠ‚் + 𝑌ఠ‚்൧〈𝑎ฮ𝑌ฮ𝑏〉 𝑅ೌℓೌ(𝑟)𝑅್ℓ್(𝑟) (5) 

Where 𝑒(𝑇) = 𝑒 ቀଵଶቁ + (−1)்𝑒 ቀ− ଵଶቁ, 𝑇௭ = ିேଶ . The reduced matrix elements of spherical harmonic can be written 
as [20], 

 〈𝑎ฮ𝑌ฮ𝑏〉 = (−1)ೌାభమට(ଶೌାଵ)(ଶ್ାଵ)(ଶାଵ)ସగ  × ቆ𝑗 𝐽 𝑗ଵଶ 0 −ଵଶቇ ଵଶ [1 − ൫−1)ℓೌାାℓ್ሿ (6) 

and the radial wave function 𝑅 of harmonic oscillator potential is given by [6], 

 𝑅ℓ = ଵ(ଶℓାଵ)‼ඨଶℓషశయ(ଶାଶℓିଵ)యగభమ(ିଵ)!  ()ℓ𝑒ି ೝమమ್మ × ∑ (−1) (ିଵ)!ଶೖ(ିିଵ)!! (ଶℓାଵ)‼(ଶℓାଶାଵ)‼ୀଵୀ ()ଶ (7) 

Thus, the reduced transition probability becomes [22], 
 
 𝐵(𝐸𝐽) = (2𝐽 + 1)ห 𝑟ାଶ 𝜌ఛ,்𝑑𝑟หଶ (8) 
 

3. RESULTS AND DISCUSSIONS 
In the present study, the nuclear structures of Tin isotopes: 106Sn,  112Sn, 130Sn are studied in the framework of hh 

TDA and hh RPA using PPRPA code version 1, 2015 [22]. The Hamiltonian is diagonalized within the model space 
include {1g7/2, 2d5/2, 2d3/2, 3s1/2 and 1h11/2} orbits, using N-N interaction and modified surface delta interaction (MSDI), 
by choosing the coefficients values of the interaction strengths AT by the values of {A1 = 0.40 MeV, A2=0.42 MeV, 
B = 0.5 MeV, C = 0 MeV} for 106Sn, {A1 = 0.20 MeV, A2=0.35 MeV, B = 0.0 MeV, C = 0.0 MeV} for 112Sn and 
{A1 = 0.20 MeV, A2=0.25 MeV, B = 0.0 MeV, C = 0.0 MeV} for 130Sn , represented of the modified surface delta 
interaction. Our approach assumes that the low-lying states of 106Sn are obtained by acting hh operator on a correlated 
108Sn core, of 112Sn are obtained by acting hh operator on a correlated core of 114Sn isotope, of 130Sn are obtained by acting 
hh operator on a correlated core of 132Sn isotope. The single particle energies are given in Table 1. 
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Table 1. Single particle energies used in different shell model approaches. 

Orbits (nlj) S.P. Energy (MeV) 
1g7/2 
2d5/2 
2d3/2 
3s1/2 
1h11/2 

5.6014 
5.2819 
3.7090 
3.7077 
3.9843 

The calculated eigenvalues and experimentally known energy levels for 106Sn and 112Sn are tabulated in Tables 2 
and 3, and are also plotted in Figs. 1 and 2. The hh RPA results are plotted in columns (second and third) for both 
interactions MSDI and N-N respectively, while the hh TDA results are plotted in columns (fourth and fifth) for both 
interactions MSDI and N-N respectively. The calculated results are compared with the experimental data (first column). 
Both the interactions predict very well the ordering of levels. 
Table 2. Our calculated low-lying states (MeV) of 106Sn using MSDI and N-N interactions for the hh RPA and hh TDA in comparison 
with the experimental data [26]. 

J π EXP. J π RPA, 
MSDI J π RPA, 

N-N J π TDA, 
MSDI J π TDA, N-N 

0+ 0 0+ 0 0+ 0 0+ 0 0+ 0 
2+ 1.208 1+ 1.201 1+ 0.638 1+ 0.842 1+ 0.635 
4+ 2.019 7+ 1.532 7+ 0.968 7+ 1.027 7+ 0.821 
6+ 2.325 2+ 1.74 2+ 1.173 2+ 1.28 2+ 1.035 
  3+ 1.768 3+ 1.205 3+ 1.285 3+ 1.079 
  5+ 1.807 5+ 1.244 5+ 1.304 5+ 1.098 
  4+ 1.979 4+ 1.617 4+ 1.484 4+ 1.472 
  6+ 2.086 6+ 1.796 6+ 1.582 6+ 1.648 

Table 3. Our calculated low-lying states (MeV) of 112Sn using MSDI and N-N interactions for the hh RPA and hh TDA in comparison 
with the experimental data [26]. 

Jπ EXP. Jπ RPA, 
MSDI Jπ RPA, N-N Jπ TDA 

MSDI Jπ TDA, N-N 

0+ 0 0+ 0 0+ 0 0+ 0 0+ 0 
2+ 1.256 1+ 1.408 1+ 0.772 1+ 1.064 1+ 0.637 
2+ 2.15 2+ 2.113 2+ 1.522 2+ 1.729 2+ 1.327 
4+ 2.247 2+ 2.568 2+ 1.932 2+ 2.161 2+ 1.733 
2+ 2.476 4+ 2.692 0+ 2.024 4+ 2.279 4+ 1.852 
6+ 2.549 6+ 2.706 4+ 2.056 6+ 2.293 0+ 1.855 
0+ 2.617 3+ 2.735 6+ 2.263 0+ 2.618 6+ 2.061 
3+ 2.756 4+ 2.83 2+ 2.377 3+ 2.703 2+ 2.192 
4+ 2.783 2+ 2.895 3+ 2.478 2+ 2.736 3+ 2.276 
  0+ 3.025 4+ 2.592 4+ 2.802 4+ 2.391 

 

 

Figure 1. Energy level scheme of 106Sn using MSDI and N-N interactions for the hh RPA and hh TDA in comparison with the 
experimental data [26]. 
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For 106Sn, Experimentally, only few excited states with Jπ= 2+, 4+ and 6+ are known, hh TDA and hh RPA calculations 
for MSDI and N-N predicted more states than those of experimental data. See Fig. 1. 

For 112Sn the obtained theoretical energy level for 1+ cannot be predicted by experiment. For example, the first 
experimental 2+ excited states occur at 1.256 MeV, while using hh RPA with the MSDI this state was found at 2.113 MeV, 
but with the N-N interaction the same state was found at 1.522 MeV, and using hh TDA with the MSDI this state was 
found at 1.729 MeV, but with the N-N interaction the same state was found at 1.327 MeV.  

Figure 2. Energy level scheme of 112Sn using MSDI and N-N interactions for the hh RPA and hh TDA in comparison with the 
experimental data [26]. 

In Table 4, we have tabulated all the calculated eigenvalues and experimentally known levels for 130Sn and 
corresponding energy levels are also plotted in Fig. 3. 
Table 4. Our calculated low-lying states (MeV) of 130Sn using MSDI and N-N interactions for the hh TDA in comparison with the 
experimental data [26]. 

Jπ EXP. Jπ TDA, 
MSDI Jπ TDA, 

N-N

0+ 0 0+ 0 0+ 0 
2+ 1.221 1+ 1.081 1+ 1.222 
2+ 2.028 2+ 1.847 2+ 1.933 
6+ 2.256 4+ 2.257 6+ 2.378 
4+ 2.490 5+ 2.274 5+ 2.415 
4+,5+ 2.492 2+ 2.298 2+ 2.438 
3+ 3.167 6+ 2.367 4+ 2.442 
4+ 3.425 4+ 2.544 4+ 2.684 
2- 4.119 3+ 2.986 3+ 3.126 
9- 4.206 4+ 3.145 4+ 3.242 
3- 4.224 9- 3.811 2- 3.633
4+ 4.405 2- 4.184 9- 3.951
4+ 4.463 3- 4.222 3- 4.226
4+ 5.262 4+ 4.459 4+ 4.275 

4+ 4.460 4+ 4.640 
4+ 5.688 4+ 5.768 

The hh TDA results are plotted in columns (second and third) for both interactions MSDI and N-N respectively. The 
calculated results are compared with the experimental data [26] (first column). 

For 130Sn, one gets the ground state and low-lying excited states very nicely for both interactions (MSDI and N-N). 
But the obtained theoretical energy level for 1+ is not recorded by experiment. 

Table 5 gives the calculated values of the reduced electric transition strengths B(E2) of transition 4+→2+ for the 
investigated isotopes without and with the effective charge’s ep = 1.5e and en = 0.5e. Good agreements were obtained.  
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Figure 3. energy levels scheme of 130Sn isotope using hh TDA with MSDI and N-N interactions in comparison with the experimental 
energies [26] 

Table 5. reduced electric transition strengths B(E2) in units (e2.fm4) based on particle-particle calculations using different effective 
charge values. 

Isotope Exp. TDA RPA Effective charges 
MSDI N-N MSDI N-N ep en 

106Sn 811 470 470 450 480 1.0 0.0
930 930 890 960 1.5 0.5

112Sn
990 340 460 350 470 1.0 0.0

670 910 690 950 1.5 0.5

1264 450 480 440 510 1.0 0.0
910 960 890 1000 1.5 0.5

130Sn 774 500 600 1.0 0.0
990 1200 1.5 0.5

4. CONCLUSIONS
When the Hamiltonian is diagonalized in the presence of N-N interactions and modifies surface delta interactions 

(MSDI), the calculated results of hh RPA and hh TDA are obtained in reasonable agreements to those of experimental 
data for the investigated Sn isotopes. Both the interactions predict very well the ordering of levels. But for 106Sn, the N-N 
interaction have the same experimental 2+ state. The ground states of 112Sn and 130Sn are very nicely predicted. The 
calculated electric transition strengths B(E2) for the investigated isotopes are well-obtained for the transition 4+→2+. 
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ДІРКОВІ КОЛЕКТИВНІ ЗБУДЖЕННЯ В ІЗОТОПАХ 106,112,130Sn 
Фахіма А. Сабер, Алі Х. Такі 

Факультет фізики, Науковий коледж, Кіркукський університет, Кіркук, Ірак 
У цій статті було вивчено схеми енергетичних рівнів нейтронно-насичених і знижених електричних переходів ізотопів олова 
106Sn, 112Sn і 130Sn з використанням колективних моделей, тобто hole-hole наближення Тамма-Данкова (hh TDA) і hole-hole 
апроксимації випадкової фази (hh RPA). Згідно з цими моделями, збуджені стани замкнутих ядер A-2 систем з 
мультиполярністю J і ізоспіном T можна описати як лінійну комбінацію пар hole-hole (hh). Тому в нашому підході низьколежачі 
стани досліджуваних ізотопів 106Sn, 112Sn і 130Sn отримані шляхом дії hole-hole операторів на корельоване ядро 108Sn, 114Sn і 
132Sn відповідно. Гамільтоніан був діагоналізований у просторі моделі, що включає {1g7/2, 2d5/2, 2d3/2, 3s1/2 and 1h11/2} орбіти, з 
використанням матричних елементів нейтрон-нейтронної (N-N) взаємодії та модифікованої поверхні дельта взаємодії ( MSDI). 
hh TDA і hh RPA перевіряються за допомогою результуючих власних значень і власних векторів для розрахунку енергій 
збудження та зменшених сил електричних переходів. Було проведено порівняння між нашими теоретичними прогнозами та 
останніми доступними експериментальними даними. У результаті цих порівнянь були отримані розумні згоди. 
Ключові слова: енергетичні схеми; колективні збудження; hh RPA; hh TDA 
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Among the various fluorescent probes currently used for biomedical and biochemical studies, significant attention is paid to cyanine 
dyes possessing advantageous properties upon their complexation with biomolecules, particularly nucleic acids. Given the wide range 
of cyanine applications in DNA studies, a better understanding of their binding mode and intermolecular interactions governing the 
dye-DNA complexation would facilitate the synthesis of new molecular probes of the cyanine family with optimized properties and 
would lead to the development of new cyanine-based strategies for nucleic acid detection and characterization. In the present study, 
the molecular docking technique has been employed to evaluate the mode of interaction between one representative of monomethines 
(AK12-17), three trimethines (AK3-1, AK3-3, AK3-5), three pentamethines (AK5-1, AK5-3, AK5-9) and one heptamethine (AK7-6) 
cyanine dyes and B–DNA dodecamer d(CGCGAATTCGCG)2 (PDB ID: 1BNA). The molecular docking studies indicate that: i) all 
cyanines under study (except AK5-9 and AK7-6) form the most stable complexes with the minor groove of double-stranded DNA; ii) 
the cyanines AK5-9 and AK7-6 interact with the major groove of DNA due to their more extended structure and less hydrophilicity in 
comparison with the other examined dyes; iii) cyanine dye binding is governed by the hydrophobic and van der Waals interactions 
presumably with the nucleotide residues C9A, G10A (except AK3-1, AK3-5), A17B (except AK3-5, AK5-3) and A18B in the minor 
groove and the major groove residues С16B, A17B, A18B, C3A, G4A, A5A, A6A (AK5-9 and AK7-6); iv) all dyes under study 
(except AK3-1, AK3-5 and AK5-39) possess an affinity for adenine and cytosine residues, whereas AK3-1, AK3-5 and AK5-3 also 
interact with thymine residues of the double-stranded DNA. 
Keywords: Cyanine dyes; DNA; dye-DNA interactions; molecular docking
PACS: 87.14.C++c, 87.16.Dg 

During the last decades cyanine dyes have become increasingly utilized across a wide range of research areas, such 
as laser technologies, optoelectronics, photoelectrochemistry, bioanalysis, pharmacology, medicine, etc. [1-5]. Likewise, 
these probes appeared to be particularly useful as molecular probes for biomedical studies [6-30]. More specifically, 
cyanine dyes were effectively used i) in cell labeling, including life-cell imaging [6,7], labeling neural circuits for the 
visualization of the structure and function of the brain [8,19], and stem cell tracking in neurodegenerative medicine 
[10, 11]; ii) detection of oxidative stress and reactive oxygen species [12-14], iii) for synthesis of the fluorescently labeled 
antibodies [15]; iv) in cancer research for tumor imaging in the fluorescence-guided surgery [16, 17] and in photodynamic 
therapy [18, 19]; v) for pathogen detection [20]; vi) in gene expression studies to measure the levels of specific mRNAs 
or miRNAs [20,21]; vii) in high-throughput screening assays to evaluate the effectiveness and toxicity of potential drug 
candidates [21], viii) for the detection of biomolecules and their interactions [22-25], to name only a few. However, one 
of the greatest potentials of cyanine dyes lies in their application in DNA research [26-32]. The advantageous 
photophysical properties of cyanines, such as long-lasting photostability, high brightness, low cytotoxicity, and the sharp 
increase in emission upon their association with nucleic acids, gave impetus for their use in DNA bioanalytical 
assays [27,28], sizing, and purification of DNA fragments [29], DNA damage detection [30]; DNA sequencing [31], etc. 
Given the wide range of cyanine applications in DNA studies, a better understanding of their binding mode and 
intermolecular interactions governing the dye-DNA complexation would facilitate the synthesis of new molecular probes 
of the cyanine family with optimized properties and would lead to the development of new cyanine-based strategies for 
nucleic acid detection and characterization. 

In recent decades computational methods have been recommended as particularly useful for providing insights into 
interactions between potential ligands and their macromolecular targets, thereby significantly decreasing traditional 
resource requirements encountered in experimental testing [32]. Molecular docking and molecular dynamics simulation 
have been successfully applied to investigate the potential mode of binding of fluorescent dyes to DNA [33,34]. Despite 
significant progress in understanding the main structural requirements for the ideal fluorescent marker in DNA research, 
the mechanisms of the dye interactions with the targeted biomolecules need to be clarified. To fill this gap, the aim of the 
present study was to investigate the interactions between cyanine dyes and DNA using the molecular docking technique. 
More specifically, the potential binding sites of one representative of monomethines (AK12-17), three trimethines 
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(AK3-1, AK3-3, AK3-5), three pentamethines (AK5-1, AK5-3, AK5-9) and one heptamethine dye (AK7-6) were 
characterized with the main purpose to determine the interactions governing the dye-DNA complexation and the structural 
requirements of cyanines responsible for their association. The structures of the dyes used in the study are presented 
in Figure 1. 

Figure 1. Structural formulas of the dyes under study (monomethines AK12-17, trimethines AK3-1, AK3-3, 
AK3-5, pentamethines AK5-1, AK5-3, AK5-9 and heptamethine AK7-6) 

MATERIALS AND METHODS 
Molecular docking studies 

To define the most energetically favorable binding sites for the examined dyes on the DNA, the molecular docking 
studies were performed using the AutoDock (version 4.2) incorporated in the PyRx software (version 0.8) [35]. For the 
prediction of the docking poses the AutoDock tool utilizes an empirical scoring function based on the binding free energy 
of the complex [35]. This approach enables the automated docking of flexible ligands to a rigid macromolecular receptor.
The crystal structure of the B–DNA dodecamer d(CGCGAATTCGCG)2 (PDB ID: 1BNA) was downloaded from the 
protein data bank (http://www.rcsb.org./pdb) and was used for the docking studies. The dye structures were built in 
MarvinSketch (version 18.10.0) and optimized in Avogadro (version 1.1.0) [36,37]. The docking studies were performed 
in two steps. Initially, the “blind docking” modeling was used to determine the most energetically favorable binding sites 
for the cyanine dyes on the DNA molecule. The grid size was set as 60 Å, 72 Å, and 119 Å along X, Y, and Z axes, 
respectively. The grid spacing was 0.375 Å. Next, the lowest binding energy conformer was selected from 10 different 
conformations for each docking simulation, and was applied for further analysis using the “targeted docking”. The grid 
size was set as 37 Å, 48 Å, and 50 Å along X, Y, and Z axes, respectively. 

RESULTS AND DISCUSSION 
The investigation of molecular bases of various diseases requires a deep understanding of the underlying biochemical 

and biophysical processes. To this end, it is crucial to characterize and visualize biological processes and biomolecular 
functions at the tissular, cellular, and macromolecular levels. In this regard, a number of bioassays and diagnostic methods 
(including PCR analysis, flow cytometry, fluorescence spectroscopy, microscopy, etc.) utilize organic dyes as molecular 
probes. Understanding the interactions between small organic chromophores and macromolecules has become essential for 
designing the advanced molecular probes capable of operating within living cells and in vivo. Consequently, there is a 
constantly growing interest in the acquisition and successful application of novel selective biomolecular sensors. Among a 
variety of fluorescent probes currently used for biomedical and biochemical studies, significant attention is devoted to 
cyanine dyes possessing advantageous properties upon their complexation with biomolecules, particularly nucleic acids, 
since DNA serves as the main target for drugs in the treatment of many pathologies. The representatives of the monomethine 
[38], trimethine [39], pentamethine [40], and heptamethine [41] families were experimentally tested and recommended as 
effective molecular probes for DNA detection and characterization. However, the mechanism of their interaction with DNA 
needs to be clarified. Therefore, we selected the most effective DNA probes with different lengths of polymethine bridges 
in their structure to uncover the main determinants governing the strong complexation of these dyes with DNA. More 
specifically, the molecular docking technique was used to investigate the interactions and the structural factors responsible 
for the DNA complexation of one representative of monomethines (AK12-17), three trimethines (AK3-1, AK3-3, AK3-5), 
three pentamethines (AK5-1, AK5-3, AK5-9) and one heptamethine dye (AK7-6). 
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Initially, the “blind docking” calculation was performed using the maximally accessible dimensional grid in the 
Autodock software, allowing it to cover the full length of DNA and explore all possible binding sites. Schematic 
representations of the energetically most favorable dye complexes with double-stranded DNA are given in Figure 2. 

АК12-17 АК3-1 АК3-3 АК3-5 

АК5-1 АК5-3 АК5-9 АК7-6 

Figure 2. Schematic representation of the most energetically favorable dye-DNA complexes 

Accumulating evidence suggests that cyanine dyes could interact with DNA through three primary binding modes: 
i) intercalation between adjacent base pairs, ii) groove binding, and electrostatic interaction of positively charged dye
molecules with the phosphate backbone. The specific molecular mechanism by which cyanine dyes form complexes with
nucleic acids relies heavily on the structural and physicochemical properties of the fluorophore (its planarity,
conformational flexibility, etc.) as well as on the nucleic acid sequence and the dye-to-phosphate ratio. The molecular
docking results indicate that both the minor and major DNA grooves may represent the sites for the dye binding. However, 
the minor groove is a more energetically favorable location for all cyanines under study except AK5-9 and AK7-6, for
which the major grove binding was identified. It seems that significantly extended structure and less hydrophilicity of
AK5-9 and AK7-6 make unfavorable their binding to the minor groove of the DNA [42]. The free energy binding score
for the most energetically favorable docking poses of the selected compounds was found to rise in the order AK3-1 (-9,73
kcal/mol) → AK5-1 (-9,69 kcal/mol) → АK3-5 (-9,53 kcal/mol) → AK5-3 (-8,79 kcal/mol) → AK12-17
(-7,0 kcal/mol) → AK7-6 (-5,91 kcal/mol) → AK3-3 (-5,03 kcal/mol) → AK5-9 (-4,4 kcal/mol).

At the next step, the lowest binding energy conformers from the “blind docking” for each dye were selected and further 
used for the targeted docking with the grid spacing 0.375 A and the grid size 37 Å, 48 Å, and 50 Å along X, Y, and Z axes, 
respectively. Presented in Figure 3 and Table 1 are the results of the analysis of the most energetically favorable dye-DNA 
complexes obtained after the “targeted docking” in AutoDock after their characterization in the Discovery Studio. These data 
indicate that the dye association with DNA is predominantly driven by the hydrophobic interactions (Pi-Pi T-Shaped, Pi-alkyl) 
and van der Waals interactions for all dyes under study. More specifically, the dye binding to the minor groove was governed 
by the hydrophobic contacts and the van der Waals interactions preferably with the nucleotide residues C9A, G10A (except 
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AK3-1, AK3-5), A17B (except AK3-5, AK5-3) and A18B. The main nucleotide residues involved in the association of cyanine 
dyes AK5-9 and AK7-6 with DNA major groove were С16B, A17B, A18B, C3A, G4A, A5A and A6A. Likewise, the impact 
of the hydrophobic and van der Waals contacts was found to differ significantly between various dyes. Particularly, the docking 
results indicate that trimethine cyanine dyes form more van der Waals interactions in comparison with the monomethines and 
pentamethines. The lowest affinity of AK5-9 for the DNA major groove can be explained by the lower contribution (compared 
to those that observed for the cyanines associating with the minor groove) of van der Waals interactions. Indeed, the comparison 
of the intermolecular contacts formed between AK5-9 or AK3-1 and double-stranded DNA (the probe that has the highest 
affinity for DNA) indicates the higher value of van der Waals interactions with DNA for the latter one. 

АК12-17 АК3-1 АК3-3 

АК3-5 АК5-1 АК5-3 

АК5-9 АК7-6 
Figure 3. The results of the analysis of the 

most energetically favorable dye-DNA 
complexes in Discovery Studio. 

denominates conventional hydrogen bond, 
- van der Waals interactions,  - Carbon

Hydrogen Bond, - Pi-Donor Hydrogen
bond,  - Pi-Anion, - Pi-sulfur,

- Pi-sigma, -Pi-Pi stacked, -Pi-alkyl
interactions. 

The obtained docking results indicate that the dye-DNA complexes are additionally stabilized by the hydrogen bonds 
(light green color in Figure 3). More specifically, the hydrogen bonds were formed predominantly with adenine (all dyes 
under study except AK3-5) and guanine (AK12-17) residues. Notably, all examined dyes (except AK3-1, AK3-5 and 
AK5-3) possess affinity to adenine and cytosine residues, whereas AK3-1, AK3-5 and AK5-3 also interact with thymine 
residues of the double-stranded DNA. 
Table 1. The parameters of the dye-DNA complexation obtained by the “targeted docking” in AutoDock 

Dye Interactions and DNA residues. 

AK12-17 Carbon hydrogen bond (DA, B:18, DA, B:17, DG, A:12), Pi-Alkyl (DC, A:11, DA, 
B:18), conventional hydrogen bond (DG, A:10, DG, B:16), van der Waals (DT, B:19; 
DC, A9; DC, B15) 

AK3-1 Conventional hydrogen bond (DA, B:18), Pi-Sulfur (DT, A:8), van der Waals (DT, 
B19; DT, A7; DC, A9; DA, B17) 

AK3-3 Pi-Alkyl (DA, B:18, DG, A:4, DC, A:3, DC, A:5, DC, A:6), Pi-Pi T-shaped (DA, 
B:18, DA, B:17), Pi-Donor Hydrogen Bond (DA, B:18, DG, A:4), conventional 
hydrogen bond (DA, A:6), van der Waals (DG, B16; DT, B20; DC, B21; DT, B19; 
DG, A2). 
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Dye Interactions and DNA residues. 

AK3-5 Pi-Alkyl (DA, B:18, DT, B:20, DA, B:17, DA, A:5, DG, A:4), Pi-Pi T-shaped (DG, 
A:4,), Pi-Sulfur (DG, A:4), van der Waals (DG, A2; DC, B21; DA, B18; DT, B19; 
DA, A6; DT, A7; DG, B16). 

AK5-1 Pi-Donor Hydrogen Bond (DG, A:4, DA, A:6, DT, A:7), Pi-Alkyl (DG, A:4, DG, 
A:6), Pi-Pi T-shaped (DA, A:4, DA, A:6, DC, A:3), van der Waals (DC, B21; DT, 
B19; DA, B18; DG, A2) 

AK5-3 Pi-Anion (DG, A:10, DT, B:19), Pi-Pi Stacked (DT, B:19), Pi- Alkyl (DC, A:9, DA, 
B:17, DA, B:18), Pi- Sulfur (DT, A:7), van der Waals (DT, B20; DT, A8; DA, A6), 
Conventional hydrogen bond (DA, B:18) 

AK5-9 Conventional hydrogen bond (DA, B:17, DG, A:4), Pi- Donor Hydrogen bond (DG, 
A:4, DA, A:6), Pi- Alkyl (DG, A:4, DA, A:5), Pi-Pi T-shaped (DA, A:5, DA, A:6, DC, 
A:3), Pi-sulfur (DT, B:20), van der Waals (DT, B:19; DA, B18; DT, A7) 

AK7-6 Pi- Alkyl (DA, B:17, DA, B:18), Pi-Pi T-shaped (DG, B:16), Pi-Sulfur (DA, B:17, 
DT, B:19, DT, B: 20), van der Waals (DT, A7; DG, A4) 

CONCLUSIONS 
To summarize, in the present study molecular docking technique was used to investigate the interactions between 

one representative of monomethines (AK12-17), three trimethines (AK3-1, AK3-3, AK3-5), three pentamethines (AK5-1, 
AK5-3, AK5-9) and one heptamethine (AK7-6) cyanine dyes and double-stranded DNA. It was found that all cyanines 
under study interact with DNA preferably via non-covalent groove binding mode with the lowest binding free energy 
ranging from −9.73 kcal/mol to -4,4 kcal/mol, depending on the dye structure. The obtained results indicate that the 
association of the dyes with double-stranded DNA is predominantly driven by the hydrophobic and van der Waals 
interactions. These findings are expected to be useful for further application of cyanine dyes in DNA studies and designing 
the advanced molecular probes. 
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ДОСЛІДЖЕННЯ ВЗАЄМОДІЇ МІЖ ЦІАНІНОВИМИ БАРВНИКАМИ ТА ДНК 
МЕТОДОМ МОЛЕКУЛЯРНОГО ДОКІНГУ 

О. Житняківськаa, У. Тарабараa, П. Кузнєцовb, К. Вусa, В. Трусоваa, Г. Горбенкоa 
aКафедра медичної фізики та біомедичних нанотехнологій, Харківський національний університет імені В.Н. Каразіна, 

м. Свободи 4, Харків, 61022, Україна 
bКафедра фізики ядра та високих енергій імені О.І. Ахієзера, Харківський національний університет імені В.Н. Каразіна, 

м. Свободи 4, Харків, 61022, Україна 
Серед різноманітних флуоресцентних зондів, які в даний час використовуються для біомедичних і біохімічних досліджень, 
значну увагу привертають ціанінові барвники, що характеризуються суттєвими перевагами при комплексоутворенні з 
біомолекулами, зокрема нуклеїновими кислотами. Враховуючи широкий спектр застосувань ціанінів при дослідженні ДНК, 
краще розуміння способів їх зв’язування та міжмолекулярних взаємодій, що регулюють утворення комплексу барвник-ДНК, 
сприяло б синтезу нових молекулярних зондів сімейства ціанінів з оптимізованими властивостями та призвело б до розробки 
нових стратегій на основі ціанінів для виявлення та характеризації нуклеїнових кислот. У даній роботі за допомогою 
молекулярного докінгу були досліджені механізми взаємодії одного представника монометинів (AK12-17), трьох триметинів 
(AK3-1, AK3-3, AK3-5), трьох пентаметинів (AK5-1, AK5-3, AK5-9) та одного гептаметинового (AK7-6) ціанінових барвників 
з додекамером B–DNA d(CGCGAATTCGCG)2 (PDB ID: 1BNA). Результати молекулярного докінгу вказують на те, що: i) усі 
досліджувані ціаніни (за винятком AK5-9 і AK7-6) утворюють найбільш стабільні комплекси із малою борозенкою 
дволанцюгової ДНК; ii) ціаніни AK5-9 і AK7-6 взаємодіють з великою борозенкою ДНК внаслідок їх більш розширеної 
структури і меншої гідрофільності у порівнянні з іншими барвниками; iii) зв’язування ціанінів регулюється гідрофобними та 
ван-дер-Ваальсовими взаємодіями із нуклеотидними залишками C9A, G10A (за винятком AK3-1, AK3-5), A17B (за винятком 
AK3-5, AK5-3) та A18B у малій борозенці ДНК та залишками великої борозенки С16B, A17B, A18B, C3A, G4A, A5A, A6A 
(AK5-9 та AK7-6); iv) усі досліджувані барвники (за винятком AK3-1, AK3-5 та AK5-39 мають спорідненість до залишків 
аденіну та цитозину, тоді як AK3-1, AK3-5 та AK5-3 також взаємодіють із залишками тиміну дволанцюгової ДНК. 
Kлючові слова: ціанінові барвники; ДНК; взаємодії барвник-ДНК; молекулярний докінг 
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In the current study, the PS/SiC/Sb2O3 nanocomposites have been prepared by using solution casting method with different 
concentrations of SiC/Sb2O3 nanoparticles (0,2,4,6,8) % wt. The structural and dielectric properties of (PS/SiC/Sb2O3) nanocomposites 
have been investigated. Full emission scanning electron microscope (FE-SEM) used to study the surface of nanocomposite. FE-SEM 
confirmed that good distribution of SiC and Sb2O3 NPs into the polymer matrix. Optical microscope (OM) was tested the morphological 
of nanocomposite that proven that the polystyrene is exceptionally miscible, as seen by its finer form and smooth, homogeneous surface, 
while the additive concentration SiC and Sb2O3 NPs are well distributed on the surface of the polymer nanocomposite films. Fourier 
transformation spectroscopy (FTIR) was examining the structural of nanocomposite and give the information of the vibration of 
molecules. From FTIR, the additive SiC and Sb2O3 NPs caused interaction with polymer matrix. FTIR proven that there is physical 
interactions between polystyrene and SiC and Sb2O3 NPs. According to AC electrical properties, dielectric constant and dielectric loss of 
the NCs reduce with increasing the frequency of the applied electric field and increased with increasing concentration of SiC/Sb2O3 
nanoparticles, while AC electrical conductivity increased with increasing frequency and concentration of SiC/Sb2O3 NPs. The results of 
structural and electrical characteristics show that the PS/SiC/Sb2O3 nanocomposites may be used for various electronics devices. 
Keywords: Nanocomposites; Polystyrene; SiC and Sb2O3 Nanoparticles; AC electrical properties 
PACS: 77.22.-d, 77.84.Lf, 77.22Ch 

1. INTRODUCTION
The nanocomposite material, which is made from non-metallic, metallic, and polymeric materials using a particular 

procedure, has the unique advantage of keeping key qualities that can be employed to resolve flaws and exhibit some novel 
properties. This variety of substance is a multistage cross of matrices and reinforcing substance. In contrast to the polymeric 
matrix, which is a phase separation made up of metallic, inorganic non-metallic, and polymer matrix materials, the 
reinforcement is a continuous phase that typically comprises of fibrous materials like glass fiber, organic fiber, and so on [1,2]. 
In comparison to the different phases, nanocomposite exhibits improved thermal, mechanical, electrical, and optical 
properties. It is a multiphase material that consists of the matrix phase and the contributing to better [2]. Nanocomposites have 
a wide range of possible uses because of how adaptable they are. The immediate result of the nanometer-sized particles put 
into nanocomposites as contrasted to typical scaled composites is their smaller size. Additionally, the connection of the 
nanoparticle with the polymer network sections as well as the role of the interfacial region between the nanoparticles and the 
polymer matrices are significant. The volume percentage of this contact area is high due to the high surface - to - volume of 
the nanoparticles [3,4]. Due to its expected remarkable thermal, optical, electrical, and antibacterial capabilities, polymer-
based nanocomposites have received a lot of attention. Inorganic materials are favored because of their great thermal stability, 
good electrical characteristics, and high refractive index. However, research has indicated that inorganic nanoparticles cannot 
effectively serve a variety of industrial device applications due to a number of limitations [5, 6]. One of the extensively 
utilized plastics is polystyrene, which is produced at a rate of several million tons annually. Although polystyrene could be 
clear by nature, it can also be colored with colorants. Among the many uses for polystyrene are the following: It is employed 
in the manufacture of toys, refrigerator, and furniture, among other things. Additionally, polystyrene is used in the 
manufacture of radio knobs, clear plastic drinking cups, and a majority of the molded components found inside automobiles. 
Toys, hair dryers, televisions, and kitchen equipment all use polystyrene. It serves as a cushioning agent and is used in 
packing. About 70% of polystyrene is used in building and construction, 25% is used in packaging and 5% is utilized for other 
purposes [7,8]. High stability and colorless or white crystals are how polystyrene is described. It has a solubility of 730 g/L in 
water, making it easily soluble. PS dissolves in acidic water. Its symmetric structure, O-O bond distance of 1.497, and bond 
energy of 140 kJ/mol are all positive [9,10]. A non-oxide substance is silicon carbide (SiC). Semiconductor ceramic material 
has a variety of exceptional qualities, including great oxidation resistance, high thermal conductivity, reaction passivity for 
acids and melts, and thermal stability Microwave dielectrics and power energy storage materials extensively utilize this 
material due to its stress resilience and extraordinarily high toughness. Sic nanoparticles, however, are incredibly easy to 
make. impact the physicochemical characteristics of the composites as they aggregate. As a result, excellent results are 
achievable. Sic nanoparticles that have been surface modified increase composite performance [11,12]. A semiconducting 
substance with outstanding chemical stability in flame retardance and strong photocatalytic performance is antimony trioxide 
(Sb2O3). The creation of Sb2O3 films and the study of their new properties have received most of the attention thus far. 

† Cite as: N.K. Al-Sharifi, and M.A. Habeeb, East Eur. J. Phys. 2, 341 (2023), https://doi.org/10.26565/2312-4334-2023-2-40
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Contrarily, it is anticipated that low-dimensional Sb2O3 nanoparticles, nanowires, nanotubes, and nanoribbons will each have 
distinctive features. Because many of the features of material at the nanoscale are known to be dependent on their form, 
carefully orchestrating the synthesis of desirable nanomaterial morphologies is essential. Despite significant research, it is still 
challenging for researchers to effectively and controllably synthesis a predefined material shape [13,14]. 

2. EXPERIMENTAL PART
(PS/SiC/Sb2O3) nanocomposites were created by dissolving 1gm of polystyrene (PS) in 30 ml of chloroform and 

mixing the polymers for 30 minutes by using magnetic stirrer at room temperature to achieve a more homogeneous 
solution, silicon carbide (SiC) and tertiary antimony oxide (Sb2O3) nanoparticales were added to the polystyrene in 
various concentrations (0, 2, 4, 6 and 8) wt. %. The structural characteristics of (PS/SiC/Sb2O3) nanocomposites 
examined by (FE-SEM) analyses were performed using a Hitachi SU6600  variable pressure, optical microscope (OM) 
provided by Olympus (Top View, type Nikon-73346) and Fourier Transformation Infrared Spectroscopy (FTIR) 
(Bruker company type vertex-70, German origin) with range wavenumber (500-4000) cm-1. The dielectric 
characteristics were studied at range (f=100 Hz to 5×106 Hz) by LCR meter (HIOKI 3532-50 LCR HI TESTER). 
The dielectric constant (έ) is given by [15]: 

έ = , (1)

Where, Cp is capacitance and Co is a vacuum capacitance 
Dielectric loss (𝜀˝) is calculated by [16] 𝜀˝ = έ𝐷, (2)

Where, D is displacement The A. C electrical conductivity is determind by ሾ17ሿ 𝜎 = 𝜔έ 𝜀ₒ (3) 

Where, w is the angular frequency. 

3. RESULTS AND DISCUSSION
Full emission scanning electron microscope (FE-SEM) is used to study the morphological of (PS/SiC/Sb2O3) 

nanocomposites. Fig. (1) illustration of (FE-SEM) images of pure polystyrene and (PS/SiC/Sb2O3) nanocomposites with 
various concentration 2, 4, 6 and 8 wt.% of SiC and Sb2O3 NPs with a magnification 50 KX and scale 200 nm. In the 
image (A), the surface of polymer is homogenous this indicates a good method for prepared film. In image (B, C, and 
D) which explain the increasing concentration of SiC and Sb2O3 NPs, the distribution uniform and homogenous inside
the polymer matrix while in image E, the grain aggregates as nonuniform clusters, which may be attributed to the nature
of the SiC and Sb2O3 NPs [18,19]. In nanocomposites, the number of groups or fragments that are spread out on the
upper surface rises as the concentration of SiC/Sb2O3 nanoparticles.

Figure 1. SEM images of PS/ SiC/Sb2O3 
nanocomposites, (A) for (Ps), (B) 2 wt.% 
SiC/ Sb2O3 nanoparticles, (C) 4 wt.% 
SiC/ Sb2O3, (D) 6 wt.% SiC/ Sb2O34 
nanoparticles, (E) 8 wt.% SiC/ Sb2O3 
nanoparticles 

A B 
C 

D E
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Fig. (2) shows optical microscope images of PS/SiC/Sb2O3 nanocomposites with and without different concentrations of 
SiC and Sb2O3 NPs at magnification power (10X). In portrait A, polystyrene (Ps) is exceptionally miscible, as seen by its finer 
form and smooth, homogeneous surface, while in portraits B, C, D and E, it can be seen, that SiC and Sb2O3 NPs are well 
distributed on the surface of the polymer. From these images, the SiC and Sb2O3 NPs formed a clusters in the form of chains 
that extended along the surface of the films, attributed to the novel property in SiC and Sb2O3 NPs [20,21], other than charge 
transport within polymer matrices, which also was enhanced by raising the percentages of SiC and Sb2O3 NPs. 

   

  

Figure 2. Photomicrographs (10×) for 
PS/SiC/ Sb2O3 nanocomposites (A) for 
(Ps) (B) for 2wt.% SiC/Sb2O3 
nanoparticles, (C) 4wt.% SiC/Sb2O3 
nanoparticles, (D) for 6wt.% SiC/Sb2O3 
nanoparticles, (E) 8wt.% SiC/Sb2O3 
nanoparticles 

FTIR spectra of (Ps/SiC/Sb2O3) nanocomposites in the range (500-4000) cm-1 are shown in Figure (3). The 
absorption band of pure Ps in image (A) at 2980 cm-1 corresponding to the C-H stretching vibrations in the main chain 
and in aromatic rings [22,23]. 

Figure 3. FTIR spectra for PS/ SiC/ 
Sb2O3 nanocomposites: (A) for (Ps), 
(B) 2 wt.% SiC/Sb2O3, (C) 4wt.% 
SiC/Sb2O3, (D) 6 wt.% SiC/Sb2O3, 
(E) 8 wt.% SiC/Sb2O3 

The bands (1492.02 cm-1 and 1451.41 cm-1) attributed to the C-H stretching vibrations [24,25] while the bands 
(748.55 cm-1 694.93 cm-1 corresponding to the C-H out phase bend [26]. The spectral of polystyrene with additive different 
concentration of SiC and Sb2O3 NPs in images B, C, D and E respectively. In image B where the additive 2 wt.% from SiC 
and Sb2O3 NPs caused shift to low wavenumber in some bands and intensities at (1451.37, 747.45, 694.43) cm-1 but bands 
1492.02 cm-1 and 2980 cm-1 there is not affected on this band. The image C which additive concentration of 4 wt.% from SiC 
and Sb2O3 NPs, the bands (1451.22, 747.37 cm-1, 694.68) cm-1 was shifted to low wavenumber and the band 1492.02 cm-1 and 
2980 cm1 there is not influenced. The bands (1451.27, 747.55 cm-1, 694.64) cm-1 in image D where additive 6wt.% from NPs, 
caused shift to low wavenumber while in the other hand, the band 1492.02 cm-1 and 2980 cm-1 there is not change. From the 
additive concentration 8wt.% from NPs in image E, the band (1491.67, 694.64) cm-1 caused change to low wave number, 
while the band 748.03 cm-1 caused change to high wave number but the band 1451.37 cm-1 and 2980 cm-1 there is not 
affected. The FTIR proven that there are no chemical interactions between polystyrene and SiC and Sb2O3 NPs. 

A C 

D E

A B C 

D E 
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Equation (1) was used to calculate the dielectric constant (έ) of PS/SiC/Sb2O3 nanocomposites. The variation of 
the dielectric constant with frequency is shown in Fig. 4. As can be observed, the dielectric constant values drop with 
increasing applied frequency, which leads to a reduction in the space charge to total polarization ratio. At low 
frequencies, space charge polarization is the most significant type of polarization, and as frequency rises, its 
significance decreases. As the electric field frequency rises, different kinds of polarizations take place, and the dielectric 
constant values for all samples of Ps/SiC/Sb2O3 drop. Ionic polarization responds to variations in field frequency in a 
slightly different manner than electronic polarization because an ion has a larger mass than an electron [27-29]. 

The dielectric constant for (PS/SiC/Sb2O3) NCs at 100Hz variation with concentrations as shown in Fig. 5. As the 
percentage of SiC and Sb2O3 NPs rise, the dielectric constant of nanocomposites also rises. Interfacial polarization, a 
process that occurs when two surfaces within NCs are separated by an alternating electric field and causes a rise in 
charge carriers, could be used to explain this activity [30-33]. 

Figure 4. Dielectric constant of PS/SiC/Sb2O3 
nanocomposites varies with frequency 

Figure 5. Difference of dielectric constant with concentration of 
(PS/SiC/Sb2O3) 

Equation (2) was used to calculate the dielectric loss (ε˝) of nanocomposites. Fig. 6 shows the dielectric loss of 
PS/SiC/Sb2O3 nanocomposites with frequency. From this figure it can be seen the dielectric loss is high at lower applied 
frequencies, but decreases with increasing applied frequencies. This can be attributed to the actuality that as the 
frequency rises, the space charge polarization contribution decreases [34- 37]. 

The relationship between SiC and Sb2O3 NPs concentration and dielectric loss (ε˝) is shown in Fig. 7. As the concentration 
of NPs rises, the dielectric loss of PS/SiC/Sb2O3 NCs also rises, which is related to an increase in charge carriers [38,39]. 

Figure 6. Dielectric loss variation with frequency for 
(PS/SiC/Sb2O3) nanocomposites 

Fig. (7) Difference of dielectric loss for PS/ Sic/Sb2O3 NCs with 
different concentrations of Sic/Sb2O3 NPs 

The A.C electrical conductivity was calculated from equation (3). Fig. (8) Shows the variation in electrical 
conductivity of PS/SiC/Sb2O3 NCs with frequency. This figure demonstrates that electrical conductivity significantly 
rises with frequency, which is caused by space charge polarization, which happens at low frequencies, and the hopping 
process, which causes charge carriers to move. The increase in electrical conductivity is only moderate at high 
frequencies due to electronic polarization and charge carriers that move through hopping [40, 41]. 
Table 1. Values of the dielectric constant, dielectric loss and AC electrical conductivity at 100Hz of (PS/SiC/Sb2O3) nanocomposites 

Con.(wt.)% Dielectric 
constant 

Dielectric 
loss 

AC electrical 
conductivity(S/cm) 

0 0.43 1 2.08E-10
2 0.479 10 3.47E-10
4 0.492 20 3.56E-10
6 0.534 25 3.86E-10
8 0.63 30 4.56E-10
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Fig. 9. shows influence of SiC and Sb2O3 NPs on the A.C electrical conductivity of PS/SiC/Sb2O3 NCs at 100 Hz. 
The A.C. electrical conductivity of NCs rises as SiC and Sb2O3 NPs concentration rises. Due to the composition of the 
dopant nanoparticles, there are more charge carriers, which reduces the NCs resistance and boosts electrical 
conductivity [42,43]. Table (1) shows the values of  dielectric constant, dielectric loss and A.C electrical conductivity at 
100 Hz. 

  
Figure 8. Difference of A.C electrical conductivity with 
frequency for PS/SiC/Sb2O3 NCs 

Figure 9. Difference of A.C electrical conductivity with 
(Sic/Sb2O3) NPs for (PS/SiC/Sb2O3) NCs 

 
4. CONCLUSSION 

In this work, the solution casting technique was used to prepare (PS/SiC/Sb2O3) NCs films. The surface 
morphology of the (PS/SiC/Sb2O3) nanocomposites films is shown by scanning electron microscopy (FE-SEM) 
confirmed that the good distribution of the SiC and Sb2O3 NPs into the polymer polystyrene matrix. The optical 
microscope (OM) proven the morphological of nanocomposite that confirmed that the polystyrene is exceptionally 
miscible, as seen by its finer form and smooth, homogeneous surface, while the additive concentration SiC and Sb2O3 
NPs are well distributed on the surface of the polymer blend films. The Fourier transformation spectroscopy (FTIR) 
confirmed the additive SiC and Sb2O3 NPs caused physical interaction with polymer matrix. The dielectric constant and 
dielectric loss of PS/SiC/Sb2O3 decreased with increasing of frequency and increased with increasing concentration of 
SiC/Sb2O3 nanoparticles. The A.C. electrical conductivity of Ps/SiC/Sb2O3 NCs increase with increasing of frequency 
and concentration of SiC/Sb2O3 nanoparticles. These characteristics can be applied to films in a variety of electrical 
applications. 
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ПОКРАЩЕННЯ СТРУКТУРНИХ І ДІЕЛЕКТРИЧНИХ ВЛАСТИВОСТЕЙ НАНОСТРУКТУР PS/SiC/Sb2O3 

ДЛЯ ПРИСТРОЇВ НАНОЕЛЕКТРОНІКИ 
Наврас Карім Аль-Шаріфі, Маджід Алі Хабіб 

Вавилонський університет, освітній коледж чистих наук, фізичний факультет, Ірак 
У поточному дослідженні нанокомпозити PS/SiC/Sb2O3 були виготовлені методом лиття з розчину з різними концентраціями 
наночастинок Sb2O3 (0,2,4,6,8) % мас. Досліджено структурні та діелектричні властивості нанокомпозитів (PS/SiC/ Sb2O3). Повний 
емісійний скануючий електронний мікроскоп (FE-SEM), який використовується для дослідження поверхні нанокомпозиту. FE-
SEM підтвердив хороший розподіл НЧ SiC і Sb2O3 в полімерній матриці. Під оптичним мікроскопом (ОМ) було перевірено 
морфологію нанокомпозиту, що довело, що полістирол є винятково змішуваним, як видно з його більш тонкої форми та гладкої 
однорідної поверхні, тоді як концентрація добавок SiC та Sb2O3 NPs добре розподілена на поверхні полімерного плівки 
нанокомпозиту. Інфрачервоною Фур'є спектроскопія (FTIR) досліджено структуру нанокомпозиту та отримана інформація про 
коливальні властивості молекул. З FTIR додавання SiC і Sb2O3 NP викликало взаємодію з полімерною матрицею. За допомогою 
FTIR доведено, що існує фізична взаємодія між полістиролом і наночастинками SiC і Sb2O3. Відповідно до електричних 
властивостей змінного струму діелектрична проникність і діелектричні втрати НК зменшуються зі збільшенням частоти 
прикладеного електричного поля та збільшуються зі збільшенням концентрації наночастинок SiC/Sb2O3, тоді як 
електропровідність змінного струму зростає зі збільшенням частоти та концентрації НЧ SiC/Sb2O3. Результати структурних та 
електричних характеристик показують, що нанокомпозити PS/SiC/Sb2O3 можуть бути використані для різних електронних 
пристроїв. 
Ключові слова: нанокомпозити; полістирол; наночастинки SiC і Sb2O3; електричні властивості для змінного струму 
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In this paper, we have studied the spectrum of bottomonium mesons behavior under the effect of three types of potentials
inspired by Quantum Chromodynamics. In addition, other properties like Hyperfine splitting behavior, and Fine splitting
behavior have been studied. We used these potential models within the non-relativistic quark model to present this study.
We found that our expectations are consistent with experimental data and other theoretical works as well we presented
new conclusions regarding the spectrum of unseen bottomonium states for S, P, and D-wave bottomonia. And we have
expected other their characteristics.

Keywords: Hyper splitting behavior, Fine splitting behavior, bottomonia

PACS: 12.40.Yx, 14.40.Pq, 02.60.Cb, 12.39.Jh, 14.65.Dw, 14.40.Lb, 14.80.Bn

1. INTRODUCTION

Investigation of heavy quarkonia systems like charmonium, bottomonium, and toponium, offers a clear
understanding of particle physics, the standard model, and the quantification characterization of the QCD
quantum chromodynamics theory [1, 2, 3, 4]. But because of the tiny lifetime for the top quark approximately
equals 0.5 × 10−24s, it is very hard to appear in nature [5]. So we can say the bottomonia are the heaviest
mesons that the experiments discovered them over a long time. From that, the bottomonium family holds a
substantial place in the hadronic particles and participates effectively in the inspecting of strong interactions.

The full observed bottomonium spectra are still very far from the establishing, in comparison with the
theoretical calculations of spectra. Ref.[5] provides a good review of the practical history of the bottomonium
states, but here we offer a brief summary. At Fermilab by the E288 Collaboration in 1977, the first bottomonia
Υ(1S) and Υ(2S) plus Υ(3S) have been detected [6, 7]. Then Υ(4S) state was observed in 1984 [8]. BaBar
Collaboration has observed ηb(1S), the spin-singlet partner of the spin-triplet state Υ(1S), in 2008 [9]. After four
years, Belle collaboration has announced the initial evidence for spin-singlet partner ηb(2S) of the Υ(2S) in 2012
utilizing the transition process, hb(2P ) −→ γ [10]. In 1982 [11, 12] and 1983 [13, 14], the radiative transitions of
the Υ(2S) and Υ(3S) have led to the observation of the two triplet-spin P-wave mesons χbJ(1P ) and χbJ(2P ) with
J = 2, 1, 0. hb(1P ) has firstly manifested in BABAR in 2011 via cascade transitions; Υ(3S) → πohb(1P ) →
πoγηb(2S) [15], with a mass of 9902 ±4 ± 2. Belle has not long waited to announce significant observation
of the singlet spin states hb(2P ) [16]. In the cascade transitions, Υ(3S) −→ χb(2P )γ −→ Υ(13D2)γγ −→
χb(1P )γγγ −→ Υ(1S)γγγγ, the candidate for the mesonic state;13D2 has appeared in the CLEO Collaboration
in 2004 [17].

So clear, it is hard to assign the whole spectrum of bottomonia. As a part of fact, we are still at the
beginning of this road. Until now many lower bottomonium states that are under the threshold of creation
of the BB̄ pair have not appeared. But the running of the Belle II [18] and upcoming colliders will open the
hope door towards this challenge, and we foresee the appearance of new bottomonium states. To achieve that,
we need to probe the bottomonia with many theoretical techniques that provide us with accurate expectations
and inspired QCD. There are many techniques have utilized for example; the QCD sum rule [19, 20], Bethe-
Salpeter [21], the Regge phenomenology [22, 23, 24, 25], the method of perturbative QCD [26],the lattice QCD
[27, 28, 29], and the coupled-channel model [30, 31, 32, 33] in addition to utilizing the versions of relativistic
[34, 35], relativized [36, 37, 38], semi-relativistic [39, 40], and finally the non-relativistic [41].

Our purpose in this paper is to obtain the accurate mass spectrum of bottomonia in addition to the
characteristics of hyperfine splitting behavior and fine splitting behavior. We suggest applying three QCD-
inspired potentials, the first one is the simplest. For more accurate results, we use the second one, which
takes into account the spin-spin interactions between quarks. Here appears the hyperfine splitting behavior.
To obtain the best potential, which is more sophisticated and more accurate, we apply the third one, which
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includes spin-orbit interactions and tensor interactions, and here the fine-splitting behavior appears, and the
results become more accurate. The theoretical frame for this work is in the next section, while we offer our
findings and discussion in section 3. Our conclusions appear in the last section.

2. THE THEORETICAL FRAME

We adopt the non-relativistic approximation, which includes the Hamiltonian that rules the dynamics of
mesons, consisting of the kinetic energy part T and the potential energy part V which considers the phenomeno-
logical interactions of the constituent quarks. We can write the Hamiltonian operator Ĥ as:

Ĥnr = T̂nr + V̂. (1)

We can express the wave functions of mesons as the eigenfunctions in the Schrödinger equation as follows:

Ĥnrψ = Eψ. (2)

2.1. The Kinetic Energy of Bottomonia

We can treat the bottomonium mass center of motion as the non-relativistic kinetic energy. The expression
of the non-relativistic kinetic energy operator is as the next [42]:

T̂nr = mb +mb̄ +
P̂2

µ
. (3)

The mb and mb̄ are the masses of the bottom quark and the bottom antiquark. The µ and P̂ are the reduced
mass and the relative momentum of bottomonium meson, respectively. The constituent quark mass is used to
provide us with suitable calculations of bottomonium properties that could be performed. We can compare the
findings to the experimental data [43] to appear how our models work.

2.2. The Potential Models

From a time the first detection of the charmonium states in 1974, the first system of quark and antiquark,
it became prototypical of the exotic positronium atom e+e− for meson spectroscopy [44, 45, 46]. There is a
similarity between them roughly [1]. So the initial attempt started to improve positronium-like potential, to
obtain a fine static potential of quarkonium, which is known as a vector color coulomb-like potential. The
improved color coulomb-like potential depends on QCD spirit. In this potential, the effectiveness of quark
interaction is in the short distances [47, 48]. According to the rules of quantum chromodynamics (QCD) theory,
the behavior of short distance has dominated via one-gluon exchange (OGE) interaction[49, 1]. Hence the color
coulomb-like potential takes the following formula:

Vcoulomb−like(r) =
−4

3

αs

r
(4)

where αs and
−4

3
are the running strong coupling constant and the color factor, respectively. From the

phenomenological side, we must consider the quark confinement at the long ranges[36, 42], where one of the
significant properties of strong interactions is confinement, which is generally acknowledged. From QCD rules,
the confining potential increases with increasing the inter-quark distance[50, 1]. So we can write the confinement
potential as:

Vconf (r) = br. (5)

From the previous, we can obtain the conventional potential, which collects the vector color Coulomb-like
potential as in Eq.4 and the scalar linear potential as in Eq.5. This is the first suggested potential that we can
write as:

VI(r) =
−4

3

αs

r
+ br. (6)

We will investigate bb̄ system spectra under the effect of this potential as a minimal potential model, as shown
in Table 2; column 4.

Here, we go ahead a step toward the front to consider the spin-spin interactions between bb̄ systems, which
takes the following relation:

VSS(r) =
32παs

9mbmb̄

δσ(r)Sb.Sb̄ (7)

where
δσ(r) = (σ/

√
π)3e−σ2r2 . (8)
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When we add Eq.7 to Eq.6, we acquire the second potential that takes the following form:

VII(r) =
−4

3

αs

r
+ br +

32παs

9mbmb̄

δσ(r)Sb.Sb̄, (9)

where

⟨SMs|SbSb̄|SMs⟩ =
S (S − 1)

2
− 3

4
(10)

as S is the total spin of the meson [51]. The second potential considers the hyperfine behavior that arises due to
spin-spin interaction between quarks, so it differentiates between the triplet spin states and singlet spin states.
Now we take into account two significant parts spin-orbit interactions and tensor interactions. They have the
next formulas[52]:

VSL(r) =
1

2m2
br

(3V
′

V (r)− V
′

S(r))L.S, (11)

and

VT (r) =
1

12m2
b

(
1

r
V

′

V (r)− V
′′

V (r))T (12)

where the spin-orbit matrix elements of the L.S operator is determined by

⟨L.S⟩ = J (J + 1)

2
− L (L+ 1)

2
− S (S + 1)

2
, (13)

where L and J are orbital angular momentum and total angular momentum quantum numbers. This operator
has a diagonal base |J, L, S⟩, and T represents the tensor operator [53]:

T = Sq � r̂Sq̄ � r̂ − 1

3
Sq � Sq̄ (14)

From the equations (9,11,12), we can write the third potential as follows:

VIII(r) =
−4

3

αs

r
+ br +

32παs

9mbmb̄

δσ(r)Sb.Sb̄ + VSL(r) + VT (r). (15)

This potential considers fine splitting behavior due to taking into account the spin-orbit and the tensor
interactions in addition to the hyperfine splitting behavior due to spin-spin interaction.

We have determined the utilized parameters in these potentials by fitting the corresponding spectrum of
bottomonium states for each different potential, as in Table 1. We can have high expectations concerning the
bottomonia spectrum (bb̄), as shown in Table 2 due to, these modified parameters tabulated in Table 1.

Table 1. The modified parameters were utilized in three potentials to obtain the masses of bb̄-bottomonium
states

Model The potentials in the (NRQM)
Parameters VI VII VIII

mb = mb̄ GeV 4.7836 4.7916 4.8087
αs 0.3811 0.3981 0.4040

b (GeV )2 0.1625 0.1671 0.1620
σ GeV — 2.8241 2.2927

3. RESULTS AND DISCUSSION

In this paper, we remedied Schrodinger’s equation using the matrix method to obtain its numerical solution.
Using the previous three potentials, the bottomonium mesons’ characteristics are probed in the frame of the
non-relativistic kinetic energy. We have obtained Hamiltonian values for the nS(n ≤ 4), nP (n ≤ 3), and
nD(n ≤ 3) bottomonium states with the spectroscopic notation n2S+1LJ . The mass and other characteristics
are introduced in Tables (2 : 4).
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3.1. The Mass Spectrum of Bottomonium Mesons

We investigated the spectrum of S, P, and D-Wave bottomonium mesons under the influence of three po-
tentials. This study includes thirty-six seen and unseen meson states. Fitting with seventeen mesonic states in
the last update of data, due to it yields new parameters in each potential to get the best new theoretical bot-
tomonium spectra in three QCD-inspired potentials types, as shown in Table 1. These newly yielded theoretical
spectra were compared with the current experimental data [43] and compared to other works for calculated
spectra [54, 55, 56].

The χ2 values for the expectations of the three potential types are (0.0010), (0.0005), and (0.0002), respec-
tively. So, one observes that the first potential type provides us an agreement with the experiment, although it
is a blind model concerning the multiplets of bottomonium states that own the same orbital angular momentum
L quantum number with different spin quantum number S and different total angular momentum J as in column
4 of Table 2. When we go ahead a step toward more accuracy, we find the second potential type that supplies us
with more accuracy than the first one, but one notices it is a blind relative to the multiplets that own the same
orbital angular momentum L quantum number, with a different total angular momentum quantum number J,
as seen in column 5 of Table 2. Now we continue ahead another step toward more accuracy, and we have found
that the third type of potential has achieved the most accuracy concerning these potentials, in addition, this
potential provides us with the ability to distinguish between the multiplets of bottomonia that own the same
quantum number L and with different quantum numbers S and J, as shown in Table 2 column 6.

The masses of bottomonia are plotted in Fig.1 and Fig.2 with the principle quantum number (n). Where
the masses are extracted within the third potential type; based on its parameters which are in Table 1. The
figures illustrate the masses of S, P, and D-wave states with triplet spin (in Fig.1) and singlet spin (in Fig.2)
with various values of J. The graphs demonstrate that the mass spectra increase along with increasing the
principle quantum number (n). Here, we find (n) has a strong influence on the S, P, and D-wave bottomonia
masses when particles have the same S and J quantum numbers.

Figures 6 and 7 illustrate the theoretical masses of S, P-wave bottomonium states (Υ(nS) and η(nS))
and (χ (nS)and h(nS)), respectively. They provide us with a comparison between the practical data and the
theoretical expectations using the third potential, tabulated in Table 2. we find a good consistency between
them and observe a tiny distinction between them.

The other studies for the bottomonium spectra employed a variety of models, including the variational
method with a single Gaussian trial wavefunction in a Cornell potential model in the relativistic Quark Model
framework used by (Virendrasinh Kher et al.) [54]. While (B. Chen et al.) utilized the RFT model[55], mean-
while the Non-Relativistic with Screened Potential Model is applied by (W.J. Deng et al.) [56]. And (M. Wurtz
et al.) use the LATTICE Field Theory estimations [29]. We find from Table. 2 that the three potentials to
which we applied them agree in general in the most estimations with these models, but the third one owns the
most agreement with the most states.

3.2. Hyperfine Splitting Behavior ∆MHyp.Sp.

The hyperfine splitting force plays an influential role in the calculations of the mass of bottomonia. So,
we have to take it into account. This force started with the appearance through the second potential, so the
second potential provides us with more accurate calculations for masses than the first potential, as evident
in column 5 of Table 2. However, its accuracy is further improved in the third potential to supply us with
more accurate calculations, as extremely evident in column 6 of Table 2. We notice that the difference between
the multiplets decreases by increasing (n) for S-wave bottomonia; the same thing concerning P-wave, but in
the S-wave bottomonia the triplet spin particles have greater mass than the singlet spin particles. While the
opposite happens for the P-wave bottomonia, the spectrum mass of singlet spin particles is heaviest than triplet
spin particles. While in the D-wave bottomonia, the mass difference is constant between triplet, and singlet
spin particles, and compared to the singlet spin particles, the triplet spin particles are heavier. Fig. 3 shows the
relation between the hyperfine splitting mass and the quantum number (n) in comparison with experimental
data for the S-wave in a graph (a) and also for the P-wave in graph (b) according to the third potential.

3.3. Fine Splitting Behavior ∆MF.S.

The role of fine splitting force, which appears in the third potential is very significant for estimations of
the masses of bottomonium mesons. That matter makes us enter this force in our calculations of mass spectra,
not only in the bottomonium spectrum but in all hadronic spectra. Consequently, we find the mass estimations
are the most accurate. Also, it can distinguish between the multiplets that have the same L and S, but they
have various J because of spin-orbit force and tensor force, as is very clear in Table 2; column 6. Now we find
the 13P1-1

3P0 is the dominant partial splitting where it is of (∼= 59%) relative to total splitting concerning the
1P-level. Also, the 23P1-2

3P0 takes (∼= 55%) to be the dominant partial splitting relative to the 2P-level.
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(a) The masses of S, P, and D states for J=1. (b) The masses of P and D states for J=2.

(c) The masses of D states for J=3. (d) The masses of P states for J=0.

Figure 1. The Masses of S, P, and D states for QCD-inspired VIII , which have spin one and various total
angular momentum J versus n quantum number

(a) The masses of S states for J=0. (b) The masses of P states for J=1.

(c) The masses of D states for J=2.

Figure 2. The Masses of S, P, and D states for QCD-inspired VIII , which have spin zero and various total
angular momentum states J versus n quantum number
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Table 2. Theoretical spectra of bb̄ states in GeV under the influence of three QCD-inspired potentials compared
with experimental data [43] and with theoretical results of Refs.[[54], [55], [56], [29]].

state name EXP.Mass Theoretical masses
[43] VI VII VIII [54] [55] [56] [29]

1 3S1 Υ(1S) 9.4603± 0.26 9.4353 9.4383 9.4510 9.4630 – 9.4600 9.4600
1 1S0 ηb(1S) 9.3987± 2.0 9.4353 9.3633 9.3910 9.4230 – 9.3900 9.4020
2 3S1 Υ(2S) 10.0233± 0.31 9.9804 9.9974 10.0110 10.0010 10.0230 10.0150 10.0200
2 1S0 ηb(2S) 9.9990± 4.0 9.9804 9.9722 9.9930 9.9830 9.9990 9.9900 9.9980
3 3S1 Υ(3S) 10.3552± 0.5 10.3042 10.3285 10.3380 10.3540 10.3570 10.3430 10.3340
3 1S0 ηb(3S) 10.3042 10.3112 10.3260 10.3420 10.3370 10.3260 10.3140
4 3S1 Υ(4S) 10.5794± 1.2 10.5649 10.5949 10.6000 10.6500 10.6370 10.5970 –
4 1S0 ηb(4S) 10.5649 10.5809 10.5900 10.6380 10.6270 10.5840 –
1 3P2 χb2(1P ) 9.9122± 0.26± 0.31 9.8901 9.9012 9.9320 9.9070 9.9110 9.9210 9.9130
1 3P1 χb1(1P ) 9.8928± 0.26± 0.31 9.8901 9.9012 9.9090 9.8940 9.8930 9.9030 9.8930
1 3P0 χb0(1P ) 9.8594± 0.42± 0.31 9.8901 9.9012 9.8760 9.8740 9.8540 9.8640 9.8650
1 1P1 hb(1P ) 9.8993± 0.8 9.8901 9.8990 9.9230 9.8990 9.8990 9.9090 9.9000
2 3P2 χb2(2P ) 10.2686± 0.22± 0.50 10.2230 10.2433 10.2670 10.2740 10.2680 10.2640 10.2270
2 3P1 χb1(2P ) 10.2555± 0.22± 0.50 10.2230 10.2433 10.2480 10.2650 10.2590 10.2490 10.2120
2 3P0 χb0(2P ) 10.2325± 0.40± 0.50 10.2230 10.2433 10.2250 10.2480 10.2390 10.2200 10.1940
2 1P1 hb(2P ) 10.2598± 1.20 10.2230 10.2409 10.2590 10.2680 10.2620 10.2540 10.2190
3 3P2 χb2(3P ) 10524.0± 0.8 10.4896 10.5162 10.5340 10.5760 10.5560 10.5280 –
3 3P1 χb1(3P ) 10513.4± 0.7 10.4896 10.5162 10.5170 10.5670 10.5570 10.5150 –
3 3P0 χb0(3P ) 10.4896 10.5162 10.4980 10.5510 10.5510 10.4900 –
3 1P1 hb(3P ) 10.4896 10.5138 10.5260 10.5700 10.5560 10.5190 –
4 3P2 χb2(4P ) 10.7220 10.7537 10.7667 – 10814 – –
4 3P1 χb1(4P ) 10.7220 10.7537 10.7500 – 10817 – –
4 3P0 χb0(4P ) 10.7220 10.7537 10.7342 – 10815 – –
4 1P1 hb(4P ) 10.7220 10.7512 10.7594 – 10815 – –
1 3D3 Υ3(1D) 10.1238 10.1423 10.1620 10.1500 10.1830 10.1570 10.1720
1 3D2 Υ2(1D) 10.1637± 1.40 10.1238 10.1423 10.1570 10.1490 10.1640 10.1530 10.1610
1 3D1 Υ1(1D) 10.1238 10.1423 10.1500 10.1450 10.1360 10.1460 10.1500
1 1D2 ηb2(1D) 10.1238 10.1422 10.1520 10.1490 10.1670 10.1530 10.1630
2 3D3 Υ3(2D) 10.3996 10.4245 10.4400 10.4660 10.4780 10.4360 10.4590
2 3D2 Υ2(2D) 10.3996 10.4245 10.4340 10.4650 10.4760 10.4320 10.4010
2 3D1 Υ1(2D) 10.3996 10.4245 10.4270 10.4620 10.4670 10.4250 10.4580
2 1D2 ηb2(2D) 10.3996 10.4244 10.4290 10.4650 10.4750 10.4320 10.4470
3 3D3 Υ3(3D) 10.6383 10.6684 10.6790 10.7410 10.7400 – –
3 3D2 Υ2(3D) 10.6383 10.6684 10.6740 10.7400 10.7440 – –
3 3D1 Υ1(3D) 10.6383 10.6684 10.6660 10.7360 10.7420 – –
3 1D2 ηb2(3D) 10.6383 10.6683 10.6690 10.7400 10.7420 – –

χ2 0.0010 0.0005 0.0002

(a) The hyperfine splitting of S states. (b) The hyperfine splitting of P states.

Figure 3. The theoretical and experimental mass hyperfine splitting behavior of S and P states versus n

Also, in the experimental data, n3P1 − n3P0;n = 1, 2 is the dominant partial splitting. So, these expecta-
tions are consistent with practical results, as appear in Figs. 4 and 5. And we have presented our predictions
for these states and the rest of the states, as in Table 4.
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Table 3. Theoretical hyperfine splitting (Theo. ∆MHyp.Sp.) and Experimental hyperfine splitting (Exp.
∆MHyp.Sp.) of [bb̄] states in MeV for S, P, D-Wave studied states.

Wave Level Total Spin of states (S) Hyperfine Theoretical Experimental
(n) (L) Splitting |∆MHyp.Sp| |∆MHyp.Sp| [43]
1 S 1-0 3S1-1S0 60 61.60
2 S 1-0 3S1-1S0 18 24.30
3 S 1-0 3S1-1S0 12 –
4 S 1-0 3S1-1S0 10 –
1 P 1-0 3P1-1P1 14 6.50
2 P 1-0 3P1-1P1 11 4.30
3 P 1-0 3P1-1P1 9 –
4 P 1-0 3P1-1P1 9 –
1 D 1-0 3D2-1D2 5 –
2 D 1-0 3D2-1D2 5 –
3 D 1-0 3D2-1D2 5 –

(a) The theo. ratio of 1P fine splitting
mesons

(b) The exp. ratio of 1P fine splitting
mesons.

Figure 4. The theoretical and experimental fine splitting behavior of one spin 1P bottomonium states

4. CONCLUSION

In this work, we propose applying the three potentials in the framework of the non-relativistic quark
model to probe the bottomonia spectra and obtain accurate yields. Our perspective depends on the non-
relativistic framework that is suitable generally for the heavy mesons sector and particularly for bottomonium
mesons because they are the heaviest mesons. The expectations of all these potentials present overall agree
with practical data and with the theoretical expectations of other groups. The first one involves the one-gluon
exchange interaction (like color coulomb potential) in addition to the scalar linear confinement potential, which
provides us sensible findings where its uncertainty almost equals 0.0010, but it blinds concerning splitting
between the multiples of bottomonium states which have the different S, and the J, but the same L quantum
numbers. When we add the spin-spin interactions of quarks, we obtain the second potential, which is more
accurate than the first one. Its χ value almost equals 0.005 and also exhibits hyperfine splitting behavior.

The third potential achieves our computational strategy that aims towards more accurate outputs using
sophisticated treatments concerning the bottomonia spectrum, and we can extend and apply it to other heavy
mesons. This potential is the most complex, but it is the most accurate one, with a χ value is almost 0.002.
Additionally, it indicates the fine splitting behavior for bottomonium spectra. Our expected masses of unseen

(a) The theo. ratio of 2P fine splitting
mesons

(b) The exp. ratio of 2P fine splitting
mesons.

Figure 5. The theoretical and experimental fine splitting behavior of one spin 2P bottomonium states
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Figure 6. Comparing of the masses of S-wave bottomonia in GeV with the last update experimental data

Figure 7. Comparing of the masses of P-wave bottomonia in GeV with the last update experimental data
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Table 4. Theoretical fine splitting (Theo. ∆MF.Sp.) and Experimental fine splitting (Exp. ∆MF.Sp.) of [bb̄]
states in MeV for P, D-Wave studied states.

Wave Level Total angular Fine Theo. Exp.
n L momentum of states (J) Splitting ∆MF.Sp. ∆MF.Sp.[43]
1 P 2-1 3P2-3P1 23 19.4

P 1-0 3P1-3P0 33 33.4
2 P 2-1 3P2-3P1 19 13.2

P 1-0 3P1-3P0 23 23.0
3 P 2-1 3P2-3P1 17 –

P 1-0 3P1-3P0 19 –
4 P 2-1 3P2-3P1 17 –

P 1-0 3P1-3P0 16 –
1 D 3-2 3D3-3D2 5 –

D 2-1 3D2-3D1 7 –
2 D 3-2 3D3-3D2 6 –

D 2-1 3D2-3D1 7 –
3 D 3-2 3D3-3D2 5 –

D 2-1 3D2-3D1 8 –

bottomonia states, via the third model, can provide good benefits t o d iscovering t hese s tates i n t he incoming 
experiments.

So we use the yieldings from the third potential to study the hyperfine s plitting b ehavior a nd t he fine 
splitting behavior of the S, P, and D-wave bottomonia spectrum. This study of the bottomonia multiples 
behaviors agrees with the experimental data and presents significant p redictions; we c an u se t hem t o observe 
unseen bottomonium states in the future.
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ÁÎÒÎÌÎÍIß ÏIÄ ÂÏËÈÂÎÌ ÒÐÜÎÕ IÍÑÏIÐÎÂÀÍÈÕ ÏÎÒÅÍÖIÀËIÂ ÊÕÄ Ó
ÐÀÌÊÀÕ ÍÅÐÅËßÒÈÂIÑÒÑÜÊÎ� ÊÂÀÐÊÎÂÎ� ÌÎÄÅËI

Ìóñòàôà Iñìà¨ë Õàïàðið,a, Ì. Àëëîøb, Ã.Ñ. Õàññàía, À.Ì. ßñåðb
aÊàôåäðà ôiçèêè, Ôàêóëüòåò ïðèðîäíè÷èõ íàóê, Àñüþò, Óíiâåðñèòåò Àñüþò, 71515 Àñüþò, �ãèïåò

bÔiçè÷íèé ôàêóëüòåò, ïðèðîäíè÷èé ôàêóëüòåò, Êåíà, Óíiâåðñèòåò Ïiâäåííî¨ äîëèíè, 83523 Êåíà, �ãèïåò

Ó öié ñòàòòi ìè äîñëiäæóâàëè ñïåêòð ïîâåäiíêè áîòòîíi¹âèõ ìåçîíiâ ïiä âïëèâîì òðüîõ òèïiâ ïîòåíöiàëiâ, íàâiÿíèõ

êâàíòîâîþ õðîìîäèíàìiêîþ. Êðiì òîãî, áóëè âèâ÷åíi iíøi âëàñòèâîñòi, òàêi ÿê ïîâåäiíêà ãiïåðòîíêîãî ðîçùåïëå-

ííÿ òà ïîâåäiíêà òîíêîãî ðîçùåïëåííÿ. Ìè âèêîðèñòàëè öi ïîòåíöiéíi ìîäåëi â ðàìêàõ ìîäåëi íåðåëÿòèâiñòñüêèõ

êâàðêiâ, ùîá ïðåäñòàâèòè öå äîñëiäæåííÿ. Ìè âèÿâèëè, ùî íàøi î÷iêóâàííÿ óçãîäæóþòüñÿ ç åêñïåðèìåíòàëüíèìè

äàíèìè òà iíøèìè òåîðåòè÷íèìè ðîáîòàìè, à òàêîæ ìè ïðåäñòàâèëè íîâi âèñíîâêè ùîäî ñïåêòðó íåâèäèìèõ ñòàíiâ

áîòòîìîíiþ äëÿ S, P i D-õâèëü áîòòîìîíi¨. I ìè î÷iêóâàëè iíøèõ ¨õíiõ õàðàêòåðèñòèê.

Êëþ÷îâi ñëîâà: âëàñòèâîñòi ãiïåððîçùåïëåííÿ; òîíêå ðîçùåïëåííÿ; áîòîìîíiÿ
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The aim of this paper is to scrutinize the mixed convective flow of Williamson nanofluid in the presence of stretched surface with 
various physical effects. The impact of Brownian motion and thermophoresis is the part of this investigation. In addition, the features 
of thermal radiations is considered in energy equation for motivation of problem. Theory of the microorganism is used to stable the 
model. Mathematical modelling is carried out. Appropriate similarity functions are used to transform the couple of governing PDEs 
into set of ODEs. Wolfram MATHEMATICA is engaged to solve transformed equations numerically with the help of shooting scheme. 
The influence of emerging flow parameters like magnetic, thermophoresis, porosity, Péclet and Lewis number on the velocity, 
temperature, volumetric concentration and density of microorganism distribution are presented in tables and graphs. 
Keywords: Gyrotactic Microorganism; Williamson nanofluid; MHD; Bioconvection; Shooting method. 
PACS: 44.10.+i, 44.05.+e, 44.30.+v, 47.10.ad. 

1. INTRODUCTION
Fluid mechanics have two principal types of fluids called Newtonian and non-Newtonian fluid flow belongings of 

Newtonian and non-Newtonian fluids are not similar. Newtonian fluids are those which satisfy Newton law of viscosity 
like water, glycerol, alcohol and benzene. Here, the contact between strain rates is explained by taking out the basic model, 
especially for such liquids that do not obey the Newton law of viscosity. Fluids like toothpaste, cosmetics, butter, ketchup, 
custard, shampoo, blood, honey, paint are the examples of non-Newtonian fluids in daily life. Because of the complicated 
and interdisciplinary nature, the study of non-Newtonian fluids has recently involved a lot of attention from researchers. 
Nanofluids are small-sized solid particles dissolved in conventional processing fluids. Water, glycerol, engine oils, 
ethylene glycol, and pump oil are conventional processing fluids. Nanoparticles, which are normally recycled in 
nanofluids are made from various materials, such as metals or non-metals. Choi and Eastman [1] found that by suspending 
metallic nanoparticles in traditional fluids, the resulting nanofluids have predicted high thermal conductivity. The 
movement of heat transfer in a fluid will enhance the conduction and convection coefficients. Nanofluid research is 
becoming more important and effective. Nanofluids are developed to achieve maximal thermal properties at the smallest 
concentration possible. The production of nanofluids resulted in increased thermal conductivity and improved heat 
transfer properties. The transmission qualities and heat conduction characteristics of the base fluids, such as organic, 
refrigerant, and ethylene liquids, are altered by all non-metallic and metallic particles. In fact, while higher thermal 
conductivity is dependent on nanoparticles, the efficacy of heat transfer enhancement is also dependent on scattered 
particles, material type, and other parameters. Using additives to improve a base fluid's heat transfer capacity is another 
option. Nanofluids have a wide variety of applications and they can be used in different sectors, including heat transferring 
and other cooling applications. In the biological and biomedical sectors, nanofluids have played vital roles for a long time, 
and their use will be extended to growth. Nanofluids have also been used as detergents and smart fluids. Jawad et al. [2] 
has inspected that nanofluid is such kinds of hotness move source having nano-particles with shape short 100 (nm). Wen 
and Ding [3] have found that nanofluids significantly improved convective heat transfer, according to the findings. The 
improvement was especially noticeable in the entrance region, and it was much greater than the increase in thermal 
conduction. The classical Such equation was also shown to be ineffective in predicting the heat transfer conduct of 
nanofluids. The main explanations were proposed to be nanoparticle migration and the commotion of the boundary layer. 
Bhattacharya et al. [4] have evaluated the thermal conductivities of aluminium oxide-water nanofluids at different 
temperatures and clarify that the enhancement in thermal conductivity is temperature dependent. 

Magnetohydrodynamics, also known as hydro-magnetics, is the learning of dynamics of the existence of magnetic 
properties and the liquid effects that are electrically conducted. Salt water, liquid metals, plasma and electrolytes are 
known examples of magneto fluids. Alfvén [5], a Swedish physicist, was the first to introduce the MHD fluid flow. 
Turkyilmazoglu [6] has calculated analytically the magnetohydrodynamic flow and thermal transport features of 
nanofluid flow across a continually extending or contracting permeable sheet in the presence of temperature and velocity 

† Cite as: M. Jawad, M.M. Ur-Rehman, and K.S. Nisar, East Eur. J. Phys. 2, 359 (2023), https://doi.org/10.26565/2312-4334-2023-2-42 
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slip. Qayyum et al. [7] have observed analytical treatment of MHD radiative flow of tangential hyperbolic nanofluid 
under the impact of heat generation or absorption. The study's reproduction was based on Newtonian heat and mass 
conditions. Mohyud-Din et al. [8] have presented a revised model for Stokes first issue in nanofluids. At the boundary, 
this model considers a zero-flux condition. Following the implementation of the similarity transforms, the governing 
equations were altered into a system of non-linear ordinary differential equations. Majeed et al. [9] has concentrated on 
that Magnetohydrodynamics manages electrically led liquid having attractive properties in like manner of electrolytes, 
salt water, plasmas, and fluid metals. Nadeem et al. [10] have studied the Casson fluid's MHD boundary layer movement 
across an increasingly permeable shrink sheet. 

Williamson [11] concentrated on the progression of pseudoplastic materials and fostered a model to clarify the 
progression of liquids and gave trial results. In the Williamson model, the compelling consistency ought to be decreased 
endlessly by raising the shear rate, which is boundless thickness very still and no consistency as the shear rate approaches 
endlessness. The Williamson liquid model is an essential reenactment of non-Newtonian liquid viscoelastic shear 
diminishing highlights. Hayat et al. [12] have analysed the results of chemically reactive flow of nanomaterial based on 
Brownian and Thermophoresis movement with a nonlinear bidirectional stretching layer with a constant thickness. 
Williamson fluid rheological expressions and the optimal homotopy analysis approach were used. Zaman and Gul [13] 
have examined in the presence of Newtonian conditions, the magnetohydrodynamic (MHD) of Williamson nanofluid 
bioconvective flow containing microorganisms. The bvp4c technique is used to achieve numerical solutions. Danish et 
al. [14] have explained a new numerical model to analyse the features of activation energy on magnetized Williamson 
fluid over a section with nonlinear thermal radiation. The Brownian and thermophoresis nanofluid properties have been 
described using the Buongiorno model. For more details see Refs [15-23]. 

Kuznetsov [24] were the first to investigate the topic of bioconvection in a suspension containing small solid 
particles (nanoparticles). To see how minor particles that are denser than water affect the permanence of a motile 
gyrotactic bacteria suspension in a finite-depth horizontal fluid layer. Bioconvection has the potential to improve mass 
transport and mixing, particularly in microvolumes, as well as the stability of nanofluids. Thus, a nanofluid and 
bioconvection combination could be promising for new microfluidic devices. Khan et al. [25] have explained the 
movement over a permeable wedge in the occurrence of viscous dissipation and Joule heating. The nanofluid containing 
gyrotactic microorganisms was expected to be saturated in the wedge under the effect of magneto-hydrodynamics. The 
passive control model was used to formulate the problem. Uddin et al. [26] have evaluated numerically the impacts of 
bioconvection on fluid velocity and thermal slips over the flow of nanofluid passing through the horizontal touching sheet. 
They introduced the first time-similarity solution to nano-bioconvection. The influences of velocity, the bioconvection 
Lewis number, Peclet number and the bioconvection Peclet number on the governing equations, including local wall mass 
flux and local Nusselt number, were discussed. Naz et al. [27] have reviewed Cross nanofluid with gyrotactic germs, 
entropy formation and heat and mass transmission. The solutions were obtained using the optimal homotopy analysis 
technique, and the most important consequences were discussed graphically and numerically. The geometry of flow model 
is presented in Fig. 1 as: 

Figure 1. Geometry of physical model 

2. PROBLEM STATEMENT
A mathematical study of MHD flow of an incompressible Williamson nanofluid is presented. The two-dimensional 

fluid flow is passing through porous media and stretched surface. Aman et al. [28] work of mixed convection nanofluid 
flow with gyrotactic microorganisms over extending plate has been considered. The first step is to explore this work and 
then extending that by observing the consequence of magnetic field, thermal radiation and chemical reaction with 
compactness of motile microorganisms. 
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The governing equations [29] are: 
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Conditions: 
The initial and boundary conditions [30] are 

0 , , , ,   0,w W W Wv v u U T T C C N N at yλ= = = = = =  

 0, , ,   ,u T T C C N N as y∞ ∞ ∞→ → → → → ∞  (6) 

Similarity transformations: 𝑢 = 𝑏𝑥𝑓ᇱሺ𝜂ሻ;  𝑣 = −ሺ𝑏𝜐ሻభమ𝑓ሺ𝜂ሻ;  𝜂 = ටజ 𝑦;  𝜙ሺ𝜂ሻ = ିಮೢିಮ;  𝜒ሺ𝜂ሻ = ேିேಮேೢିேಮ 𝜃ሺ𝜂ሻ = ்ି ಮ்்ೢ ି ಮ். 

 
3. NUMERICAL SCHEME: SHOOTING METHOD 

The physical aspect of the flow problem under consideration has been investigated by solving the final set of 
equations, namely (2) to (5) associated with the new boundary conditions (6). The policy of shooting method is 
specified as next (Fig. 2). The higher order derivatives in the above mentioned are reduced to first order as follows: 

 𝑓′′′(𝜂) + 𝜆𝑓′′′(𝜂)𝑓′′(𝜂) + 𝑓′′(𝜂)𝑓(𝜂) − 𝑓ᇱଶ(𝜂) −𝑀𝑓′(𝜂) = 0, (7) 

 𝜃ᇱᇱ(𝜂) + 𝛲𝑟𝑓(𝜂)𝜃ᇱ(𝜂) − 2𝛲𝑟𝜃(𝜂) + ே 𝜙ᇱ(𝜂)𝜃ᇱ(𝜂) + ே()(ே௧)𝜃ᇱଶ(𝜂) = 0, (8) 

 𝜙ᇱᇱ(𝜂) + ଵே௧ 𝜃ᇱᇱ(𝜂) + 𝑆𝑐𝑓(𝜂)𝜙ᇱ(𝜂) − 𝑆𝑐𝛾𝜙(𝜂) = 0,  (9) 

 𝜒ᇱᇱ(𝜂) + 𝑆𝑐𝑓(𝜂)𝜒ᇱ(𝜂) − 𝑃𝑒ሾ𝜒ᇱ(𝜂)𝜙ᇱ(𝜂) + (𝜒(𝜂) + 𝜎)𝜙ᇱᇱ(𝜂)ሿ = 0.  (10) 

The higher order equation from (7) to (10) are reduced to first order as 𝑓ᇱ = 𝑢, 𝑢ᇱ = 𝑣, 𝜃ᇱ = 𝑤, 𝜙ᇱ = 𝑞, 𝜒ᇱ = 𝑔, 

 𝜈ᇱ(1 + 𝜆𝜈) + 𝜈𝑓 − 𝑢ଶ − 𝑀𝑢 = 0, (11) 

 𝑤ᇱ + 𝛲𝑟𝑓𝑤 − 2𝛲𝑟𝜃 + ே 𝑞𝑤 + ே()(ே௧)𝑤ଶ = 0, (12) 

 𝑞ᇱ + ଵே௧ 𝑤ᇱ + 𝑆𝑐𝑓𝑞 − 𝑆𝑐𝛾𝜙 = 0, (13) 

 𝑔ᇱ + 𝑆𝑐𝑓𝑔 − 𝑃𝑒ሾ𝑔𝑞 + (𝜒 + 𝜎)𝑞ᇱ(𝜂)ሿ = 0. (14) 

The transformed linearly boundary condition follows that 
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The dimensionless drag force factor 𝐶𝑓௫ = ଶఛೢఘ௨మೢ , the Nusselt amount 𝑁𝑢௫ = ௫ೢఈ( ்ି ಮ்) , local Sherwood amount 
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𝑆ℎ௫ = ௫ೞಳ(ೢିಮ) and density of microorganism’s amount 𝑁𝑛௫ = ௫(ேೢିேಮ) on the surface in 𝑥 −direction are given by 

(𝑅𝑒௫)ଵ/ଶ𝐶𝑓௫ = ቂ𝑓ᇳ(0) + ௐଶ 𝑓ᇳଶ(0)ቃ , (𝑅𝑒௫)ିଵ/ଶ𝑁𝑢௫ = −𝜃ᇱ(0), (𝑅𝑒)ିభమ 𝑆ℎ௫ = −𝜙ᇱ(0), (𝑅𝑒)ିଵ/ଶ 𝑁𝑛௫ = −𝜒ᇱ(0) (16)

here is 𝑅𝑒௫ the Reynold amount. 

Figure 2.  Chart of shooting method steps. 

4. CODE VALIDATIONS
Table 1 provides a critical study of the current findings of– 𝜃ᇱ (0) and −  Φᇱ(0)for the Brownian motion 

parameter𝑁𝑏𝑡utilising the bvp4c. The critical study of these numerical findings in Table 1 reveals that the scheme is valid, 
M = 0.5, 𝜆=0.1, Pr =7, Nc=σ= 0.3, Pe= Le= Sc=0.2 and 𝛾= 0. The comparison of findings in Table 1 shows the 
astonishingly considerable arrangements of the current inquiry with the bvp4c results, which motivates the author to 
tackle this problem with changes of thermal radiation and chemical reaction effects using a well-known shooting 
approach. 
Table. 1. Comparing of −𝜃ᇱ(0)and −Φᇱ(0)values with 𝑁𝑏𝑡. 

Parameter bvp4c Present bvp4c Present𝑁𝑏t −𝜃ᇱ(0) −Φᇱ(0)
0.1 1.15530 1.15530 0.71014 0.71014
0.2 0.82269 0.82269 0.42568 0.42568
0.3 0.56501 0.56501 0.22571 0.22571
0.4 0.37418 0.37418 0.09420 0.09420
0.5 0.23916 0.23916 0.01731 0.01731

5. RESULT AND DISCUSSION
In the current investigation we analyzed the impact of different parameters graphically on non-layered speed, non-

layered liquid temperature, dimensionless liquid focus and non-layered motile microorganism profiles. The principal 
request arrangement of conditions along with limit and starting conditions is tackled by utilizing the order ND settled on 
Mathematica. For this, fixed upsides of certain boundaries are picked self-assertively as given in the accompanying: M = 1; S = 2; λ = 1; Sc = 1; σ = 0.1; Nb = 0.5; γ = 0.1; Nt =  0.5; Pe = 1; Pr = 1; Le = 1; Nr = 0.5; Nc = 0.5. Further, in 
this segment we discussed the graphical consequences of the work of (Aman et al. [28]). The first order system of 
equation (7) to (10) together boundary and initial conditions (15) has been resolved by applying the appreciation ND 
solve on MATHEMATICA version 11. The computational results for velocity, concentration, temperature, and density 
function of motile micro-organism have been obtained for several interested parametrical values namely magnetic 
parameter, the injection/suction parameter, Stretching/Shrinking parameters. The results have been presented in tabular form in Table 2. The impact of suction/injection at the wall on component 
of velocity, concentration profile, temperature profile and profile of motile micro-organism. 

5.1. Velocity Distribution 
In this section, we will confer certain flow parameters that are considered in the velocity contour in the form of 

schemes. The Hartmann number M , section or injection parameter S  are plotted against the velocity function f ′ . The 
consequence of the parameter S  on the velocity profile f ′  is shown in Fig. 3. As the parametric value of S  increases, 
the curves show decreasing behavior. The impact of shrinking sheet parameter λ ′  is described in Figs. 4 and 5. 
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Table 2. Nusselt number, Sherwood number and local density number at the stretching walls. 𝐌 𝛌 𝝈 𝑷𝒆 𝑺 𝐏𝐫 𝐍𝐛 𝐍𝐜 γ 𝐋𝐞 𝑆𝑐 𝑵𝒖𝑹𝒆𝒙𝟏𝟐  𝑺𝒙𝑹𝒆𝒙𝟏𝟐  𝑵𝒏𝒙𝑹𝒆𝒙𝟏𝟐  
1.0 0.3 0.2 2.0 1 1.0 0.3 0.3 0.1 0.4 0.4 1.16658 0.56551  4.32922 
2.0           1.15122 0.40949 3.21536 
3.0           1.07339 0.16074 1.04171 
 0.2          0.17513 0.45781 2.94380 
 0.6          0.17227 0.44646 2.85186 
 0.8          0.16901 0.41386 2.74917 
  0.5         1.13332  0.40569 1.36868 
  0.9         1.13332  0.40569 1.41038 
  1.3         1.13332  0.40569 1.45209 
   1.0        1.13733 0.22029 0.43076 
   1.5        1.13733 0.22029 0.47949 
   2.0        1.13733 0.22029 0.52877 
    1       2.16132 1.43886 4.26399 
    2       2.16043 1.43679 4.24718 
    3       2.15950 1.43468 4.22998 
     1.0      0.45076 0.00965 -0.74796 
     2.0      0.68382 -0.08265 -1.23761 
     3.0      0.84726 -0.07902 -1.04745 
      1     1.15747 0.43020 3.19427 
      2     0.82403 0.90843 7.04755 
      3     0.56578 1.04347 8.14002 
       0.5    1.15741  0.43020 3.19439 
       1    0.95048 0.10050 0.67047 
       1.5    0.86337 0.02480 0.16696 
        0.1   1.15751 0.43030 3.19429 
        0.5   1.05197 0.48545 3.63175 
        1.0   0.99723 0.51465 3.86423 
         0.5  1.08466 0.35128 2.43539 
         1.0  0.93458 0.66761 5.01486 
         1.5  0.83408 0.97853 7.05758 
          1 0.82404 0.90851 7.04754 
          2 0.89140 0.75772 5.85982 
          3 0.92655 0.68163 5.26338 

  
Figure 3. Distribution of velocity profile for some values of S  Figure 4.  Distribution of velocity profile for some values of λ ′ . 

The speed of flow is enhanced and reduced for increasing values of λ ′  and λ  respectively. The sense of parameter 
M  on velocity profile of the fluid is demonstrated by Fig. 6. 

  
Figure 5. Graph pattern of velocity profile for some values of λ. Figure 6. Diagram of velocity profile for some values of M . 
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These curves show reduction in velocity profile with the cumulative values of M . It is because of the cooperation 
of restricting powers, to be specific Lorentz power, which is expanded. The Lorentz power is a blend of electric and 
attractive powers on a moving point charge because of electromagnetic fields. Lorentz powers are resistive powers and 
are associated with attractive numbers. With the augmentation in, Lorentz power supports up, which goes against the fluid 
stream because of decrease in the speeds. 

5.2. Temperature Distribution 
In this section, parametrical effects of diffusivity ratio Nbt , Prandtl number Pr , chemical reaction parameter γ , 

magnetic parameter M , Lewis number Le , suction or injection parameter S , shrinking sheet parameter λ ′ , and 
parameter of heat capacity Nc  are depicted in Figs. 7-13. Behavior of temperature profile with deference to parameter S 
is represented by Fig. 7. When there is gradual increase in the standards of suction or injection parameter S, curves of 
temperature profile depict deceleration behavior gradually. Fig. 8 illustrates the behavior regarding magnetic parameter 
on temperature profile. 

Figure 7. Diagram of temperature profile 
for some values of 𝑆 

Figure 8.  Diagram of temperature profile 
for some values of M  

The graph curves show significant increment in temperature profile with the increasing values of M . Fig. 9 shows 
the consequence of shrinking parameter λ ′  on temperature profile. The decrease in the principles of λ ′ in the stretching 
case resulted in reducing the temperature contour θ . Fig. 10 is sketched to analyze the influence of Prandtl number Pr  
on temperature profile, while keeping other parameters constant. Deceleration in temperature field was obtained when 
increment was done in values of Pr . 

Figure 9.  Diagram of temperature profile 
for some values of 𝜆′. Figure 10.  Diagram of temperature profile 

for some values of 𝑃𝑟. 

Fig. 11 is demonstrated to examine the effect of Nc on the temperature profile. When the increment is done in the 
parametric value of heat capacity ratio, the curves of temperature profile gave an increasing behavior. So, temperature 
was increased with increasing the heat capacity ratio. Fig. 12 indicates the conduct of temperature profile with respect to 
parametric values of diffusivity ratio Nbt . When a gradual increment is done in the morals of diffusivity ratio Nbt , 
deceleration is obtained in the temperature field. Fig. 13 is drawn to summarize the consequence of Lewis number Le  on 
the temperature profile. The curve pattern shows that the increasing Lewis number markedly decreased the temperature 
profile. 
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Figure 11.  Diagram of temperature profile 

for some values of Nc  
Figure 12.  Diagram of temperature profile 

for some values Nbt . 

 
Figure 13.  Diagram of temperature profile 

for some values of 𝐿𝑒. 
 

5.3. Concentration Distribution 
In this section, influences regarding diffusivity ratio parameter Nbt , chemical reaction parameter , magnetic 

parameter M , suction or injection parameter S , shrinking sheet parameter λ ′  and Schmidt number Sc  are depicted on 
the concentration profile in Figs. 14-19. Fig. 14 displays the effect of stretching or shrinking sheet parameter on 
concentration profile. On increasing values of λ ′ , a decreasing behavior of concentration is obtained. In Fig. 15, 
diffusivity ratio parameter Nbt  is depicted to show its behaviour on concentration profile. 

  

Figure 14.  Diagram of concentration profile 
for some values of 𝜆′ Figure 15.  Diagram of concentration profile 

for some values of 𝑁𝑏𝑡 
A significant downfall in the curve of concentration profile is obtained when gradual increase is done in diffusivity 

ratio parameter Nbt . Behavior of concentration profile regarding Schmidt number Sc is depicted in Fig.16. When 
parametrical values of Scare boosted up, a significant decrease is resulted in concentration profile. Schmidt number is 
ratio between viscosity and molecular diffusion. Impact of chemical reaction parameter on concentration profile is 
depicted in Fig.17. 

γ

γ
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Figure 16.  Diagram of concentration profile 
for some values of 𝑆𝑐. 

Figure 17.  Diagram of concentration profile 
for some values of 𝛾. 

Curve of concentration profile of fluid is decreased when chemical reaction parameter γ  is increased. The 
concentration profile curve with respect to magnetic parameter M is demonstrated in Fig. 18. A remarkable increment is 
resulted in concentration field when magnetic field parameter is increased. The change in concentration profile for some 
values of suction or injection parameter S  is elaborated in Fig. 19. A decreasing behavior of concentration profile of fluid 
is obtained with increasing values of S. 

Figure 18.  Diagram of concentration profile 
for some values of 𝑀. 

Figure 19.  Diagram of concentration profile 
for some values of 𝑆. 

5.4. Motile microorganism density Distribution 
In this section, effects regarding Schmidt number Sc , Peclet number Pe , σ , and suction or injection parameter S

on the density profile of motile micro-organism are discussed in Figs. 20-23. Fig. 20 shows the effect of Peclet number
Pe  on the density of motile microorganisms. It is observed that increment in the values of Peclet number is caused in 
increasing the density of motile microorganisms. Fig. 21 shows the effect of parametrical values of suction/injection on 
the density of motile microorganisms. 

Figure 20.  Diagram of motile microorganism profile 
for some values of 𝑃𝑒. 

Figure 21.  Diagram of motile microorganism profile 
for some values of 𝑆. 
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According to the plot, deceleration in density is attained for increasing values of S. The graph of Schmidt number 
Sc on motile density profile is displayed in Fig. 22. Density profile of motile microorganisms is decreased for gradual 
increase in Schmidt number. Effect of dimensionless parameter σ  on density of microorganism is presented in Fig. 23. 
An important growth is observed in density, when dimensionless parameter σ  is increased. 

  
Figure 22. Diagram of motile microorganism profile 

for some values of 𝑆𝑐. 
Figure 23. Diagram of motile microorganism profile 

for some values of 𝜎. 
 

6. CONCLUSION 
The main objective is to understand the “radiative effects on MHD Williamson nanofluid flow over a porous 

stretching sheet with gyrotactic microorganism: Buongiorno's model”. Furthermore, the impacts of chemical reaction, 
magnetic effect and density of motile microorganism are under assumption. Firstly, useful dimensionless variables are 
implemented to alter the system of partial differential equations into system of ordinary differential equations. Later on, 
the approximate solution of transformed boundary value problem is calculated by using shooting scheme for numerically 
solution by employing ND solving command on Mathematica software. The effects of different physical parameters on 
non-dimensional velocity function, temperature profile, mass concentration profile and motile microorganism's density 
function are observed. The principal revelations of this work are as per the following: 

• The effect of attractive field is to diminish every one of the actual amounts of interest, where it affected 
fundamentally on speed work. 

• The speed of nanofluids diminishes by expanding attractions boundary 𝑆. 
• The temperature nanofluids profile increments by expanding 𝑁𝑐. 
• The temperature work for nanofluids diminishes by expanding Prandtl number 𝑃𝑟. 
• The concentration function decreases by increasing 𝑁𝑏. 
• The concentration function decreases by increasing 𝑆𝑐. 
• The microorganism density is increased by collective bio convection Peclet number 𝑃𝑒 
The shooting method could be applied to a variety of physical and technical challenges in the future [31-35].  
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ВПЛИВ БІОКОНВЕКЦІЇ НА ПОТІК НЕНЬЮТОНІВСЬКОЇ ХІМІЧНО РЕАГУЮЧОЇ НАНОРІДИНИ 
ВІЛЬЯМСОНА ЧЕРЕЗ РОЗТЯГНУТУ ПОВЕРХНЮ З ТЕПЛО-ТА МАСОПЕРЕНОСОМ 

Мухаммад Джавадa, М. Муті-Ур-Рехманb, Коттаккаран Суппі Нісарc,d 
aКафедра математики, Фейсалабадський університет, Фейсалабад 38000, Пакистан 

bКафедра математики та статистики Університет сільського господарства Фейсалабад, Файсалабад 38000 Пакистан 
cКафедра математики, Коледж природничих і гуманітарних наук, Алхардж, Університет принца Саттама бін Абдулазіза, 

Алкхардж 11942, Саудівська Аравія 
Метою цієї статті є детальне дослідження змішаного конвективного потоку нанорідини Вільямсона за наявності розтягнутої 
поверхні з різними фізичними ефектами. Вплив броунівського руху та термофорезу є частиною цього дослідження. Крім того, 
для мотивації проблеми в рівнянні енергії враховуються особливості теплового випромінювання. Для стабільності моделі 
використовується теорія мікроорганізму. Проведено математичне моделювання. Відповідні функції подібності 
використовуються для перетворення пари керуючих PDE в набір ODE. Wolfram MATHEMATICA займається чисельним 
вирішенням трансформованих рівнянь за допомогою схеми зйомки. Вплив параметрів потоку, таких як магнетизм, 
термофорез, пористість, число Пекле та Льюїса, на швидкість, температуру, об’ємну концентрацію та щільність розподілу 
мікроорганізмів представлено в таблицях і графіках. 
Ключові слова: гіротаксичний мікроорганізм; нанорідина Вільямсона; МГД; біоконвекція; метод стрільби 
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The goal of this work is to look into how the glow discharge plasma jet system changes the chemical and physical features of water. 
In this work, the physical and chemical properties of water were studied by using a plasma jet with Argon gas. 10 cm3 of distilled 
water was put in a glass dish with a diameter of 5 cm and a depth of 1 cm. The system was run with an AC voltage of 12 kV and a 
frequency of 20 kHz, and the exposure time ranged from 1 to 30 minutes. With amounts of 0.7, 1.0, 1.5, and 2.1 l/min, kits made by 
the American company Bartvation were used to measure the types of reactive oxygen and nitrogen species (RONS) that were formed. 
The data showed that the levels of NO2, NO3, and H2O2 were all too high. It gets bigger over time and as the flow rate goes up. The 
pH goes down with time until it hits 3, and the temperature goes up until it reaches 33°C. However, the pH goes up with storage time, 
and after 24 hours the water is back to its natural pH of 7. The amount of NO2, NO3, in the air goes up a little bit, and then starts to go 
down rapidly after 6 hours. After 24 hours, it is close to zero. From this, it's clear that the glow discharge plasma jet device can make 
RONS, which can be used for biological purposes. 
Keywords: Non-Thermal Plasma (NTP); Direct Current (DC); Plasma Activated Water (PAW) 
PACS: 52.25.-b, 52.40.Hf, 52.55.Dy 

1. INTRODUCTION
Non-thermal plasma (NTP) is an ionized gas—the fourth state of matter—that generates reactive chemical species, 

such as reactive oxygen and nitrogen species, electrons, atoms, neutral molecules, charged species, and ultraviolet 
radiation [1]. NTP can be artificially generated from ambient air or certain gases at atmospheric and low pressures in the 
presence of a high voltage (~kV) electric current, current (AC), or direct current (DC) can be used for plasma 
discharge [2]. There are several types of plasma systems suitable for biological and medical applications. The most widely 
used plasmas are atmospheric pressure dielectric barrier discharges DBD, plasmas jet, and coronary discharges [3,4,5]. 
One popular technique has been the application of plasma into water to produce plasma-activated water (PAW). The PAW 
technology has been used in many applications such as disinfection against bacteria, as fertilizer, in chemical reduction, 
and in water treatment disinfection and sterilization applications, dermatology, cancer treatment, dentistry, anti-fungal 
treatment, and wound healing. PAW is considered a technology that has various applications, and it is an ecofriendly and 
cost-effective disinfectant [6]. The key inactivation agents of PAW are the creation of reactive oxygen species (ROS) 
(atomic oxygen (O), superoxide (O2−), hydrogen peroxide (H2O2), hydroxyl radicals (OH•), and singlet oxygen 1O2 [7], 
these components have a role later in the process of activating the water. Also, reactive nitrogen species RNS such as NO2, 
NO3 and proxy nitrite will be form [8, 9]. When these compounds reach the surface of the liquid, they will dissolve in the 
liquid (water) and change its chemical and physical properties. In addition, the non-thermal plasma interaction with the 
liquid leads to the dissolution of molecules and a very effective layer of electrons. The molecules fragment of the liquid 
and the interaction of the reactive species of oxygen and nitrogen RNOS with the layer of electrons on the surface of the 
water leads to an increase in the hydrogen number of the water PH and formation of free radicals that will contribute a lot 
to the applications of PAW when it is used in the medical or biological field [10]. Non-thermal plasma can be used directly 
in disinfection and sterilization applications, dermatology, cancer treatment, dentistry, anti-bacterial and anti-fungal 
treatment, and wound healing [11-14]. They studied compare the exposure of the tooth root canal contaminated with 
Escherichia coli bacteria to plasma jet and plasma-activated water. The obtained results found that the response of 
bacteria to treatment with plasma jet is better than treatment with activated water with plasma [15]. Surat Abdul-
Kadhim and Hamad R. Hammoud studied Building a plasma jet system for biological purposes. The developed plasma 
system consists of a power source and a plasma torch. The results showed that the developed plasma is suitable for 
biological applications [16]. I.E. Vlad et al found that PAW treatment caused a significant reduction in the viability of 
all bacterial strains tested. The bacterial inhibition effect was found to be dose-dependent, with higher doses resulting in 
greater inhibition. The authors also investigated the mechanism of action of PAW and found that it induced oxidative 
stress and DNA damage in the bacteria, leading to their death [17]. Yinglong Li et al utilized a plasma jet device to 
generate PAW and tested its antimicrobial effect against three strains of bacteria: Streptococcus mutans, 
Porphyromonas gingivalis, and Candida albicans. The study found that PAW significantly reduced the viability of all 
three strains of bacteria in a dose-dependent manner [18]. Renwu Zhou et al studied different methods used to generate 
PAW and the effects of plasma parameters on the generation of reactive species. The authors also discuss the 
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mechanisms of reactive species formation in PAW and their potential biological applications, including disinfection, 
wound healing, and cancer treatment [19]. Tomy Abuzairi et al studied plasma treatment using atmospheric pressure 
plasma was demonstrated. Physicochemical properties such as pH, temperature, ORP, and nitrite concentration were 
assessed. The results suggest that plasma treatment causes acidification on water and generate reactive species, creating 
an environment suitable for killing bacteria [20]. Rajesh Prakash Guragain et al studied PAW is tested on four seed 
species: phapar (Fagopyrum esculentum), barley (Hordeum vulgare), mustard (Brassica nigra), and rayo (Brassica 
juncea). The line-frequency air-operated gliding arc discharge (GAD) system treated DI water for 5- or 10-min. PAW 
had significantly different physiochemical characteristics than DI water. DI water temperature remained unchanged 
after GAD exposure. PAW improved all calculated germination parameters compared to the control. They also 
increased seedling length and vigor [21]. 

This work will work on developing a glow-discharge plasma jet system. Then a certain amount of water activates 
after placing it in a suitable container with the two types of plasma. We depend on exposure time, gas type, and flow 
rate as basic variables. Then we are working to determine the amount of NO2, NO3 and H2O2 as a function of time and 
flow rate. The quantitative and qualitative analysis is carried out by means of kits manufactured for this purpose. In 
addition to PH and water temperature. Then we determine the best conditions to obtain the largest amount of activated 
water and the highest concentrations of the RONS. 

2. EXPERIMENTAL WORKS
The water was irradiated by plasma jet system. Fig. 1 show the system used for the irradiation. The system 

consists of a power supply capable of supplying a high alternating voltage of up to 12 kV in the form of a sinusoidal 
wave with a frequency of 20 kHz. The high voltage was connected to an electrode made of aluminum wrapped at the 
end of a glass tube with inner diameter of 5 mm at a distance of one centimeter from the end of the tube. About 2 cm 
separates the tube from the water, and the flow is so small that we can't see any swirls on the surface. The second 
electrode of the system, which was in the form of aluminum plate, was placed under the water container as shown in 
Fig. 1. 

The glass tube at the other end was connected to a bottle of argon gas through a flow rate regulator. 10 cm3 of 
distilled water was placed in a container made of glass in the form of a dish with a diameter of 5 cm and a depth of 
1 cm. This work was done by a group of researchers, some of whom work on microscopes (meaning spectral studies), 
some on plasma-activated water (meaning bacteria and viruses), and some on creating plasma systems for activating 
water. For the purpose of studying the effect of plasma on water, we adopted two variables, the first is the exposure 
time at intervals, where the longest exposure time was 30 minutes, and the second was the flow rate of argon gas, where 
the flow rate  adopted at 0.7, 1.0, 1.5 and 2.1 l/min. After that, the concentrations of NO2, NO3, and H2O2 were measured 
as a function of exposure time and flow rate of argon gas, using special kits for this purpose. The pH and temperature of 
the water were also measured. The acidity was measured with a pH scale and temperature using an IR thermometer. The 
concentrations of NO2, NO3, H2O2 and acidity were also measured after stopping exposure to plasma and for different 
periods of time in order to determine the effect of storage on the chemical and physical properties of activated water. 

Figure 1. Plasma Jet system at working 

3. RESULTS AND DISCUSSION
Fig.  2 shows the relationship between the concentration of NO2, NO3, H2O2 in units ppm and the exposer time at 

argon gas flow rate, A – for gas flow rate 0.7 l/min, B – gas flow rate of 1.0 l/min, C – gas flow rate of 1.5 l/min and 
D – gas flow rate of 2.1 l/min. From Fig. 2 (A, B, C, and D,) we notice that the concentrations of the active species 
increase dramatically (up and down) with the exposure time. 
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(A) 

(B) 

(C) 

(D) 

Figure  2. The relationship between the concentration of NO2, NO3, H2O2 in unit’s ppm and the exposer time at 
argon gas flow rate: A – for gas flow reat 0.7 l/min, B – gas flow rate of 1.0 l/min, C – gas flow rate of 1.5 l/min, 
D – gas flow rate of 2.1 l/min. 

We notice that each of the concentrations of NO2, NO3, and H2O2 increases with increasing exposure time, and 
reaches its highest value at slightly different times. This difference is due to the different in the half-life of these active 

0
5
10
15
20
25
30

0
100
200
300
400
500

0 5 10 15 20 25 30 35 Co
nc

en
tr

at
io

n 
of

 N
O 2

(P
Pm

)

Co
nt

en
tr

at
io

n 
of

 ( 
NO

3
-H

2O
2

) (
PP

m
)

Exposure time (min)

gas flow rate 0.7 l/min  

NO3 H2O2 NO2

0

2

4

6

8

10

12

0
50

100
150
200
250
300
350
400
450

0 5 10 15 20 25 30 35

Co
nc

en
tr

at
io

n 
of

 N
O 2

(P
Pm

)

Co
nt

en
tr

at
io

n 
of

 ( 
NO

3
-H

2O
2

) (
PP

m
)

Exposure time (min)

gas flow rate 1.0 l/min 

NO3 H2O2 NO2

0

2

4

6

8

10

12

0

100

200

300

400

500

0 5 10 15 20 25 30 35

Co
nc

en
tr

at
io

n 
of

 N
O 2

(P
Pm

)

Co
nt

en
tr

at
io

n 
of

 ( 
NO

3
-H

2O
2

) (
PP

m
)

Exposure time (min)

gas flow rate 1.5 l/min 

NO3 H2O2 NO2

0

2

4

6

8

10

12

0

100

200

300

400

500

0 5 10 15 20 25 30 35

Co
nc

en
tr

at
io

n 
of

 N
O 2

(P
Pm

)

Co
nt

en
tr

at
io

n 
of

 ( 
NO

3
-H

2O
2

) (
PP

m
)

Exposure time (min)

gas flow rate 2.1 l/min 

NO3 H2O2 NO2



373
The Effect of Gas Flow Rate, Exposure Times and Ageing on the Physicochemical...     EEJP. 2 (2023)

species, in addition to that there is conversion between these active species Table 1 shows the total concentrations of 
NO2, NO3 and H2O2 for different gas flow rate. From Figure 2A, 2B, 2C, 2D and Table 1A, 1B, 1C and 1D it is clear 
that the main factors that control the concentrations of the active elements are the exposer time, as the longer the time, 
the greater the concentration of the active specie, and the best irradiation time is 20 minutes. The second factor is the 
flow rate. Where the best flow rate is 0.7 l/min where this flow is laminar flow and does not contain swirls. At flow 
rates greater than 1 L/min, the gas flow velocity becomes greater, and this leads to displacement of atmospheric air 
located in front of the plasma jet, and thus the percentage of atmospheric gas decreases. The percentage of Ar gas is 
higher because the system works with Argon gas. The third factor is the different in the half-lives of the NO2, NO3, 
H2O2, where the longest-lived is H2O2, followed by NO3, and the shortest-lived is NO2. The fourth factor is the 
possibility of converting NO2 into NO3 through a series of chemical reactions that are sustained by plasma. From Table 
1 we note that the best irradiation time is 20 minutes, as we get at this time the largest amount of active elements. The 
best flow rate is 0.7 l/min. Where the greater amount of the active species operands 460 ppm, which is the highest 
quantity for different flow rates. There is currently no method to determine which of these four elements is the most 
important; nonetheless, we believe that length of exposure time is the most important, followed by the chemical 
interactions between these concentrations and their transformations. 
Table 1. The total concentrations of NO2, NO3, H2O2 for different gas flow rate values 

Gas flow rate 0.7 l/min 

TIME (MIN) NO2 NO3 H2O2 total concentrations
0 0 0 0 0
5 25 100 100 225
10 10 100 200 310
20 10 50 400 460
30 5 25 400 430

Gas flow rate 1.0 l/min 

TIME (MIN) NO2 NO3 H2O2 total concentrations
0 0 0 0 0
5 5 100 10 115
10 10 50 200 260
20 5 10 200 215
30 10 0 200 210

Gas flow rate 1.5 l/min 
TIME (MIN) NO2 NO3 H2O2 total concentrations

0 0 0 0 0
5 10 100 100 210
10 5 50 200 255
20 5 25 400 430
30 5 10 400 415

Gas flow rate 2.1 l/min 

TIME (MIN) NO2 NO3 H2O2 total concentrations
0 0 0 0 0
5 10 100 0 110
10 5 50 100 155
20 5 10 200 215
30 5 10 400 415

Fig. 3 shows the relationship between the pH as a function of exposure time. At a flow rate rate 0.7 l/min, 1.0 
l/min, 1.5 l/min and 2.1 l/min. From the figure, we notice a decrease in the pH from 7 to 3 during 30 minutes of 
exposure. And the behavior is similar in the four case of flow. The low PH was due to the treatment of water with 
plasma, where the treatment leads to the formation of compounds that increase the acidity of the water, such as nitric 
acid, which results from interaction of NO3 with hydrogen, which results from the disusation of water by the effect of 
plasma. Acidic solutions have a high effectiveness in reducing the effectiveness of pathogens. 

Fig. 4 shows the relationship between water temperature and plasma exposure time at a flow rate 0.7, 1.0, 1.5 and 
2.1 l/min. From the figure, it is clear that there is an increase in the temperature of the water, and that the highest 
temperature the water reached is about 33°C, as this degree is still not severe and close to the room temperature. We 
also note that the change in temperature rchanges slightly diffrent with the flow rate. 
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Figure 3. The relationship between the pH and the exposher time time 
at argon gas flow rate 0.7, 1.0, 1.5 and 2.1 l/min 

Figure  4. The relationship between the the water temperture and the 
exposher time at argon gas flow rate of 0.7, 1.0, 1.5 and 2.1 l/min 

Figure  5 shows the relationship between the concentration of NO2, NO3 and  H2O2 in units ppm and the  water 
storage time at different argon gas flow rate. A 0.7 l/min, B 1.0 l/min, C 1.5 l/min, D 2.1 1/min. From the Figure  5 A, B, 
C, and D, we notice that the concentrations of NO2, NO3, H2O2 decrease with time, and that the concentrations of these 
reactive species reach half their concentration after 6 hours of storing at room temperature. As shown in Table (2), we 
also notice that all reactive species concentration reach small values after 24 hours of storage, and this behavior depends 
on the half-life time of these reactive species. 
Table 2. Total concentrations of NO2, NO3, H2O2 funtion of storage time for different gas flow rate 

Gas flow rate 0.7 l/min 

TIME (HOUR) NO2 NO3 H2O2 total concentrations

0 10 25 200 235

6 5 50 200 255

12 5 50 100 155

24 1 0 100 101

Gas flow rate 1.0 l/min 

TIME (HOUR) NO2 NO3 H2O2 total concentrations

0 5 10 200 215

6 5 0 200 205

12 1 0 200 201

24 1 0 0 1

Gas flow rate 1.5 l/min 

TIME (HOUR) NO2 NO3 H2O2 total concentrations

0 5 10 400 415

6 1 0 100 101

12 1 0 0 1

24 1 0 0 1

Gas flow rate 2.1 l/min 

TIME (HOUR) NO2 NO3 H2O2 total concentrations

0 5 100 0 105

6 1 10 0 11

12 1 0 0 1

24 1 0 0 1
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(A) 

(B) 

(C) 

(D) 

Figure 5. the relationship between the concentration of NO2, NO3 and H2O2 in units ppm and the water storage time at different 
argon gas flow rate. A 0.7 l/min, B 1.0 l/min, C 1.5 l/min, D 2.1 1/min. 

Fig. 6  shows the relationship between the storage time of the PAW and the PH of the water activated at a flow rate 
0.7,1.0,1.5 and 2.1 l/min. It is clear from the figure that the pH increases with the storage time and the water reaches its 
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natural pH of 7 after 24 hours of storage this is because the reactive species upon stoarge have disappeurel and turned in 
to more stable elements and thuse the water has returned to its normal state. 

Figure 6. The relationship between the pH and the water storage time  for water activated py plasma at argon gas flow rate of 
0.7,1.0,1.5 and 2.1 l/min. 

4. THE LENGTH OF THE PLASMA JET
It is good and important to know and understand the factors that control the length of a plasma jet to find the 

benefits of the practical use of a plasma torch. The length of the plasma jet is controlled by examining and measuring 
the effect of the flow rate of the argon gas. Figure 7 shows the argon gas flow rate on the length of the plasma jet. It was 
observed that the length of the plasma jet increased with the flow rate and that the flow rate (2.1 l/min) gave the longest 
length of the plasma jet. 
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Figure 7. Effect of Ar flow rate on plasma jet length 

5. CONCLUSIONS
From this research, it is possible to conclude the possibility of activating water using  glow discharge plasma jet. 

Activating the water leads to the formation of RONS in water such as NO2, NO3, and H2O2, and the concentration of 
these species increases with the increase in exposure time and we managed to compute actual concentrations through 
the use of strips  measurements, whereas the majority of our predecessors relied solely on the exposure time of water to 
plasma . That the main factors that control the concentrations of the active specie are the exposer time, as the longer the 
time, the greater the concentration of the active specie, and the best irradiation time is 20 minutes. The second factor is 
the flow rate. Where the best flow rate is 0.7 l/min where this flow is laminar. The third factor is the different in the 
half-lives of the NO2, NO3, H2O2, where the longest-lived is H2O2, followed by NO3, and the shortest-lived is NO2.The 
fourth factor is the possibility of converting NO2 into NO3 through a series of chemical reactions that are sustained by 
plasma. The best irradiation time is 20 min, as we get at this time the largest amount of active elements. The best flow 
rate is 0.7 l/min. Where the greater amount of the active species obtained 460 ppm, which is the highest quantity for 
different flow rates. The best storage time is 6 hours. The water temperature rises to 33°C, and the pH decreases with 
exposure time. When stored, the pH increases and reaches the same value as before activation after 24 hours. We 
deduced the half-life, the conversion of NO3 to NO2 and the best exposure time to water in plasma, and we found that 
the water is usable after a 24-hour storage period. Activating water using glow discharge plasma jet. is a simple and 
environmentally friendly method, so it can be used in medical and biological applications. 
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ВПЛИВ ШВИДКОСТІ ГАЗУ, ЧАСУ ВПЛИВУ ТА СТАРІННЯ НА ФІЗИКО-ХІМІЧНІ ВЛАСТИВОСТІ ВОДИ, 

АКТИВОВАНОЇ ПЛАЗМОВИМ СТРУМЕНЕМ ТЛІЮЧОГО РОЗРЯДУ 
Фарах А. Найм, Хаммад Р. Хумуд 

Факультет фізики, Науковий коледж, Багдадський університет, Багдад, Ірак 
Метою цієї роботи є вивчення того, як плазмовий струмень тліючого розряду змінює хімічні та фізичні властивості води. У 
цій роботі фізико-хімічні властивості води досліджувалися за допомогою плазмового струменя з газом аргон. У скляну 
посудину діаметром 5 см і глибиною 1 см налили 10 см3 дистильованої води. Система працювала при змінній напрузі 12 кВ 
і частоті 20 кГц, а час експозиції становив від 1 до 30 хвилин. Для вимірювання типів активних форм кисню та азоту 
(RONS), які утворюються використовувалися набори, виготовлені американською компанією Bartvation на швидкостях 
потоку 0,7, 1,0, 1,5 та 2,1 л/хв. Дані показали, що рівні NO2, NO3 і H2O2 були занадто високими. З часом він стає більшим і 
швидкість потоку зростає. Рівень pH з часом знижується, поки не досягне 3, а температура підвищується, поки не досягне 
33°C. Однак pH підвищується з часом зберігання, і через 24 години вода повертається до свого природного pH 7. Кількість 
NO2, NO3 у повітрі трохи підвищується, а потім починає швидко знижуватися через 6 годин. Через 24 години концентрація 
близька до нуля. Звідси зрозуміло, що плазмовий струменевий пристрій тліючого розряду може створювати RONS, які 
можна використовувати для біологічних цілей. 
Ключові слова: нетеплова плазма (НТП), постійний струм (DC), вода, активована плазмою (PAW) 
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The paper is devoted to the changes in the X-ray luminescence spectra of nanoscale Y2O3 ceramics, namely the radiation associated 
with a self-trapped exciton. Additional heat treatment (annealing) of ceramic samples leads to changes in the exciton band of the 
spectra. These are a change in the shape and shift of the maximum of this band. Long-term irradiation of the samples by X-ray photons 
with an energy of 60 keV also led to changes in the exciton band. A theoretical model based on experimental data explains the changes 
in the spectra. The energy source of luminescence in this case is photoelectrons formed by energetic photons. Traps for these electrons 
are formed on the surface of submicrocrystals. Changes in the surface-to-volume ratio of crystals, as well as the frequencies of excited 
phonons and excitons are the basis for changes in the X-ray luminescence spectra of Y2O3 ceramics. 
Keywords: X-ray irradiation; exciton luminescence; yttrium oxide; spectrum; powder sintering 
PACS: 78.55.-m, 78.60.-b 

INTRODUCTION 
Recently, the number of Y2O3 studies both from a fundamental point of view and with regard to application in 

important technical tasks, has grown significantly. At first the largest share of yttrium oxide consumed was in the 
production of such phosphors, which can emit shades of red on electron beam displays (for example, television screens). 
The scope of other applications is gradually increasing. Yttrium oxide is also used in high-power lasers, in energy-saving 
white LEDs, to increase the strength and durability of aluminum and magnesium alloys, in specialized types of glass and 
optical lenses, in various electrical and gas sensors, in high-quality ceramics [1]. 

Y2O3 ceramics is the basis of a family of phosphors that differ in the elements with which the matrix is doped. In 
recent years, white light-emitting diodes (W-LED) have replaced traditional light bulbs and fluorescent lamps due to their 
high luminous efficiency, long working time, energy saving, high reliability, high reproduction index and environmental 
friendliness [2]. 

Over the past few decades, mono- and polycrystalline ceramics have been in great demand due to their excellent 
chemical and physical stability with high transparency over a wide range of wavelengths. They are used for military use 
and in the semiconductor industry, for example, as components of transparent armor, window domes, and plasma etching 
chambers [1, 2]. This study focuses on transparent Y2O3 ceramics, which have been attractive as a medium for use in 
tomorrow's high-power lasers and luminescent materials due to their higher thermal conductivity with lower thermal 
expansion compared to Y3Al5O12 (YAG). Therefore, Y2O3 is selected as the main material for solid-state lasers [3]. 
Solid-state ceramic lasers have a wide range of applications in industry, medicine and the military. This research paper 
presents the production of vacuum-sintered Y2O3 ceramics synthesized by the coprecipitation method [3]. 

New directions of use of this compound should be noted separately. It turned out that the addition of yttrium 
nanoparticles to lubricants significantly reduces friction in mechanisms and can be recommended as a Lubricant 
Automotive Application [4]. 

The luminescence spectra of Y2O3 upon excitation by various types of ionizing radiation are well known. The most 
powerful band in the spectra is the radiation associated with self-trapped exciton (STE) decay [5]. In our previous work, 
we presented results clearly indicating that additional annealing leads to changes in luminescence in this wavelength 
band [6]. In the same works, physical reasons were given that can lead to such an effect. 

The purpose of this work is the theoretical reasoning of changes in the luminescence spectra of Y2O3, which are 
associated with additional heat treatment of the samples. 

YTTRIUM OXIDE SAMPLES FOR EXPERIMENTATION 
Experimental studies of Y2O3 exciton luminescence induced by 60 keV X-ray photons were carried out with the 

samples prepared by sintering technique. The detail description of the experiment and the sample preparation procedure one 
can find in our previous works [6-7]. The samples were ceramics with the shape of round plates (with a diameter of 10.0 mm 
and a thickness of 3 mm) with a fine-grained nanoscale structure. They were made from ITO LUM nanopowder by sintering 

† Cite as: E. Barannik, S. Kononenko, V. Zhurenko, O. Kalantaryan, and P. Kuznietsov, East Eur. J. Phys. 2, 378 (2023), https://doi.org/10.26565/2312-
4334-2023-2-44 
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of compacted pellets for one hour in atmospheric conditions at a temperature of 1500°C. Some of ceramics were additionally 
annealed at a temperature of 1000°C for 10 hours. The results of the study of these samples using an SEM- and XRD-
diagnostics, given in previous works, did not reveal any difference in the structure of annealed and unannealed polycrystals. 
As can be seen from SEM-image on Fig. 1, the sample consists of randomly arranged sub-microcrystals of Y2O3. It can 
be seen that there are significant cavities between the crystals, which can influence a luminescence. 

 
Figure 1. SEM-image of fresh cleavage for Y2O3 sintered at T = 1500°C 

The main energy channel of luminescence in this case is production of photoelectrons by X-ray photons with 
subsequent conversion of their energy into luminescent radiation at transitions in crystals. The ratio between the volume 
of the crystals in the sample and the cavities (surfaces of the crystals) is important for the luminescence output. 

 
EXCITON BAND LUMINESCENCE SPECTRA 

It was previously shown [7] that after annealing of yttrium oxide polycrystals, the luminescence spectra due to STE 
recombination shifted to the long-wavelength region. This conclusion was made on the basis of the fact that the maximum 
of the band of the annealed sample is shifted towards longer wavelengths as compared to the case of the unannealed 
sample. Figure 2 shows the typical normalized luminescence spectra  𝑆ሺ𝜀ሻ in the energy range from 2.762 eV (450 nm) 
to 4.972 eV (250 nm), which corresponds to exciton luminescence, for two Y2O3 samples that differ in additional 
annealing at 1000°C for 10 hours. 
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Figure 2. Normalized luminescence spectra for two Y2O3 samples sintered at T=1500°C for 1 hour without additional annealing 

(A) and with annealing at T=1000°C for 10 hours (B). 

As can be seen from the figure, the long-wave shift occurs both for the long-wave limit of the luminescence photon 
spectrum (with photon energy 𝜀 at the level of –12 dB) and for the short-wave limit (with photon energy 𝜀௫). The 
calculated average photon energies lead to the same conclusion about the long-wavelength shift in the spectra for the 
samples with additional annealing: 𝜀̅ = න 𝜀𝑆ሺ𝜀ሻ𝑑𝜀ఌೌೣఌ ቊන 𝑆ሺ𝜀ሻ𝑑𝜀ఌೌೣఌ ቋିଵ 
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Table 1 shows the corresponding values of the average photon energy of exciton luminescence for the samples being 
studied. 
Table 1. The average photon energy of exciton luminescence 

No Preparation technology of Y2O3 sample 𝜀,̅ eV 𝜀, eV 𝜀௫, eV 
1 Sintering at T=1500°C for 1 hour without additional annealing 3.5072 2.8379 4.2862 
2 Sintering at T=1500°C for 1 hour with additional annealing at T=1000°C for 10 hours 3.4738 2.7746 4.2715 

 
A similar effect of reducing the energy and frequency of radiation photons in Y2O3 with a decrease in temperature 

was described in detail in [8]. According to the developed theory, upon cooling, the stiffness of the crystals increases and 
thus the frequency of optical phonons, which are associated with excitons, increases. At the same time, the energy of the 
ground state of the exciton increases in proportion to the phonon energy ℏ𝜔௨ of its own optical mode as follows: 𝐸௨ =𝑆௨ℏ𝜔௨. The energy of the excited state defines the absorption properties of Y2O3 whereas the energy of ground state is 
responsible for the energy of photons at emission: 

 𝜀 = ℏ𝜔 = 𝐸 − 𝑆௨ℏ𝜔௨, (1) 

here 𝐸 is the energy at the bottom of excited state. As a result, changes in the phonon energy ℏ𝜔௨ results in a small shift 
of the exciton spectrum into the long-wavelength region [8-10]. 

According to recent studies, annealing affects the composition, microstructure, and mechanical properties of not 
only single crystals, but also Y3O2 films [11-14]. Therefore, the reason for the decrease in radiation energy can be, as in 
the case of cooling, an increase in the stiffness of microcrystals, which leads to an increase in the phonon frequency 𝜔௨ 
of the optical mode. The formula for the relative change in phonon frequency follows directly from the expression (1) for 
relaxation energy ∆𝜔௨𝜔௨ = ℏ∆𝜔𝑆௨ℏ𝜔௨ 

where ℏ∆𝜔 is the change in energy of luminescent radiation photons. Using the data of table 1, we get ∆ωu/ωu = 2.2×10-2. 
 

TIME DEPENDENCE OF THE LUMINESCENCE 
During the long-term continuous X-ray irradiation of yttrium oxide samples, the intensity of luminescence decreases 

sharply at first, but eventually reaches a plateau. As it is shown on Fig. 3, this feature applies to both additionally annealed 
and unannealed samples. As a matter of fact, the curve presented on this figure represents the dependence of exciton 
luminescence on the radiation dose of continuous irradiation. 

Note that to plot the curves of the dependence of the exciton luminescence intensity on the irradiation time, we used 
data on the intensity level at a wavelength of λ=350 nm, which corresponds to the luminescence photon energy of 3.56 eV. 
The reason is that the maximum of the luminescence spectrum associated with excitons did not change during the 
irradiation time and was always close to this value. 

0 2000 4000 6000 8000 10000 12000 14000 16000
18

20

22

24

26

28

30

I, 
a.

u.

t, s

 no additional annealing
 additional annealing at 1000°C for 10 hours

 
Figure 3. The dependence of luminescence intensity at λ=350 nm (photon energy of 3.56 eV) for two Y2O3 samples 
sintered at T=1500°C for 1 hour without additional annealing and with annealing at T=1000°C for 10 hours on the time 
of X-ray irradiation 
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The decrease of luminescence spectral intensity with exposure time is shown on Fig. 4. Table 2 presents the 
numerical values of the luminescence level, which corresponds to the spectral maximum for each of the spectra presented 
on Fig. 3. The average time interval between experimental data points of the spectra (cyclic scanning with dose 
accumulation) is about 1800 seconds. 
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Figure 4. Decrease of exciton luminescence with irradiation cycle (time) for Y2O3 sample 
sintered at 1500°C for 1 hour without additional annealing 

Table 2. The parameters of exciton intensity maxima 

The number of cycle scanning Photon energy at maximum, eV Luminescence intensity at maximum, a. u. 
1 3.59 28.77
2 3.56 21.59
3 3.56 19.52
4 3.56 19.12
5 3.56 18.16
6 3.56 17.95
7 3.56 17.68
8 3.56 17.48
9 3.56 18.03

10 3.54 16.94

The experimental dependences of luminescence intensity at λ=350 nm (photon energy of 3.56 eV) for both types of 
Y2O3 samples (see Fig. 3) were analyzed and treated by Origin program fitting procedure. The best match of the 
experimental data on the dynamics of the luminescence intensity with the fitting results can be achieved when using the 
time dependence with two exponentials: 𝐼ሺ𝑡ሻ = 𝐼 − 𝐼ଵ− 𝐼ଶ+ 𝐼ଵ𝑒ିభ௧+ 𝐼ଶ𝑒ିమ௧ = 𝐼 − 𝐼ଵሺ1 − 𝑒ିభ௧ሻ − 𝐼ଶ(1 − 𝑒ିమ௧). 

It was suggested in [7] that the luminescence level decrease is caused by the presence of traps for photoelectrons. 
The results of the fitting can be interpreted by the presence of two types of traps, each of which is characterized by its 
capacities I1, I2 and the relaxation rates of trapped electrons b1 and b2. I0 is initial value of the luminescence intensity at 
t = 0, which decreases at t→∞ to the smallest value due to the filling of traps. At the same time, the inequality must be 
fulfilled. 

After termination of X-ray irradiation, the traps must be emptied, that is, the concentration of captured electrons in 
the traps must gradually decrease to zero. The emptying rate is determined by the same constants b1, 2 as the relaxation 
rate, since the emptying process is the inverse of the trap filling process. As a result, even after a short-term termination 
of X-ray irradiation for 10-20 minutes upon further resumption of irradiation, a partial recovery of the luminescence level 
is observed, as shown, for example, for the sample without annealing on Fig. 5. This means that in this case the 
dependence of the luminescence intensity on the irradiation dose ceases to be a monotonic time function. 
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Figure 5. Recovery of the luminescence level upon continuation of irradiation after a brief shutdown of X-ray irradiation for Y2O3 

sample without additional annealing. The time interval without X-ray exposure is shaded. 
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Figure 6. Recovery of the luminescence level upon resumption of irradiation after a long termination of X-ray irradiation in the 
Y2O3 samples: a is without additional annealing, b is additionally annealed (squares correspond to first X-ray exposure, circles – 

the second repeated exposure after X-ray termination). 

Moreover, the recovery of the luminescence level appears to be greater the longer the time of its absence. This is 
associated with a higher level of trap emptying, since at t→∞ the concentration of trapped electrons must decrease to 
zero. As shown on Fig. 6a, after a long termination of X-ray irradiation for the sample without annealing, there is an 
almost complete recovery of the luminescence intensity (see table 3). In the case of the annealed sample after long 
termination of X-ray irradiation, even some increase in the exciton luminescence intensity was observed during re-
irradiation, as shown on fig. 6b and Table 3. 
Table 3. The exciton luminescence intensity at maximum  

Technique of sample 
preparation 

The maximum intensity at the first 
exposure, a. u. 

The maximum intensity at the second 
exposure, a. u. 

No additional annealing 29.6003 27.1511 
Additional annealing 23.9435 26.8464 

CONCLUSIONS 
The paper presents the theoretical model of exciton luminescence of Y2O3 ceramics sintered from nanopowder. The 

samples were sintered at a temperature of 1500°C for 1 hour, then some of them were removed from the furnace, and the 
others were additionally annealed at a temperature of 1000°C for 10 hours. Luminescence was excited by continuous X-
ray radiation with energy of 60 keV. 
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It is shown that the effect of additional heat treatment on the luminescence spectrum in the STE region can be 
explained by the changes in the coupling of excitons with phonons. An increase in the frequency of phonons, which leads 
to a decrease in the energy of photons of STE luminescent radiation, is calculated. 

The experimental results for long-term irradiation indicated a significant role of photoelectron traps formed between 
the surfaces of submicrocrystals in Y2O3 samples. The intensity of luminescence initially decreases quite rapidly, but over 
time exponentially reaches a plateau. Temporary termination of X-ray irradiation leads to the disappearance of 
luminescence, and then, when turned on, its intensity becomes greater than it was at the plateau. This effect is associated 
with the gradual capture of photoelectrons by the traps until they are completely filled, as a result of which the 
luminescence level reaches a plateau. The traps should be emptied after the X-ray radiation has stopped. When the X-ray 
is turned on again, they are again filled with photoelectrons, which in turn leads to a decrease in the level of exciton 
luminescence. 
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ЕКСИТОННА ЛЮМІНЕСЦЕНЦІЯ ПОЛІКРИСТАЛІВ Y2O3, ЩО СПЕЧЕНІ З НАНОПОРОШКУ 
Є. Баранник, С. Кононенко, В. Журенко, О. Калантар’ян, П. Кузнєцов 

Харківський Національний університет ім. В.Н.  Каразіна 
61022, Україна, м. Харків, пл. Свободи, 4 

Стаття присвячена вивченню змін у рентгенлюмінесцентних спектрах нанорозмірної кераміки Y2O3, а саме випромінення, що 
пов’язане з самозахопленим екситоном. Додаткова теплова обробка (відпал) зразків кераміки призводить до змін у екситонній 
смузі спектрів. Це зміна форми та зсув максимуму цієї смуги. Довготривале опромінення зразків рентгенівськими фотонами 
з енергією 60 кеВ також призводило до змін у екситонній смузі. Теоретична модель, яка базується на експериментальних 
даних, пояснює зміни у спектрах. Енергетичним джерелом люмінесценції у цьому випадку є фотоелектрони утворені 
енергійними фотонами. На поверхні субмікрокристалів утворюються пастки для цих електронів. Зміни у співвідношенні 
поверхні з об’ємом кристалів, а також частот збуджених фононів та екситонів є базою для змін у спектрах 
рентгенолюмінесценції кераміки Y2O3. 
Ключові слова: рентгенівське опромінення, екситонна люмінесценція, оксид ітрію, спектр, спікання порошку 
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Ігор Євгенійович Гаркуша 
(до 60-річчя від дня народження) 

12 травня виповнюється шістдесят років видатному 
фахівцю в галузі фізики плазми Ігорю Євгенійовичу 
ГАРКУШІ. Ігор Гаркуша є випускником кафедри фізики 
плазми фізико-технічного факультету Харківського 
університету 1986 року, доктором фізико-математичних наук, 
професором, академіком НАНУ, лауреатом Державної премії 
України в галузі науки і техніки. Він є заступником 
генерального директора Національного наукового центру. 
З 2010 він викладає в університеті, з 2018 року – завідує 
кафедрою прикладної фізики та фізики плазми університету. 
З 2021 року він є членом Наглядової ради Благодійної 
організації “Благодійний Фонд Випускників 
Фізико-Технічного Факультету Харківського Університету”. 

І. Є. Гаркуша народився 1963 року в м. Люботин 
Харківської області. Він закінчив з відзнакою Харківський 
державний університет в 1986 р. і протягом багатьох років 
веде науково-педагогічну діяльність у Харківському 
національному університеті. Під його керівництвом, 
починаючи з 1991 р., виконано десятки дипломних і курсових 
робіт студентами фізико-технічного факультету. 

Починаючи з 2010 р. і по теперішній час І. Є Гаркуша 
веде викладацьку діяльність в якості професора за сумісництвом на кафедрі фізичних технологій, а згодом, на 
кафедрі прикладної фізики та фізики плазми фізико-технічного факультету, де читає курс лекцій 
“Плазмодинаміка та плазмові технології” студентам п`ятого курсу кафедр прикладної фізики та фізики плазми, а 
також кафедри матеріалів реакторобудування та фізичних технологій.  

І.Є. Гаркуша активно співпрацює з викладачами університету в науковій сфері, внаслідок чого опубліковано 
низку спільних статей у провідних наукових журналах. Бере участь в організації міжнародних наукових 
конференцій і шкіл, що проводяться на базі університету, є членом редколегії журналу «East European Journal of 
Physics», що видається в ХНУ ім. В.Н. Каразіна. І.Є. Гаркуша є членом Спеціалізованої вченої ради Д 64.051.12 
ХНУ імені В.Н. Каразіна МОН України для захисту дисертацій на здобуття наукового ступеня доктора та 
кандидата фізико-математичних наук зі спеціальностей «01.04.08- фізика плазми» та «01.04.16 - фізика ядра, 
елементарних частинок і високих енергій». Підготував двох докторів та трьох кандидатів наук за спеціальністю 
«фізика плазми».  

Він очолює філію кафедри фізики плазми ХНУ в ННЦ ХФТІ, сприяє успішному виконанню переддипломної 
та дипломної практики студентів університету в Інституті фізики плазми та їх подальшому працевлаштуванню. 
Протягом багатьох років філія кафедри прикладної фізики та фізики плазми працює в інституті фізики плазми 
ННЦ ХФТІ. Цей механізм дає можливість науковцям ННЦ ХФТІ, як роботодавцям, брати безпосередню участь 
у вдосконаленні навчальних планів і програм з урахуванням сучасних проривних наукових напрямів і потреб 
академічних інститутів, розподіляти студентів на всі види практик, залучати для підготовки кадрів найсучасніше 
наукове, вимірювальне та діагностичне обладнання, готувати спільно з викладачами ФТФ навчальні посібники. 
В якості директора інституту фізики плазми брав активну участь в акредитації та оцінюванні освітньої програми 
«прикладна фізика та наноматеріали» в Каразінському університеті. Викладачі ХНУ ім. В. Н. Каразіна проходять 
підвищення кваліфікації в ІФП ННЦ ХФТІ. 

І. Є. Гаркуша зробив суттєвий внесок у розвиток експериментальної бази сучасної фізики плазми, створення 
цілої низки новітніх плазмових установок: сильнострумові квазістаціонарні та імпульсні прискорювачі плазми, 
магнітоплазмовий компресор для отримання потужного випромінювання в діапазоні екстремального 
ультрафіолету, розробку та практичну реалізацію концепції квазістаціонарних плазмових прискорювачів нового 
покоління, розвиток сучасних методів діагностики плазми. Ці експериментальні установки світового рівня 
активно залучені до освітнього процесу та практичних занять студентів магістратури ФТФ.  

Творча діяльність І. Є. Гаркуші знайшла відображення в одній монографії, шістнадцяти патентах та понад 
375 публікаціях, що широко цитуються в провідних міжнародних наукових виданнях. Індекс Хірша в базі Скопус 
складає 24. Його роботи цитовані 1651 раз. 

У межах освітніх програм підготовки магістрів та аспірантів з фізики плазми суттєву увагу приділено також 
інтеграції до європейського навчального простору, залучення лабораторної бази європейських університетів-
партнерів для підготовки студентів Каразінського університету. Доступ до сучасного коштовного та навіть 
унікального експериментального обладнання є необхідною складовою для підготовки студентів і майбутніх 
дослідників. Так, наприклад, за ініціативи І. Є. Гаркуші та його зусиллями в березні 2019 р. студенти ФТФ у 
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межах навчального курсу з утримання плазми здійснювали дистанційне керування в режимі реального часу 
роботою токамака «GOLЕМ» у Чеському технічному університеті в Празі. Працюючи з Харкова, вони здійснили 
55 плазмових розрядів за різного тиску газоподібного водню та часу затримки запалювання. Після обробки 
здобутих результатів вимірювань параметрів плазми сучасними діагностичними засобами студенти доповіли їх 
на спільному семінарі. Наразі здобуті наукові результати у вигляді спільної статті опубліковані в Українському 
фізичному журналі. 

Аспіранти Каразінського на регулярній основі беруть участь у загальноєвропейських освітніх заходах. 
Прикладом цьому є «European PhD event», що проводиться щороку, і де аспіранти доповідають про свої наукові 
здобутки та мають можливість спілкування з колегами з інших університетів. Крім того, І. Є. Гаркуша залучений 
до спільного оцінювання рівня підготовки аспірантів у різних закладах і формування рекомендацій щодо 
структури освітніх програм. 

І. Є. Гаркуша був головою оргкомітету відомої серії міжнародних конференцій-шкіл з фізики плазми та 
керованого термоядерного синтезу, що проводились кожні два роки, починаючи з 1998 в Алушті, а з 2014 в 
Харкові, за участю провідних фахівців світу та широкого загалу студентів і в яких Каразінський університет 
спільно з ННЦ ХФТІ був організатором. 

Багато зусиль було спрямовано І. Є. Гаркушею для успішного залучення українських науковців і освітян до 
Європейської програми Горизонт-2020, зокрема набуття асоційованого членства в науково-освітній програмі 
Євратом. Він є головою Української ланки в EUROfusion, у складі якої є три інститути Національної академії наук 
України та три провідні університети. Каразінський університет є унікальним прикладом залучення коштів 
Євросоюзу для розвитку вищої освіти в Україні в галузі фізики керованого термоядерного синтезу у межах 
Програми Євратом Горизонт-2020, і, зокрема, робочого пакету «Освіта» європейського консорціуму EUROfusion. 
Участь в освітній програмі Євратом буде подовжено і в наступній рамковій програмі Горизонт Європа (2021-2027). 

Наукова громадськість, друзі та колеги Ігоря Євгенійовича щиро вітають його з 60-річчям і бажають йому 
невичерпних життєвих сил та плідного довголіття на науковій та просвітницькій нивах України. 

М.О. Азарєнков, І.О. Афанасьєва, Є.О. Баранник, Ю.А. Бережной, В.М. Береснєв, О.А. Бізюков, І.О. Гірка, 
М.І. Гришанов, І.Б. Денисенко, А.М. Кондратенко, О.Ю. Корчин, П.Е. Кузнецов, В.М. Куклін, 

В.Т. Лазурик, С.В. Литовченко, В.О. Лісовський, В.П. Олефір, І.М. Середа, 
К.М. Середа, Ю.В. Слюсаренко, В.І. Ткаченко, В.М. Трусова, 

М.Ф. Шульга, М.М. Юнаков 
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