173
EAsT EUROPEAN JOURNAL OF PHYsIcs. 2. 173-181 (2023)
DOI:10.26565/2312-4334-2023-2-17 ISSN 2312-4334

INFLUENCE OF THICKNESS ON SOME PHYSICAL CHARACTERIZATION
FOR NANOSTRUCTURED MgO THIN FILMS'

Muhammad H. Al-Timimi*»*, ©Widad H. Albanda®, ®Mustafa Z. Abdullah®
“Department of Physics, College of Science, University of Diyala, Iraq
bScience Department - College of Basic Education, Mustansiriyah University, Iraq
“Materials Research Directorate, Ministry of science and technology, Iraq

*Corresponding Author e-mail: muhammadtimimi@yahoo.com
Received February 22, 2023; revised April 4, 2023; accepted April 6, 2023

MgO Nanostructured thin films with different thicknesses (200, 400, and 600 nm) have been deposited by the chemical spray
pyrolysis technique. The results confirm that the structure, morphology, optical, and electrical properties were all affected by the
thickness of the film. MgO films' physical properties were examined using (XRD), (FE-SEM), (EDX), (AFM), (UV-Vis
spectrophotometer), and the Hall Effect. According to the structural analysis, the films have a cubic magnesium oxide polycrystalline
structure, with a preferred orientation (002). The average Crystalline Size and optical band gap are found in the range (20.79-18.99)
nm and (3.439-3.162) eV respectively with an increase in thickness. The surface morphology of the films reveals that they are free of
crystal defects such as holes and voids, as well as homogeneous and uniform. The EDS patterns show that the as-grown films contain
magnesium and oxygen. The Hall Effect shows that electrical conductivity decreases with thickness. The experimental results show
that film thickness influences the physical properties of as-grown MgO thin films and that thicker films can be used as an absorber
layer in solar cell applications.

Keywords: MgO films; Chemical spray pyrolysis; Effect of thickness, Structure; Optical and electrical properties

PACS: 73.20.At, 78.20._e, 77.55._f

1. INTRODUCTION

Magnesium oxide, which has good electronic, optical, magnetic, electrical, thermodynamic, and mechanical
properties, is one of the most intriguing and promising materials in the family of metal oxides [1,2]. MgO is a scientific
and industrial substance. It is a crystalline highly ionic insulator that is stable at high temperatures. Magnesium oxide
thin films have drawn a lot of interest because of their numerous applications. Because of their high transparency, good
protection qualities against ion bombardment, and high durability, they’re commonly used as a protective layer for
AC-plasma display panels [3,4]. MgO also has a wide band gap and a low refractive index, allowing it to be used in a
variety of ferroelectric superconducting and ferroelectric thin film materials and buffer layers, as well as interlayers in
the structure of magnetic memory device [5,6,7,8,9]. MgO thin films have also been used as buffer layers for
superconducting and ferroelectric thin films as well as interlayers with a magnetic memory device structure. MgO has a
wide range of applications, including adsorption, reflecting and antireflecting coatings, electronics, fire retardants,
ceramics, catalysis, chemical, toxic waste management [10,11], solar cells, laser diodes, and many other high-tech
applications [12,13]. Many researchers prepared magnesium oxide films using physical and chemical methods
according to the specific application of each method, such as chemical spray pyrolysis [14], electron-beam [15], Pulsed
laser [16], Sol-gel [17], chemical vapor [18], and spin coating [19], etc. In the present work, we have tried to study the
effect of thickness on Some Physical Characterization of Nanostructured MgO Films on glass substrates by the
chemical spray pyrolysis technique.

2. EXPERIMENTAL PROCEDURES

(MgO) thin films with different thicknesses (200, 400, 600) nm were a fabrication by utilizing the chemical spray
pyrolysis technique, The magnesium chloride MgCl,-6H,O solution was prepared by dissolving it in deionized water
while stirring continuously. The substrates (glass) were thoroughly cleaned with ultrasonic and then washed with
distilled water and acetone. As the carrier gas, the air was used, and the solution was sprayed onto a heated substrate
using a nozzle. The nozzle's diameter was 0.3 mm. The nozzle was (30 cm) away from the heated substrate surface, and
the (1.5 bar) compressor and different thicknesses were obtained by changing the number of sprays in each experiment.

X-ray diffraction was used to determine the structural properties, field emission scanning electron microscopy and
atomic force microscopy were used to investigate the morphology of the thin films, a (UV-Vis) spectrophotometer was
used to measure the optical properties, and Hall effect measurement was used to determine the electrical properties.

3. RESULTS AND DISCUSSION
3.1. Structural and Morphological Characteristics
The XRD exam was carried out to investigate the crystal structure type of magnesium oxide MgO films. Figure 1.
shows the XRD patterns of MgO films deposited at different thicknesses (200, 400, and 600 nm) respectively. The
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detected characteristic peaks at (20= 36.88°, 42.85°, 62.21° and 78.51°) of planes (111) (002) (022) and (222) attributed
to the cubic magnesium oxide with space group (Fm-3m no. 225) [20,21], with (a=b=c= 4.2170 A°) and (0=p= 90°),
And matching it with the standard data (JCPDS 98-000-9863) [22]. The results revealed that with the increase of MgO
film thickness at (400 and 600 nm); the characteristic peaks of MgO became sharper and more intense [23].
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Figure 1. XRD of MgO films at Different Thicknesses.

The XRD Parameters of synthesized MgO nanoparticles was determined by Scherrer’s equation at different
thicknesses (200, 400, and 600 nm) to be (20.79, 19.83, and 18.99 nm) of the MgO nanoparticles respectively [24,25],
the crystalline size of a film decreases with increasing thickness. This is because as the thickness of the film increases,
the number of grain boundaries in the film increases, which reduces the average grain size [26, 27], this is because the
surface energy of the particle increases with decreasing size, which causes the lattice parameter to contract. The
magnitude of this contraction depends on the material and its surface energy [28]. Table (1) presents all synthesized
MgO films' obtained parameters from the XRD.

Table 1. XRD Parameters of MgO Films at Different Thickness

Thickness 20 20 FWHM  Crystalline duii (A) duii (A) (hkl)
(nm) Experimental  Standard (deg) Size (nm) Experimental  Standard
200 42.81 42.85 0.3557 20.79 2.1106 2.1085 (002)
400 42.91 42.85 0.3728 19.83 2.1059 2.1085 (002)
600 42.89 42.85 0.3892 18.99 2.1069 2.1085 (002)

The morphology of MgO film surfaces was investigated using (FE-SEM), which provides high-resolution and
magnification images of the surfaces. We observe that the surface structures of the prepared films are highly
agglomerated aggregates of dense quasi-spherical nanoparticles. and clearly show the voids, nonuniform particle sizes,
and irregular shapes in the MgO films. This is consistent with Boo J. H. et al. and Bian, J. M. et al. [29,30], As in Figure
(2). The thickness of MgO sheets has a significant impact on particle size. In theory, the atoms diffuse into MgO and
arrange themselves into larger particle sizes following deposition for various periods. When the thickness of MgO thin
films is raised, small particles coalesce with one another, The recrystallization of particles caused by the increase in
thickness encourages the reorientation of the overall microstructure [31,32].

Figure 2. (FE-SEM) of MgO and the cross-section at Different Thicknesses
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The Energy Dispersion X-ray Analysis (EDX) in Fig. (3) shows the presence of only the Mg and O. As shown in
Table 2. The Mg: O atomic ratio is equal to 0.767 : 1 for sample 1 (200nm), 0.707 : 1 for sample 2 (400nm), and
0.648 : 1 for sample 3 (600nm).
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Figure 3. EDX of MgO films at Different Thicknesses
Table 2. The Ratios of the Elements of MgO from EDX

200 nm 400 nm 600 nm
Element Weight % Atomic % Weight % Atomic % Weight % Atomic %
Mg 53.84 43.43 52.16 41.45 50.42 39.33
(¢} 46.16 56.57 48.84 58.55 49.58 60.67
Total 100 100 100 100 100 100

To recognize the surface characteristics and particle size distribution of prepared films in the current study, The
AFM is presented in Fig. (4) and Table 3.
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Figure 4. AFM images of MgO at different thicknesses
Table 3. Roughness and RMS of MgO Films at Different Thicknesses.
Thickness  Roughness Average RMS Particles Size ~ Surface Skewness  Surface Kurtosis Maximum
(nm) Sa (nm) (nm) (nm) (RsK) (nm) (Rku) (nm) Height Sz(nm)
200 4.541 5.139 10.970 0.138 1.884 24.77
400 4.231 5.423 10.231 0.327 3.884 27.99
600 3.194 3.833 9.191 0.580 2.493 35.41

The particle size grows with the thickness of the film and it was discovered to be uniformly distributed. Many
nucleation centers form on the substrate when deposition begins, resulting in the formation of small crystallites.
Because the films are only deposited for a short period of time, the small crystallites on the substrate cannot grow into
large crystallites, and thus the thinner films have smaller crystallites than the thicker films [33]. The crystallinity of the
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films is related to the surface roughness, which can be improved by increasing the film thickness. The larger crystallite
size and higher crystallinity of the films can lead to better electrical and optical properties. The surface roughness of
MgO films increases with increasing film thickness, which is due to the increased number of grain boundaries and
defects in the film. This can lead to increased scattering of light, resulting in a decrease in optical transmittance [34].
The crystallinity of the films improved as the film thickness increased, and the surface roughness of MgO films
increased [35], as shown in Fig. 5, This result is consistent with the thickness XRD observation.
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Figure 5. Average roughness and particle size with a thickness of MgO films

3.2. Optical Properties
When different thicknesses of MgO films are used during the preparation method, the optical behavior of MgO
films will change dramatically as a result of the new structural and morphological features. Increasing the thickness of a
material will generally decrease its optical transmittance. This is because thicker materials absorb more light, reducing
the amount of light that can pass through. Additionally, thicker materials are more likely to scatter light, further
reducing the amount of light that can pass through [36]. The MgO films' transmittance and reflectance spectra are
shown Fig. (6).
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Figure 6. Transmittance and Reflectance of MgO films

In the visible range, MgO thin films have high transmittance values. It can be used in solar cell devices as an
optical window. In general, the decrease in (T%) could be attributed to scattering effects, crystalline structure, and
surface homogeneity, as reported by [37,38]. Transmittance is a measure of how much light passes through a material.
The optical energy gap determines how much light can be transmitted through a material, as materials with larger gaps
tend to have higher transmittance values [39]. Reflectance is a measure of how much light is reflected off a surface,
while transmittance is a measure of how much light passes through a material. The optical energy gap affects both
reflectivity and transmittance, as materials with larger gaps tend to reflect more light and transmit less [40,41].

The absorption coefficients (o) of MgO films were calculated using the Lambert equation (1) [42]:

a=ln(%)/d. (1

where: (T) the transmittance, (d) film thickness.

Figure (7) shows the calculated absorption coefficient of MgO films. The highest absorption coefficient was
obtained for the films prepared with higher thickness than those prepared with less thickness.

The energy gap and particle size of the material are both affected by variations in thickness. As the thickness of a
material increases, the energy gap typically decreases, while the particle size increases. This is because thicker materials
have more electrons and therefore a larger number of states available for electrons to occupy. This reduces the energy
gap between the highest occupied molecular orbital and the lowest unoccupied molecular orbital, resulting in a decrease
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in the energy gap [43,44]. The increased number of electrons also leads to an increase in particle size, as larger particles
are needed to accommodate all of the electrons [45]. The following equation can be used to calculate the energy gap for

the as-prepared films [46]:
ahv = A(hv — Eg)". (2)

(A) : constant, hv : energy of the photon, n is determined by the nature of the transition. The value was (1/2) in this case
(a direct band transition).
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Figure 7. The Absorption coefficient and Energy gap of MgO films

The optical transmittance value is determined by the film's refractive index (no), which is influenced by the
thickness of the film. As the thickness of the film increases, the refractive index increases, and the optical transmittance
decreases. This leads to a decrease in the Eg value [47]. It is evident that when thickness grows, the Value of Eg rises.
The Eg values are comparable to those that Ptociennik, P. et al. [48], and Tamboli, Sikandar H., et al. [49].

The higher the refractive index, the lighter is reflected off a surface, The refractive index (no) is related with
reflectance (R) by the relation [50]:

1
2

_[a+r? 5 (1+R)
o = [ams — (3 - D) + 55 3)

The refractive index behaves very similarly to reflectance. Figure (8) shows the correlation between refractive
index (n,) and photon energy for MgO films. the refractive index increases with thickness. The equation (4) can be used
to calculate the extinction coefficient (ko) [51]:

A
o= @
(ko) extinction coefficient.
g, = n? — k? 5)
g = 2n.Ko (6)

Figure (8) shows the refractive index and extinction coefficient of MgO films.
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Figure 8. Refractive index and Extinction Coefficient of MgO films

The dielectric constant can be expressed as a complex number, with both real and imaginary parts. The real part of
the dielectric constant represents the ability of the material to store energy, while the imaginary part represents losses
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due to absorption and other effects. The behavior of the real dielectric constant is associated with the refractive index
and the imaginary dielectric constant with the extinction coefficient with the equation (5) and (6) [52,53], as shown in
Figure (9). Table 4 shows the optical properties of MgO films at different thicknesses (200, 400, and 600 nm).
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Figure 9. The real and imaginary part of the dielectric constant of MgO films
Table 4. Optical Properties of MgO Films at Different Thicknesses

Thickness  Eg (eV) (ax10* cm™) (no) (ko) (Er) (E)
(nm) Maximum Maximum Maximum Maximum Maximum
200 3.439 1.7076 2.4241 0.0442 5.8652 0.1888
400 3.301 3.1893 2.8586 0.0742 8.1553 0.3921
600 3.162 4.3024 2.9451 0.1092 8.7144 0.6001

3.3. Electrical Properties

Hall coefficient is a measure of the strength of a material's response to an applied magnetic field [54]. The Hall
coefficient can be affected by the thickness of thin films, as thinner films tend to have higher Hall coefficients due to
their increased surface area and reduced number of charge carriers [55], As the thickness of the film increases, the
electrical resistance increases. This is because as the thickness of the film increases, there are more atoms and
molecules in the material that can impede the flow of electrons. The increase in resistance is due to an increase in
collisions between electrons and atoms or molecules in the material [56]. As shown in Table 5. Additionally, as the
thickness of a thin film increases, its capacitance also increases. This is because as the thickness of a thin film increases,
its surface area also increases, which allows for more charge to be stored on its surface, and the decrease in mobility can
be attributed to an increase in dislocation density and lattice strain [45], as shown in Fig (10).

Table 5. Electrical Properties of MgO films at Different Thicknesses

Thickness Concentration Hall Coefficient Conductivity Resistivity Mobility

(nm) (cm)?3 Rh(m?/C) (Q-cm)’! (Q-cm) (cm?/v-s)
200 0.2244x10" 8.792x10° 4.590x10¢ 2.178x10° 1.276x10!
400 -0.2163x10" -2.886x10° 5.337x107 1.874 x10° 1.54
600 -3.069x10"! -2.034x107 3.369x10° 2.968x10° 6.852x10!
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Figure 10. Electrical Properties of MgO films at Different Thicknesses
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4. CONCLUSIONS

The thickness of the transparent MgO films prepared by chemical spray pyrolysis can be controlled by varying the
deposition time. The films are composed of nanocrystalline grains with a size range from 10 to 50 nm, also The films
exhibit good adhesion to the glasses substrate and The rate of roughness decreases with increasing the thickness of the
film, The crystallite size decreases with increasing the thickness of the thin film, In the visible region, MgO films
exhibit high transmittance with values up to 80%, The refractive index of the films increases with increasing film
thickness, The films also exhibit low reflectance in the visible region, The energy gap (Eg) of the films increases with
increasing film thickness, indicating that they can be used as optical coatings (color filters), and optical absorbers for
applications such as photodetectors or solar cells. The electrical resistivity of MgO films decreases with increasing film
thickness, indicating that they can be used as conductive layers for electronic devices such as transistors.
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BIIJIUB TOBLIIMHU HA ®I3UYHI XAPAKTEPUCTUKN HAHOCTPYKTYPHUX TOHKIX IIIBOK MgO
Myxamman X. Aab-Timimi?, Binan X. Aan6anga®, Mycrada 3. A6ayiax®
“Jlenapmamenm ¢hizuxu, Hayxosuil xoneoxc, Ynisepcumem [isina, Ipax
bHayxoeuii [Jenapmamenm, Konedac 6azoeoi oceimu, Yuisepcumem Mycmarcipis, Ipax
“Vnpaeninus docnioxcenv mamepianis, Minicmepcmeo nayku i mexnonoeit, Ipax

TexHomOris XIMIYHOTO PO3MMITIOBAIBHOTO MipOJIi3y Ocaaniia HaHOCTPYKTYpOBaHi TOHKI uiiBku MgO pi3Hoi ToBumHu (200, 400 i
600 HM). PesynbraTu MmiATBEpAXKYIOTh, II0 TOBIIMHA IUTIBKM BIUIMHYJA Ha CTPYKTYPY, MOpPQOJIOrifo, ONTHYHI Ta eJIeKTPHUYHI
BiactuBocTi. Pizuyni BmactuBocti mwiiBok MgO nocmimkyBanmu 3a pomomoror (XRD), (FE-SEM), (EDX), (AFM), (UV-Vis
cnekrpodoromerp) i edexry Xomna. BiAmoBiaHO OO CTPYKTypHOTO aHami3y, IUIIBKM MaloTh KyOiuHy MOJIKPHCTATIUHY CTPYKTYpY
OKCHIYy MarHito 3 mepeBaxHolo opieHTamieto (002). Cepenniid po3Mip KpuCTaia Ta HIMPHHA 3a00POHEHOI 30HM 3HAXOIATHCS B
miamazoni (20,79-18,99) um 1 (3,439-3,162) eB BimnoBigHO 31 30iMBIIEHHAM TOBIIMHHU IUTIBOK. MopQooris MOBEpXHi ILUTBOK
MIOKa3ye, 0 BOHH BUIBbHI BiJ KPHCTATIYHUX Ne(EeKTiB, TAKUX SK OTBOPH Ta IyCTOTH, a TAKOX rOMOTeHHI Ta oxHopinHi. Kaptu EDS
MOKa3yIoTh, 1[0 BHPOIICHI IUTIBKM MiCTATh MarHii i kuceHb. Edexr Xomra Bkaszye, IO eNEeKTPONPOBIAHICTh 3MEHIIYETHCS 3
TOBIIMHOK. EXcliepuMeHTalbHI pe3ysIbTaTH IT0Ka3yloTh, 10 TOBIIMHA IUTIBKU BIUIMBAE HA ()i3MYHI BIACTUBOCTI BUPOIIECHUX TOHKHX
w1iBok MgO. BinbIr TOBCTI IUTIBKM MOYKHA BUKOPUCTOBYBATH SIK LIIap NOIJIMHAYA B COHSYHUX CJIEMEHTaX.
KurouoBi cnoBa: mnisku MgO; Ximiunuti po3nunioganvHuil niponiz;, 6naue MoSWUHY, CMPYKMypd, ONMUYHi ma eneKmpuyHi
61acmueocmi
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Isothermal decay of the TL glow curve has been studied at ambient temperature. Heating of feldspar at 600°C leads to increased
sensitivity of the samples upon irradiation for the whole range of glow curve. In general, we observe a sensitivity increase of about five
times. Fading of the glow curve is observed at the low-temperature part of the glow curve while it has been kept in the dark at the
ambient, constant temperature. After a certain period, approximately in 40 to 50 days the low-temperature region of the glow curve
fades down while the high-temperature part remains unchanged. Peaks at the low-temperature region of the TL glow curve were isolated
by the curve subtraction method. Activation energy and frequency factor parameters of the isolated peaks were calculated, taking first
and second-order kinetics into account. The values of the calculated activation energy vary between 0.7 to 1.1 eV, and frequency factor
values of the isolated peaks change within the order of 10° to 10's”!. The p values clearly indicate that all isolated peaks are more
likely to be second-order kinetics.

Keywords: Feldspar, Isothermal decay; Activation energy; Frequency factor

PACS: 78.60.Kn

INTRODUCTION

Feldspar fraction extracted from sediments has been increasingly investigated for the dating of archeological artifacts
and the age of geological sediments. The main advantage of using feldspars instead of quartz is their higher luminescence
brightness and saturation dose, which could extend the range of dating applications. At the same time, the luminescence
emission of feldspar exhibits a large variety due to the substantial natural abundance of the mineralogical composition [1-3];
the presence of adverse luminescent phenomena like anomalous fading and sensitivity changes; irradiation and thermal
history [4]. Investigations were mainly made on natural K-feldspars separated from geological sediments and pure feldspar
minerals. They were devoted to clarifying the luminescence behavior of such materials, describing the optical bleaching
mechanism [5], identifying traps and recombination centers, and assessing a reliable protocol for dating procedures [6-9].

The exact composition of TL luminescence curves in feldspars and their kinetics is still an open question, although
numerous studies have been carried out. In particular, it is necessary to find out whether the broad TL luminescence
curves consist of individual narrow TL peaks or are the result of a superposition of continuous energy levels [7].

To contribute to the knowledge of the luminescent mechanisms in feldspars, we present the results of a study of
activation energy and frequency factor values on the natural feldspar mineral.

MATERIALS AND METHODS

We have taken the feldspar kindly presented by the Institute of Inorganic Chemistry and Catalysis ANAS as a
sample. Samples were gently crashed and sieved, and the fraction of 100-160 pm of feldspar was used for TL
measurement. Hydrochloric acid (I1N) was used to remove carbonates and then rinsed with deionized water. Magnetic
separation was applied to remove any magnetic inclusions. Any high-density components were separated using heavy
liquid Sodium poly-tungsten. Irradiation was performed at ambient temperature with a ®°Co gamma source with a dose
rate of 3.73 mGy/s. The dose rate of the °Co source was determined using a Magnette Miniscope MS400 EPR
spectrometer using individually packed BioMax alanine dosimetry films with barcode markings (developed by Eastman
Kodak Company). For the experiments, it was used both natural and thermally treated feldspar samples to compare the
changes in radiation sensitivity due to thermal treatment. Thermally treated feldspar was heated at 600°C for one hour
before irradiation.

The Harshaw TLD 3500 Manual Reader is used to measure the characteristics of TL samples. TL measurements were
performed using a linear heating rate of 20°C/s from 50°C to 400°C. Three aliquots of 5 mg of each sample were used for
each measurement. TL data points represent the average of three different aliquots of the sample. A thin and uniform layer
of feldspar grains was laid on the planchet surface to get complete contact, ensuring a consistent TL signal from the sample.

Several experimental methods for evaluating the basic trapping parameters from a TL peak are based on the peak
shape. The peak shape method enables the evaluation of “activation energy” and “frequency factor” using the temperature
at the peak maximum (Ty,) and the low (T)) and high (T>) half-width temperatures (Fig. 1) of the experimental glow curve.

The formulas for finding the activation energies by these methods usually contain one of the following factors:
(a) ==Tm-T, the half-width at the low-temperature side of the peak, (b) 0=T>-T,, the half-width towards the falloff of the
glow peak, or (¢) w=T>-T}, the total half-width. These formulas were developed and systemized by Chen R. [10]. Here
are the summarized function and relevant coefficients (Table 1) for the first and second-order kinetics:

7 Cite as: S. Mammadov, A. Ahadova, A. Abishov, and A. Ahadov, East Eur. J. Phys. 2, 182 (2023), https://doi.org/10.26565/2312-4334-2023-2-18
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https://orcid.org/0000-0002-4547-4491
https://orcid.org/0000-0001-9173-9537
https://orcid.org/0000-0003-2467-4344
https://orcid.org/0000-0002-6039-8714
https://doi.org/10.26565/2312-4334-2023-2-18
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334

183
The Thermoluminescence Parameters of Irradiated K-Feldspar EEJP. 2 (2023)

kTZ,
>4

E= co(( ) — b (2KT,) (1)

where k = 8.617x107° eV/K is the Boltzmann constant and a is 3, T or ® respectively.
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Figure 1. Isolated TL peak. Tm is a temperature at the peak maximum; T1 is a temperature at the point of the left side half-width; T2 is
a temperature at the end of the right-side half-width

The values of C, and b, for each of the three methods are given in Table 1. Note that the order of kinetics of a peak
is usually determined by its symmetry factor, defined as

u= 6/ w> (2)
where a characteristic value of p for the first order peaks is 0.42 and for the second order is 0.52 [11].

Table 1. Coefficients appearing in Eq.1 for the various methods of calculating activation energies [11]

First order Second order
T ) ® T ) ®
Cy 1.51 0.976 2.52 1.81 1.71 3.54
by 1.58 0 1 2 0 1

Once the activation energy of a first-order peak is defined, the frequency factor can be determined by using the formula:

s = iz exp (E/KTy), 3)
where £ (K/s) is the constant heating rate.
For the second-order kinetics, the formula needs to be written as:
E
5 = L exp (E/KT,) @)
E

kT2 (1+

RESULTS AND DISCUSSIONS

The continuum of energy states creates a broad TL glow curve shown in Figs. 2 and 3. This broad spectrum cannot
be considered a single peak. It rather can be described as a linear combination of many narrower peaks, each
corresponding to a separate but closely spaced energy level. These closely spaced energy levels can be identified by
subtracting the TL luminescence curves. For example, Strickertsson et all [12] examined the TL signals from microclines
and identified six overlapping peaks using the fractional glow technique to estimate the activation energy E as a function
of the temperature 7. Applying the Tsop —Tmax method, they reported a continuous distribution of energies between
E~1.0 eV and E ~1.7 eV at the low-temperature region (below the 280°C). For higher T, values, the activation energy
E was constant at a value of E ~1.75 eV [12].

In our case, we used the isothermal decay method. Several aliquots of the material are irradiated with a gamma dose
of 34.12 Gy, and the TL glow curve is obtained. The process is then repeated several times using the remaining part of
the aliquots after a certain period, i.e., after five days, 15 days, etc. This procedure produces a series of TL glow curves
shown in Fig. 2 and 3, essentially corresponding to a gradual isothermal (i.e. at ambient temperature) cleaning of this
sample's overall TL glow curve.

The comparison of Fig. 2 and Fig. 3 shows that heating of feldspar at 600°C leads to increased sensitivity of the
samples upon irradiation for the whole range of the glow curve. In general, we observe a sensitivity increase of about five
times. Fading of the glow curve is observed at the low-temperature part of the glow curve while it has been kept in the
dark at the ambient, constant temperature. After approximately 40 to 50 days, the low-temperature region of the glow
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curve fades down while the high-temperature part remains unchanged. It is a common phenomenon for irradiated feldspar
and anomalous fading. Explanations of the anomalous fading effect have been based on various proposed models, such
as the tunneling model, the localized transition model, and a model based on competition with radiationless transitions.
Currently, the most accepted explanations of AF are based on quantum mechanical tunneling from the ground state or the
excited state of the trap [13 and references therein].
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Figure 2. TL glow curve of unheated natural feldspar
irradiated at 34.12 Gy (1); TL glow curve of the same
sample after 15 days (2), 22 days (3), and 27 days (4)

Figure 3. TL glow curve of natural feldspar heated at 600°C for one hour
and irradiated at 34.12 Gy (1); TL glow curve of the same sample after five
days (2), 12 days (3), and 40 days (4). Curve (5) represents the isolated peak
by subtracting curve (4) from curve (1)

Specifically, Figs. 4 and 5 show the results of subtracting the TL glow curve for the two samples as individual peaks.
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Figure 4. Isolated glow curves were obtained by subtracting
method. Curve (1) represents the isolated peak by subtracting
glow curve (4) presented in Fig. 2 from curve (2) presented in
Fig. 2,1i.e (1)=Fig 2 curve (2) — Fig.2 curve (4); and subsequently
(2) =Fig 2 curve (1) — Fig. 2 curve (2); (3) = Fig 2 curve (1) —
Fig. 2 curve (3); (4) = Fig 2 curve (1) — Fig. 2 curve (4)

Figure 5. Isolated glow curves obtained by subtracting method:
Curve (1) represents the isolated peak by subtracting glow curve
(4) presented in Fig. 3 from curve(2) presented in Fig. 3, i.e
(1)=Fig 3, curve (2) — Fig. 3, curve (4); and subsequently
(2) =Fig 3, curve (1) — Fig.3, curve (2); (3) = Fig 3, curve (1) —
Fig. 3, curve (3); (4) = Fig 3, curve (1) — Fig.3, curve (4)

Table 2 illustrates the major geometric parameters of the isolated peaks for the unheated and irradiated feldspar. The
values of p indicate that all isolated peaks belong to second-order kinetics.

Table 2. TL parameters of the isolated peaks for the unheated feldspar irradiated at 34.12 Gy (For the punctuation of the peaks, please,
refer to Fig. 4)

Peak identity Tm, K T1, K T2, K [0) 0 T n
1 429 405 457 52 28 24 0.54
2 408 381 433 52 25 27 0.48
3 414 385 444 59 30 29 0.51
4 414 385 447 62 33 29 0.53

However, one hardly observes curves with pure first-order or second-order kinetics. Experimental glow curves
usually show values between 0.42 and 0.52 or around them (please refer to Tables 2 and 3). It is suggested [11] to
interpolate the constants listed in Table 1 for the first and second-order kinetics to find activation energies. A much more
suitable interpolation parameter seems to be p which is found directly from the peak's geometrical shape (refer to Tables 2
and 3). We have to write general equations so that they would give the first-order case for p=0.42 and the second-order
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case u=0.52. Thus, with the parameters of p given in Table 1, the factors in equation 1 for the interpolated-extrapolated
T method would be

C: = 1.51 + 3.0 (u-0.42); b:=1.58 +4.2 (u-0.42)

For the ¢ and @ method coefficients would be

Cs=10.976 + 7.3 (n-0.42); bs=0 and

Co=2.52+10.2 (u-0.42); be =1 respectively.

Table 3. Activation energy values of the isolated peaks for the unheated feldspar irradiated at 34.12 Gy (For the punctuation of the
peaks, please, refer to Fig. 4)

Peak identity E: (eV) Es (eV) Eo (eV)
1 1.08 1.04 1.06
2 0.77 0.81 0.80
3 0.77 0.80 0.79
4 0.79 0.80 0.80

The frequency factor also easily might be calculated using the formula (3) for the first-order kinetics or the second-
order kinetics by formula (4) [11]. Table 4 illustrates the values of the frequency factors calculated for the peaks listed in
Table 3. The calculation of activation energy and frequency factor was performed using the user-defined function in the
Matlab program.

Table 4. Calculated frequency factor values of the isolated peaks for the unheated feldspar irradiated at 34.12 Gy (For the punctuation
of the peaks, please, refer to Fig.4)

Peak identity Values calculated for T method Values calculated for 6 method Values calculated for ® method
1t order 2 order 1 order 27 order 1 order 27 order
1 6.64E+12 6.22E+12 2.17E+12 2.02E+12 3.79E+12 3.50E+12
2 3.49E+9 3.20E+9 1.15E+10 1.05E+9 8.51E+9 7.82E+9
3 2.45E+9 2.60E+9 5.94E+9 5.45E+9 4.43E+9 4.07E+9
4 4.43E+9 4.07E+9 5.94E+9 5.45E+9 5.95E+9 5.45E+9

TableS. TL parameters of the isolated peaks for the feldspar heated at 600°C and irradiated at 34.12 Gy(For the punctuation of the
peaks, please, refer to Fig.5)

Peak identity Tm, K T1, K T2, K 0] o T n
1 423 399 448 49 25 24 0.51
2 394 372 419 47 25 22 0.53
3 405 376 437 61 32 29 0.52
4 406 377 439 62 33 29 0.53

Table 6. Activation energy values of the isolated peaks for the feldspar heated at 600°C and irradiated at 34.12 Gy (For the punctuation

of the peaks, please, refer to Fig.5)

Peak identity E: (eV) Es (eV) Eo (eV)
1 1.00 1.01 1.01
2 0.98 0.97 0.98
3 0.75 0.76 0.77
4 0.75 0.77 0.76

Table 7. Calculated frequency factor values of the isolated peaks for the unheated feldspar irradiated at 34.12 Gy (For the punctuation

of the peaks, please, refer to Fig.4)

Peak identity Values calculated for T method Values calculated for 6 method Values calculated for ® method
15 order 2" order 15 order 2" order 15t order 2 order
1 8.81E+13 8.29E+13 2.12E+13 2.12E+13 3.75E+13 3.52E+13
2 2.91E+9 2.67E+9 3.92E+9 3.60E+9 3.92E+9 3.60E+9
3 2.29E+9 2.09E+9 4.16E+9 3.82E+9 3.09E+9 2.83E+9
4 5.03E+12 4.71E+12 2.74E+12 2.56E+12 3. 71E+12 3.47E+12
CONCLUSIONS

The decay of the luminescence curve with time was considered to be an isothermal decay at ambient temperature,
and the proposed procedure makes it possible to identify peaks in the low-temperature region of the TL luminescence
curve. An analysis of the values of the symmetry factor suggests that bimolecular mechanisms are based on the kinetics
of decay processes since the values of this parameter vary within 0.52. The values of the calculated activation energy
range between 0.7 to 1.1 €V, and frequency factor values of the isolated peaks change within the order of 10° to 10'3s™!,
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HAPAMETPU TEPMOJIIOMIHECHEHIIIi OMPOMIHEHOTI'O K-IIOJIbOBOI'O HIMATY
Caxio MamanoB, Aii0eHi3 AxagoBa, AKIIMH AOiloB, AxMaa AXajaoB
Incmumym padiayitinux npoorem HAHA, Asepbaiioscan

Hocnimkeno i30Tepmivnmii crian kpuBoi cBiTiHHA TJI mpu TeMneparypi HABKOJIUIIHBOTO cepeoBHIIa. HarpiBaHHS OJIEOBOTO LIMATY
10 600°C mpu3BOAUTH 10 MiABHIICHHS YyTIMBOCTI 3pa3KiB MpH OMPOMIHEHHI HA BCHOMY Jiarna3oHi KPHBOI CBITiHHS. 3arajioM Mu
CIoCTepiraeMo MiJBUINEHHS YyTJIMBOCTI NPHONM3HO B M'SATh pasiB. 3racaHHs KpUBOI CBITIHHSA CIIOCTEpIra€Thesi Ha
HU3BKOTEMIIEpaTypHill JUISHII KPUBOI CBITIHHS IIpH 30€piraHHi B TEMPSIBI IIPH IOCTIHHIHA TemMIiepaTypi HaBKOJIHMIITHEOTO CEPEIOBHINA.
Uepe3 mneBHMI NPOMDKOK 4Yacy, npuOmm3Ho uepe3 40-50 nHiB, HU3bKOTEMIIEpaTypHa oO0JacTh KpUBOi CBITIHHS 3racae, a
BHCOKOTEMIIEpaTypHa YacTHHA 3aJHMLIA€ThCS He3MiHHOMO. [liku B HM3BKOTeMmeparypHiii obnacti kpuBoi cBiTiHHs TJI BuaineHi
METOJOM BiJIHIMaHHs KpuBOi. Po3paxoBaHo mapaMeTpu eHeprii akTHBALl Ta YaCTOTHOTO (akTopy i30JIbOBAaHUX MIKIB 3 ypaxyBaHHSIM
KIHETHKH IIEpIIOro Ta APYroro MOpsaKy. 3HadeHHs po3paxoBaHO! eHeprii akTuBawil 3MiHIOIOTHCS B Mexax Big 0,7 mo 1,1 eB, a
3HAYEHHs KOE(I[IEHTa YaCTOTH i30JIbOBAHUX MiKiB 3MIHIOIOTBCS B MeKax nopsaky Bin 109 mo 1013 ¢!, 3nadenns p 9iTKO BKa3yloTh
Ha Te, [0 BC1 i30JIbOBaHI MiKHK, IIBHUIIIE 32 BCE, € KIHETHUKOIO IPYTOT0 MOPSIIKY.

KunrouoBi ci1oBa: noavosuii winam; isomepmivnuii po3nao; enepeis axmueayii; wacmomuui ¢pakmop
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This paper presents the properties of semiconductor-ferroelectric structures consisting of ZnO nanorods grown at low temperatures by
the hydrothermal method on LiNbOs; and LiNbOs:Fe substrates. The resulting structures were analyzed by scanning electron
microscope, photoluminescence, and spectrophotometry. SEM images and spectra; absorption spectra; photoluminescence spectra in
the ultraviolet and visible ranges are presented. The studies have shown the possibility of using, along with others, the hydrothermal
method for the synthesis of Zn(NO3)26H20 and CsHi2N4 to obtain arrays of ZnO nanorods as a sensitive element of surfactant-based
UV radiation sensors.

Keywords: nanorod; photoluminescence,; scanning electron microscope; absorption spectrum

PACS: 68.37.Hk, 78.55.Ap, 42.25.Bs, 61.46.Km

INTRODUCTION

ZnO has a whole set of properties that are well combined with each other, such as: high optical transparency, the
presence of piezo and photo effects, low resistivity, radiation resistance, etc. Zinc oxide is a direct-gap semiconductor
with a band gap of 3.36 eV and a high binding energy exciton state ~ 60 MeV. This combination of physical parameters,
as applied to ZnO thin films, makes this material promising for creating UV, blue, green, and white LEDs, optical and
gas sensors, piezo sensors, HUD displays, transparent contacts, etc.

Semiconductor-ferroelectric structures (ZnO-LiNbOs3) are currently attracting much attention of researchers due to
the possibility of creating radio photonics and functional microelectronics devices on their basis.

Zinc oxide initially has an electronic type (n-type) conductivity with a fairly low resistivity (p=107+10* Q-sm), a
high concentration of n-type charge carriers (~ 10%°--10%! sm™), and relatively low mobility (u=5+20 sm?/V-s) [1].

Lithium niobate can be called a wide gap semiconductor due to the change in the band gap of the crystal (3.4 eV) based
on the cross effect. However, due to the high resistivity (p=~10'°+10'7 Q-sm) and low mobility (u=10 sm?*V-s), as well as
the manifestation of spontaneous polarization and hysteresis properties, it belongs to the ferroelectric group of materials.

ZnO nanostructures have a wide range of applications in various devices. ZnO nanorods (NR ZnO) are interesting
for their electronic and optoelectronic properties [2,3] and are often functional elements of such devices as ultraviolet
(UV) nanolasers, chemical sensors, solar cells, nanogenerators [4,5]. The creation of UV sensors of surface acoustic
waves (SAW) based on zinc oxide nanostructures as sensitive elements is a very urgent task; they are promising for
economical wireless and batteryless devices [6-8].

In this regard, semiconductor-ferroelectric structures formed on the surface of a ferroelectric substrate from single-
crystal lithium niobate make it possible to create optically and electrically controlled structures according to the topology
of a field-effect transistor or a field-controlled photoresistor [9]. To create such microdevices, it is necessary to conduct
a comprehensive study of the structural, optical, and luminescent properties of semiconductor-ferroelectric structures.

For example, a highly efficient photodetector was developed based on a surfactant generator with a ZnO nanorod
layer sensitive to ultraviolet radiation on the surface of a LiNbOj substrate [10,11]. In particular, the sensor is capable of
detecting UV radiation as low as 1.8 pW/sm.

In our work, we present the results of a study of morphological, optical absorption spectra, photoluminescent
properties of ZnO-LiNbO; and ZnO-LiNbOs:Fe structures.

EXPERIMENTAL PART

ZnO were synthesized on a stainless-steel grid by the hydrothermal method [12]. Before growing ZnO nanorods, a
seed layer is formed on the surface of the substrates. The dip coating method has been applied to prepare the ZnO seed
layer on substrates due to its low cost and simplicity. All reagents (Sigma-Aldrich, 99%) used in the experiment were
analytically pure and were used without further purification. Zinc acetate dehydrate (ZnC4HsO042H,0) was dissolved in
ethanol with stirring with a stainless-steel shaft mixer at room temperature to obtain a homogeneous solution. The stirred
solution is placed in a beaker, the substrates are dipped into the solution at low speed using an automatic dip coating
system, and air dried at room temperature.

The growth of ZnO nanorods is carried out in the following sequence: aqueous solutions of zinc nitrate hexahydrate
Zn(NOs),6H,0 and hexamethylenetetramine C¢H1,N4 were prepared. The resulting suspension was transferred to a Teflon

' Cite as: Z.T. Azamatov, Sh.B. Utamuradova, M.A. Yuldoshev, and N.N. Bazarbaev, East Eur. J. Phys. 2, 187 (2023), https://doi.org/10.26565/2312-
4334-2023-2-19
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coated stainless steel autoclave. Substrates with a ZnO seed layer were placed on the bottom of the autoclave. Finally, the
autoclave was closed and placed in a bath with a water thermostat. The hydrothermal reaction is carried out at 90° C. for
5 hours.

Studies of surface morphology, thickness and elemental composition of the samples were carried out on a scanning
electron microscope (SEM) EVO MA10 (Carl Zeiss). The absorption spectra were studied using a Shimadzu UV 3600
spectrometer. The emission spectra of ZnO nanorods were obtained using a photoluminescent setup coupled to a 0.75 pm
monochromator with a diffraction grating and highly sensitive photomultipliers. The excitation source was a
longitudinally pumped nanosecond pulsed N, laser emitting at a wavelength of 337 nm (pulse duration ~6 ns, P ~15 kW,
repetition rate 100 Hz). The emission spectra were recorded using a boxcar integrator with a gate width of 40 ns.

RESULTS AND THEIR DISCUSSION

As a result of SEM studies, images of the surface morphologies of grown samples of ZnO-LiNbOs structures were
obtained, which are shown in Fig. 1. At high magnification, ZnO nanorods are clearly visible, with their sizes indicated.
A similar picture is shown by the images of the ZnO-LiNbOs:Fe surface, which we do not present.

Analysis of the SEM images of both samples shows that zinc oxide nanorods grow equally on both substrates. It can
be seen that the average size of nanorods is 10-20 pm in length and 1-3 pm in diameter.

To measure the thickness of the nanorod layer in SEM, the sample was rotated through an angle of 90° to the surface
grown from ZnO Fig. 2. It can be seen that the thicknesses in different parts of the applied layer are in the range of
2-12 um. Note that, depending on the task, the layer thickness can be changed during its growth.

T TR P . ——
2 t ~ =t

A - . S Lo ‘kx B s !
10 EHT =20.00 kv Signal A =NTS BSD Date :24 Feb 2023 EHT = 2000 KV Signal A = NTS BSD Date 24 Feb 2023
WD = 85mm Photo No. = 21803 Time :16:14:20 WD = 85mm Photo Neo. = 21789 Time :16:43:47

Figure 1. Surface morphology of ZnO-LiNbO3 Figure 2. Layer thicknesses of ZnO-LiNbO3 nanorods
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Figure 3. Elemental analysis a) ZnO-LiNbO3 and b) ZnO-LiNbOs:Fe

As can be seen from Fig. 3 elemental analysis of the spectra shows the presence and percentage of all components of the
structures, the device does not see Fe, due to its low content, which goes beyond the measurement limits of the device.

The photoluminescence spectra of the structures under study are shown in Fig. 4. In both spectra of the structures
under study, there is a narrow intense luminescence band located in the UV region, the maximum of which falls in the
vicinity of the wavelength — 387 nm. The maximum of the luminescence band corresponding to the ZnO layer
hydrothermally deposited on the LiNbOj; surface (Figure 4, curve 1) is at a wavelength of 387 nm and has a half-width of
34 nm.

The maximum of the luminescence band corresponding to the ZnO layer hydrothermally deposited on the
LiNbOs3:Fe surface (Figure 4, curve 2) is at a wavelength of 390 nm and has a half-width of 32 nm. The intensity of the
band in the spectrum of ZnO nanorods grown on a LiNbOs:Fe substrate is 12% less than the intensity of the analogous
band in the photoluminescence spectrum for ZnO nanorods grown on a LiNbOj substrate. The position of the maxima of
the narrow UV photoluminescence bands and their spectral half-width suggest that they are similar to the exciton
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photoluminescence band [13]. Such a ratio between the intensities of the UV photoluminescence bands of the two samples
under study can be explained as follows: the process responsible for intense photoluminescence in the UV spectral range
is the recombination of excitons in the bulk of the ZnO layer [14]. The shift of the UV photoluminescence band by 3 nm
toward longer wavelengths may be due to the fact that the observed photoluminescence in the zinc oxide layer of nanorods
hydrothermally deposited on ferroelectric substrates is the total effect of luminescence from both exciton complexes and
deep traps present in the bulk zinc oxide layer of nanorods.

For both structures under study, broad luminescence bands are observed, which lie in the blue-green spectral region
of the visible range. These broad photoluminescence bands have similar half-widths and intensities (the spectra merge).
The intensities of the broad photoluminescence band of the ZnO-LiNbO3 and ZnO-LiNbOs:Fe structures coincide. Its
maximum is at a wavelength of 562 nm, and its half-width is 154 nm. The defects responsible for photoluminescence in
this spectral range include oxygen vacancies, which are both electrically and optically active defects. Optically active
defects and the spectral position of broad maxima correlate with the literature data [15].

We compared our results with the results obtained in the following works: [16] — ZnO films obtained by laser
ablation; [1] — ZnO films obtained by vacuum deposition on LiNbOj; ferroelectric substrates. The first exciton (in the UV
spectral region) obtained peak is similar to the peak obtained in our studies from zinc oxide films grown by hydrothermal
synthesis. But the peaks of vacancy oxygen in the second visible (blue-green spectral region) do not coincide. In our
results, the symmetry of the spectral lines is practically preserved, and the intensities of both peaks are of the same order,
no additional peaks are observed.

Studies have shown that grown ZnO nanorods are excited by ultraviolet light, the PL spectrum of ZnO nanorods
consists of two peaks: a narrow one in the UV range and a broad emission band in the visible range. The UV peak was
attributed to the near edge emission of the band or the free exciton of ZnO, and the blue-green emission to the far
luminescence band and vacancy oxygen.
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Figure 4. Photoluminescence spectra of structures: ZnO- Figure 5. Absorption spectra of structures: ZnO-LiNbO3
LiNbO:s (1), ZnO-LiNbOs:Fe (2) (1.2), ZnO-LiNbOs:Fe (3.4)

To study the optical properties of the resulting semiconductor-ferroelectric structures in the UV and visible ranges
of the spectrum, studies of the absorption spectra were carried out. The absorption spectra Fig. 5 were studied in the
wavelength range from 200 to 900 nm. The parallelism of the spectral lines remains practically unchanged from 400 nm
to the near infrared region. Absorption begins to increase rapidly from 400 nm. Therefore, in the figure, the range from
the short-wavelength range to 600 nm is taken. absorption spectra were taken from both samples - from the side: ZnO (1.4)
and substrates (2.3).

For comparison, the absorption spectra of the samples were measured on both sides. It can be seen from the spectra
that in the ZnO-LiNbO; structure the spectrum taken from the side of the ZnO layer is lower than the spectrum taken
from the side of the base (Fig. 5, curve 1). This indicates that the ZnO layer reflects light. But in the ZnO-LiNbOs:Fe
structure, on the contrary, the spectrum of the ZnO layer is higher (Fig. 5, curve 4). We can say that this is the effect of
Fe ions participating in the structure. The obtained absorption spectrum in the decreasing linear part of the graph was
approximated by a straight line up to the intersection with the abscissa axis. The point of intersection of this line with the
abscissa axis is the wavelength corresponding to the absorption edge of the crystal. The band gap was determined by the
formula:

hc
E== (1)

where A is the wavelength corresponding to the absorption edge, h is Planck's constant, ¢ is the speed of light in vacuum.
The widths of the geometrically defined band gaps E; are 3.86, 3.85, 3.52, and 3.34 eV, respectively, according to
the curves in Fig. 5. The refractive indices are determined by the following imperial formula, taking into account Eg,
which is given in [17]:
2 4 _ A
n 1= (Eg+B)?

(@)
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where A = 25E, + 212, B=0.21E, + 4.25, while the changes in the refractive index look, respectively, as follows; 2.20,
2.21,2.26, 2.30.

CONCLUSION

Thus, it can be said that for all methods of obtaining ZnO nanostructures on pure and iron-doped lithium niobate
substrates, the surface morphology is the same, they are covered with ZnO nanoparticles or nanorods (clusters), and, in
the elemental composition of nanoparticles, oxygen predominates, and vice versa in nanorods. The results of
luminescence analysis show similarity of the spectra both in the UV region and in the blue-green part of the spectrum,
but the spectra obtained by us are symmetrical and without additional “peaks”, due to a larger amount of interstitial
oxygen. In addition, it can be seen that the refractive indices calculated using the above empirical formula are very close
to the experimental results of other authors.

ORCID IDs
Sharifa B. Utamuradova, https://orcid.org/0000-0002-1718-1122

REFERENCES

[1] N.M. Lyadov, A.I. Gumarov, R.N. Kashapov, A.l. Noskov, V.F. Valeev, V.I. Nuzhdin, V.V. Bazarov, et al., “Structure and
optical properties of ZnO with silver nanoparticles,” Physics and technology of semiconductors, 50(1), (2016).

[2] A.B. Djurisi¢, and Y.H. Leung, Small 2, 944-961 (2006). https://doi.org/10.1002/sm11.200600134

[3] C.Y.Chen, M.W. Chen, J.J. Ke, C.A. Lin, J.R.D. Retamal, and J.H. He, “Surface effects on optical and electrical properties of
ZnO nanostructures,” Pure Appl. Chem. 82, 2055 (2010). http://dx.doi.org/10.1351/PAC-CON-09-12-05

[4] A.K. Zeinidenov, A.K. Abisheva, B.R. Ilyassov, A.K. Aimukhanov, and S.E. Abilmazhinov, “Influence of structural features of
zno films on optical and photoelectric characteristics of inverted polymer solar elements,” Eurasian Physical Technical Journal,
18(2), 40-46 2021, https://doi.org/10.31489/2021N02/40-46

[5] S. Kaya, “Effect of annealing temperature on structural, electrical, and UV sensingcharacteristics of n-ZnO/p-Si heterojunction
photodiodes, ” Turkish Journal of Physics, 43(3), 4 2019). https://doi.org/10.3906/fiz-1812-16

[6] A.S.Bagdasarian, V.G. Dneprovski, G.Y. Karapetyan, S.A. Bagdasaryan, in: Piezoelectric and Related Materials. Research and
Applications, edited by by I.A. Parinov, (Nova Science Publishers, New York, 2012), pp. 189.

[71 P. Sharma, S. Kumar, and K. Sreenivas, “Highly sensitive ultraviolet detector based on ZnO/LiNbO3 hybrid surface acoustic
wave filter,” Mater J. Res. 18, 545 (2003). https://doi.org/10.1063/1.1622436

[8] A.A.Mohanan, R. Parthiban, and N. Ramakrishnan, “Shadow mask assisted direct growth of ZnO nanowires as a sensing medium
for surface acoustic wave devices using a thermal evaporation method,” J. Micromech, Microeng. 26, 025017 (2016).
https://doi.org/1088/0960-1317/26/2/025017

[9] Zh. Wen, Ch. Li, D. Wu, A. Li, and N. Ming, “Ferroelectric-field-effect-enhanced electroresistance in metal / ferroelectric /
semiconductor tunnel junctions,” Nature Materials. 12, 617. (2013). https://doi.org/10.1038/nmat3649

[10] D.L. Cheng, K.S. Kao, C.H. Lo, C.H. Liang, L.P. Chan, C.W. Tsung, and Y.Y. Li, “Ultraviolet sensing system using ZnO based
surface acoustic wave oscillator,” in: Proceedings of the 3rd International Conference on Industrial Application Engineering.
435, (2015), pp. 435-438. https://doi.org/10.12792/iciae2015.076

[11] Wa. Wen-Bo, G. Hang, H. Xing-Li, X. Wei-Peng, C. Jin-Kai, W. Xiao-Zhi, and L. Ji-Kui, “Transparent ZnO/glass surface acoustic wave
based high performance ultraviolet light sensors,” Chin. Phys. B, 24(5), 057701 (2015). https://doi.org/10.1088/16741056/24/5/057701

[12] R.R. Jalolov, B.N. Rustamova, Sh.Z. Urolov, and Z.Sh. Shaymardanov, “The influence of size on the photoluminescence
properties of ZnO nanostructures,” Uzbek Journal of Physics, 23(2), 40-44 (2021). https://doi.org/10.52304/.v23i2.238

[13] B.D. Yao, V.F. Chang, and F. Wang, “Formation of ZnO nanostructures by a simple way of thermal evaporation,” Appl. Phys.
Lett. 81, 757 (2002). https://doi.org/10.1063/1.1495878

[14] P. Narin, E. Kutlu, G. Atmaca, A. Atilgan, A. Yildiz, and S.B. Lisesivdin, “Structural and optical properties of hexagonal ZnO
nanostructures grown by ultrasonic spray CVD,” Optik, 168, 86-91 (2018). https://doi.org/10.1016/j.ijleo.2018.04.089

[15] A.N. Gruzintsev, V.T. Volkov, “Modification of the electrical and optical properties of the ZnO thin films under the ultraviolet
radiation”, Physics and technology of semiconductors, 45(11), p-1476-1480 (2011).
http://journals.ioffe.ru/articles/viewPDF/7556

[16] L.V. Grigoriev, I.S. Morozov, N.V. Zhuravlev, A.A. Semenov, and A.A. Nikitin, “Photoluminescent and photoelectric properties of
the ZnO-LiNbO;3 thin-film structure in the ultraviolet and visible spectral ranges,” Physics and technology of semiconductors, 54(3),
(2020). https://www.springerprofessional.de/en/photoluminescence-and-photoelectric-properties-of-the-zno-linbos/17934476

[17] Z.T. Azamatov, M.A.Yuldoshev, N.N. Bazarbayev, “Effect of gamma irradiation on optical properties of lithium niobate and
LiNbOs:Fe crystals,” Izvestiya vuzov. Physics, 2, 106-113 (2023).

JESIKI BMJACTUBOCTI HAIIBIIPOBIAHUKOBO-CETHETEJTEKTPHYHUX CTPYKTYP
3akip’sau T. Azamaros, llagipa b. YTamypanosa, Mypomxon A. FOnnomes, Hypiaan H. Bazap6aes
Incmumym ghizuxu nanisnposionuxie ma mikpoenexmpounixu Hayionanvnozco ynieepcumemy Ysoexucmany,
syn. Aneu Anmaszop, 20, Tawxenm, Y30exucman

VY cTaTTi npeacTaBiIeH] BIACTUBOCTI HaIiBIPOBIAHMUKOBHX CETHETOCICKTPUYHUX CTPYKTYp, IO CKIANAIOTHCS 3 HaHOCTepkHIB ZnO,
BUPOLICHHUX NPH HU3BKUX TEMIIEpaTypax riJpoTepMalbHUM MeTonoM Ha minknaakax LiNbOs ta LiNbOs:Fe. Otpumani cTpykTypu
aHaJi3yBaJH 3a JOIOMOIO0 CKaHyFOYOr0 eJICKTPOHHOI0 MiKpocKora, (hoTontoMiHeceH il Ta ciekTpodoromerpii. COM 300parkeHHs
Ta CIEKTPH; CIEKTPH IOTJIMHAHHS; CIEKTPU (OTOJIOMIHECHeHIi B ynbTpadioseroBoMy i BuanMoMy niamasoHax. JlocmimkeHHs
MOKa3aJli MOJIIMBICTh BHKOPHCTAHHS MOPsA 3 iHIMMH rigporepmansHoro merony cuutedy Zn(NOs3)26H20 ta CeHiaNa st
OTpUMaHHsS MacHBiB HAHOCTEPXkHIB ZnO SK YyTINBOTO €JIeMEHTa TaTIuKiB Y @-BUNpoMiHIOBaHHS Ha ocHOBI [TAP.
Ku104o0Bi ci10Ba: Hanocmpudicki, (pomonominecyeHyisn, CKaHyiouuil e1eKmpOHHULL MIKPOCKON, CREKMP NO2IUHAHHS
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Mathematical and numerical methods are used to simulate physical and chemical processes when building models of pollutants dispersion
in the air and on the soil surface. Based on meteorological data and information on the source of emissions, these models characterize both
the primary pollutants entering the atmosphere directly and the secondary ones formed as the result of complex chemical reactions. These
models are important for the air quality management system, as they allow monitoring emissions into the atmosphere, predicting their
distribution, as well as developing effective strategies intended for reducing harmful substances in the atmosphere. The article presents an
overview of computational methods used to simulate the pollutants dispersion in atmospheric air and on the soil surface, such as the
Gaussian torch model, the Lagrangian dispersion stochastic model, and the Eulerian model of atmospheric diffusion. The practical
application of the considered models showed sufficient reliability and validity of the air and soil pollution levels forecast. The simulation
uses computer programs that include algorithms for solving the mathematical equations that control pollutant dispersion. The dispersion
models are used to estimate the concentration of air pollutants or toxins. They can also be used to predict future concentrations under
certain scenarios. They are useful for studying the pollutants that disperse over long distances and can initiate reactions in the atmosphere.
Such software products are as follows: AEROPOL, AERMOD, GRAL, TAPM CSIRO, CALPUFF, HYSPLIT, etc. A method of
processing information about the pollution sources and the environmental parameters, based on the HYSPLIT program, is proposed to
form maps of the volume and surface activity of radionuclides. This method was applied to analyze the process of the plutonium isotopes
dispersion as a result of the movement of air masses in the places of fires in April 2020 in the exclusion zone of the Chornobyl NPP, as
well as the associated hazard for the population health and the environment.

Keywords: turbulent diffusion equation, impurity scattering in the atmosphere, point source, near-surface concentration level,
atmospheric pollution, volumetric activity of radionuclides.
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Currently, the atmospheric pollution is increasing due to the anthropogenic influence of industrial enterprises,
nuclear power plants, transport, industrial and household waste dumps, and urban construction. The problem of
environmental protection requires a large amount of experimental research invested in monitoring of the environment
state. Environmental monitoring systems, which include automatic (stationary) and mobile air pollution monitoring
stations, have been created to effectively control the quality of the atmosphere. One of the main tasks of environmental
monitoring is the collection of data on concentration of pollutants. This information is necessary for further analysis and
forecasting of air and soil quality when making management decisions as to ensuring the environmental safety.
Monitoring of the environment state allows analyzing data and determining the impact of atmospheric pollution on the
quality of the environment and on the health of population.

Theoretical studies are needed to develop models that include identification of pollution sources, quantification of
pollutant release rates, understanding of the process of the emission transportation from the source to the point of
discharge, and knowledge of the physical and chemical transformation processes of the released substances, that may
occur during this transportation.

The creation of models for the estimation of the concentration fields and source parameters using the observation
data and model representations of the impurity dispersion processes allows more reliable control of the main parameters
of the technogeneous pollution of the area. This approach makes it possible to determine the information capability of the
observation systems and to optimize the position and the number of sampling points.

THE TECHNIQUES OF SIMULATION OF THE POLLUTANTS DISPERSION IN THE ATMOSPHERIC AIR

When building models of air quality, mathematical and numerical methods are used to simulate physical and
chemical processes that affect the substances dispersion in the atmosphere. Based on meteorological data and information
about the source of emissions (emission concentration, smokestack height, etc.), these models characterize both primary
pollutants, which enter the atmosphere directly, and secondary pollutants, which are formed as a result of complex
chemical reactions in the atmosphere. These models are of great importance for the creation of an atmospheric air quality
management system, as they allow controlling emissions into the atmosphere, predicting their dispersion and developing
effective strategies for reducing harmful substances in the atmosphere.

The development and improvement of new models is associated with the development of computer technology and
the appearance of previously unavailable satellite meteorological data. This allows taking into account a large number of
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pollutants and their interaction, a large number of emission sources of various configurations, and the influence of
complex atmospheric processes.

The process of the dispersion of pollutants occurs due to their being transferred by air masses and the diffusion caused
by turbulent air pulsations. Almost all the impurities sooner or later deposit on the Earth's surface, the heavy ones — under
the influence of the gravitational field, the light ones — as a result of the diffusion process. The pollutants get into atmospheric
air, water, soil, and later into the living organisms. The assessment of contamination of the atmosphere and the underlying
surface with impurities is carried out using mathematical models built on the basis of partial differential aerodynamic
equations, as well as their finite-difference approximations. These models are also known as atmospheric dispersion models.

Theoretical and experimental studies of processes of the impurities diffusion and features of their spatio-temporal
dispersion are the basis for an objective assessment of the state and trends of changes in atmospheric air pollution of soil,
vegetation, and water bodies.

The most significant amount of fundamental research in the field of the environment is performed in the USA and
European countries. In many countries, the air quality is assessed using the AQI index (air quality index). This index is
used by all the world environmental government bodies to inform the public about the level of air pollution, as well as to
forecast air pollution [1, 2].

To obtain indicators of atmospheric air pollution, some up-to-date models for calculating the concentrations of
pollutants in the atmosphere are needed.

The success of developing air pollution models depends on understanding the laws of pollutants dispersion. The
main factors determining the dispersion of a pollutant are advection (horizontal transport) and vertical diffusion. The wind
speed determines both the mechanism of transportation of impurities and atmospheric turbulence [3].

The input information that is required when building a model includes three main groups of parameters: source
parameters, environment parameters, and boundary conditions.

The source parameters include the rate of the impurity release, the type of the source (point, linear, surface), the
nature of the source functioning (instantaneous, continuous), the properties of the pollutant, and its chemical activity.

The group of environmental parameters includes: the temperature gradient (vertical, horizontal), wind direction and
speed, cloud cover, radiation, precipitation, rate of temperature and pressure change, values of background concentrations
of impurities in the air.

The group of boundary conditions is formed by the surface properties (roughness, topography), inversion height,
surface temperature, and surface air currents.

The accuracy of the model depends on the completeness of accounting for the variables included in each group. The
simulation allows obtaining the dispersion of impurity concentration in space and time, evaluating the processes of
impurity deposition, washing-out, chemical interaction, and sorption [3].

There are four main approaches to solving the problem of the substance scattering of in a moving gaseous medium [4]:

1. Direct experimental research, which is related to the use of instrumental methods for determining the form of
emissions, trajectory of the pollution spread, diffusion conditions. This approach is used to solve tasks of operational
forecasting and management, but not long-term planning.

2. The theory of similarity is used in modeling in those cases when, it is impossible to correctly assess the boundary
conditions and directions of air flows due to the complexity of the topography and buildings, and therefore the hydraulic
models have to be used.

3. The theory of pollutant diffusion is based on the law of mass conservation. It assumes the uniformity of the main
movement along the coordinate axes and the use of the common methods of averaging the turbulent characteristics
consisting of average and pulsational components. The solution of the semi-empirical diffusion equation is widely used
to calculate the dispersion of impurities in the atmosphere.

4. The classical statistical theory describes atmospheric turbulence in terms of its intensity, scale, and spectral
properties. It allows studying the history of the movement of individual particles and determining the statistical
characteristics necessary for the description of diffusion.

The type of random process, used in the study of turbulence and diffusion, can be characterized as stationary,
homogeneous, isotropic, and Gaussian.

Since each approach has its advantages and disadvantages, the choice of any of the listed approaches depends on the
fact how adequate the conditions of the pollution process under study are in this case. The progress in the development
of atmospheric diffusion understanding is achieved by combining the use of the theory with carefully planned
observations and experiments.

One of the last stages of simulation is related to the choice of the coordinate system. Some models use the moving
Lagrangian coordinate system, some other ones use the fixed Euler coordinate system. The models using Lagrangian
coordinates allow determining the substance concentration at any moment along the curvilinear trajectory of its
dispersion, and here it is not necessary to integrate the model along all three spatial coordinates. The model with Euler
coordinates allows obtaining a solution at any point in space and for any moment of time. Such a model turns to be
convenient in the case of a large number of point sources.

The final stage in the process of the model building is the selection of its basic version, which is characteristic of the
adopted approach to simulation. This basic model can be static or dynamic, deterministic or stochastic, linear or non-
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linear, stationary or non-stationary by analogy with the models, which are used in chemical technology. Fig.1 presents
the classification of mathematical models designed for the atmospheric pollution assessment and forecast.

Mathematical models of the
distribution of harmful substances

in the atmosphere
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Models based on the diffusion equation Statistical models
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Figure 1. Block diagram of the mathematical models classification of the pollutants dispersion in the surface layer of the
atmosphere
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Forecasting models are used to simulate atmospheric air pollution processes. Long-term and operational forecasting
models are distinguished. For long-term forecasting, the calculation (analytical, approximation) models, based on the
solution of the turbulent diffusion equation, have become the most widespread. They are "torch", "clew", "box" models,
and finite-difference ones. For operational forecasting, statistical models of linear and non-linear regression, as well as
models of heuristic self-organization (method of group accounting of arguments) are widely used. For operational
forecasting of air pollution in case of emergency and volley emissions, the calculation (analytical methods) " clew "
models should be used, which are employed to forecast the spread of impurities from instantaneous point sources. The
most common are forecasting models that are obtained with the solution of the turbulent diffusion equation taken into
account. The phenomena of pollutant transfer and diffusion are described by the equation [2]:

% = div(K - gradC) — grad(CU) + Q )
turbulent diffusion convection source

where C is the concentration of the pollutant; K = (ky, ky, k) is the vector of turbulent diffusion coefficients; U = (u, v,
w) is the vector of the averaged velocity field of the air medium; Q is the pollutant emission rate of the source.

The choice of the initial and boundary conditions, which are necessary to solve equation (1), depends on the
operating conditions of the source and the properties of the underlying surface.

On the basis of equation (1), four main types of models are obtained: "clew", "torch", "box" and finite-difference
ones. In general, solving equation (1) using analytical methods is impossible. This becomes possible either by simplifying
the equation or by using numerical methods.

Thus, the presence in equation (1) of the assumptions about the absence of convective transfer, non-isotropy of the
medium and the location of the source outside the analyzed area, leads to the equation:

ac a?c a%c a%c
=k +kym+kza7. (2)

ot Xoxz

The fundamental solution of this equation has the form of Gaussian function. This solution is used in the models of
"clew" and "torch" type.

The model of "clew" type assumes an instantaneous source of pollution. The process of transferring the forming
cloud ("clew") from the source under the wind influence is considered in the moving coordinate system. The equation of
the non-stationary Gaussian model has the form:
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where C(x, y, z, t) is the concentration of the pollutant at the point with coordinates x, y, z at time t; U, V, W are the
average values of wind speed in x, y, z directions at time t; oy, oy, 0, are the standard deviations of "clew" dimensions in
X, y, z directions, respectively; Q is the amount of the substance released by the pollution source at time t [4].

The model allows determining concentrations on the curved trajectory of the "clew" movement. In addition, it allows
taking into account the change in atmospheric stability. Operating with the "clew" model involves real-time observation
of the wind field. Integrating the model over space allows obtaining a solution for the instantaneous volumetric source.

The shortcomings of the model include: the requirement of a large amount of meteorological data (measurements of
wind speeds along all three coordinates), the difficulty of determining the initial height of the gravity center of the "clew",
the complexity of the calculation program.

The “torch” model (stationary Gaussian model) is based on the assumption of a continuously operating point source.
It is obtained by integrating equation (1) over time. The equation of the "torch" model looks like this:

cOait =g |42 [fom [ ()] - em -1 @

where C(x, y, z, H) is the concentration dispersion along the x, y, z coordinates; Q is the pollutant release rate; U is the
average wind speed; oy , o, are standard deviations of the "torch" dimensions in the horizontal and vertical directions at
the given x; H=h+Ah is the effective height of the "torch"; h is the pipe height; Ah is the rise of the "torch") due to its
buoyancy [4].

The major advantage of the "torch" model is its simplicity and the possibility to calculate the concentration fields
basing on a relatively small number of experimentally determined parameters.

The "box" model is used for the rough estimation of the pollutant released from large surface sources. In this model,
it is assumed that inside the analyzed volume of air, the concentration does not depend on the coordinates y and z, and
the particles of the substance do not move relative to the environment. The wind speed is assumed to be the same with
height. Such an assumption is usually made in the absence of more precise meteorological data. Besides, it is necessary
the diffusion of the jet in the transverse and vertical directions to be small. This assumption is valid if the source of
pollution is limited by buildings, topographic irregularities (mountains, hills) and the inversion height.

In addition to the single "box" model, there are known options for building of the multi-box models intended to
estimate the concentrations from the distributed emission sources. In these cases, the atmosphere is divided on the system
of "boxes", and then the impurity fluxes between the boxes and the concentrations in each of them are calculated. The
"boxes" are usually bounded below by the earth surface, and above by the height of the inversion or an arbitrarily chosen
upper boundary.

Such a model is, in fact, a finite-difference analogue of the diffusion equation under the condition of vertical
homogeneity of the medium, the absence of diffusive components, and the transfer occurring only due to advection being
taken into account. Basing on such models, the impurity concentrations in the entire region are calculated for the same
time.

The multi-box model has the following disadvantages: 1) the complete mixing is assumed to occur in the vertical
direction; 2) the absence of diffusion between the "boxes" is assumed; 3) the accuracy of the model corresponds to the
accuracy of the first-order differential equation.

Another broader class of models was obtained as a result of replacing the diffusion equation with simpler equations
and using numerical methods for their solution, they are "finite-difference” models. These models are based on the
approximation of the air basin by three-dimensional cells to obtain the numerical solution. The main problems here are
due to the model stability and accuracy.

The practical application of the models considered above showed sufficient reliability and validity of the forecast of
air pollution levels created by individual powerful point sources.

Subject to the implementation methodology, the known methods of forecasting atmospheric processes can be
divided into numerical, statistical, and pattern recognition methods [4, 5].

The forecasting methods, being developed on the basis of mathematical description of the impurities dispersion, in
which the turbulent diffusion equation is used, are numerical. Such methods are universal with respect to the source,
medium characteristics, and boundary conditions and allow the use of turbulent exchange parameters. Numerical methods
of forecasting are used to solve the following tasks:

1. Forecast of maximum impurity concentrations from the sources, that is, the calculation of maximum
concentrations created at a certain distance from the source.

2. Forecast of integral characteristics of air pollution from the plane source.

3. Forecast of the highest concentration from dispersed sources.

For the forecast of air pollution from individual sources and from a group of sources, the methods of numerical
integration of the atmospheric diffusion equation are used directly.
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The forecast of air pollution in cities and industrial areas using the statistical models is carried out by statistical
methods. The latter ones are based on statistical analysis of observations. It is assumed that during the analysis period, as
well as during the forecast period, the emissions and location of the sources practically do not change. This is associated
with certain errors and limitations of the results of analysis and forecasts, which are not characteristic of numerical
methods, so the specified assumption is used for relatively short forecast periods, i.e. from a few hours to a few days.
Besides, with a large number of sources and their insufficient power, it can be assumed that the increase in emissions
from some of them is compensated by the decrease from the other ones. Therefore, the growth of average and total air
pollution in the city is mainly associated with the changes in meteorological conditions or the synoptic situation.

The Important factors for ensuring the accuracy of the air pollution forecast are the choice of model parameters and
the synoptic situation and sets of meteorological factors being taken into account.

To study the influence of meteorological conditions of air pollution, it is possible to apply the method of pattern
recognition. The task of identifying the sources of air pollution can be considered as a typical task of pattern recognition.
The image recognition is the classification of the initial data into a certain class using the choice of the existing features
or properties, which characterize these data, from the total set of features. The subject of recognition combines a number
of scientific disciplines. They are combined by the search for a solution to the common problem of distinguishing
elements, which belong to a specific class among many different elements belonging to several classes.

ANALYSIS OF THE SOFTWARE DESIGNED FOR SIMULATION OF ATMOSPHERIC
POLLUTION DISPERSION

The simulation of atmospheric dispersion is the mathematical simulation of the process of the pollutant’s dispersion
in the surrounding atmosphere. The simulation is carried out using computer programs that include algorithms to solve
the mathematical equations, which govern the pollutant dispersion. The dispersion models are used to estimate
concentrations of air pollutants or toxins emitted from the sources, such as industrial enterprises, motor traffic, or
accidental emission of chemicals. They can also be used to predict future concentrations under certain scenarios. They
are most useful for studying pollutants that disperse over long distances and can initiate reactions in the atmosphere.

Many up-to-date programs, designed to simulate dispersion, include a preprocessor module for inputting
meteorological and other data, and a postprocessor module for graphical representation of the output data and mapping
of the area exposed to the air pollutants. The diagram of the area under exposure may also include isopleths showing the
areas having from minimum to high concentration, which represent the greatest risk for health.

In many countries of Europe and in the USA, currently, when numerically predicting the spread of impurities in the
boundary layer of the atmosphere, the Gaussian "torch") model, or the dispersive Lagrangian stochastic model, or the
Eulerian model of atmospheric diffusion is chosen.

The Gaussian model assumes that pollutant dispersion occurs in a Gaussian dispersion. Such models are usually
used to predict the "torch") emitted by a stationary emission source. Gaussian-type models dominate in the majority of
regulatory documents of many countries of the world, regulating the procedure and rules for calculating surface
concentrations up to the distances of 50 km.

The Gaussian "torch" model functions in a stationary mode, the meteorological parameters do not change in time and
space. This model is most often used to predict the spread of long-term atmospheric pollution from the sources located at the
level of the earth surface or at some height. The application of the model is limited to the local scale. This technique is
recommended by the United States Environmental Protection Agency (EPA) for calculations that are of a regulatory nature.

The Gaussian "torch" model is implemented in many software products. In fact, this is currently the most common
method of atmospheric pollution simulation: CALINE4 [6], HIWAY2 [7], CAR-FMI [8], AEROPOL [9], ADMSS5 [10], etc.

One of the most well-known systems for simulation of the pollutants spread in atmospheric air, which uses the
Gaussian "torch" technique, is AERMOD [11].

AERMOD is the model developed by AERMIC (a joint working group of scientists from AMS (American
Meteorological Society) and EPA) for regulation of atmospheric air pollutions. AERMOD is an up-to-date advanced
"torch" model. This model uses the pollutant dispersion based on the atmospheric boundary layer turbulence structure
and the scaling concept; it is capable of handling simple and complex terrain. AERMOD considers pollution from three
types of "torches": main, indirect and penetrating (Fig. 2) [12].

For steady conditions, the expression for AERMOD concentration (Cs) has the Gaussian form and is similar to that
used in many other steady-state "torch" models:

Q o (z—hes+2mz;e )2 (z+hes+2mz;, )2
Coloy2) = 2y o [ex” (T”)*exp <—” , )
F,=-—— (_i) ’
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where u is the wind speed; Fy is the lateral dispersion function; z is the effective mechanical height of the mixed layer;
6 1s the total vertical dispersion; h is the height of the "torch") (the height of the emission source plus the height of the
"torch" itself).
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Figure 2. Schematic of the torch simulation in AERMOD [12]

In AERMOD, the total concentration (C) is calculated by formula (7) by summing the contribution from three
sources:

C(x,y,z) = Ca(x,y,2) + C,(x,y,2) + C(x,y,2). @)
The concentration from the main source is calculated by formula:
Qf; o A (z=pqj—2mz;)° (z+1pgj+2mz;)°
Cd = (X,J’;Z) = \/%Fy Z%:lZm—Oij[exp <_1121le> +exp <_dij]] > (8)
XW
oy = hs + Ay L, ©)

where Ahg is the plume height of the emission source; hs is the plume height, with the height of the emission source taken
into account; w;j is the vertical velocity for the upflow (j = 1) and dispersion of the downflow (j = 2); 6, and yg; are the
parameters of the emission source height and vertical dispersion. The subscript j=1 is used for the upflows and j=2 for
the downflows.

The concentration from the indirect source is calculated according to the following formula:
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where, Y= Wq- Ah;, and Ab; is the plume from an indirect source.
For the penetrating source the expression for concentration (C,) has Gaussian form in both vertical and transverse
directions. The concentration caused by this source is determined by the formula:
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where zicsr is the height of the upper reflecting surface in the stable layer, and 6, is the total dispersion for the penetrating
source.

The complete AERMOD simulation system consists of two processors: a meteorological preprocessor (AERMET)
and a mapping program (AERMAP), as well as the dispersion model itself. The detailed information on the development
of the model is described on the EPA resource [11].

The Lagrange's method and the Euler's method for describing turbulence are used when solving different problems,
independently or mutually complementing each other.

The Euler’s models are built on the solution of the semi-empirical equation of turbulent diffusion, which is integrated
on a finite-difference Euler’s grid. The representation of turbulence by Euler is related to the assignment of the field of
random variables in space and time by means of an equation or a system of equations, such as the equations of
hydrodynamics. By successively averaging these equations, a system of equations describing any processes in a turbulent
environment is obtained. In this case, the argument is the set of coordinates of points in space, and the components of the
velocity vector of the medium movement and the values of the impurity concentration at this point in space are functions
of these coordinates and time [3, 13].

The Eulerian model of atmospheric diffusion rather easily solves the problems associated with predicting the
mesoscale transfer of emissions. However, due to the use of a relatively coarse grid (horizontal linear size is several
kilometers or more) there are difficulties in presenting concentration gradients from the point and line sources [3].
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The Eulerian models differ among themselves subject to the method of obtaining the meteorological values, i.e.
wind speed and turbulent diffusion coefficient. These models, unlike the Gaussian models, are rather complex and require
significant software processing time. Currently, there are a large number of implemented Eulerian models of pollutant
transport in the atmosphere. However, many of them are suitable only for the areas of about several tens of kilometers,
what does not allow studying the long-range impurity transfer.

In the Lagrange method, an infinitesimal particle with coordinates at a fixed time is considered. And when it is
moving, its coordinates are considered at the subsequent moments as functions of the time of the initial coordinates, with
further averaging of the trajectory parameters or groups of trajectories according to the environment fluctuations. The
particle velocities are derivatives of coordinates and time. The impurity from a point source is usually represented as an
ensemble of discrete "balls" or particles. For each "ball" the trajectory of its movement in the time- and space-varying
wind field is calculated and the diffusion transfer is also calculated. This is done, for example, using the stochastic models,
and often the turbulent structure is assumed to be the Gaussian. Studying the transfer and scattering of a large number
(several thousand) of tracer particles allows simulating the drift and dispersion of the impurity in the turbulent atmospheric
boundary layer. The impurity concentration at any point in space is represented as the sum of contributions from each
Lagrangian element.

The Lagrangian model of the atmospheric pollution spread is represented as a sequence of "torches", inside each of
which the substance has a certain dispersion. This approach is more flexible than the principle of the Gaussian "torch", as
it is closest to the physical essence of the matter scattering in the atmosphere. The Lagrange model allows simulating the
process that is non-stationary in time and space, and quite correctly takes into account the changes in the direction of the
wind, the complex topography of the area, and chemical transformations of the matter. This technique gives correct results
when simulating both the instantaneous or short-term emission and the long-term emission, for example, for a seasonal
or annual cycle. The Lagrange model is an effective tool in the study of atmospheric pollution propagation processes. The
approach, in which the movement of individual particles is tracked, gives more opportunities to obtain qualitatively new
results, as compared to the Euler approach. However, solving the problem of describing the matter movement by
calculating the speed of its movement in the nodes of the coordinate grid imposes a number of restrictions. For example,
if the substance is a certain amount of radionuclides, then the process of describing the decay and/or transformation into
other types of radioactive particles with this approach is difficult. On the contrary, the Lagrangian approach offers a
simple solution to this problem.

A few decades ago, the use of Lagrange models was practically impossible due to the large volume of necessary
calculations, but now, with the growth of up-to-date computing power, it is quite possible.

The application of the Lagrangian model is justified, when it is important to take into account temporal and spatial
changes in meteorological conditions. Also, the model makes it possible to estimate the pollutant spread in calm weather
much better.

This class of models is relatively young, as compared to the Gaussian "torch" model. There are several software
implementations of this approach: GRAL [14], TAPM CSIRO [15], CALPUFF [16], HYSPLIT [17].

One of the examples of the Lagrangian cloud model implementation is HYSPLIT [18]. More precisely, HYSPLIT
uses a combined Lagrangian-Eulerian model, which is widely used in the up-to-date pollutant dispersion modeling
systems.

In order to take into account the shortcomings of the analyzed approaches, some hybrid models of impurity
propagation in the atmosphere were proposed, in which the Lagrangian dispersive stochastic approach is used at the initial
stage of emission propagation, and the Eulerian model of atmospheric diffusion is used to predict the further transfer and
transformation of pollution over long distances. Nevertheless, when using this method, there are still problems associated
with the combination of two different approaches for the description of the impurity.

To obtain the pollutant concentration cards, the task of selecting the necessary software product arises. Installing and
running all the pollutant propagation modeling systems is a time-consuming task: for each software product, it is necessary
to find the raw data in a certain format, learn the architecture and startup procedure, and install certain software and hardware.
Therefore, the choice of the most effective system is based on the study of domestic and foreign research.

As a result of the up-to-date models analysis, the HYSPLIT (HYbrid Single-Particle Lagrangian Integrated
Trajectory), was chosen, which had been developed at the NOAA Air Mass Laboratory (USA) and the Australian Bureau
of Meteorology [19].

The HYSPLIT model allows for three-dimensional modeling of the process of formation and spread of an air
pollution cloud from the given source. The HYSPLIT model combines two classical approaches: Lagrangian and Euler,
the advection and diffusion equations are solved independently in the Lagrangian formulation, and the concentration
calculations are performed within the framework of the Euler approach on the fixed spatial grid. The input meteorological
information that is required for HYSPLIT is borrowed from the calculation data of the meteorological models, which are
based on the results of the in-situ measurements. Generally, this information is presented on the regular spatial grid and
includes the data on the vertical dispersion of horizontal and vertical wind components, temperature and pressure, as well
as the surface pressure, and some other parameters.

HYSPLIT functions in the dialog mode and has a detailed user manual; it can be operated online from the NOAA
page or via an executive program.
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The user kit contains a library of programs for each specific application. There is a need to have a grid of weather data in
one of several geographic projections at certain intervals. This data, in the form of the archival materials or the results of weather
forecast models, are available on the Internet in the form of the already formatted data for input into HY SPLIT.

In addition, there are programs intended to convert NOAA output information, The National Center for Atmospheric
Research (NCAR), or European Center for Medium-Range Weather Forecasts (ECMWF) source data into the format,
which is suitable for the HYSPLIT model.

The impurities concentration in the air is calculated at the points of intersection of the grid coordinates (in latitude
and longitude) for the air flows, and for the individual particles — in the form of cell-averaged concentrations. The model
contains a ground coordinate grid, the sizes of bumps, and the terrain information at 1° resolution in the Northern
Hemisphere. The model allows consideration of dry and wet deposition of impurities, radioactive decay and restoration
of the suspension state.

The main initial parameters for the simulation are as follows:

* The initial time (year, month, day, hour);

* The position (initial values of latitude, longitude and altitude);

* The initial time and duration of dispersion (i.e. run duration);

» The impurity characteristics (number of types, speed and duration of the radiation);

* The size of the calculation grid (including the mixing height and the height of each vertical level on the
concentration grid);

* The particle properties (diameter, density and shape, deposition rate, molecular weight, coefficient of chemical
interaction with the surface, diffusion rate, half-life, suspension rate, etc.) and sampling time.

Currently, in some Eastern European countries, all the calculations of atmospheric pollution are carried out applying
special software tools, i.e. the unified programs for calculating atmospheric pollution, which are an appendix to "Methods
for calculation of the harmful substances concentration in the atmospheric air" [20]. In 2018, its new edition came into
force, but the approach to simulation had not changed significantly ("Methods for calculating the dispersion of emissions
of harmful (polluting) substances in the atmospheric air" [21]).

The unified program for the calculation of atmospheric pollution allows determining the concentrations of pollutants
in atmospheric air by calculation. The program can be applied to any sources of emissions of polluting substances,
regardless of which branch of the national economy they belong to.

A number of software products are based on this approach: the "Ecolog" program series of the "Integral"
company [22], the Unified Program for the Calculation of Atmospheric Pollution "ECOcenter-Standard" [23], and others.

METHODOLOGY OF PROCESSING THE INFORMATION ON THE RADIONUCLIDES DISPERSION
IN THE AIR AND ON THE SOIL SURFACE

Adaptation of the modeling system to a specific region or a specific task is a separate complex task [24, 25]. The
method of processing information about pollution sources and environmental parameters for the formation of pollutant
concentration maps consists of the following stages: analysis of the parameters required for processing; simulation of the
pollution dispersion; visualization of simulation results (both archival and predictive).

This method was applied to analyze the process of Pu isotopes dispersion due to the movement of air masses in the
places where fires occurred in April 2020 in the exclusion zone of the Chernobyl NPP and the associated dangers for the
population and the environment [25]. The HYSPLIT program was used to study the pollutants spatial dispersion.

The maps of volumetric and surface activity of radionuclides in the air and in the process of their falling on the
ground in the period of April 8-13, 2020 were constructed. Fig. 3 presents the map of Pu radionuclides volumetric activity
in the air on April 9, 2020, due to the fire in the area of Kopachi village to Chistogalivka village.
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Figure 3. Volumetric activity of Pu isotopes in the air on April 9, 2020 due to the fire in the area
of Kopachi village to Chystohalivka village (per day), the source height being 20 m [25]

Fig. 4 presents the map of the surface activity of Pu isotopes in the process of their falling on the soil on April 9,
2020 in this area.
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As aresult of the analysis of the dispersion of Pu radionuclides in the territory under consideration, it was established
that due to the presence of this element, the radioactivity in the air and in the process of radioactive particles falling on
the ground was low. Despite the high radio toxicity of Pu isotopes, the contribution of their radioactivity to the radiation
effect on the population during inspiration or consumption of food products will be insignificant.

The risk of fires in the exclusion zone of Chernobyl increases with the climate change, and the measures to prevent
them should be considered in some emergency programs. This information will allow to gain some important insights
about the dynamics of accumulation, transformation and migration of Pu and 2*! Am isotopes. There is also an opportunity
to study the impact of ionizing radiation from the fires in the exclusion zone of the Chernobyl NPP on the environment.
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Figure 4. Surface activity of Pu isotopes in the process of their falling on the ground on April 9, 2020 due to the fire in the area of
Kopachi village to Chistohalivka village (per day), the source height being 20 m [25]

CONCLUSIONS

An analysis of the up-to-date methods of simulation of the pollutants dispersion in atmospheric air, as well as the
software complexes, which are based on them, has been carried out.

A method of processing the information about the pollution sources and environmental parameters for the formation
of pollutant concentration maps, based on the HYSPLIT software complex has been proposed.

The expediency of using the HYSPLIT pollutant dispersion model for the analysis of Pu isotopes dispersion due to
the movement of air masses in the places, where fires occurred in April 2020 in the exclusion zone of the Chornobyl NPP,
is shown.
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MOJIEJIIOBAHHSA MMOIUPEHHS PAIOHYKJIIAIB ¥ MTOBITPI TA HA TIOBEPXHI IPYHTY
Mapuna ®@. Ko:xxeBnikoBa, Bosionumup B. JleBeneun
Hayionanenuii naykosuii yenmp «Xapxiecokuil gizuxo-mexniunuil incmumymy, HAHY
eyn. Akaoemiuna, 1, 61108, Xapkis, Ykpaina

[Ipu nobyxnoBi Monesneit momupeHHs 3a0pyAHIOIOYHX PEYOBHH Y MOBITPi Ta Ha IOBEPXHI IPYHTY BUKOPHCTOBYIOTHCS MaTeMaTHYHI Ta
YHCeNbHI METOMM U1 MOAETIOBaHHS (i3MUHHX Ta XiMIiYHMX mporeciB. Ha OCHOBI MeTeoposoriuHMX AaHHX Ta iHpOpMaIii mpo
JDKepeIIo BUKHIIB, Il MOJIETi XapaKTepU3yIOTh K IIEPBUHHI 3a0pyIHIOI0U] pEUYOBHHM, 1[0 MOTPAIUIIOTH O€3I0cepenHbo B atMochepy,
TaK i BTOPHHHI 3a0pyAHIOBAYi, [0 YTBOPIOIOTHCS BHACHIINOK CKIAIHUX XIMIUYHHX peakmiid. Ili Moxeni MaroTh 3HAYEHHS JJISI CHCTEMH
YIPaBIiHHS SIKICTIO aTMOC(EPHOTrO IOBITPS, OCKUIBKHM JO3BOJISIIOTH KOHTPOJIOBAaTH BHKHAW B arMocdepy, NPOTrHO3yBaTH ix
TIOIIUPEHHS Ta PO3pOoOIATH e(EeKTUBHI CTpATeril MO0 CKOPOUSHHS WIKI/UIMBUX PEYOBHH B aTMocdepi. Y CTaTTi HaBEAEHO OIS
00YHCITIOBATIEHUX METO/IIB, SIKi 3aCTOCOBYIOTHCS TIPH MOJICTIOBAHHI MOIIUPEHHS 3a0pyJHIOIOUUX PEYOBHH B aTMOC(EPHOMY MOBITPi
Ta Ha MOBEPXHI IPYHTY, Taki SK MOJeNb raycoBoro (akeia, jJarpamixeBa JHUCIEpCiiiHa CTOXaCTHYHA MOJelb, eiIepoBa MOJEINb
atMmochepnoi audys3ii. [IpakTrdHe 3acTOCyBaHHS PO3IIITHYTHX MOJENeH T0Ka3alo JOCTATHIO HAAIHHICTD Ta IOCTOBIPHICTh MPOTHO3Y
piBHIB 3a0pyIHEHHS TMOBITPS Ta IPyHTY. MOZETIOBaHHS BHUKOHYETHCS 3a JOMOMOTOI0 KOMITIOTEPHHX TPOrpaM, IO BKIIOYAIOTH
QITOPUTMH U1l BHUPIMICHHS MaTeMAaTHYHUX pIBHSAHb, SKi KEPyHOTh JAWCHEpcielo 3a0pyaHioBada. Mogeni po3citoBaHHS
BUKOPHCTOBYIOTHCS 3 METOIO OIIHKM KOHIEHTpallil 3a6py/IHIOBAyiB MOBITPS YU TOKCHHIB. X TaKOX MOKHA BUKOPHUCTOBYBATH s
NIPOTHO3YBaHHS MAaiOyTHIX KOHIEHTpAIii 3a TeBHHX CIeHapiiB. BoHM KkopucHi 111 BHBYEHHS 3a0pyJHIOIOUMX pEYOBHH, SKi
PO3CIIOIOThCSI Ha BENMKI BiZCTaHI 1 MOXYTh PO3MOYMHATH peakiio y atMmocdepi. Jlo Takux NporpaMHHUX NPOIYKTIB HaJe)KaTh:
AEROPOL, AERMOD, GRAL, TAPM CSIRO, CALPUFF, HYSPLIT Tomro. 3anpornoHoBaHo MeTox 00poOKH iH(popMaIli mpo
JpKepesa 3a0pyHEHHs Ta IapaMeTpH HaBKOJMIIHBOTO CepeloBHINA JUll GpOopMyBaHHSA KapT 00'€MHOI Ta MOBEPXHEBOI aKTUBHOCTI
panionykiizniB Ha ocHoBi nporpamu HY SPLIT. Ileit meTon OyB 3acTocoBaHmiil s aHATI3Yy MPOLECY MOLUIMPEHHS 130TOMIB IUTyTOHIIO
BHACITIIOK PyXY MOBITPSHUX Mac Y MiCIISIX BHHUKHEHHS Moxexk y kBiTHI 2020 p. y 30Hi BiguyxenHs HoproOunbcekoi AEC Ta mos's3aHi
3 IIUM HEOE3MeKH U1l HACEICHHS Ta HAaBKOJIHMIIHBOTO CEPEIOBHIIIA.

KunrouoBi cioBa: pisusnna mypoynenmnoi oughysii; poscitoganns oomiwiku 6 ammocghepi; moukose 0dxicepeno, pigeHv NpusemMHoi
KoHyenmpayii; 3aopyonenns ammocgepu; 06'emna akmusHicms padioHykuioie
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In this work, the effect of proton irradiation on the change in the structure of silicon samples doped with platinum was studied. The
samples were irradiated with protons at a dose of 9x10'* cm™ with an energy of 600 keV and a current of 1+1.5 pA. To determine the
change in the structure after irradiation, the methods of X-ray diffraction and atomic force microscopy were used. The obtained results
indicate that doping with platinum does not lead to a modification of the cubic crystal structure of silicon, but only to minor changes
in the structural characteristics and surface morphology. In this case, proton irradiation of a silicon single crystal with a dose of
9.0x10' cm with an energy of 600 keV leads to the formation of defects without the formation of an amorphous near-surface layer.
Keywords: Silicon, platinum; diffusion; doping; irradiation; proton; X-ray diffraction

PACS: 78.30.Am

INTRODUCTION

Today in the world, much attention is paid to the development of microelectronics and semiconductor materials
science. The influence of various types of radiation on semiconductor materials is being intensively studied, the defects
created in semiconductors under the action of radiation, as well as their effect on the electrical conductivity of
semiconductor materials and structures based on them, are being studied, ways are being sought to eliminate the influence
of radiation-induced defects caused by radiation. All this is considered one of the urgent tasks of our time.

The formation of radiation defects affects the physical processes in semiconductor materials and changes the
parameters of devices based on them. Irradiation of semiconductor structures with low-energy protons changes their
physical properties in the near-surface region, the depth of which can reach from 0.1 pm to 1 mm. The study of the
formation of radiation defects upon irradiation with low-energy protons has both scientific and practical
significance [1-3].

The interest in protons is due to the wide range of processed material depths and the absence of complex radiation
complexes of defects with a high annealing temperature after proton irradiation. The main factors affecting the change in
the properties of semiconductors after proton irradiation are the formation of new impurities as a result of nuclear
reactions, radiation defect formation, and the accumulation of hydrogen atoms [4].

The aim of this work is to study the changes in the crystal structure and morphology of the near-surface region of
n-Si silicon single crystals after doping with platinum and irradiation with protons using X-ray diffraction and atomic
force microscopy.

MATERIALS AND METHODS

For the experiments, we used n-type silicon grown by the Czochralski method with a resistivity of 40 Qxcm. The
phosphorus dopant concentration in the initial n-Si single crystals was 7.3x10'3+7.1x10" ¢cm=. Doping of silicon with
platinum was carried out by the diffusion method with deposition of platinum atoms on the silicon surface in evacuated
quartz ampoules at temperatures T = 900+1250 °C for 2+10 hours. Subsequent cooling of the samples occurred at different
rates [5—7].

Samples of n-Si were polished and then irradiated with protons with an energy of 600 keV at a current of 1-1.5 pA
and a dose of 9x10' cm™. The samples were irradiated at the SOKOL EG-2 electrostatic accelerator at the Research
Institute of Semiconductor Physics and Microelectronics.

Doped and irradiated silicon samples were studied on an X-ray spectrometer with a Miniflex 300/600 goniometer
and a D/teX Ultra2 detector. Cukal radiation (A= 1.541 A) was used at an accelerating voltage of 40 keV and a current
of 15 mA on an X-ray tube. The measurements were carried out in the Bragg—Brentano beam geometry in the range
20 = from 5° to 60° continuously at a scan rate of 10 deg/min and an angular step of 0.02°.

To study the surface morphology of silicon single crystals, an NT-MDT atomic force microscope was used.

RESULTS AND DISCUSSION
Figure 1 shows experimental X-ray diffraction patterns of single-crystal n-type Si before and after doping with Pt
and irradiation with protons. As can be seen, in all cases, there is an intense peak in the X-ray patterns in the range

7 Cite as: Sh.B. Utamuradova, A.V. Stanchik, and D.A. Rakhmanov, East Eur. J. Phys. 2, 201 (2023). https://doi.org/10.26565/2312-4334-2023-2-21
© Sh.B. Utamuradova, A.V. Stanchik, D.A. Rakhmanov, 2023
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20 =~ 28.5-29.5°. According to the Crystallography Open Database (COD), this diffraction peak corresponds to the (111)
peak of cubic silicon space group F-43m (COD#00-080-0018).

In the case of irradiation of samples with protons, the (111) peak shifts from silicon in X-ray patterns towards larger
angles (from 28.80° to 29.25°), as well as an increase in its intensity by almost one and a half times and a decrease in its
full width at half maximum (FWHM ) (from 0.091° to 0.052°). Whereas doping with platinum leads to only minor changes
in this peak. In this case, the increase in the intensity of the diffraction peak is probably associated with an improvement
in the degree of crystallinity of the samples due to recrystallization of the near-surface region during the doping process
at high temperature [6] or with a change in the atomic scattering coefficient due to the presence of Pt [8, 9]. Diffraction
peaks from other phases in the obtained X-ray patterns of Si<Pt> samples, for example, Pt, Pt-Si, are not observed. The
results obtained indicate that the cubic structure of the silicon single crystal is not modified by doping with Pt, and
irradiation does not lead to the formation of an amorphous silicon layer.

25000000 - ll)
1 Sip
H
@ 20000000 - . /
= ]
E; / £k
Ke) Si<Pt> | |
& 15000000 ) -
.Z; b & ._:34 or b_) }
a ) I’ (r
2 & €
£ 10000000 - I 3
= J|' N e l
[ o
i - 20f
| £ i
5000000 | R < 1
il /s 5 A
NEAA S s -
T T T T T T ; I \l’s/"—T_i
28 29 30 31 32 33 200 400
26, degree 2-Theta [degrees)

Figure 1. (a) - X-ray diffraction patterns of an n-type Si single crystal before and after doping with Pt and irradiation with protons
(b) - Typical X-ray diffraction pattern Si refined by Rietveld using the MAUD program

Table 1 shows the calculated values of the structural characteristics for the samples under study using the Material
Analysis Using Diffraction (MAUD) program, which is based on the full-profile analysis of X-ray diffraction patterns
using the Rietveld method. The table shows that the unit cell constant a for initial Si is less than the theoretical value
(a=5.392 A, V = 156.770 A3; COD#00-080-0018). The refined X-ray diffraction pattern of silicon by the Rietveld
method presented in Figure 1b clearly shows a good fit of the curve to the experimental line, which confirms the data
obtained. Doping of silicon with Pt leads to a further slight decrease in the constant a and, accordingly, to volume
compression. In this case, the size of crystallites and microstress increase.

Table 1. Parameter (a) and unit cell volume (V), crystallite size (D), microstress (g) for n-type Si single crystal before and after Pt
doping and proton irradiation

Samples a, A v, A3 D, um s,
Si 5,360 153,991 288 5x10°°
Si<Pt> 5,342 152,444 619 3x10°°
Si irradiated with proton 5,486 165,108 147 5x1073

Irradiation of a single crystal of Si with protons leads to an increase in the parameter a of the unit cell, while the
main peak from silicon, as noted earlier, undergoes a shift towards larger angles (up to 29.3°) and, accordingly, there is a
decrease in the interplanar distance (up to 3.056 A). The size of the crystallites decreases by half, and the microstress
increases and is almost the same as for doped silicon. The dislocation density calculated by Equation (1) for a silicon
single crystal increase from 0.49x10~° nm™ to 0.99x10~° nm as a result of irradiation. An increase in the dislocation
density is associated with a decrease in the crystallite size.

p = 15¢/aD. (1)

In [10], the transformation of radiation defects in proton-irradiated n-type silicon crystals were studied using high-
resolution X-ray diffraction analysis. It was shown that successive implantation of protons into silicon with an energy of
100, 200, or 300 keV at a dose of 2x10'® cm™2 causes the formation of a damaged layer 2.4 um thick with a large crystal
lattice parameter. The layer is formed simultaneously with the accumulation of intrinsic radiation defects, such as
vacancies and interstitials. It was noted in [9,10] that when silicon crystals are irradiated with protons at room temperature,
most of the formed Frenkel pairs disappear as a result of mutual annihilation, and the separated pair components create
more complex and stable secondary radiation defects. The results obtained in this work are consistent with the results
of [10-12], and it can be assumed that proton irradiation of a silicon single crystal at a dose of 9.0x10'* cm™ with an
energy of 600 keV leads to the formation of defects.
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Figures 2 and 3 show AFM images with a scanning area of 10x10 um? of the initial silicon single crystal and after
its doping with platinum, respectively. Silicon single crystal samples (Fig. 2a) are characterized by a smooth and uniform
surface in different scanning areas. On the surface of the samples, there are depressions up to 1 um wide in the form of
grooves, the appearance of which is due to mechanical processing. Small rounded protrusions are observed on the surface
of the single crystal, which is confirmed by the cross-section profile (Fig. 2b), the height of which varies in the range
from 2 to 7 nm in diameter. The difference in height of the silicon surface relief is 39.3 nm.
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Figure 2. Typical 2D and 3D AFM images of the surface (a), section profile along the main irregularities (b) of an n-type silicon
single crystal.
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Figure 3. Typical 2D and 3D AFM images of the surface (a), cross-sectional profile (b) of an n-type silicon single crystal
doped with platinum



204
EEJP. 2 (2023) Sharifa B. Utamuradova, Aliona V. Stanchik, et al.

Doping silicon single crystals with platinum leads to significant changes in their surface morphology (Fig. 3a). But
at the same time, the height difference of the relief'is 38.5 nm, which practically does not change as a result of the diffusion
process. Similarly, to the original silicon sample, scratches are observed on the surface of doped samples, which remain
after polishing. Large structural elements of different sizes are formed on the surface. According to the profile curve
shown in Figure 3b, their sizes range from several hundreds of nanometers to several microns in diameter. Analysis of
the 3D image showed that large structural elements are composed of smaller ones. However, this is not visible on the
cross-sectional profile of the AFM image of the surface (Fig. 3b), which may be due to the difficulties in visualizing the
interfaces due to the nanosize and shape of these structural elements. The observed change in the silicon surface
morphology as a result of diffusion by platinum is probably due to the fact that during diffusion at 1200 °C, the collision
of platinum ions with the crystal surface leads to structural surface defects of the material, which in turn contributes to
the growth of material islands on the surface, their growth and agglomeration [13-15].

CONCLUSION

This paper presents the results of studying the effect of platinum doping and proton irradiation on the crystal structure
and surface morphology of an n-type Si single crystal obtained by the Czochralski method. It has been found that the X-ray
diffraction patterns of a Si single crystal before and after doping with Pt and irradiation with protons contain an intense peak
at 20 = 28.5-29.5°, corresponding to cubic silicon of space group F-43m. It was found that irradiation of samples with
protons leads to a shift of the (111) peak from silicon towards larger angles, as well as an increase in its intensity and a
decrease in its full width at half maximum, while doping does not lead to significant changes in this peak. The presence of
phases associated with Pt, Pt-Si, etc. was not found in the Si<Pt> samples. The unit cell constant calculated for the initial Si
single crystal using the MAUD program is 5.360 A, which is slightly less than the theoretical value. Subsequent doping and
irradiation lead to a decrease to 5.342 A and an increase to 5.486 A, respectively, of the unit cell constant, which is associated
with a change in the size of crystallites and microstress. The revealed change in the morphology of the silicon surface after
doping is probably due to the fact that during diffusion at a high temperature, the collision of platinum ions with the crystal
surface leads to the formation of structural surface defects, which contributes to the growth of material islands on the surface,
their growth and agglomeration. Thus, the obtained results indicate that doping with platinum does not lead to modification
of the cubic crystal structure of silicon, but only to minor changes in the structural characteristics and surface morphology.
In this case, proton irradiation of a silicon single crystal with a dose of 9.0x10'* cm™ with an energy of 600 keV leads to the
formation of defects without the formation of an amorphous near-surface layer.
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PEHTTEHO-CTPYKTYPHI JOCJILIKEHHS n-Si<Pt>, OMPOMIHEHOI'O TIPOTOHAMMU
Ilapidpa B. Yramypanosa?®, Aubona B. Cranuuk®, linmypon A. Paxmanos?
[uemumym gizuxu Hanisnpogionuxie ma mikpoenekmpouiku Hayionanonozo ynisepcumemy Yzbexucmary
100057, Tawxenm, Y36exucman, yn. Aneu Anmasap, 20
bHayxoso-npaxmuunuii mamepianosnasuuii yenmp HAH Binopyci, Mincox, Binopyce
VY nawiii poGOTi TOCTIHKEHO BIUTUB MPOTOHHOTO OMPOMIHEHHS Ha 3MiHY CTPYKTYPH 3pa3KiB KPEMHII0, JIETOBAHOTO IIATUHOIO. 3pa3Ku
ONPOMIHIOBAIM MPOTOHAMHU B 1031 9%10'* cm? 3 enepriero 600 keB i cunoro ctpymy 1+1,5 MKA. [l BU3HAYEHHS 3MiHH CTPYKTYpPH
IICIISL OTIPOMIHEHHSI BUKOPHUCTOBYBAJIM METOAN PEHTIeHIBCHKOI IUQpPaKIil Ta aTOMHO-CHIOBOI Mikpockomii. OTpuMaHi pe3yiabTaTi
CBIYaTh PO Te, IO JIETYBAHHS IUIATHHOIO HE MPU3BOAUTH 10 MoAudikamii KyOidHOT KpHUCTaIIYHOI CTPYKTYPH KPEMHIIO, a JIHIIE 0
HE3HAYHMX 3MiH CTPYKTYPHHX XapaKTepUCTHK i MOP(OJIOril MoBepxHi. Y IIbOMY BHUIIaJKy IIPOTOHHE ONPOMIHEHHS MOHOKpHCTala
KpeMHiro 103010 9,0x10 cM2 3 enepriero 600 keB npu3BoaUTE 10 yTBOPEHHs Ae()eKTiB 6€3 yTBOPEHHS aMOP(QHOTO IPUIIOBEPXHEBOTO

mapy.
KuarouoBi cinoBa: kpemniii; niamuna, ougysis, 0onine;, ONPOMIHeHHsl, NPOMOH, PeHM2EeHIBCLKA OUPPaKYis
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Herein, the Polymethyl Methacrylate/Mutiwalled Carbon Nanotube/Silver (PMMA/MWCNT/Ag) hybrid composite films are
prepared by solvent casting method to be used in an electrical application. The AC conductivity and dielectric characteristics have
been investigated at room temperature. The electrical conductivity of the hybrid composite reaches a percolation critical
concentration of 2.14x10* S/cm by Ag doping. For all PMMA/MWCNT/Ag hybrid composites, the frequency-dependent dielectric
constant decreases as the frequency area widens. As the concentrations of MWCNT and Ag increase, the AC conductivity exhibits an
increasing trend. The MWCNT and Ag content was found to significantly affect the SE of the given composites. A high
electromagnetic (EM) shielding efficiency (SE) was achieved between 8.2 and 12.4 GHz (X-band). The highest EM attenuation of
18 dB at 12 GHz was achieved using 0.5 wt% MWCNT and Ag. The thermal analysis of the formed PMMA/MWCNT/Ag hybrid
composites showed that exothermic reactions with the greatest weight loss took place between 200°C and 300°C. Field emission
scanning electron microscope (FESEM) show that PMMA/MWCNT/Ag hybrid composites had uniform dispersion of the carbon
nano tube and silver particles within the PMMA matrix.

Keywords: Electromagnetic interference shielding;, X-band, Electrical conductivity; Dielectric constant,; Dielectric loss; Thermal
analysis

PACS: 72.15.Cz; 77.22.Gm, 73.22.f

INTRODUCTION

An electromagnetic interference (EMI) barrier, preventing the radiation from flowing through it, is formed when
electromagnetic radiation is reflected or absorbed by a substance [1]. Nowadays, protecting against EMI is essential in
the world of electronic systems and components. In the 8.2 to 12.4 GHz (X-band) range, the EMI shielding is very
important for both industrial and military applications, systems for Doppler, weather radar, TV picture transmission,
and telephone microwave [2,3]. Thermoplastics like polycarbonate (PC), polypropylene (PP), polyethylene (PE),
polystyrene (PS), polylactide (PLA), polymethylmethacrylate (PMMA), acrylonitrile butadiene styrene (ABS), or
polyvinylidene fluoride (PVDF) and thermosets like epoxy resins, polydimethylsiloxane (PDMS), or polyurethane (PU)
are two types of polymer matrices that are frequently utilized for EMI shielding materials [4]. There are a variety of
conductive fillers that can be used for functionalizing cork-polymer composites (CPC) such as metal fillers like steel
fibers, copper, and silver nanowires, or metal oxide fillers like magnetite ferrite which can be easily spread in various
polymer matrices. Amongst, the carbon-based fillers, graphite and carbon black are most typically utilized because of
their small weight and strong conductivity [5].

Recently, more research is being done on polymer composites with metallic additives as possible electromagnetic
field shielding materials. The metal-filled polymer composites are beneficial because of their low specific weight, good
corrosion resistance, plasticity, and straightforward, inexpensive production techniques [6]. A wide range of alterations
to polymer composites (in terms of filler type, structure, and content, as well as matrix polymer selection) enables the
control of their electromagnetic characteristics for a given application. Polymer composites with metal fillers remain
one of the most crucial materials to take into account for EMI shielding applications. In addition, metals like silver,
copper, gold, and aluminum are ideal for reflecting light due to their high conductivity [7].

A new type of pollution known as noise, radio frequency interference, electromagnetic radiation, or EMI, which
causes equipment to malfunction, has been produced by the expansion of the use of electronic gadgets [8]. The
development of polymer composites has revealed a novel carbon-based polymer composite. The carbon nanotubes
(CNTs) have demonstrated potential as reinforcement fillers in polymers to improve an EMI shielding material due to
their substantial specific surface area, distinct 3D networking structure, and distinctive electrical structure [9]. Silver
nanoparticles (Ag-NPs) have a significant impact on the field of nanotechnology and are significant due to their unique
optical, electrical, and magnetic properties depending on their particle size [10]. It was also used in electronics, optics,
and other fields due to its high conductivity, antibacterial properties, and chemical stability.

The CNTs and Ag-NPs have recently been able to play a significant role in the creation of nano EMI shielding
materials thanks to their distinctive electrical, mechanical, and magnetic properties [11]. Research on next-generation
EMI shielding materials is now heavily focused on EMI shielding hybrid composites made by combining CNTs and Ag
with organic polymers [12]. MWCNT-PMMA composite films have been reported to have up to 27 dB SE for high
CNT loadings of around 40 wt% by Kim et al. [13] who researched the EMI shielding capabilities of MWCNT-PMMA
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films in the range (50 MHz-13.5 GHz). In situ polymerization and ex-situ manufacturing procedures were used to
prepare MWCNT-PMMA composites. Yuen et al. [14] investigated the impact of processing variables on the EMI
shielding capabilities of these composites. It was reported that the shielding efficiency of EMI of composites prepared
by stacking 10 layers of 0.1-mm MWCNT-PMMA films was higher than a single 1-mm thick piece of bulk 4.76 wt%
MWCNT-PMMA composite, confirming the composite stacking process as a better fabrication method. In addition, it
was deduced that the SE was higher for in situ fabricated composites. Liu et al. [15] showed that PU/SWCNT
composites with a 20 wt% SWCNT loading may produce an EMI SE of up to 17 dB in the 8.2-12.4 GHz range. It was
deduced that the EMI shielding levels for SWCNT- or MWCNT-polymer composites reported up to this point typically
vary between 20 and 30 dB only in the X-band frequency range. Higher values have been seen in the X-band, although
at frequencies other than that. Yuan et al. [16] generated electromagnetic absorbent materials based on the PMMA/CNT
nanocomposite. The dielectric loss of PMMA/CNT nanocomposite foams rose, with a CNT loading of 4-8 wt %, from
2.1 to 10.8 (X-band). This demonstrates that a conducting network of nanotubes formed in the PMMA matrix as a result
of the nanofiller loading. The electrical conductivity of the nanocomposite foam increased as a result, resulting in a
dielectric loss. The layered structure is meant to increase the absorption bandwidth of the PMMA/CNT nanocomposite
foams. The layered nanocomposite foam's absorption bandwidth was 3.5 GHz. The top layer of the foam had a low
dielectric constant due to lower CNT content than the bottom layers, which had higher concentrations of nanofiller.
PMMA and single-walled carbon nanotube (SWCNT) nanocomposites were primed by Das et al. [17]. The percolation
threshold was increased from 1073 to 1072 by the SWCNT loading. The PMMA/SWCNT percolation threshold was
3 wt%. An improvement in the EMI shielding of 40 dB was seen at 200 MHz in the X-band (8-12 GHz) for 20 wt%
SWCNT.

The objective of this study is to investigate the role of MWCNT and Ag as fillers in intrinsically conducting
PMMA polymer in altering the EMI shielding performance of polymer hybrids. For this purpose, various ratios of
MWCNT and Ag are incorporated into the PMMA to obtain the optimum doping ratio. The chemical structure,
electrical conductivity measurement, frequency-dependent dielectric constant, electromagnetic shielding efficiency as
well as thermal analysis of the formed polymer hybrids were investigated and discussed.

1. EXPERIMENTAL DETAILS
1.1. Sample preparation

The MWCNT filler, in this work, had a diameter of 2040 nm and a length of 10-30 pm. The
PMMA/MWCNT/Ag hybrid composite films were synthesized by the solvent casting method. In this method, the
MWCNT and Ag were ultrasonically dispersed in chloroform for 2 h to form a stable suspension. Then, the suspension
was combined with a solution of 3 g PMMA in chloroform to form a combination of PMMA/MWCNT/Ag including
0.1, 0.2, 0.3, 0.4, and 0.5 wt% MWCNT and utilizing a constant ratio of Ag at 0.5 wt%. The mixture was once more
ultrasonically processed for 2 h to achieve a consistent dispersion of MWCNTs and Ag in PMMA. Finally, the thin
polymer film was cast from this solution by pouring it into a Petri dish covered with Teflon spray (diameter ~ 4 cm).
After the solvent had evaporated, the nanocomposite films were allowed to dry at room temperature for a day before
being removed from the glass dishes and cut into pieces for characterization and structural analysis. The thicknesses of
the formed PMMA/MWCNT/Ag nanocomposite film were measured to be around 0.25 mm.

1.2. Sample characterizations

The chemical bonds in the formed samples were analyzed using the Infrared Fourier Transform (FTIR) Analysis. For
this purpose, the FTIR spectroscopy model Shimadzu type FTIR-7600 was used to record the infrared spectra in the
wavenumber range from 400 to 4000 cm™’. The electrical characteristics were carried out by evaluating the resistivity (p) of
the films. The electrical resistance has been measured as a function of temperature (7) in the temperature range of
303-393 K using the following equation [18]: p = RAL, where R is the electric resistance of the sample, A is the film's
cross-sectional area and L is the sample's thickness. From the relationship, the conductivity (o4.) of the films was
calculated: o4, = R—:L. The electrical conductivity, which is determined by the Arrhenius equation and varies exponentially

—Eq

with temperature and is derived by: o4, = g,eksT. The total conductivity was calculated from the following equation:
or(w) = é. The AC conductivity o,.(w) was calculated by using the relation: Gi®) = Gac(®)+04. and

0ac(®) = 61-64c = A®®, where o is the DC conductivity, A is a constant independent of temperature, (o =2zf), and s is
the frequency exponent.

The dielectric permittivity of a material (¢) is considered a complex quantity with a real part (¢;) and imaginary
part (g;) and is given by [17]: & = & + &i. The values of the parallel mode capacitance (C,) and the loss tangent (tan (3))
are used to determine the real and imaginary components of the dielectric permittivity or ¢ and ¢, respectively. For the
frequency range of 10 kHz—100 MHz and room temperature, the values of Cp and tan are calculated. The values of r
and I are determined using the following equations: ¢ = C,de,d; ¢ = ¢'tan(d) and tan(d) = €"’/¢” where & = 90—¢,
d and A are the thickness and cross-sectional area of the sample, respectively, and &, is the permittivity of free space.

The electromagnetic properties of the samples are evaluated by the waveguide technique at X-band frequency
(closed system). The about 1.3 cm thick preparation samples are cut to fit in the cross-section of the rectangular
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waveguide (2.29x1.02 cm?). The sample is positioned inside the waveguide (sample holder) so that it completely
encloses the cross-section to prevent any EM radiation leakage. The incident and transmission energy between
8.2-12.4 GHz is utilized to determine the shielding effectiveness. The SE of the PMMA/MWCNT/Ag hybrid composite
was measured using a network analyzer and the coaxial line technique following ASTM D4935-99 [19] in the
frequency range of 8.2 to 12.4 GHz (X-band). The sum of the contributions from absorption loss (SEa), reflection loss
(SERr), and multiple reflections (SEm) may be used to describe SE (SEwi) [20]. The value of SE was determined and
represented in decibels (dB) using the following equation: SE:owu1 = SEA + SEr + SEwm.

There are descriptions of measuring the glass and various polymer transitions. A hypothesis explaining how a
glass transition appears in a Differential Thermal Analysis device (DTA) thermogram and how to extract the
thermogram's true value is provided. The thermal analysis and thermal stability of the investigated samples were carried
out using the DTA model a TG-209F with a heating rate of 10 °C/min under nitrogen flowing at a rate of 50 ml/min.
For this purpose, around 10—19 mg of the samples were provided at thermal degradation temperatures of 25—400°C.
Field emission scanning electron microscopy (FESEM) provides topographical and elemental information at
magnifications of 10x to 300,000x%.

2. RESULTS AND DISSECTION

The FTIR spectra provide information on the functional groups and chemical structure of the investigated materials.
The FTIR spectrum of pure PMMA film as well as PMMA/MWCNT/Ag nanocomposites are shown in Fig. 1.

For pure PMMA, the left region, between 1500
and 4000 cm™!, is referred to as the diagnostic region,
and the second, between 400 and 1500 cm’!, is referred
to as the fingerprint region that points to the functional
group region. The left region is particularly close to
4000 cm! because it is for the high energy bonds. The
O-H stretching vibration is represented by the peak at
3414 cm™!, while the C=O stretching vibration from
PMMA is characterized by the absorption band at
1732 cm™!. The C-O stretching vibration in PMMA is
shown by the absorption band at 1147 cm™. The
absorption band at 1242 cm™ indicates C-C from
PMMA, while the absorption band at 2951 cm'!
corresponds to C-H stretching in that area. A strong
peak at 1736 cm™! was seen belonging to the ester
carbonyl group's (C=0) stretching vibration. The large
peak between 1260 and 1000 cm™ can be attributed to
the stretching vibration of the C-O (ester bond). The
s bending of C-H is what causes the broadband from
950-481 cm™'. It is possible to attribute the peak at
2935 cm! to -CH stretching, which is consistent with
other work [17].

The FTIR spectrum for PMMA/MWCNT/Ag
hybrid composite exhibits three distinct peaks, C=0,
O-H, and C-O. These peaks are the result of oxidation
PMMA/MWCNT/Ag 7 forming the COOH groups on the surface of MWCNTs,
which demonstrated an aromatic skeletal vibration
(C=C stretching) at 1615 cm’. The absorption band
observed at 1540 cm™' is more likely from the C=C
Wavenumber (cm‘1) stretching mode of CNTs. The C=O stretch of
the -COOH group is responsible for the peak that was
seen at 1731 cm™!. Stretching vibrations are responsible
for the wide peak between 4000 and 2900 cm’!, while
the peak at 1195 cm™ is due to -O-CH; stretching
vibrations. Peaks for C=C stretching and O-H broadening stretching are located at 1660 and 3307 cm™!, respectively.
Due to the existence of ester carbonyl group stretching vibration, or C=0 stretching, a peak was visible at 1872 cm™'.
The stretching vibration of the C-O (ester bond) can be used to explain the wide peak spanning from 1260 to 1000 cm.
The peak for N-H stretching is at 3394 cm’!, followed by C-O stretching at 1731 cm™, C-H bending at 1057 cm’!, and
C-O stretching at 3433 cm!. The absorption bands for O-H bending and C-O stretching are at 1410 cm™ and 1090 cm™,
respectively. The peaks at 2920 and 2850 cm™ are connected to the C-H stretching mode, whereas the strong peak at
3440 cm! is related to the O-H stretching of the hydroxyl group. The principal silver peaks were seen at 2927, 1631,
and 1383 cm™!. A distinct and powerful absorption band at 1631 cm™ was visible in the spectra and was identified as the
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Figure 1. FTIR spectra for pure PMMA and PMMA/MWCNT/Ag
hybrid composites.
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stretching vibration of the (NH) C=0 group. A band at 1383 cm! was created for the stretching of C-C and C-N; while
a strong peak at 2927 cm! was attributed to the stretching vibrations of C-H and C-H (methoxy compounds).

The DC electrical conductivity () for PMMA/MWCNT/Ag hybrid composite films for various ratios of MWCNT
and Ag at a temperature range of 30-120 °C is shown in Fig. 2. The findings indicate that the value of for PMMA was
around 1.1x107 (S-cm™!) and the value of for PMMA/MWCNT/Ag is shown in Table 1.
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Figure 2. Electrical conductivity (c) versus (%) for pure PMMA and PMMA/MWCNT/Ag
hybrid composites with ratios of MWCNTs of 0.1, 0.2, 0.3, 0.4, and 0.5 wt%.

Table 1. Electrical conductivity (o) and activation energy (Ea) for electrical transition, the exponential factor (s) for
PMMA/MWCNT/Ag hybrid composites.

MWCNT ratio (wt%) 0 0.1 0.2 0.3 0.4 0.5
6 (S/cm) 3.21x10° 1.05x1077 2.54x107 1.01x106 1.57x10°3 2.15x10*

Ea (eV) 2.36 2.1 2.09 1.96 1.88 1.52

S 0.94 0.66 0.64 0.63 0.55 0.39

The following may be used to explain why PMMA/MWCNT/Ag hybrid composite films have increased d.c electrical
conductivity: The presence of MWCNTSs and Ag as filler in the PMMA matrix aids in the creation of broad conductive
networks that enable the movement of electrons inside the composite and that MWCNTs induce the current to flow even if
there are no direct connections between MWCNTSs. The electrons can travel through the insulator with a certain probability
between conductive components (MWCNTSs) in a process known as "quantum mechanical tunneling”". In addition,
electrons can go between conductors by "tunneling" through the insulating layer to put it another way. A low percolation
threshold and conventional percolating network characteristics were displayed by the carbon nanotube network. Although
silver has high conductivity qualities, metal is costly and bulky [6]. With a high aspect ratio and distinctive conductivity,
MWCNTs have mostly been utilized as conductive fillers up until this point due to their low density.

The insulating PMMA matrix becomes conductive plastic when MWCNT is added, as seen in Fig. 2. The loading
of MWCNT from 0.1 to 0.5 wt%, and 0.5 wt% Ag increased the electrical conductivity of the PMMA. Only 0.5% of
MWCNT/Ag added to PMMA produced conductivities as high as 2.15x10* S/cm. The conductivity was enhanced in a
traditional percolating manner with a percolation threshold of roughly 0.5 wt% due to the widespread usage of used Ag
as a conductor wire in circuits that call for high conductivity. Although individual MWCNTSs have great characteristics,
their microscale length necessitates electron percolation from one CNT to another, often thousands of times. The greater
resistance of the MWCNT-MWCNT junction significantly lowers the electron mean free path, lowering the electrode's
conductivity. The Ag-NPs are the most well-known choices for enhancing MWCNT network conductivities due to their
high conductivity, chemical stability, and compatibility with sintering even at low temperatures.

The table illustrates the link between In(oq.) and the inverse absolute temperature of nanocomposites. From the
fitted lines the slope can be used to characterize the activation energy (E.), and the findings revealed that the
PMMA-/MWCNT/Ag hybrid composite reduced the activation energy values of samples owing to the effect of the
space charge, with high values E, ranging from 2.36 eV to 1.52 eV. In the prohibited energy gap, it also generates local
energy levels that interact to trap charge carriers that jump between levels, and the conduction process lowers the
concentration of hopping. The activation energy is low for PMMA/MWCNT/Ag at (0.5 wt%) due to the formation of a
continuous network of carbon nanotubes and silver inside the hybrid composite that contains routes that aid charge
carriers in passing through, and it decreases as the loading ratio of MWCNT and Ag increases. The voids in the carbon
nanotube network must be bridged with another conductive material, such as silver, which has no voids, or at least with
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a much smaller scale void pattern that has high transparency, high conductivity, and solution processability [15]. This
will also result in low sheet resistance and a uniform conductive film.

AC Conductivity

Figure 3 shows the AC electrical conductivity of PMMA for 10 kHz to 10 MHz at room temperature along with
different amounts of MWCNT and Ag integrated. The MWCNT and Ag network's connection and electron transport
mechanism in the polymeric matrix is revealed by the hybrid composites’ AC conductivity. It has been shown that all
samples' conductivities rise with frequency, however, PMMA's conductivity is lower than that of its MWCNT, Ag. This
may be explained by dipoles' propensity to point in the direction of the applied field in polymeric materials [11,12].

The AC conductivity is derived by subtracting the AC conductivity from the total conductivity. Figure 3 depicts

the frequency dependence of AC conductivity. The graph clearly shows that as frequency increases, a.c. increases. One
may determine the frequency exponent (s), which is less than one, by computing the slope of the straight lines in Fig. 3.
The average values of (s) appear to be consistent with protons acting as charge carriers that hop across polymer chains.
10 ' ' ' ' The hybrid composite including MWCNT/Ag (0.1-0.4/0.5 wt%)
demonstrates frequency-dependent conductance and is within the
5 ] percolation threshold, except for its conductance being an order of
magnitude larger. At low filler loading, there is not enough filler to
o A form a conductive network; hence, AC conduction occurred via the
tunneling current. The percolation threshold was likely created by the
A interaction of the nanotubes and silver to create conductive pathways,
and the increase in AC conductance is attributed to the leakage
s o v 03 current, according to a significant rise in conductance at
° 01 ¢ 04 MWCNT/Ag (0.5/0.5 wt%) [16].
45 ——— PMMA/MWCNT/Ag hybrid composites plotted against each
oo 13In(1(:)) (1Ii|z)16 voem other at different ratios showed the exponential factor (s). As seen in
Table 1, the values of s for all composite samples are quite small. As
a result, it can be concluded that conductivity occurs during hopping.
However, the exponents fluctuate as the filler content varies, and
increases in exponents are attributed to the increase in charge carriers
caused by the addition of MWCNT and Ag. The results showed that between 10 kHz and 10 MHz, the "total" climbs as
frequency increases.

All of the PMMA/MWCNT/Ag hybrid composites have had their dielectric characteristics examined. For all of the
composites, Figs. 4a and 4b depict the frequency-dependent fluctuation in dielectric constant and dielectric loss. Ag at
an increase in frequency with a drop of and" at high concentrations, and the higher frequency loss becomes virtually
constant at lower MWCNT concentrations. Because there are two types of dielectric losses, this suggests that dipoles
organize themselves along field direction at low frequencies to increase overall polarization. The first is known as
conduction loss and is caused by the actual charge flowing into the dielectric. The second is known as dielectric loss
and is caused by molecules' or atoms' spins in an alternating current field [21, 22].

Figure 4c illustrates how the value of the loss tangent rises with frequency, reaches a maximum at a certain
frequency, and then falls at higher frequencies. The lack of dielectric materials to follow the applied electric field causes
a loss tangent to arise, which is characterized by the generation of heat.
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Figure 3. In(o) versus In (®) for pure PMMA and
PMMA/MWCNT/Ag hybrid composites with ratios
of MWCNTs of 0.1, 0.2, 0.3, 0.4, and 0.5 wt%.
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Figure 4. (a) real (&), (b) imaginary (&i) parts of dielectric constant, and (c) loss tangent (tan(d) versus In(w) at the temperature of
323 K for pure PMMA and PMMA/MWCNT/Ag hybrid composites with ratios of MWCNTs of 0.1, 0.2, 0.3, 0.4, and 0.5 wt%.

Electromagnetic Interference shielding (EMI)
High reflection and low absorption should generally define the EMI shielding material. The best course of action
in this situation is to apply a few layers of the copper-filled composite material that reflects light, as illustrated in Fig. 5
The SE of EMI of PMMA/MWCNT/Ag hybrid composites increased with MWCNT and Ag content because carbon
nanotubes (CNTs) comprise electrically conducting organic nanomaterials, and their composite displays significant



211
Improvement of the Shielding Effectiveness of PMMA/MWCNTs/Ag Hybrid Composite... EEJP. 2 (2023)

EMI shielding capabilities. By layering 0.1 mm thick MWCNT/Ag/PMMA composite films, it was feasible to achieve
EMI shielding effectiveness of up to 19 dB in the frequency range of 8.2-12.4 GHz (X-band).

The different carbonaceous fillers' EMI shielding capabilities are in-depth studied. In the live broadcasting,
entertainment, aviation, and defense industries, electromagnetic interference (EMI) has been a major source of worry
since it can worsen while critical radio signals are present. Due to their flexibility, low density, high mechanical
strength, high thermo-stability, high electrical and thermal conductivity, outstanding fracture toughness, and high
friction/wear resistance, organic polymeric composites containing carbonaceous fillers are frequently employed to
lessen the impact of EMI. Many carbon-based materials, both in mono and compound form, are employed as EMI
shielding materials. Although increasing the number of MWCNT would increase the shielding capacity, doing so would
make it more difficult to produce composites with large MWCNT volume fractions. By including 0.5 wt% of Ag in all
composites, these flaws may be fixed, and the superior conductivity of silver is retained while still enhancing the
interfacial contact of MWCNT, which agrees with other works [16,17].

Hybrid particles, which were created by fusing metal and
polymer, have shown advantageous qualities including

54 %NWA/\F | conductive composite, EMI shielding, electromagnetic wave
absorption, catalysts, batteries, and sensors. The metal with

o " W/MM\ specified electrical conductivity properties can be used in a
) i variety of industrial applications, including shielding against
w "7 radio frequency interference (RFI), electrostatic discharge
n 20, ] (ESD), electrically conductive adhesives, and circuit
—04 components in microelectronics. Silver is the single metal
_25_:g:§ 1 with the highest electrical conductivity, and unlike other
——04 metals, its oxide form is also electrically conductive. These
-30 05 . . . benefits have led to silver's predominant use in a variety of
s 9Frequ¢1aoncy ((-.‘:1Hz) 2 sectors as a polymer/silver composite. However, the Vo}ume
proportion of silver was spread in the polymer matrix to

Figure 5. Electromagnetic interference (EMI) shiclding  achieve excellent electrical conductivity.
(SE) versus frequency for PMMA/MWCNT/Ag hybrid One of the practical approaches favored for material
composites with ratios of MWCNTSs of 0.1, 0.2, 0.3, 0.4,  characterization is TGA-DTA. Using this method, changes
and 0.5 wt%. brought about by breakdown, transformation, and formation

processes during a controlled heating process may be examined. Samples were heated at a rate of 5C/min from ambient
temperature to 350°C. The endothermic action shows the elimination of the chemically bonded water at higher
temperatures of 200—300°C. The exothermic effect discovered in the temperature range of 200 to 350°C was attributed
to the combustion of organic materials that weren't completely burned during firing in reducing conditions and
transformed into carbonaceous particles, which are believed to have been purposefully added into the PMMA. The
thermal degradation of PMMA in an oxygen-containing environment (O, Air) initially results in an increase in the
PMMA thermal stability as the temperature for the commencement of mass loss rises by 50°C and 70°C. A gas-
containing atmosphere (Air) destabilizes the PMMA at about 230-250°C, accelerating the thermal breakdown process.
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Figure 6. (a) Differential Thermal Analysis (DTA) and (b) mass versus temperature (T) for pure PMMA and
PMMA/MWCNT/Ag hybrid composites

The melting peak changes to lower temperatures emerge at (153.84°C, 121.45°C, and 125.67°C) in Figs. 6a
and 6b DTA and TGA curves of pure PMMA and PMMA/MWCNT/Ag. These curves exhibit one mass endothermic
peak that represented the melting point of the raw materials (PMMA, MWCNT, and Ag). The curve also demonstrates a
significant endothermic reaction beginning at 114°C and continuing to 140°C. The level of adsorption is typically
higher than the molar mass of the PMMA. This is predicted because just a portion of the polymer chain was adsorbed,
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whereas the remaining chain is more likely to bind to the MWCNT surface by CH interactions. The MWCNTs exhibit
minimal mass loss owing to the presence of amorphous carbon and other impurities and are thermally stable across the
whole temperature range investigated (up to 600°C) [20]. Additionally, when the accessible MWCNT surface area
increases, more polymer may adsorb, which leads to PMMA adsorption when the number of MWCNTs is increased.
The PMMA/MWCNT/Ag sample's TGA/DTA diagrams show a weight loss as a result of the carbon layer's thermal
degradation, which begins at 279-309°C and 278-305°C, respectively. The DTA diagram's exothermic peak, which is
located at 288°C and 290°C, respectively, denotes the exothermic curves caused by the crystalline phase of composites
and thermal breakdown. The DTA plot shows a large endothermic peak between 200 and 300°C, which is mostly due to
the crystallization of additional silver nanoparticles to hybrid PMMA/MWCNT. The DTA profiles show that the
material completely cooled and crystallized at the same time.

The properties associated with polymer matrix composites are the functions of the filler size, shape, dispersion
and the matrix and filler interactions. In this work the filler shape and size is same throughout the experiments. The
main purpose of FESEM is to check the degree of dispersion and filler matrix interaction. The FESEM analysis
surface morphology of the samples shows the micrographs of pure PMMA and PMMA/MWCNT/Ag at
0.1/0.5 concentration is showing good dispersion into the matrix dispersed in PMMA. From the Figures it is
observed that dispersed MWCNT, Ag filler particle creates considerable change in the morphology of the pure
PMMA film. The SEM images of the pure PMMA shows a pores and granular structure while the MWCNT, Ag
dispersed PMMA matrix exhibits a smoother and more compact amorphous surface morphology, i.e., no major
cracks were obtained. It is important to mention that the PMMA particles retained their exhibit spherical morphology
after being deposited and cured because they weren't fully melted during the heating process for the film formation.
the good dispersion of Ag-NPs results in an essential enhancement in the properties of the fabricated PMMA/Ag
nanocomposites. The FESEM image of the hybrid composite fi Im shows a homogeneous dispersion of MWCNTs,
Ag in PMMA (Fig. 7) with no aggregation of nanotubes even with 0.5/0.5% loading which suggests that
ultra-sonication is quite useful in dispersion of the tubes in PMMA that enhanced electrical properties and showed
high electrical conductivity and EMI shielding properties.

SEM MAG: 70.0 kx WD: 5.44 mm MIRA3 TESCAN SEM MAG: 135 kx WD: 5.43 mm | MIRA3 TESCAN
Det: SE SEM HV: 15.0kV 500 nm Det: SE SEM HV: 15.0KV | 200 nm
Date(m/dly): 02/12/23 SUT - FESEM Date(m/dly): 02/12/23 SUT - FESEM

SEM MAG: 69.9 kx | WD: 5.28 mm MIRA3 TESCAN SEM MAG: 135 kx WD: 5.27 mm MIRA3 TESCAN
Det: SE SEM HV: 15.0 kV 500 nm Det: SE SEM HV: 15.0 kV 200 nm
Date(m/dly): 02/12/23 SUT - FESEM Date(m/dly): 02/12/23 SUT - FESEM

Figure 7. Field Emission Scanning Electron Microscope (FESEM) for pure PMMA and PMMA/MWCNT/Ag hybrid composites
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Figure 7 showed that the fabricated Ag-materials were of a mean size of about 30 nm i.e. Ag-NPs were dispersed in
PMMA/MWCNT/Ag nanocomposites and led to well significant results on the wvarious characteristics of
PMMA//MWCNT/Ag nanocomposites such as electrical, thermal, shielding properties. Homogeneous dispersion of
Ag-NPs is preferred to avoid the formation of crack creativities in the PMMA/MWCNT nanocomposites loaded (0.5%wt)
on the distribution and the dispersion of the Ag-NPs as nanofiller in the PMMA/MWNT/Ag nanocomposites matrix.

3. CONCLUSION

PMMA/MWCNT/Ag hybrid composite display electrical conductivity of around 2.14x10** S/cm as a percolation
critical concentration is obtained at 0.5 wt% for MWCNT and 0.5 wt% for Ag. Dielectric properties have been tested
across a wide frequency range. The AC conductivity varies with variations in MWCNT and Ag concentrations, as well
as with applied field frequency and dielectric constant, illustrative of the significantly improved permittivity of these
hybrid composites. Increased frequency causes a reduction in the dielectric constant, dielectric loss, loss of tangent, and
dielectric loss. The PMMA/MWCNT/Ag hybrid composite's shielding performance is significantly influenced by the
weight proportion (0.5 wt%/0.5 wt%) of MWCNT and Ag, which increases the X-band shielding efficiency. According
to TGA/DTA research, exothermic reactions cause the majority of weight loss between 200 and 300°C. FESEM show
that PMMA/MWCNT/Ag hybrid composites had uniform dispersion of the carbon nano tube and silver particles within
the PMMA matrix that due to filler presents large surface area for better interfacial bonding between the matrix and
particles.

* Funding
No funding that personal for the student MSc.
» Author Contribution
Nadia Abbas Ali wrote the main manuscript text and Badiaa Alaw prepared figures and Tables and collected the data
* Conflict of Interest
o All authors have participated in (a) conception and design, or analysis and interpretation of the data; (b) drafting the article or
revising it critically for important intellectual content; and (c) approval of the final version.
o This manuscript has not been submitted to, nor is under review at, another journal or other publishing venue.
o The authors have no affiliation with any organization with a direct or indirect financial interest in the subject matter discussed
in the manuscript
* Data Availability Statement
o Deposit your research data in a relevant data repository

ORCID IDs
Nadia Abbas Ali, https://orcid.org/0000-0002-3996-112X

REFERENCES

[1] R.S. Yadav, L. Kuritka, and J. Vilcakova, Advanced Spinel Ferrite Nanocomposites for Electromagnetic Interference Shielding
Applications, (Elsevier, 2020).

[2] A. Sami, and M.E. Abdulmunem, “Synthetic Aperture Radar Image Classification: a Survey,” Iraqi Journal of Science, 61(5),
1223-1232 (2020). https://doi.org/10.24996/ijs.2020.61.5.29

[3] A.A.Kareem, and H.Kh. Rasheed, “Electrical and thermal characteristics of MWCNTs modified carbon fiber/epoxy composite
films,,” Materials Science Poland, 37(4), (2019). https://doi.org/10.2478/msp-2019-0081

[4] H. Lecocq, N. Garois, O. Lhost, P.-F. Girard, P. Cassagnau, and A. Serghei, “Polypropylene/carbon nanotubes composite
materials with enhanced electromagnetic interference shielding performance: Properties and modeling,” Composites Part B:
Engineering, 189, 107866 (2020). https://doi.org/10.1016/j.compositesb.2020.107866

[5] H. Wang, K. Zheng, X. Zhang, X. Ding, Z. Zhang, C. Bao, L. Guo, et al., “3D network porous polymeric composites with
outstanding electromagnetic interference shielding,” Composites Science and Technology, 125, 22-29 (2016).
http://dx.doi.org/10.1016%2Fj.compscitech.2016.01.007

[6] AN. Abd, A.H. Al-Agha, and M.A. Alheety, “Addition of Some Primary and Secondary Amines to Graphene Oxide, and
Studying Their Effect on Increasing its Electrical Properties,” Baghdad Science Journal, 13(1), (2016).
https://doi.org/10.21123/bsj.2016.13.1.0097

[7] AM. Abd-Elnaiem, S.I. Hussein, H.S. Assaedi, and A.M. Mebed, “Fabrication and evaluation of structural, thermal,
mechanical and optical behavior of epoxy-TEOS/MWCNTs composites for solar cell covering,” Polym. Bull. 78(7), 3995-4017
(2021). https://doi.org/10.1007/s00289-020-03301-5

[8] D. Yuan, H. Guo, K. Ke, and 1. Manas-Zloczower, “Recyclable conductive epoxy composites with segregated filler network
structure for EMI shielding and strain sensing,” Composites Part A: Applied Science and Manufacturing, 132, 105837 (2020).
https://doi.org/10.1016/j.compositesa.2020.105837

[9] Z. Zeng,W. Li, N. Wu, S. Zhao, and Xuehong Lu, “Polymer-assisted fabrication of silver nanowire cellular monoliths: toward
hydrophobic and ultraflexible high-performance electromagnetic interference shielding materials,” ACS applied materials &
interfaces, 12(34), 38584-38592 (2020). https://doi.org/10.1021/acsami.0c10492

[10] S. Ghosh, S. Ganguly, P. Das, T.K. Das, M. Bose, N.K. Singha, A.K. Das, and N.C. Das, “Fabrication of reduced graphene
oxide/silver nanoparticles decorated conductive cotton fabric for high performing electromagnetic interference shielding and
antibacterial application,” Fibers and Polymers, 20, 1161-1171 (2019). https://doi.org/10.1007/s12221-019-1001-7

[11] F. Ren, Z. Li, L. Xu, Z. Sun, P. Ren, D. Yan, and Z. Li, “Large-scale preparation of segregated PLA/carbon nanotube
composite with high efficient electromagnetic interference shielding and favourable mechanical properties,” Composites Part B:
Engineering, 155, 405-413 (2018). https://doi.org/10.1016/j.compositesb.2018.09.030



214
EEJP. 2 (2023) Badiaa Ismal Alawi, Nadia Abbas Ali, et al.

[12] H. Gargama, A.K. Thakur, and S.K. Chaturvedi, “Polyvinylidene fluoride/nanocrystalline iron composite materials for EMI
shielding and absorption applications,” Journal of Alloys and Compounds, 654, 209-215 (2016).
https://doi.org/10.1016/j.jallcom.2015.09.059

[13] H.M. Kim, K. Kim, C.Y. Lee, J. Joo, S.J. Cho, H.S. Yoon, D.A. Pejakovic, et al., “Electrical conductivity and electromagnetic
interference shielding of multiwalled carbon nanotube composites containing Fe catalyst,” Applied physics letters, 84(4),
589-591 (2004). https://doi.org/10.1063/1.1641167

[14] S.-M. Yuen, C.-C.M. Ma, C.-Y. Chuang, K.-C. Yu, S.-Y. Wu, C.-C. Yang, and M.-H. Wie, “Effect of processing method on the
shielding effectiveness of electromagnetic interference of MWCNT/PMMA composites,” Composites Science and Technology,
68(3-4), 963-968 (2008). https://doi.org/10.1016/j.compscitech.2007.08.004

[15] Y. Liu, D. Song, C. Wu, and J. Leng, “EMI shielding performance of nanocomposites with MWCNTs, nanosized Fe304 and
Fe,” Composites Part B: Engineering, 63, 34-40 (2014). http://dx.doi.org/10.1016/j.compositesb.2014.03.014

[16] H. Yuan, Y. Xiong, Q. Shen, G. Luo, D. Zhou, and L. Liu, “Synthesis and electromagnetic absorbing performances of
CNTs/PMMA laminated nanocomposite foams in X-band,” Composites Part A: Applied Science and Manufacturing, 107,
334-341 (2018). https://doi.org/10.1016/j.compositesa.2018.01.024

[17] N.C. Das, Y. Liu, K. Yang, W. Peng, S. Maiti, and H. Wang, “Single-walled carbon nanotube/poly (methyl methacrylate)
composites for electromagnetic interference shielding,” Polymer Engineering & Science 49(8), 1627-1634 (2009).
https://doi.org/10.1002/pen.21384

[18] H.K. Al-Lamy, E.M. Nasir, H.J. Abdul-Ameer, “Electrical properties of Cdxsel-x films at different thickness and annealing
temperatures,” Digest Journal of Nanomaterials and Biostructures, 15(1), 143-156 (2020).
https://chalcogen.ro/143 LamyHK.pdf

[19] A.-H. Mohammed, A.N. Naje, and R.K. Ibrahim, “Photoconductive Detector Based on Graphene Doping with Silver
Nanoparticles,” Iraqi Journal of Science, 63(12), 5218-5231 (2022). https://doi.org/10.24996/1j5.2022.63.12.12

[20] ASTM DA4935-10, Standard Test Method for Measuring the Electromagnetic Shielding Effectiveness of Planar Materials,
(2010).

[21] A.F. Ahmad, S.A. Aziz, S.J. Obaiys, M.H.M. Zaid, K.A. Matori, K. Samikannu, and U.S. Aliyu, “Biodegradable poly (lactic
acid)/poly (ethylene glycol) reinforced multi-walled carbon nanotube nanocomposite fabrication, characterization, properties,
and applications,” Polymers, 12(2), 427 (2020). https://doi.org/10.3390/polym12020427

[22] A.S. Abd-Alsada, and M.F.A. Alias, “Impact of CNT Concentrations on Structural, Morphological and Optical Properties of
ZnO: CNT Nano composite Films,” Journal of Physics: Conference Series, 2114(1), 012020 (2021).
https://doi.org/10.1088/1742-6596/2114/1/012020

[23] LM. Ali, A.A. Mohammed, and A.H. Ajil, “A study of the characterization of CdS/PMMA nanocomposite thin film,” Iraqi
Journal of Physics, 14(29), 191-197 (2016). https://www.iasj.net/iasj/pdf/c3192b6d984e4477

NIIBUINEHHA EKPAHYIOUYOI EOEKTHBHOCTI TTEPHTHOT'O KOMITO3UTY PMMA/MWCNTS/Ag
JUIs1 BACTOCYBAHHS B X-ATAITA3OHI
Bania Ieman Anaei, Haxa A66ac Ani
Darxynemem ¢izuxu, Haykosuil konedc, bacoadcvruil ynisepcumem, Bazoao, Ipak

IiOpuaHi KOMMO3WTHI IUTIBKM OaraTolnapoBi MOJiMETHIMETaKpuiaT/ByrieneBi HaHoTpyOku 3i cpibiom (PMMA/MWCNT/Ag)
OllepXKaHi METOJOM JUTTS 3 PO3YMHHUKA TSI BUKOPUCTAHHS B €NEKTpOTeXHimi. [IpoBiAHICTH 3MiHHOTO CTPYMY 1 Hi€IEKTPUYHI
XapaKTePUCTUKH Oy TOCTiKEHI TpH KIMHATHIA Temmepatypi. EnekTponpoBigHicTh TiIOPHUIHOTO KOMITO3HUTY IOCATA€ KPUTHYHOI
KoHUeHTpawii nepkomsnii 2,14x10% cm/cMm 3a paxynok neryBanus Ag. Jlns Beix riGpumnmx xommosutie PMMA/MWCNT/Ag
YaCTOTHO-3aJIEXKHA JieJeKTPUYHA IPOHHUKHICTh 3MEHIIYEThCS 3 PO3IMHUPEHHSIM Jialla3oHy 9acTOT. 31 30LIBIICHHSM KOHIEHTpAIil
MWCNT Ta Ag npoBiJHICT 3MIHHOTO CTpyMy Ma€ TeHJEHILIo 10 30inbiieHHs. Beranosieno, mo 3mict MWCNT Ta Ag icTtoTHO
ButiBae Ha SE nanux kommosuTiB. Bucoky edexruBHicTb enekrpomarnitHoro (EM) expanysanns (SE) Oyio mocsruyTo B nianasoHi
gacror Bia 8,2 mo 12,4 I'Tm (X-miamazon). Makcumaneie EM 3racanns y 18 nb Ha wactoti 12 I'Tu Oyno mocsArHyTO mpH
BukopuctanHi 0,5 mac.% MWCNT ta Ag. Tepmiunuii ananiz chopmoBanux riopuauux komno3utis PMMA/MWCNT/Ag nokasas,
110 eK30TepMiuHi peakuii 3 HaWOLIBLIO BTPAaTOI MAacCH MpPOTiKaioTh B iHTepBasi Temmepatyp Bix 200°C mo 300°C. Ckanyrounit
CJIEKTPOHHUI MiKpOCKOII 3 moNkoBoto eMiciero (FESEM) nokasye, mo ribpuani kommozutu PMMA/MWCNT/Ag MaroTe 0qHOPITHY
TUICTICPCiIO BYTJICIEBUX HAHOTPYOOK Ta YaCTHHOK Ccpibia y MaTtpuui PMMA.

Ki11040Bi ¢10Ba: expanysanHs enekmpomasHimHux nepewrod; X-0ianazon; eneKmpuyHa nposioHicmb; OieNeKmpUuyHa NOCMIlHA,
OleleKmpUYHI 6Mpamu, MepMiYHULL AHAI3
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In this study, the Density Function Theory (DFT), Generalized Gradient Approximation (GGA) and Local Density Approximation
(LDA) were used, based on the Siesta code, in order to study the magnesium oxide compound (MgO) and focus on the (B4) Wurtzite
phase. This is to find the primary cell constants and energy gap at 0 pressure, which are consistent with previous results. The effect of
pressure on the energy gap and the size of the primary cell as well as the dielectric constant were studied. The study also revealed that
the (B4) phase can move to the (B2) phase at the pressure of 45.86 GPa and from the h-MgO phase to the (B2) phase at 70 GPa.
Keywords: MgO; Siesta; Structural Properties; Electronic Properties; Pressure

PACS: 71.15.Mb, 73.61.Cw

1. INTRODUCTION

In recent years, the compound MgO has emerged as one of the most intriguing oxides.1Several theoretical and
practical studies have been conducted on it. The majority of phases on which it crystallizes are eitherB1, B3 or B4. Many
researchers have attempted to conduct several laboratories experiments whose goal was to search for the formed crystal
structures of MgO, resulting from their deposition on metal substrates [2—5]. The B1 phase is called the rocky structure;
the B3 and B4 phases are called Zinc blend and Wurtzite respectively. MgO is a solid, white mineral that is found in the
earth's crust. It belongs to group (II-VI), meaning that it consists of an oxygen atom with an ionic bond. It is one of a large
group of industrially important materials due to its energy gap of 7.833 eV [6].

In the ordinary case, we find that MgO crystallizes in the B1 phase, with a space group (Fm3m), under ordinary
conditions. Under the influence of pressure, we find that the phase (B1) moves to (B2), but experimentally speaking, the
researchers were unable to confirm such a transition. MgO compound has been studied theoretically and experimentally
in order to know its electronic structure and properties. This is what was highlighted by the works [7-12].
H. Abu-Farsakh et al. [7] investigated the structural and electrical characteristics of MgO in the B1 and B2 phases, using
the DFT and the LDA and Jaffe et al. [8] using both LDA and GGA in studying the two compounds MgO and ZnO under
high pressure, which results in a phase transition. Through the use of the linearized augmented plane wave (FP-LAPW)
approach, Zhu et al [10], also discovered the general characteristics of MgO at the B1 phase.

The structure and optoelectronic properties of MgO were also researched and verified by Liu et al. [11]. Besides, to
determine the characteristics of the MgO structure, Anderson and Andreatch [12] carried out experimental research, as it
is one of the prominent components of the earth’s layers, so its electronic structure will inevitably and significantly change
under the earth, compared to its state under high pressure. Our study theoretically explains how these transitions occur,
which in turn stresses the importance of knowing the way and conditions of the occurrence of transitions between some
phases of MgO compound subject to different pressure values. In fact, we will focus on Wurtzite (B4), how is it transited
and how does its energy gap change along with the pressure changing.

2. THEORETICAL CALCULATION METHOD

We have concentrated on magnesium oxide in the Wurtzite structure, which is an appropriate host for weaken
attractive semiconductors. A Wurtzite structure has two zinc particles and two oxygen iotas in its unit cell, and it has
P63mc space bunch evenness. We utilized test esteems for our three gem boundaries, in particular a =b=3.283 A,
¢ =5.095 A and u = 0.388 A [13]. To profit from Bloch’s hypothesis in intermittent designs, we made a 2x2x2 super-cell
of the unit cell that contains 24 particles. The estimations were acted in the structure of thickness utilitarian hypothesis in
the free molecule guess utilizing Kohn and Sham [14,15] eigen states and eigen values. Was used the Generalized
Gradient Approximation by Perdew-Burke-Ernzerh (PBE-GGA) [16] and of Local Density Approximation (LDA) by
Ceperley and Alder [17] are employed in the exchange correlation effect calculation. The summed-up inclination estimate
and the nearby thickness guess were utilized for the trade connection energy. Likewise, we utilized an equal simultaneous
molecule approach in our computations, as executed in the Rest code. Central electrons that do not have a significant

" Cite as: Y. Benkrima, A. Achouri, D. Belfennache, R. Yekhlef, and N. Hocine, East Eur. J. Phys. 2, 215 (2023), https://doi.org/10.26565/2312-4334-
2023-2-23
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effect on chemical and electronic properties are replaced by effective Troullier-Martins pseudo-potentials in their fully
separable form in the SIESTA code [18]. In this code, a set of pseudo-atomic orbitals (PAO’s) for valence electrons has
been used for wave function expansion. These orbitals are built by multiplying an angular function with defined quantum
values m and 1, which are used to indicate the size of the orbitals, by a numerical radius function. Among the three basic
set types of the code, DZP was chosen. There are two parameters of the SIESAT that need to be optimized [19]. These
parameters, which correspond to the Kgrid-cutoff and Mesh-cutoff energy values, were optimized by bringing the total
energy to 20, and 350 eV respectively. The convergence criterion — the total energy — is set at 1074,

3. RESULTS AND DISCUSSION
3.1. Structural Properties

Over a decade of research, the lattice constants of MgO have been confirmed numerous times [20]. The P63mc
group and the lattice constants estimated to be: a=b=3.2834, ¢=5.095A, a = 90.03°, f = 90.037°, and y = 119.90° [13]
characterize the stable main cell structure of MgO, which is (B4) Wiirtzite. Each primary cell of MgO consists of four
atoms, each two atoms of Mg occupy the following positions (0, 0, 0), (1/3.2/3.1/2). As far as O atoms are concerned,
they occupy the following implantation positions (0, 0, p), (1/3.2/3.1), whereas p is the internal variable of the Wurtzite
structure, which determines the length of the bonds between Mg and O atoms. The variable i is given as the following:
p=(1/4 + (c2/(3.a2))).The Siesta software, which was used to determine the primary cell constant constants of MgO, is
a factor in the computations in this paper. The primary cell constants of MgO were calculated using the following results.
The Table 1 contains the results.

Table 1. Comparison of primary cell constants of MgO with theoretical and practical results

a(A) c(A) u (A c/a
Present work 3.327 5.025 1.0117 1.5103
GGA 3.288 5.004 1.2205 1.5219
LDA
Theoretical works 3.281 [21] 5.1360 [21] 0.3930 [21] /
GGA 3.3105 [22] 5.12363 [22] 0.3915 [22] /
/ / / 1.547 [21]
1.530 [13]
3.322 [20] / 0.3916 [20] /
Theoretical works 3.249 [22] 5.277[22] 0.3917 [22] 1.546 [20]
LDA 3.320[13] 5.056 [13] 0.386 [13] 1.547 [22]
3.322 [23] / 0.392 [23] 1.565[13]
3.169 [24] 5.175 [24] 0.3750 [24] /
/ / 0.3935[25] 1.536 [24]
[26] 3.278 / 1.506 [25]
5.062 [26] /
Experimental work 3.283[13] 5.095[13] 0.388 [13] 1.552[13]

We were able to compute the primary cell constants using the Density Function Theory (DFT) and the Siesta
software, and we subsequently discovered the values of 3.327A for constant a and 5.025A for constant c. It should be
noticed that these findings substantially agree with the conclusions of applied theory included in Table 1 results of
previous theoretical and experimental work [13, 21-26]. Additionally, the percentage of error in the obtained values has
been calculated. Assuming that they are compared to the experimental values that were used as a reference, we discovered
that the error value was estimated at 1.34 percent for the constant a and 1.37 percent for the constant ¢ with GGA. With
LDA, it was calculated to be 0.15% for constant a and 1.79% for constant c. This suggests that the determined error results
are likely to be minor and that the calculation's procedure was logical and reasonable.

The selected Brillion region is the primary structure to study electronic properties of the matter. The Figure 1 shows
the Brillion region related to the hexagon.

Encrgy (V)

I M K T A

Figure 1. Energy band structure of the Wurtzite phase MgO
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It is worth noting that the study of properties on this region can be generalized later to MgO. DFT and GGA were
used to determine the energy gap of MgO. This method has also been relied upon because it is among the best suitable
methods for studying the electronic structures of materials. The energy bands structure of MgO was calculated for the
previously obtained lattice constants (a = 3.327A, ¢ = 5.025A, p =90.037°, a. = 90.03°, y = 119.90°). The structure of
energy bands of MgO was calculated as shown in Figure 1.

It is noticeable in the previous figure that the highest peak of the valence band and the lowest peak of the conduction
band are on the same line, passing through the point. This explains that MgO has a direct gap estimated at: 3.27 eV. The
following values concern the energy gap, calculated with GGA and LDA and compared to other theoretical results, as
shown in Table 2.

Table 2. The energy gap Eg (eV)

Energy gap Eg(eV)
Used method GGA DA
Our results 3.27 /
4.408 [27] /
4.431 [28]
Otherresults 4.450 [29] 9562'54[[3208]]
EV-GGA 5.419 [28] ’
MBJ-GGA 7.2 [28]
Experimentalresults 2233[2[%
Proportionalerror (%) 15.96

We note that the value of the energy gap obtained by this theory was close to the theoretical results listed in Table 2. Our
calculated results for the structure of the energy bands by GGA method are smaller than the experimental ones. This indicates
that it does not provide very precise results. Unfortunately, we found that the value of the energy gap calculated by GGA is
smaller compared to the experimental results. Even if we use LDA, the value of the energy band will also be less than the
experimental value as well. It is well known that the GGA reduces the calculated forbidden band value compared to the
experimental value, so the calculated values remain as a lower estimate of the true values of the energy gap [31].

3.3. Characteristics of MgO by changing the pressure
In a previous study, we fixed the pressure value at 0 GPa, now we will change it from 0 GPa to 100 GPa, then we
study the new structural and electronic properties.

a) Variation of the dielectric constant
The value of the dielectric constant of MgO is calculated by GGA and LDA. The results are shown in Figure 2.
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Figure 2. Variations of the dielectric constant with GGA and LDA in terms of pressure

Figure 2 displays the changes of the dielectric constant values in terms of the change of the pressure value exerted
on MgO compound using GGA and LDA. We notice that the values of the dielectric constant are decreasing the more the
value of the pressure exerted on the primary cell is increasing. Besides, the two curves of variations of the dielectric
constant value with GGA and LDA are the same. This is consistent with the work of S. Labidi et al. [28]. The results of
the values of the dielectric constant at a 0 GPa pressure value with GGA and LDA, are shown in the Table 3.

Table 3. Values of the dielectric constant at 0 GP pressure

Our results

Theoretical results

Experimental results

Value of the dielectric
constant at0 GP (pressure)

GGA (2.53)
LDA (2.59)

2.840 [28]
3.12[29]

2.95 [32]
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The table shows that the values of the dielectric constant with GGA and LDA are close. Actually, the value of the
dielectric constant at 0 GPa is very close to the theoretical work [28,29], and to the practical one [32].

b) Energy Gap Variation
The energy gap was calculated in terms of the pressure change of MgO by GGA and LDA, as shown in the Figure 3.
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Figure 3. Energy gap by GGA and LDA in terms of pressure

The diagram shows that the greater the value of the pressure exerted on the primary cell, the higher the value of the
energy gap for both curves by GGA and LDA. This is consistent with the work of S. Labidi et al [28].

¢) Change in Enthalpy Energy
The changes in enthalpy energy value of MgO were calculated for the transition from B4 to B2 phase and from
h-MgO phase to B2 using GGA. In order to study the possibility of structural optimization and to know the value of the
pressure transition Pt of MgO from B4 to B2 phase and from h-MgO to B2 phase, we used the GGA, where an increasing
pressure was applied to the MgO compound to study the phase transition from B4 to B2 structure, as well as from h-MgO
to B2 structure. We performed the enthalpy calculations in the case of B2 and B4 phases, we got the curve of the Figure 4a,
and in the case of B2 and h-MgO phases, we got the curve of the Figure 4b.
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Figure 4. Enthalpy H as a function of transition pressure from: (a) — B4 to B2 phase, (b) — h-MgO to B2 phase

Studying the curves, we notice that the Figure 4. Enthalpy H as a function of transition pressure from: (a) B4 to
B2 phase, (b) h-MgO to B2 phase enthalpy value of B4 phase is the lowest compared to B2 phase. In Figure b, the enthalpy
value of h-MgO phase is the lowest compared to B2 phase, considering the pressure value applied to this phase from
(0 GPa to 44 GPa), (0 GPa to 70 GPa), respectively. This area was characterized by the fact that each of the phases B4,
h-MgO is the most stable compared to B2 phase for both curves, at the pressure value 45.86 GPa, it was observed that the
enthalpy value of the phases B4 and h-MgO is exactly equal to the enthalpy value of B2 phase. For both curves,
respectively, this point is the value between the phase transition from B4 or h-MgO to B2 phase. For the values from
46 GPa to 60 GPa and from 70 GPa to 80 GPa, we see that B2 structure has become the one having lower enthalpy in
both Figures 4a and 4b, respectively, and therefore higher stability. This is largely consistent with the results of
K.B. Joshi et al [33].

d) Size Changes
Changes in the values of the size of MgO in terms of pressure have been recorded using both GGA and LDA.
Figure 5 shows those findings.
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Figure 5. The size of MgO in terms of pressure using GGA and LDA

Through the curve of Figure 5, we see that whenever the value of the pressure exerted on the primary cell of the
compound MgO is raised by GGA and LDA, the cell size decreases. It was also observed that the cell size in (0-62) GPa
scope calculated by the GGA is larger than in the LDA, while the opposite is recorded after the pressure value reaching
63 GPa. Our results are consistent with the work of Jackson et al. [34], the Figure 3 shows that.

4. CONCLUSION

In this paper, we searched for the structural and electronic properties of the compound MgO with phase (B4)
Wourtzite. The primary cell constants and the energy gap value were calculated by DFT, using GGA and LDA, with the
help of Siesta program. Our results were very close with the available theoretical and experimental results. The
calculations were carried out under the ordinary pressure value and other different values. The conclusions reached as
summarized as follows:

» The ground state properties of the wurtzite structure such as the primary cell constants and the energy gap were
found under ordinary conditions of temperature and pressure, which are consistent with previous theoretical and
experimental results.

* The study also showed that the increase in the pressure value increases the energy gap value.

* The size of the primary cell is subject to change. If the structure is subjected to the influence of increasing pressure,
there will be a decrease in its size.

* Calculations of the aliasing values predict the phase transition from: B4 — B2 and from: h-Mgo—B2. This is at
the following pressure values: 45.86 GPa and 70 GPa, respectively.
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JOCJLIKEHHSI CTPYKTYPHHUX TA EJTEKTPOHHUX BJIACTUBOCTEM MgO IIJI TACKOM
Smina Benkpima?, A6aeppaxiv Auypi®, xameas Beabdennauet, Paaxia €xaed®, Haim Xocind
“Buwa Hopmanvha wikoaa Yapena, 30000 Yapena, Anocup
bVuisepcumem Vapena, paxyromem mamemamuxy ma mamepianoznagcmea, 1adopamopis po3euUnIKy HoBUX i 6IOHOBTI0BAHUX dJceper
enepeii 6 nocyuwnueux 3onax i sonax Caxapu, Yapana 30000, Anorcup
“Locrionuywsxuti yenmp npomucnosux mexronoeivi CRTI, P.O. Box 64, Yepaza, 16014, Anscup
Y uisepcumem nayru i mexnonoziti Opan, 31024 Opan, Anvicup

VY npoMmy mocimipkeHHI BUKOpUcTOBYBanucs Teopis ¢ynkuii ryctunu (DFT), y3aranpHena rpagientHa ampokcumarnis (GGA) i
nokanpHa anpokcumanis ryctunu (LDA) Ha ocHOBI Koy Siesta /Uit BUBYCHHsI CHONyKH okcuay MarHiro (MgO) i 3ocepemkeHHs Ha
(B4) ¢asi Bropuura. Ie 3pobiieHo uisi BU3HAYEHHS KOHCTAHT MEPBHHHOT KOMIPKH Ta €HEPreTHYHOro POo3puBY npH THCKy 0, 110
BIJNIOBia€e MOMEpEHIM pe3yiabTraTaM. JOCHimKeHO BIUIMB THCKY Ha INUPUHY 3a00pPOHEHOI 30HM, pO3Mip MEPBHHHOI KOMIpKH Ta
JeNeKTpUYHY MPOHUKHICTE. JlOCTiKeHHS TaKoXK MoKa3aio, mo ¢asa (B4) moxe nepexonutn y ¢asy (B2) npu tucky 45,86 I'Tla ta 3
¢azu h-MgO y ¢asy (B2) mpu 70 I'Tla.

Krouosi cnosa: MgO; Siesta; cmpykmypHi e1acmusocmi; eneKmpoHHi 61aCmMueoCi, muck
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In this paper, a formula was derived for calculating the total current generated in a tunnel diode under the action of a microwave field
and a magnetic field. In addition, the dependence of the total current of the tunnel diode on the total power induced by the microwave
field is theoretically presented and compared with experimental data. For the total current in the tunnel diode, without taking into
account the excess current, volt-ampere characteristics was obtained for cases with and without the influence of a microwave field.
Keywords: Chynowet model,; Tsu-Esaki model; microwave field; magnetic field; barrier transparency coefficient, excess current
PACS: 71.20. —b, 71.28. +d

INTRODUCTION

At present, the study of semiconductor-based nanostructures is a very topical direction in both fundamental and
applied aspects [1-5].

The tunneling effect was experimentally discovered by Yajima and Esaki in a highly doped germanium-based
diode [6]. A model was proposed by Leo Esaki in 1958 to explain this effect. In 1960, Evan O [7] developed a comprehensive
theory of experience. Shortly thereafter, Karlovsky [8] proposed a simpler version of Esaki's model. In the Karlovsky model,
the Fermi levels were sufficiently small. I. Shalish [9] and Kane, who worked independently, proposed the same model of
the tunnel effect mechanism without knowing each other. In 1969, Duke presented a more advanced version of tunnel
models [10]. As research on the properties of semiconductor materials and devices based on them continues, various
tunneling models for p-n junction diodes have been presented. Since the electrical properties of semiconductor materials
mainly depend on the state of impurity atoms in their volume, when choosing an alloying element, one should pay attention
to their physicochemical parameters [11-14]. At a conference in Berlin in 1989, Herks presented a new model that related
the rate of Shockley-Reed-Hall (SRH) recombination and zone-tunneling in the opposite direction [10]. In his work, Herks
calculated the contribution of the tunneling effect as the recombination rate of the flux density. In the same direction, in 1991,
Claassen [10] presented his model for the case of direct tunneling. The tunneling probability can also be calculated using the
Wenzel-Kramers formula, but it is more convenient to calculate the tunneling probability using the transfer matrix method.
Currently, the calculation of the tunnel current for diodes with a p-n junction using the Tsu-Esaki model [15] gives good
results. This model was developed taking into account the possibility of tunneling mentioned above. Today, scientists are
proposing new models, as silicon-based diodes are used in many experimental works.

Tunnel diodes are widely used in the manufacture of various modern devices, such as nuclear weapons guiding
installations, the creation of aerospace equipment, microwave ovens, etc. This indicates that the study of the properties
of tunnel diodes and their wide application has great scientific and practical meaning. From the works presented above
and from the available literature data, it can be seen that the effect of a magnetic field and an electromagnetic field with
an ultrahigh frequency on a tunnel diode has not been studied enough. Based on this, the purpose of this work is to develop
a new model for calculating the total current for a tunnel diode, taking into account the impact on the tunnel diode of a
magnetic field and a microwave electromagnetic field [12—14].

A NEW MODEL FOR CALCULATING THE TOTAL CURRENT IN A TUNNEL DIODE
According to the Tsu-Esaki theory, the direct current flowing through a tunnel diode is determined by the product
of the N(Ey)- distribution function and the T, (Ey)- transfer coefficient [10, 15, 16]:

Iy = 2 [ To(BxON (Ex)dEy. M

h3 min

The values of tunnel currents passing from region p to region n and from region n to region p are determined by the
following expressions [15]:
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Iyon = A [ £,() pp()P[1 = fo()]pn(e)de. )
lnop = A L7 P fu(&)pn()[1 = o ()] pp () de. 3)

The total tunnel current in the p-n junction is equal to the difference between expressions (2) and (3):
1= A7 pp(©pn(P[fu(e) = ()] de. 4)

The T, (Ey)-transfer coefficient and N (Ey)-distribution functions can be specified as follows [16]:

N(Ex) = [, [fu(e) = f,(&)] dEp, ()
Tc(Ex) = [ Ppp(e) pn(e)de. (6)

where €, and &, - are the minimum energy that electrons can accept in the conduction band of an n-semiconductor and
the maximum energy that electrons can accept in the valence band of a p-semiconductor.

If we take the lower part of the conduction band as the beginning of the energy axis, that is, if we take €, = 0
(Fig. 1), and, based on this figure, we have the following expression for the energy (&p):

ep = qVg —E5 = pn + Up. (7

where p,and pp are the chemical potentials (Fermi level) for the regions n and p, respectively.

E

Figure 1. Scheme of forming the current-voltage characteristic of a tunnel diode

Also, when an external voltage is applied, we have:
& = fn +up —qV. 3
And the distribution function is determined by the expressions:

1

fa(e) = Wa 9
1
fr(e) = exp(s+up—ql;1;+Eg+qV)+1~ (10

The density of states of electrons and holes is p,(¢) = CVe, pp(e) = C’\/qVK —E; — qV — ¢, where C and C' - are

constant numbers. Taking into account the above, using expression (10), we obtain the following expression for the tunnel
current [15]:

Vk—Eg—qV 1 1
I = PTA (foq x=5a7d ( - exp<6+up—qVK+Eg+qV)+1> \/S(QVK —E;—qV - 5)) de. (1)

exp (%) +1 T

Using expressions (9) and (10), finding ¢V and substituting expression (11), we obtain the following expression for
the tunnel current:

n¥lp—qV 1 1
Iy = APT f(;u Hed \/S(tun tup—E- qV) ( - E—un+qV)+1) de. (12)
kT

exp (%) +1 exp(
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where: A = C'C —2—= 4nmef 9 For the transparency coefficient, we use the following formula [10, 17]:
3
aE?2
P=exp —Tg (13)
4‘/2me .
where: E-field strength, « = 6 ——; 06=1 (0 is a constant parameter of the Chynoweth model). In many

models [10, 17, 18], the barrier transparency coefficient was not taken into account, since E=const. Taking the value for
the drift velocity of an electron at a p-n junction:

9 = ukE,. (14)

(Where, m, is the mobility of the electron, E) is the intensity of the microwave field), the expression of the power
generated by the microwave field:

F=qE,. (15)
as well as the value for the total power induced by the microwave field:

P, = F9. (16)
we have the following expression for the power under the action of a microwave field at a p-n tunnel junction:

P1—Py

— = F9. a7

where N is the number of electrons, is the difference between the total powers of the microwave field applied to the diode
and the sample. If we generalize the above expressions, then the expression for the power spent on an electron under the
action of a microwave field in a p-n tunnel junction can be written as follows.

P1—Py

— = quE;. (18)

from this expression we have the following formula for the Ex-strength of the field under action:

P;—Py

E, = .
* Nqu

19)
And the expression for the transparency coefficient of the barrier under the action of the microwave field will have

the form:

3

3
2 2
(ng aE

g
= exp| -—==|. (20)
B+ e

The expression for the diffusion current for a heated electron is given by the following formula [19, 20]:

3 q¢_aq(@-V)
= (10 @) (220 -2) (oH55 1), &

It is known that the total current I generated in a tunnel diode is the sum of the tunnel current, I, excess current, and
1, diffusion currents in the tunnel diode [20].

If the excess current in the tunnel diode is affected by the microwave field, then we have the following expression
for volt-ampere characteristics:

P=exp| — TiE,

3
1 1 aE?
len =DP = f# +itp (Js(yn == V) (exp(ﬂ)ﬂ B exp(—s_“"+qv)+1)> de x exp| = E+l?x 22)

kT kT

Vi-V+Vin
—F", Vv

Here we have obtained the electric field strength as Ey = - external voltage, Vi - contact potential

difference, d - potential barrier width, V},,- voltage applied by the microwave field). Also, here we assumed that the density
of states formed by impurities in the band gap in a p-n tunnel diode is constant. Now, summing all the current expressions,
we obtain the following expression for the resulting total current for the tunnel diode:
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3
aE}
I=TA exp| — ﬁ X
E+ |/ 20
Nqu
j‘#n"’#p‘qv \/ ( ) 1 1
X el tup —e—qVv = - — de +
0 exp( kTH”) +1 exp (—8 M]?T—l_ qV) +1

1y (£)" exp (221 2) ) (oxp (2 - 22) - 1)

3
0 3
1 1 aE?
J el ru,—e-an)| — sy (e e | 5| @D
Hity exp (" j +1 exp (" j +1
kT kT

Let us compare the graph of the dependence of the total current of the tunnel diode on the total power of the acting
microwave field, calculated using the above theoretical expression (Fig. 2), with the experimental graph (Fig. 3) shown
in [21].

0 0z 04 06

‘ P{Vt) 4

0 200 400 a Py, mW

Figure 2. Graph of the dependence of the total current of the Figure. 3. Graph of the dependence of the total current of
tunnel diode on the total power of the microwave field, calculated the tunnel diode on the total power of the microwave
by expression (23). field [21] (experimental result).

It can be seen from these compared graphs that the theoretical and experimental results are qualitatively compatible.
If we express the density of states of electrons in the conduction band of the n-region and in the valence band of the p-
region given in expression (23) in terms of the Landau levels [22] under the action of a magnetic field, we obtain the

following:
3

_ 1 (2m\2 c vN¢ 1 .
1% (&) == =) hwg X ¢ ———ds;
¢ am? (hz) o /s—sc—(n+%)hwzc
3
1 (2m\2 1
pr(&) = 1 (F) hoy” B0 ———-de. (24)

E—SV—(n+%)hwgV

We can get the Hall voltage arising from the action of a magnetic field on the diffusion current in terms of the total
current in the tunnel diode by adding it to the field voltage U,,-microwave field. The Hall voltage is defined as [23]:

UXX = q_n. (25)

Let us use the expression for the dependence of the Hall coefficient on the mobility of electrons and holes

—A(mid—p)

q(nun+pup)?’
following:

Ryy = If we take the concentrations of electrons and holes equal, then for the Hall coefficient we get the

Ryx = —AQun—up) (26)

T qniun+up)’
where, we use the expression n = fooo p(e) f(e)de for the electron concentration, for p(e)=p, (&) py(e) equals and

f(e)we give the following:
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1 2mz & 1
m\2
— — c
p(e) = pe(®) = 75 (77) hof ). de

3
2

1 2m NVZ 1
x4n2<h2) ho! ———
0 e—eV—(n+7)h(uH"

f(e)de = ( (Efun )) de @7)

() + - exp(*HE

In this case, expression (23) for the tunneling current under the action of a microwave field and a magnetic field will
have the following form:

I = 1(Ex, B) + Icn(Ex, B) + 14(Ex, B), (28)
3 3 N¢
a’E; Hntip=aV 1 2mN\z 1
I:(Ex,B) = AT exp| ————————— f —(—) thVZ de X
E + Pl_PO 0 47T2 hz 0\/ 1 h N¢
—Nqu s—ec—(n+7) Wy
3 Ny
Lamz, ., 1 i 1 1 i
471’2(h2) @ € — U - E— Uy +qV €
0 e—eV—(n+%)th" exp( an)+1 exp( I?T )+1
1 2myz & 1
m\2 sz
47T2(fl2) hwy - - de X
0 s—sc—(n+7)thC
3 3 Ny
ak} Hntip 1 2my2 1
) = | ~— BV [ L (g o

Pl - PO 0 4 h 0 1 Ny

E + Nqu e—sV—(n+7)th

» 1 1
e FTgS T

T 3 qu T() q¢ Q(¢ -V+ UXX)
(e = () e (1)) (oo (- L0522) )

In a tunnel diode, the total current consists of the tunnel current according to the Tsu-Esaki model, as well as
diffusion and excess currents. If we do not take into account the excess current here, then the total current consists of
tunneling and diffusion currents. For this case, the volt-ampere characteristics graph was shown with and without the
influence of the magnetic field and without the influence of the tunnel diode (Fig. 4 and 5).

18)
0.8

1{mAy

0.6

0.4+

05

0 T T T T T T T
0 002 004 006 008 010 012 014 002 004 006 008 010 012 014 016 0.I8
U {(volt) Uivolt)

Figure 4. Volt-Ampere characteristics of total current without ~ Figure. 5. Volt-Ampere characteristics of the total current taking
the influence of the microwave field and magnetic field and into account the microwave field and magnetic field and without
without taking into account excess current taking into account the excess current
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A three-dimensional spatial view of the CVC of the above tunnel diode under the action of a magnetic field is
presented in two forms - in fig. 6 on the change in the magnetic field induction, in fig. 7 - by temperature change.

T~

3 20 10

¥ |03 g 40 70 60 50 40

100 90 80 71 60 50 40 30 20 10 .

B

Figure 6. Three-dimensional view of the volt-ampere Figure 7. Three-dimensional spatial representation of the

characteristics of a tunnel diode under the influence of various change in the volt-ampere characteristics at different

magnetic fields temperatures for a tunnel diode under the influence of a
magnetic field.

CONCLUSION
An expression volt-ampere characteristics for the excess current of a tunnel diode under the action of a microwave
field is obtained, as well as a formula for calculating the total current generated in a tunnel diode under the action of a
microwave field and a magnetic field. In addition, the dependence of the total current of the tunnel diode on the total
power induced by the microwave field is theoretically presented and compared with experiments in the available literature.
For the total current in the tunnel diode, without taking into account the excess current, the volt-ampere characteristics
were obtained for the affected and unaffected states, respectively.
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Nanocomposites have a wide range of applications, including optical integrated circuits, sensors, coatings, and medical devices. As a result,
the purpose of this paper is to prepare a new type of nanocomposites made of polyvinyl alcohol (PVA) with different concentrations (0, 1,
2 and 3) wt% of cobalt oxide and zirconium dioxide (CoO-ZrO2) nanoparticles by using casting method. Microscopic photographs
demonstrate the fact that the additive distribution amount of NPs in the polymer was uniform, and (CoO-ZrO2) NPs formed a continuous
network within the polymer when the concentration reached 3wt.%. The outcomes of optical properties indicate that the absorbance of
nanocomposites improves as the concentrations of cobalt oxide and zirconium dioxide nanoparticles increase while transmittance and the
optical energy gap decrease. On the other hand, optical constants of nanocomposites (refractive index, absorption coefficient, extinction
coefficient, real and imaginary the dielectric constants) and optical conductivity are increase with increases in the weight percentages of
(CoO-Zr0O2) nanoparticles. These outcomes demonstrate the (PVA-CoO -ZrOz) NCs use for various optical devices.

Keywords: Nanocomposites; Optical properties; Cobalt oxide; Zirconium dioxide

PACS: 77.84.1d, 78.20.-¢, 78.40.Me

INTRODUCTION

Metallic nanoparticles differ from bulk metals in their physical and chemical properties (lower melting points, higher
specific surface area, specific optical properties, mechanical strength, and specific magnetization). These properties are
appealing in a variety of industrial applications thus, nanoparticles are the most fundamental component in nanostructure
fabrication. Nanoparticles are intriguing and unique because of their optical properties [ 1,2]. Nanocomposites have shown great
promise in many industries, including microelectronics, Automobiles, drug delivery, sensors, injection moulded products,
membranes, packaging materials, acrospace, coatings, adhesives, fire retardants, medical devices, consumer goods and many
more [3,4]. Polymer matrices can be tailored to meet not only specific technological requirements, but also size and shape
nanostructures dependant features that can be exploited, opening up exciting prospects for the creation of polymer-based
nanocomposites with antimicrobial activity. The physical properties of polymer nanocomposites, which are polymer matrices
doped with nanosized phases such as nanoparticles, nanofibers, nanosheets, and nanotubes, etc., depend largely on the
interaction between polymer molecules and nanofillers [5,6]. Polyvinyl alcohol (PVA) is a type of polymer that has excellent
Optical, mechanical, physical, and electrical characteristics are examples of properties. The best way to incorporate metal oxides
is as ALOs, CoO, TiO,, ZnO, and ZrO, greatly improves its characteristics. In particular, ZrO, possesses excellent wear and
chemical resistance, exceptional mechanical strength, fracture toughness, and hardness, as well as decent ionic
characteristics [7,8]. Cobalt nanoparticle powders (CoO) have been discussed of intensive studies and development recently
because of their promising applications in fields as diverse as rechargeable batteries, ceramic pigments, catalysts, magnetic
materials, gas sensors, and solar energy absorbers [9,10] . Nanocomposites are an emerging class of materials that incorporate
nanoscale fillers. The term "organic/inorganic hybrid" refers to the combination of inorganic nanoparticles with organic
(polymer) materials, because of the strong interfacial connection between organic and inorganic materials that occurs when
CoO is incorporated into a polymer, the latter takes on improved optical and mechanical properties. Polyvinyl alcohol (PVA)
occurs naturally as a biodegradable and water-soluble substance, making it a model example of a green material. It is possible
that oxide can be used to make thin films with a useful natural functionality [11].

EXPERIMENTAL PART

In this analysis, samples create from polyvinyl alcohol and (cobalt oxide- zirconium oxide) NPs with different
concentrations (0, 1, 2 and 3) wt% using the casting technique, which involved dissolving polyvinyl alcohol in ( 40 ml ) of
distilled water for 45 minutes while stirring with a magnetic stirrer at temperature 70 °C to achieve a more homogeneous
solution. In a petri dish, the solution was kept. After three days of progressive drying at room temperature, polymer mix
nanocomposites were formed. The NCs from the petri dish (PVA-Co0O-ZrO,) were cut out and measured. Nanocomposites
were tested in various concentrations utilizing a light microscopy of the kind Nikon-73346 made by Olympus a magnification
of (10x) and a microscopic photography camera. The UV-1800 from Shimadzu was used to assess the optical properties of
(PVA-C00-ZrO,) NCs in the range 220 to 1100 nm. The formula below is used to calculate absorbance [12]
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(I,) is the amount of the substance's absorption of light, and () is the magnitude of the incident light.
The formula is utilized transmittance [13]

T = I/l 2
(I7) the amount of beam transmitted through a substance, and(I,)) the brightness of the light that is incident
We can measure the absorption coefficient () from these equation [14]
a = 23034/d 3)
Absorbance is represented by (A), and film thickness is represented by d
The energy gap was formed by applying the connection [15]
ahv = B(hv —Ej)r 4
(r = 2) for allowed indirect transitions and (r = 3) for forbidden indirect transitions. (hv) incidental photon energy,

(B) constant, and optical energy band gap (Eg)
Relation can be used to determine the refractive index (n) [16]

n=(1+R"?)/ (1-R'?) %)
R is reflectance. Equation below can be used to determine the extinction coefficient (k) [17]
k = ai/in (6)

The incident light's wavelength is (A).
The real (&;) and the imaginary (&,) components of the dielectric constant are determined by the subsequent mathematical
calculations [18]

g = n?—k? @)
& = 2nk ©)
The following equation is used to determine the optical conductivity (o) [19]
o =anC /An )
Light velocity is denoted by (C)
RESULTS AND DISCUSSION

Figure (1) shows optical microscope images of (PVA-CoO- ZrO,) nanocomposites taken at a magnification power of 10x
at various concentrations of nanoparticles. From this figure we can see that the images (A, B, C, D) when the combination of
(Co0O-ZrO,) When nanostructures reach 3 wt.%, Inside the polymer, they form a unified network. the nanoparticles are linked
in this network includes routes for charge carriers to travel through, causing a shift in the material properties [20,21].

= = vy

Figure 1. Photomicrographs (x10) for (PVA-Co0O-ZrO2) nanocomposites
(A) PVA, (B) 1wt.% Co0O-ZrO2 nanoparticles, (C) 2 wt.% CoO-ZrO:2 nanoparticles, (D) 3 wt.% CoO-ZrO2 nanoparticles
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Figure (2) shows the optical absorbance of (PVA-CoO-ZrO») nanocomposites varies with wavelength. from this
figure, absorption has increased in the ultraviolet region while decreasing in the visible and infrared regions. the
incident photon has a high wavelength and the photon is not transmitted because there is not enough energy to
communicate with atoms. The photon-material interaction occurs and the photon absorbs as the wavelength decreases.
The absorbance increases as the concentration of CoO-ZrO, NPs increases. This is due to free electrons absorbing
incident light [22,23].

The relationship between transmittance and wavelength for (PVA-CoO-ZrO,) nanocomposites is shown in Fig. 3.
The transmittance decrease with increase of added concentration of (CoO-ZrO;) nanoparticles. The method is not
followed by emission from the radiation because the transferred electrons in its outer orbits have occupied vacancy
positions of the energy bands, absorb part of the light incident that does not exceed a material dosage which is induced
by (CoO-ZrO») electrons on their outer orbs and transmits them to higher energy levels [24,25].
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Figure 2. Absorbance spectra with photon wavelength of (PVA- Figure 3. Transmittance spectra of (PVA-CoO-ZrO2) NCs
Co00-Zr0O2) nanocomposites as a function of wavelength

Fig. 4 shows the connection between incident radiation and absorption coefficients for (PVA-CoO-ZrO2)
nanostructures. As in our view, this absorption coefficient is lowest at wavelength with energy high, indicating there being
isn't much possible electron transition because the force of the input photon is insufficient for the electron to be able to
move from the V.B. to the C.B. (hv> Eg). This shows how the absorption coefficient influences the type of electron
transfer that takes place. When the absorption coefficient is extremely high (>10* cm™! at high speeds), an electron is
expected to undergo a direct transition, and the electrons and photons retain this same energy and moment. However,
because absorption coefficients at low energies are small, (10*cm™) This is anticipated in which an electron will undergo
a deceptive transition, so that its electronic traction shall be preserved through to the adsorption process. The coefficient
of absorption intensity of PVA-CoO-ZrO, nanocomposites is less than (>10* cm™), indicating that the transition of the
electron in these nanocomposites is indirect [26,27].
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Figure 4. Variation of absorption coefficient with photon Figure 5. The connection between (ahv)"? (cm™-eV)"? and
energy for (PVA-Co0-ZrO2) nanocomposites photon energy of (PVA-Co0O-ZrO2) NCs

Figure (5) demonstrates the relationship between (ahv)?and photon energy. This figure indicates energy gap

decreased by an increase in (CoO-ZrO») concentration for (PVA-CoO-Zr0O,) nanocomposites, this is because the material
has risen in disruption, which means that the secondary excitation within the band can be made possible and the width of
these levels increases with increasing concentrations of CoO-ZrO,) NPs, that minimize the energy gap [28,29]. Figure 6
illustrates the relationship between (ahv)"*(cm™-eV)"? and photon energy of (PVA-CoO-ZrO,) nanocomposite. This
graph clearly shows the energy gap values for forbidden transition.
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The change in the coefficient of attenuation is shown in Figure (7) as a function of wavelength. With an increase in
(Co0-Zr0O,) nanoparticles we have noticed that the coefficient of attenuation increases. This is because the absorption
value is enhanced and the (CoO-ZrO») nanoparticles weight percentage is increased[30,31]. The extinction coefficient
varies with wavelength (PVA-Co0O-ZrO,) nanocomposites there is an effect of the geometric structure of the material on
the tops extinction coefficient, when the percentage of nanomaterial increases, the proportion of geometric deformation

increases in the crystal lattice [32,33].
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Figure 6. The relationship between (ohv)3(cm™-eV)!”* and photon

energy of (PVA-CoO-Zr0Oz) nanocomposites
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Figure 7. Deference of extinction coefficient of (PVA-
Co0-Zr0O2) nanocomposites with wavelength

Figure (8) demonstrates the relationship between refractive index and wavelength for (PVA-CoO-ZrO,)
nanocomposites. The graph demonstrates that as density increases, (CoO-ZrO;) nanoparticle concentration to (PVA)
nanocomposites' refractive index increases. Due to its low transmittance, the UV region has high refractive index values,
while the visible range has little values because of its high transmittance [34,35].
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Figure 8. Refractive index (n) for (PVA-CoO-ZrO»)
nanocomposites as a function of wavelength
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Figure 9. Actual dielectric constant (¢1) as a function of incident
wavelength for (PVA-Co0-ZrO2) nanocomposites

Figure (9) the difference between €; and wavelength. It is concluded that there is a variation of €; is primarily,
depends on the n? because of little k? values. The relationship amid the imaginary part of the dielectric constant and
wavelength of PVA-CoO-ZrO, nanocomposites as shown in fig. (10). We can see the (e») values that vary due to the
absorption coefficient are dependent on (k) because of their relationship between (g,) with (k) [36,37,38]
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Figure 10. Imaginary dielectric constant (e2) as a function of
wavelength of (PVA-CoO-ZrOz) nanocomposites
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Figure 11. Optical conductivity of (PVA-CoO-ZrO2)
nanocomposites as a function of wavelength
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Difference of optical conductivity with wavelength for (PVA-Co0O-ZrO,) nanocomposites is shown in fig. (11). As
the proportion of CoO-ZrO, NPs reached to the (3wt%), the optical conductivity of (PVA) rises. Because of the new levels
in this band gap, electrons can move more easily the V.B., followed by the municipal and state levels, and then the C.B.
The band gap closes as a consequence, and conductivity rises [39,40,41].

CONCLUSION

1- Optical microscope images show that the additive distribution of nanoparticles in the polymer was homogeneous
and (CoO-ZrO;) nanoparticles form a continuous network inside the polymer

2- The absorbance of (PVA-CoO-ZrO;) nanocomposites increases with increasing CoO-ZrO, nanoparticle
concentrations, whereas the transmittance and energy gap of (PVA-Co0O-ZrO;) nanocomposites decreases with increasing
Co0O-ZrO; nanoparticle concentrations.

3- With increasing (CoO-ZrO,) weight percentage, the absorption coefficient, extinction coefficient, refractive index,
real and imaginary parts of dielectric constant, and optical conductivity increase.
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CHUHTE3 TA XAPAKTEPUCTHKA HAHOCTPYKTYP (PVA-C00-ZrOz)
JJIs1 HAHOOINITOEJIEKTPOHHUX 3ACTOCYBAHb
3eitnaé Caopi Jxadep®, Mamxkin Ami Xa6i6, Baxin Xaai Pani?
“Hupexmopam oceimu Basunona, Minicmepcmeo ocgimu, Ipax
bBasunoncwiuil ynisepcumem, Konedowe oceimu ons wucmux nayx, Qizuunuii paxynomem, Ipax

HanoxoMI103uTH MaloTh 6arato 3acTOCyBaHb, BKIIOYAIOUX OITHYHI IHTErpajbHi CXeMH, IaTYMKHU, TOKPHUTTS Ta MEIMYHI IIPUCTPOI. Y
3B’SI3Ky 3 IUM METOI0 Li€l poOOTH € OTPHMaHHS HOBOTO THILy HAHOKOMIIO3WTIB 3 modiiBiHioBoro cnmpry (IIBC) 3 pisHuMu
konueHrpauismMu (0, 1, 2 i 3) mac.% oxcuny koGanbry Ta Hiokcuny uupkoHito (CoO-ZrO:2) HaHOYAaCTMHOK METOAOM JIUTTSL.
Mikpockomiuti ¢poTorpadil ZeMOHCTPYIOTh, 0 TOAATKOBA KiJbKICTh HAHOYACTHHOK Yy TOJIiMepi OyJia piBHOMIPHOIO, | HAHOYACTHHOK
(CoO ZrOz) yrBOproBanu 6e3nepepBHy MEpexy B IOJIIMepi, KOJIM KOHIEHTpaisa fqocsirana 3 mac.%. KpiM Toro, pe3ynbTaTi ONTHIHHAX
BIACTHBOCTEH BKa3ylOTh Ha T€, IO TOTIMHAHHS HAHOKOMIIO3UTIB MOKPAIIY€THCS, OCKITBKM KOHIIEHTPAIlisl HAHOYACTHHOK OKCHIY
K0OasbTy Ta AIOKCHIY HUPKOHIIO 301IBLIYETHCS MiJl 9ac MPOIyCKAHHS Ta 3MEHIIYETHCS PO3PHB BizyanbHOI eHeprii. 3 iHImoro 6oxy,
ONTHYHI KOHCTAHTH HAaHOKOMITIO3UTIB (IIOKa3HMK 3aJOMJIEHHS, KOe(ilieHT MOTIMHAHHSA, Koe(ilieHT eKCTHHKIII, AiiCHa Ta ysBHA
JeJIeKTPUYHI KOHCTAHTH) 1 ONTHYHA IPOBIAHICTH 3pOCTAIOTHh 31 30UIbIIEHHSIM MacoBux 4acTok (CoO-ZrOz) manouactuHok. LIi
Pe3yIbTATH JEMOHCTPYOTh BUKOPUCTaHHS HaHOYACTHHOK PV A-CoO-ZrO; [yis pi3HUX ONTHYHUX MTPUCTPOIB.
KurouoBi ciioBa: nanoxomnozumu, onmuyHi 61acmueocmi, oKkcuo kobanvmy, 0ioKCUo YupKoHiro
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Half-Heusler (HH) thermoelectric (TE) composites have been intensively inspected due to their excellent TE properties in the medium-
to high-temperature range. First-principle calculations make it easier to discover or improve more HH compounds. This article presents
an ab initio theoretical evaluation of TE properties of ZrCoBi Half-Heusler alloy, when doped with Nickel (Ni), using FP-LAPW and
the semi classic Boltzmann theory. Thermoelectric parameters were calculated using BoltzTraP code, like Seebeck coefficient (S),
electrical conductivity to relaxation time ratio (o/t), electronic thermal conductivity to relaxation time ratio (k./t), thermoelectric
power factor to relaxation time ratio (S?0/T), and the dimensionless figure-of-merit (ZT) in a temperature range of 0 - 500 K.
Calculated Seebeck coefficient reveals that the studied alloys show a tendency to conduct as p-type with balanced TE performance
between both charge carriers (holes and electrons). A high electronic thermal conductivity value is found, which predicts a potential
use in heat sink applications for the investigated alloys. Obtained results, such as a high thermoelectric power factor and ZT = 1,
postulate that ZrCo,_,Ni,Bi alloys could have potential thermoelectric applications.

Key words: ab initio calculations; Half-Heusler alloys; ZrCoBi,; Ni/Co doping; Thermoelectric properties; Transport properties
PACS: 72.80.Tm, 72.15.Jf, 74.25.Fy, 85.80.Fi, 73.50.Lw

INTRODUCTION

Since humans have started depending on fossil fuel energy, many environmental issues appeared. Climate change
and global warming are of the most serious problems humans have to face. Recently, a decline rate of environmental
issues was noticed due to COVID-19 breakout. However, these issues began to increase gradually after recovering from
this pandemic [1]. Developing new renewable and sustainable energy technologies has become a vital choice for mankind
in 21 century to confront such threats. Finding new and reliable metamaterials with desired thermoelectric (TE)
characteristics has attracted more ambitious researchers and manufacturers as well. The new metamaterials with enhanced
properties are utilized in many practical applications.
Generally, the performance of TE metamaterials is estimated by the thermoelectric figure-of-merit (ZT) that is described
by the following formula:

0S?
T =—T
K

here S, 6, 6S?, k, T are Seebeck coefficient, electrical conductivity, thermoelectric power factor, thermal conductivity and
absolute temperature, respectively [2-4].
The thermal conductivity (k) has electronic and lattice contributions:

K=K+ K

Where x, is the electronic thermal conductivity and k; is the lattice thermal conductivity. The ZT of a TE metamaterial
can be enhanced by increasing the 6S? and/or by decreasing k. But the close interdependent relations among S, o, and K,
via the carrier concentration leads to a real challenge in optimizing the TE transport properties while k; is considered
relatively independent [5].

Generally, in order to produce promising TE metamaterials, a high ZT must be achieved [6-8], which can be fulfilled
by optimizing 6S? through tuning the carrier concentration. Usually, tuning carrier concentration can be obtained either
by doping or by band engineering [9, 10], and reducing the thermal conductivity k [11-13].

Among all TE materials, Half-Heusler (HH) compounds are excellent candidates for TE applications, such as
spintronics [14], thermoelectric [15], optoelectronic [16], piezoelectric [17], shape memory alloys [18], and solar cell
applications [19]. HH compounds have been intensively investigating since their discovery in 1903 by Friedrich
Heusler [20] for their promising characteristics, such as thermoelectricity [15], high thermoelectric power factor 6S? [21],
tunable band gap [22], magnetism [23], durable mechanical properties [24], semi-metallicity [25], notable thermal
stabilities [26], etc. HH compounds typically exhibit a valence electron count (VEC) of 18 per unit cell and have cubic
MgAgAs structure (F43m). They are ternary intermetallic with a general formula of XYZ, where X is usually the d-electron
transition metal, Y is a f-electron transition metal and Z is a p-electron element [27].

However, the main issue with HH compounds is their relatively high thermal conductivity that reduces ZT value
and, accordingly, limits their TE performance. For that reason, many researchers have recently spent many efforts in
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searching for enhanced HH thermoelectric materials. That enhancement can be attained through reducing the lattice
thermal conductivity via optimizing nanoparticle phonon scattering centers [28], point defects [29], and grain size
reduction [30].

Since experimental improving the TE materials is sometimes time consuming and/or costs a lot, many researchers
prefer ab initio calculations. This procedure allows screening bigger sets of compounds along with shorter time using
efficient codes and modern computers [31]. Hence, new high performance TE compounds might be identified. For
example, Qureshi, M.T. et al. studied the Cu,0 based semiconductor materials and observed an elevation in the Seebeck
coefficient consequent of Ag doping. They stated that these materials are promising candidates for modern electric
devices. [32]. Huang et al. found interstitial Sn atoms in substitution leads to increase S and decrease the k. of n-type
NbCoSb; thus, an enhanced figure-of-merit of ~ 0.56 is acquired [33]. Nenuwe et al. announced figure-of-merit values of
(ZT = 3.27 and 1.43), suggesting that FeCrSb, and RuCrSb are potential materials for TE applications [34]. Dhakshayani
et al. found that XCaB (X = Na, K and Rb) compounds have desired ferromagnetic and half-metallic behaviors with ZT
of 1.00, and can be used for TE and spintronics applications [35].

One of the recently studied HH compounds with interesting TE properties is ZrCoBi. Nura Ibrahim et al. studied the
TE properties of the heavily doped ZrCoBi. The results revealed desired TE properties, such as a high 6S? at high-
temperature region, and a high ZT of ~ 0.35 for ZrCog ,5Nig ,5Bi at 900 K [36]. Zhu et al. announced the discovery the
Half-Heusler of ZrCoBi with a huge TE conversion efficiency of ~ 9%, which is computed at a wide temperature variation
of about 500 K, and reached a good ZT amount of about 1.42 at 973 K [37]. Yazdani-Kachoei, M. et al. studied the
electronic and structural characteristics of ZrRhBi and ZrCoBi. They showed that those compounds have high Seebeck
value and low electrical conductivity [38]. Hangtian Zhu et al. have studied the TE characteristics of ZrCoBi-based Half-
Heuslers. They showed that those compounds can be used as mid- and high-temperature TE power generators [39].

In this research, the ab-initio calculations are used to investigate the TE properties of Ni-doped Half-Heusler ZrCoBi
compounds. In the following section, the computational details are briefly summarized. The effects of Ni doping into Co
site on the thermoelectric behavior of ZrCoBi were demonstrated and discussed in section 3. The conclusion is given in
section 4.

COMPUTATIONAL DETAILS

Half-Heusler ZrCo;_4Ni,Bi compounds have a cubic lattice structure with space group of F43m. The Ni
concentrations (x) are chosen to be (0, 0.25, 0.75 and 1) such that an optimal structural stability is achieved. Their
structural, thermal, and electronic properties were discussed in details in a previous study [40]. Where the Full-Potential
Wien2k package [41], the Linearized Augmented Plane Wave (FP-LAPW) method [42], the generalized gradient
approximation (PBE-GGA) [43] were used. The convergence test limits of the self-consistent calculations were chosen
to be 0.1 X 1073 Ry for the determined total energy and 0.1 X 1073 ¢ for crystal charge. In this work, the thermoelectric
transport coefficients were calculated using BoltzTraP code, which is interfaced within Wien2k. The calculations are
based on DFT and Boltzmann theory [44].

RESULTS AND DISCUSSION
In this section, the thermoelectric behavior of Ni-doped ZrCoBi alloys are presented and discussed. Seebeck coefficient
(S), electrical conductivity to relaxation time ratio (6/t), electronic thermal conductivity to relaxation time ratio (k. /T) were
calculated in the temperature range 0 - 500 K. Then the thermoelectric power factor to relaxation time ratio (S%c/1), and
the dimensionless figure-of-merit (ZT) were worked out. The temperature (T) dependence of the Seebeck coefficient (S) is
plotted in Fig. 1, where S behavior for both charge carriers is illustrated. It is noticed that Seebeck coefficient reaches its
optimal value in the low-temperature region then decreases exponentially with increase in temperature.
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Figure 1. Temperature dependence of Seebeck coefficient of ZrCo;_4NiyBi. Solid (dashed) lines denote hole (electron) charge
carriers.
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The S, values for hole (electron) charge carrier are found to be 2.95 x 103uV/K at 150 K (—2.90 x 103uV/K
at 150 K) for ZrCoBi, 2.83 x 103uV/K at 100 K (-2.79 X 103uV/K at 100 K) for ZrCo, ;5Nig »5Bi, 2.74 x 103uV/K
at 50 K (-2.59 x 103uV/K at 50 K) for ZrCo, ,5Niy ;5Bi, and 2.76 x 103uV/K at 100 K (—2.86 x 103uV/K at 100 K)
for ZrNiBi. Ni substitution in Co site shifts the S curves to a lower temperature region, especially the ZrCoq ,5Nij 75Bi.
A rapprochement of S, values for both hole and electron charge carrier is noticed for all doping cases. From these
values, it is expected that ZrCo; _4NiyBi can split between both charge carriers (holes and electrons) quasi-Fermi levels
at donor/acceptor interface.

The dependence of Seebeck coefficient on charge carrier concentration (n) of ZrCo,_,Ni,Bi alloys are plotted in
Fig. 2. The S,,.x values relative to n are located at 0, 1, 1, and 3 for ZrCoBi, ZrNiBi, ZrCo,,sNiy,5Bi, and
ZrCoyq »5Nij 75Bi, respectively. It is obviously noticed that the change of temperature does not influence S values for both
charge carriers. However, Ni-doping shifts the curves to the higher positive (hole) concentration region, especially the
ZrCog,5Nig 75Bi. According to the obtained S, and n values, it is found that ZrCo,_,Ni,Bi can alter between both
charge carriers (holes and electrons) with the same thermoelectric efficiency and work as p-type alloys.
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Figure 2. The charge carrier concentration dependence of Seebeck coefficient of ZrCo;_4Ni,Bi at 100,150, 250, and 300 K.

The potential applicability of ZrCo;_,Ni,Bi as a thermoelectric material not only depends on the thermoelectric
power, but also on the most important charge transport properties, namely the electrical and thermal conductivities. The
temperature dependence of electrical conductivity to relaxation time ratio (o/t1) is calculated. o/t is found directly
(inversely) proportional to T (S) satisfying the Mott formula [45]. A remarkable preference of ZrCo ,5Nig 75Bi is noticed,
as shown in Fig. 3.

The desired response of o/t implies a growing of n that elevates holes to the conduction band. The highest o/t
value is found to be for ZrCo ,5Ni, ;5 Bi for all chosen temperatures. By comparison to the other studied compounds, the
elevated o/t amount of ZrCoy ,5Nij 75 Bi for both charge carrier concentrations exhibits significantly large band dispersion
at the band edges, and hence a small effective mass. Moreover, the computed o/t values are found nearly the same for
both charge carriers, which is in agreement with the previous conclusion about the ability of all Ni-doped compounds to
exchange between charge carriers (holes and electrons).

Fig. 4 illustrates that o/t is directly proportional to n at 300 K. The computed (6/1),,4, amounts of the p-type
(n-type) doping regime are 3.06 x 10%° (Qms)~! at 1.76 e(c.u)™! (3.81 X 102° (Ams)~! at —3.49 e(c.u)™1) for
ZrCoBi, 1.71 x 10%° (Qms)~! at 4.90e(c.u)™! (2.30 X 102° (Ams)™! at —3.34e(c.u)™?) for ZrCoy,5Nij,5Bi,
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1.06 x 102° (Qms)™! at 5.53e(c.u)™! (2.79 X 10%2° (Ams)™! at —2.88e(c.u)™!) for ZrCog,sNig,sBi, and
2.52 X 102° (Qms)~! at 2.46 e(c.u)™! (4.16 x 102° (Qms)~! at —2.47 e(c.u)™?) for ZrNiBi. A preference of o/t is
clearly noticed for n-type doping regime over p-type at 300 K.
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Figure 3. The temperature dependence of electrical conductivity
to relaxation time ratio (o/t) of ZrCo,_4NiyBi. Solid (dashed)
lines denote hole (electron) charge carriers

The variation of the electronic thermal conductivity to relaxation time ratio (k. /T) with temperature is demonstrated
in Fig. 5. It is found that x./t vs T and o/t vs T curves have a comparable behavior. They are directly (inversely)
proportional to T (S) that satisfies the Mott formula. Below room temperature, there is a monotonic variation in K. /T.
While, beyond room temperature, the k./t shows strong temperature dependence. This implies a stoichiometric
composition of the alloys, and an increasing charge carrier flow with the raising temperature. In addition, Wiedemann—
Franz law, which describes the k, and o relationship, is also verified as k. /o is found to be constant. The high electronic
thermal conductivity values, especially for ZrCog,5Nij,5Bi, suggests a use in heat sink applications for studied
compounds.

Besides S, the thermoelectric power factor to relaxation time ratio (S20/7) is an excellent measure that grants
credibility to ZrCo;_,Ni,Bi to be used in thermoelectric applications. Fig. 6 presents the temperature dependence of the
thermoelectric power factor to relaxation time ratio for both charge carriers. It is found that S?c /T raises as the temperature
elevates for both doping systems. A clear preference of ZrCog,5Nig,5Bi is noticed, which exhibits a sharp elevation
above ambient temperature region. This behavior indicates that ZrCog ,5Ni, ;5 Bi has promising thermoelectric properties,
like waste heat usage in power generators.
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Figure 5. The temperature dependence of the electronic
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Figure 6. The temperature dependence of the thermoelectric
power factor to relaxation time ratio (S>0/t) of ZrCo, _4Ni,Bi.
Solid (dashed) lines denote hole (electron) charge carriers

Fig. 7 demonstrates the charge carrier concentration dependence of S?0 /7 at 300 K. The evaluated maximum S%c/t
values at 300K are found 6.33 x 10!, 3.23 x 10'!, 3.90 x 10!, and 6.87 x 10** W/K?ms for ZrCoBi,
ZrCog 75Nig »5Bi, ZrCog,sNi, ,5Bi, and ZrNiBi, respectively. The elevated S?c /T values foresee that ZrCo,_,Ni,Bi are
good future candidates for thermoelectric device applications.
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The results of electrical conductivity, electronic thermal conductivity, and Seebeck coefficient were used to calculate
the figure-of-merit (ZT). The variation of the ZT with temperature corresponding to the hole and electron charge carrier
of the present alloys are shown in Fig. 8. The obtained ZT values are nearly equal to 1 for all compounds up to 150K.
At higher temperatures, ZT drops marginally, but remain in the high ZT region for all compounds except ZrNiBi. ZrNiBi
shows a strong temperature dependence as its ZT value drops more promptly in the high temperature region. Being ZT is
equal to 1 up to 150K and about 0.90 till 500K predicts beneficial thermoelectric properties of ZrCo,_4NiyBi alloys.
Experimental values of figure-of-merit for Ni-doped ZrCoBi are not available for comparison.
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Figure 7. The charge carrier concentration dependence of Figure 8. Figure-of-merit (ZT) of ZrCo, _4NiyBi. Solid (dashed)
thermoelectric power factor to relaxation time ratio (526/T) of lines denote hole (electron) charge carriers
ZrCo,_4Ni,Bi at 300 K

Based on Seebeck coefficient, electronic conductivity, electronic thermal conductivity, thermoelectric power factor,
and relatively high ZT value, ZrCo,_4Ni,Bi are predicted to be good TE materials. These compounds might be used in
TE applications, such as thermoelectric power generator from waste heat and sustainable energy systems. Moreover, the
current findings may inspire experimentalists to explore these compounds at wider doping concentration and temperature
ranges.

CONCLUSION

In this paper, the transport parameters of the cubic ternary ZrCo,;_,Ni,Bi half-Heusler alloys have been computed
using FP-LAPW and Boltzmann theory. The transport parameters, calculated by using BoltzTraP code, are Seebeck
coefficient (S), electrical conductivity to relaxation time ratio (o/t), electronic thermal conductivity to relaxation time
ratio (ke /T), thermoelectric power factor to relaxation time ratio (526/T), and the dimensionless figure-of-merit (ZT) in
the temperature range 0 - 500 K. Findings show that ZrCo,_,Ni,Bi have a p-type doping character with ability to alter
between hole and electron charge carrier. The high value of S at low temperature range proposes favorable thermoelectric
applications of the studied compounds. A remarkable high o/t value of ZrCo, ,5Ni 75Bi is noticed. The high electronic
thermal conductivity value especially for ZrCog ,5Nij 75Bi suggests that these compounds can be used in the heat sink
applications. Due to the high values of thermoelectric power factor and figure-of-merit (ZT = 1), potential thermoelectric
device applications are predicted, such as sustainable energy systems.
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JOCJIIIKEHHA TEPMOEJEKTPUYHUX BJACTUBOCTEM CIIABY HAIIIBIEVCJIEPA ZrCoBi,
JIETOBAHOT'O Ni/Co
Maxmyn Aas Enaiimi
Daxynomem PYHOAMEHMATLHUX HAYK, OeKAHAM Ni02omosy4oeo poky, Yuieepcumem Xainw, Xaine, Cayodigcoka Apasis

Tepmoenexrpuuni (TE) kommosutn Half-Heusler (HH) 6ynu nepeipeni depe3 ixui Binminai TE BracTHBOCTI B Aiana3oHi cepenHix i
BHCOKHX TeMIeparyp. Po3paxyHKH Ha OCHOBI IEPHIONPHHIUINB ITOJETIIYIOTH BIIKPUTTS a00 MOKpPAIICHHS OUIBIIOT KiTBKOCTI
cnoiyk HH. V cratri npencrasieHo teopernuny ouninky TE Bnactusocreii crutaBy Half-Heusler ZrCoBi, neroanoro nikenem (Ni), 3
pukopuctanusM FP-LAPW i namiBkinacuunoi Teopii bonbiimana. TepMoeIeKTpUYHI MapaMeTpH pO3pPaxoOBYBAIUCS 32 JOMOMOTOI0
kony BoltzTraP, nanpuknan, xoedimient 3eedeka (S), BiIHONICHHS €JICKTPOMPOBITHOCTI IO 4Yacy penakcarlii (6/t), BiIHOIICHHS
€JIEKTPOHHOI TEIUIONPOBIAHOCTI 0 Yacy penakcamii (K e/T), BigHOLICHHs KoedilieHTa TepMOETICKTPUYHOI MOTYXKHOCTI OO Yacy
penakcaii (S%c/t), a Takoxk 6e3po3mipHy no6poTHicTh (ZT) B nianasoni Temneparyp 0-500 K. Pospaxopanuii koediuicHT 3ecOeka
MOKa3ye, M0 JOCTIKyBaHi CIUTaBU IEMOHCTPYIOTh TCHACHIIIO 0 MPOBIAHOCTI p-THUILY 3i 30anmancoBanoio TE xapakTepHCTHKOIO Mix
oboMa HOCIIMH 3apsny (FIpKH Ta EJIEKTPOHM). 3HAHAEHO BUCOKE 3HAUCHHS EJIEKTPOHHOI TEIUIONMPOBIAHOCTI, M0 mependadae
MOTEHI[IHE BHKOPHCTAHHSA JOCII/UKYBaHHX CIUIABIB y TEIUIOBIABIMHMX mporpamax. OTpuMaHi pe3yibTaTH, Taki SIK BUCOKHI
KoeimieHT TepMoeseKTpudHoi moTyxHocTi Ta ZT = 1, mpumyckaioth, mo crmuaBu ZrCoixNixBi MOXyTs MaTu TOTeHIiiHE
TepMOETIEKTPIUYHE 3aCTOCYBAHHS.
Kuarwuosi caoBa: ab initio pospaxyuku; cniaeu uanieeeticiepa; ZrCoBi; neeysannss Ni/Co; mepmoenekmpuuni 61acmueocmiy
MpAHCNOpmHI 61ACMUBOCMI



241
EAsT EUROPEAN JOURNAL OF PHYSICS. 2. 241-248 (2023)
DOI:10.26565/2312-4334-2023-2-27 ISSN 2312-4334

STUDY OF FUSION REACTIONS OF LIGHT PROJECTILES
ON LIGHT AND MEDIUM TARGETS'

Malik S. Mehemed
Education Directorate Babylon, Ministry of Education, Babil, Iraq
E-mail: malikmehemed9@gmail.com
Received April 6, 2023; revised April 26, 2023; accepted April 29, 2023

The fusion and breakup reactions of some light projectiles on light and medium targets using semi-classical and full quantum mechanical
approaches were adopted to calculate the total cross section oy,,s and the distribution of the fusion barrier Dy, for the systems 2C +*8Tj,
160+63Cu, 3Cl+*Mg and 3CI+?’Al. The coupling between the channel’s contribution from elastic and breakup channels were considered
to show their importance in the calculations. The results compared with the measured data and shows reasonable matching, and it is shown
that the coupling considered is very essential to be considered, especially below the Coulomb barrier Vb.
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1. INTRODUCTION

One of the most important modern researches fields in nuclear physics is studying the collision of weakly bound stable
and radioactive nuclei, around the potential barrier [1]. The understanding of the processes associated with these reactions can
be achieved throw adopting both theoretical and experimental offers in order to obtain the best agreement between them. many
researches during the last years supported the strong relation between the different nuclear reaction modes starting by the
elastic scattering and ending with the fusion reaction, so that will provide the researchers with a wide field of reaction modes
to collect more information about the secrets of the nuclear structure and properties of our universe ingredients. The weakly
bound systems collisions are very influenced by both transfer and breakup channels which have a very large cross-section
according to their low breakup threshold. The projectile mass is one of the most effective factors on the reaction strength, so it
is very important to study the reactions with medium mass projectile to examine the relationship between reaction modes and
bombarding energy and nucleon number. The fusion of weakly bound colliding projectiles was very effected statically by their
fusion barrier characteristics such as its long tail energy which cause a lower barrier and by the way will give an enhancement
to the cross section of the fusion at the energies at the sub-barrier [2, 3]. Dynamically, fusion was affected by the different
channels coupling, including the elastic, breakup, inelastic and transfer ones [4]. The kinetic energy of the projectile should
exceed the corresponding Coulomb barrier for producing nuclear reaction [5].

All of the energy, mass number, momentum, charge, spin and parity are conserved during the nuclear reaction. The
Q-value have a great effect on the fusion calculations because it represents the amount of energy emitted or absorbed during
the reaction [6]. The two colliding nuclei in the fusion reaction are considered as objects with rigid spherical shape that
interact with the potential barrier so the probability of nuclear fusion to accurse represents the ability of the system to
penetrate the potential barrier [7], 8]. There are many important factors that have a major role in the experimental
determination of the fusion cross section such as the colliding nuclei internal degrees of freedom relative motion, the
particles transfer and the nuclear deformation [9, 10]. The collision process is very complex at low temperature, so to be
understood it need to unify the description for the different reaction mechanism with a unique nuclear potential [11]. The
fusion is very complex reaction because of the combination between the coulomb and nuclear interactions in addition to
the effect of the flexible intrinsic synthesis during the reaction and the different reaction channels [12].

This study aims to study the fusion reaction of light projectiles on light targets for the systems '2C * #Ti> 180+63Cu,
3CI+*’Mg and >Cl1 + ?’Al by using semi-classically and full quantum mechanically methods where the coupling between
the elastic and breakup channels will be considered.

2. THE SEMI-CLASSICAL TREATMENT
2.1. The single channel theory
In one-dimensional potential model, we need to use the semiclassical approach for the fusion cross-section
determination by eliminating the degree of freedom by the relative motion between the colliding heavy ion only. [13,14,15].
Semi-classically, this can be treated by the assumption of energy and momentum independent Schrédinger equation;

[-h?VZ/2u+V (r) — E] (r) = 0, 1)

where p and V (r) are the reduced mass and total energy potential of the system respectively. The time dependence
function can be used to determine the semiclassical amplitudes by evaluating the particle trajectory using classical
dynamics, including all the potential types, as;
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v () =ve () +vy () + v (). @

In addition, the complex potential which represents the imaginary part of the nuclear potential, should be contained.

V() = Uy(r) —iW (r). 3

The above method can be used to study the effect of the nuclear potential with its real and imaginary parts on the
interacting [ waves [13,16,17]. According to the semi-classical theory, the fusion takes place when the nuclei be closer to
the barrier, and the WKB approximation can be used to determine the penetration probability below the
barrier [13,18,19,20].

1

PP (£,E) = T} “

2f 10} ky(r)dr

1+e

Then it can be simplified as:
1

ve [ml(vb(z) B)|

PhsP(LE) = &)

Where r ) and r(l) represent the turning points of the fusion barrier potential for its inner and outer and x; (r) is the wave

number. If a parabolic function used as an approximation for the fusion barrier, then the Hill-Wheeler formula can be
used to find the penetration probability above the barrier [13].

1

o)

Q)
E is the bombarding energy and V;, (1) is the height parameter of the partial wave fusion barrier with curvature parameter

;. The fusion cross-section can be determined by using the WKB approximations as [17, 21]:

0rus (B) = 5 221 + DPAEP(4,E), )

fus(la E) = fdrluyl(ky: I‘)l fus(r) ®)

In the above equation, uy( 4, , ) refers to the wave function of the radial part in y channel, and the potential imaginary part
denoted by W, ((T) .

The using of semiclassical theory to compute heavy ions fusion cross section by approximating the trajectory r, and
the projectile intrinsic states ( & ) using the Coupled-Channel Continuum Discretized (CCCD) method with the helpful of
Winther and Alder (AW) theory [21,22,23,24,25]. The Hamiltonian of the projectile is,

h = he(&®) + V(& 1), ()
where h(§) is the Hamiltonian fundamental states and V (g, r) is the interaction potential that determine as;
V() =vy @) +ve (o).
The path of Rutherford transmits on the reaction energy,E, and the momentum, [. Classically, the potential can be solved as;

Vv (r) = (Yol v (r,)[Wo),

where W, refers to the bounded state of the projectile. Therefore, time dependence Schrodinger equation have been
satisfied inn both &-space V; (5.t) = V(rl(t),g) and Hamiltonian for intrinsic eigenstates NJy) [26, 27],

Rl ) = el ). (10)

The wavefunction expansion as a function of the intrinsic ground sate is,

V(e t) = X a, (L O, e ert/m, (11)
Then the AW equation can be written as;
i(ey—ee)t
ih a, (L) = Ty | v @ Olwy)e fhye, ). (12)

The AW equations can be computed by the assumption of the ground state at initial conditions a, (I, t & —) = §,,.

The final population of y-channel final population of the collision is fus(l E) = |ay(l t— 00)| where [ is the angular
momentum [17].



243
Study of Fusion Reactions of Light Projectiles on Light and Medium Targets EEJP. 2 (2023)

2.2. The Coupled Channel Description
The dynamics of the projectile-target can be described by using # and ¢ in the projectile intrinsic Hamiltonian H,, (§)
and the interaction of the projectile-target V (7, ¢) as; [28],

H =H,($) +v (1,9. 13)
The eigenstates of Hy (&) is [28],

Holpg) = €5lwgp), (14

&g is the internal motion energy.

There are two steps to consider the AW method. First, the evolution of time of the variable # has been considered
classically. The energy E, and the momentum hf are the two effected parameters on the path with V(#) =
(0olV(#, E)|@y), where |@,) represents the ground level. The coupling will be a time dependence and V,(&,t) =
V (#(t), ). Second, the quantum mechanical time-dependent problem has been used to treat the dynamics in the intrinsic
apace. Throw expanding the wavefunction as [29],

Y&, 1) = Tpag(l,pp(§e M, (15)
the AW equations can be evaluated by substituting the above expansion into Schrodinger equation, we get [32],
ihag(¢,t) = Toa, (6, ){@p|Ve(&, )| @p)e o)/, (16)

Under the initial conditions at the ground state the solution of the coupled differential equations can to be obtained by
assuming ag(£,t = —0) = Jpg, at (t » —o0). The final population is Pt,(ﬁ) = |aﬁ({’, t— +00)|2 , where ¢ is the angular
momentum at § channel. the integration of the cross section gives [29,30],

o5 = =226 + DR (17)

For a simple determination of the fusion reaction cross section, the whole contribution channels can be assumed to be
bound to zero spin. Using the expansion of the wave function for all contributions, leads to [18],

or = X |5 Te(2 + DPEB)). (18)

with,
PE(B) =2 [ W () |uge (g, )| dr. (19)

Where W; is the imaginary part of the optical potential in the channel § and ug,(kg, 7) its £th-partial wavefunction.
The approximated formula can be adopted to find the cross section with the help full of AW, as [28],

PE(B) = Py TP (Ep). (20)

above, ﬁ;ﬁ) represents the probability of  -channel for the system to be at classical trajectory, and T{,(ﬁ )(Eﬁ) is the
probability for the particle at Eg = E — &3 and reduced mass y = MpMy/(Mp + Mr) , referring to the masses of the
projectile and target by Mp, M, respectively, [28].

By using loosely bound projectiles, the CF for some systems will be studied. For simplicity, the projectile ground
state is considered to be the only bound one in which the breakup reaction achieved in two parts, F; and F, . therefore, it
will be referred to the ground and breakup states by the labels § = 0 and f # 0 , respectively. If the sequential
contribution has been neglected, the CF can only contribute from the elastic channel. So, o5 is determined as,

Ocr = =5 2028 + VP TO(E) . 1)

PF¥™ is the survival probability, which is given by; [18].

Psur =By = lag(£, tea)l? . 22)

2.3. Quantum Mechanical Approximation
The relative motion between the colliding nuclei in addition to the nuclear intrinsic degrees of freedom need to be
studied quantum mechanically by assuming W(r, §) to be the entire wave function for the reaction with r represents the
separation vector of the projectile and target while ¢ refers to their intrinsic coordinates set. By the Hamiltonian, the
reaction dynamics can be determined as [18],

H=H,+T+UQ3).
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In which Hy represents the inherent Hamiltonian, 7 is the operator of the energy associated with the collide nuclei

movement which given as T = —h%V? /2y, and the potential of the interaction U = U(r, §). an intrinsic Hamiltonian with
eigenstates |a) can satisfy the Schrodinger equation as [13],
(e,, — HO)Ia) = 0. 24
With
(a'la) = [ d§ 1) @a(§) = Sy, (25)

where the wave function ¢, () ( Qg (& )) is corresponding to |a) ( |a)) state in the é- space. The potential represented
as,

U=U'+U", (26)

where U’ is the channel space diagonal, such that [13],
U = [d¢ lea (DI U'(x,9), 27)
Uy () = [ d§ 0o (§) U"(1,8) 9a($). (28)

The potential U’ is not random for the diagonal in channel space. It is appropriate to take U’ in the case of U"' is not
diagonal and U"" = U — U’ with [13],

Uy o (0 = [d 9o () U"(1,8) 9o (§) — Saor Ua(r), 29
from the Schrodinger equation, the equation of the coupling is,
(E — H) [¥q(ao ko)) = 0, (30)
and the expansion,
[P (@ Ko)) = Xalpe (o Ko)) |a), @31

where |W(a, K;)) represents the collision initiating in channel «,, K, is the wave vector, the energy scale was chosen to
be ey, = 0 . The Schrddinger equation solution components according to the off-diagonal part of the reaction are
W, (ay ko)) for @ = ay and a # «; . The Hamiltonian written as [13],

H=H,+H +U". (32)
We can get the coupled channel equations from Egs. (24), (25) and (23) as, [13],

(Eq — Ho) o (o Ko)) = Xpr Uy o1 (1) [ther (@ ko))- (33)

With using |y, (aq Ko)) — ¥, (r) in Eq. (25), we get,
Uy =V, +iW,. (34)

The imaginary part W, refers to the flux gain by the other channels from channel a. The non-Hermitian nature of H leads
to break down of the continuity equation, while for the Hermitian U, in the coupled channel interaction, the continuity
equation has the form [30].

Vo Sala = = Za Wa ) b (0] # 0. (33)

] . represents the probability density. By taking the integration of Eq. (39) in spherical region covering the interaction area
and with the helpful of o, definition, we get [22],

k
Og = ?Za(lpalWallpa)a (36)
the potential absorption is given as;
W, =WP +wf, (37)

where W, refers to the lost flux and W, refers to the fusion absorption in channel a, the total cross section represented
as [22],

0r = = Valthal W Tthe). (38)
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3. FUSION BARRIER DISTRIBUTION
The ability of the wave to cross a barrier is influenced by the fusion due to the opposite nuclear and Coulomb forces.
One of the most important factors that should be taken into account is the fusion barrier distribution Dy, that can be
divided into several to describe the coupling effect as [13, 18],

d?F(E
Dfus(E) = % (39
F(E) in the above equation is given by;
F(E) = Eopys(E). (40)

It is very important to understand the fusion reaction through collecting information on the collision coupling
channels from the distribution of the fusion barrier, the most important progress of that understanding can be achieved
from the experimental data of the reaction. From the above equation we have numerical uncertainties that appears from
the barrier distribution data extraction [28, 29].

F(E+AE)+F(E—AE)—2F(E)
Dfus (E) =

— , (41)

where AE is the energy value between the measured total fusion reaction cross sections. There is a statistical error
associated to the fusion barrier distribution that can be determined from Eqn. 24, as [30],

SF(E+AE)|%2+[8F(E—-AE)]%2+4[8F(E)]?
(8E)? ’

A GEE (“2)

where 8F (E) refers to the confidence (E'gy) product at a certain energy of the reaction. The uncertainty can be given as [18],

V6SF(E)
(AE)?

8D (E) ~ (43)
4. RESULT AND DISCUSSION
The effect of the breakup channel on fusion reaction have been studied by adopting the semi-classical theory
performed using code SCF and the coupled channel with continuum discretized (CCCD) conducted by the code CC to
obtain the fusion cross section (0, ) and the fusion barrier distribution (D, ) for the systems '2C * *Ti, '“O+%Cu ,
3CI+2°Mg and 3°C1 + ?’Al . The WS potential parameters are tabularized in Table 1.

Table 1. The WS potential parameters for the studied systems

Real parts imaginary parts
systems Vo MeV)  To ag(im) Wo (MeV) i (im) @ Lin ~ Lmax V) (MeV)
(fm) (fm)
12C +8Tj -33.9 0.99 0.52 -10.5 0.923 0.777 0 21 24.68
160+63Cu -91.9 1 0.9 -27.6 0.931 0.769 0 39 32.72
3CH> Mg -100 1 0.8 -29.6 0.935 0.765 0 45 304
3SC1L+7Al -63.8 1.18 0.74 -18.8 0.937 0.763 0 44 30.7

4.1 12C +*8Ti System
The obtained of,s and Dy for '*C+**Ti are drown in Figure 1 with its labels (a) and (b), respectively.
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Figure 1. The semiclassical calculations with the blue colour and quantum mechanical calculations with the red colour for both
Ofys and Dy s in panels (a) and (b) respectively for the system '>C +*¥Ti
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The semiclassical calculations are represented in blue colour curves, while quantum mechanical calculations are
represented in red colour curves. The solid and dashed curves represent the calculations with and without the channel
coupling respectively. Figure 1 show that the best obtained calculations for both oy, and Dy, under and above the
Coulomb barrier Vy, are those including the channel coupling in the quantum mechanical calculations.

4.2 1%0+%Cu System
The calculations for 0,5 are more accurate for those treated using the simiclassical treatment with channel coupling
as shown in panel (a) of Figure 2, while the best calculations for Dy, are those treated using the quantum mechanical
treatment with channel coupling as shown in panel (b) of Figure 2.
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Figure 2. The semiclassical and quantum mechanical calculations for both o7, and Dy,,¢
in panels (a) and (b) respectively for the system 160+63Cu

4.3 3CI+**Mg System
The calculations for oz, are in more agreement with the experimental data for those treated using the semi-classical
approach with channel coupling as shown in panel (a) of figure 3, while the best Dy, calculations are those treated using
the channel coupling in quantum mechanical treatment as shown in panel (b) of the figure.
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Figure 3. The semiclassical and quantum mechanical calculations for both o7y, and Dy,,¢
in panels (a) and (b) respectively for the system 3CIH+**Mg

4.4 35CI1 +¥7Al System
Panel (a) in figure 4 show in panel (a) that the best obtained calculations for o7, under and above the Coulomb
barrier Vy, are those calculated using semi-classical treatment with effect of coupled channel included, while the panel (b)
show that the best calculations for Dy, s are those obtained using the quantum mechanical treatment with the effect of
channel coupling.
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Figure 4. The semiclassical and quantum mechanical calculations for both o7, and Dyy,¢
in panels (a) and (b) respectively for the system 35C1 +27Al

5. CONCLUSION
The results for all the studied systems show a remarkable influence for the channel coupling on the calculations of

Opys and Dy s for 2C* *Ti, 1°0+53Cu, 3CI+**Mg and #Cl + Al systems, also we conclude that quantum mechanical

treatment was proved to be successful for the total cross section determination while the fusion barrier distribution. The
semi-classical calculations succeeded in describing the measured data especially above the Coulomb barrier Vs,
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JOCIIJZKEHHS PEAKIIINA 3TITTS JETKAX AJEP I3 JIETKUMH I CEPEJTHIMH SIJIPAMHA
Maunik C. Mexemen
Vnpaeninns oceimu Basinon, Minicmepcmeo ocsimu, babine, Ipax

Jlnst po3paxyHKy NOBHOTO MEPEPI3y afus Ta po3noainy 6ap’epy cuntesy Djis mist cucteM 2C +4Ti: 100+93Cu, 3Cl1+>Mg i 3C1 + 27Al
OynM BHKOPHUCTaHI peakuil CHHTE3y Ta po3mayy NEsKHX JIETKMX s[ep Ha JITKMX Ta CEepeiHiX MiIIeHAX 3 BUKOPUCTaHHIM
HaIliBKJIACHYHOT'O Ta IIOBHOIO KBAHTOBO-MEXaHIYHOTO MiAX0AiB. Bys0 po3risiHyTo 3B'130K MiXK BKJIaJ0M KaHAIY BiJ] IPYKHUX KaHAJiB
Ta KaHaJiB Po3Mafy, 100 MOKa3aTH iX BaKIMBICTh y po3paxyHKax. Pe3ynsraTu MOpiBHIOIOTHCS 3 BUMIPSHIMU JaHUMHU 1 TIOKa3yIOTh
PO3yMHHUI1 30iT, TaKOXK MOKA3aHO, LIO 3B'SI30K, 10 PO3NISAAETHCS, IyXKe BAKINBHUIL, 0COOINBO HIDKYE KYJIOHIBCHKOTO Oap'epy Vb.
KurouoBi ciioBa: nos'sazani kananu,; nepepiz peaxyiii cunmesy,; po3nooin 6ap'epy cunmesy
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A study has been carried out to investigate the influence of the amount of Sn in the precursor solution, on some physical properties of
CZTS films grown by sulfurization of electrodeposited metallic precursors. The growth of the CZTS samples was achieved by
sequential electrodepositon of constituent metallic layers on ITO glass substrates using a 3-electrode electrochemical cell with graphite
as a counter electrode and Ag/AgCl as the reference electrode. The Sn-content in the metallic precursor was varied by varying the
deposition time of Sn. The stacked elemental layer was then soft annealed in Argon at 350 °C, and subsequently sulfurized at 550° C
to grow the CZTS thin films. The structure, morphology and optical properties were investigated. X-ray diffraction studies revealed
that, irrespective of the Sn content all the films were polycrystalline and exhibited the Kesterite CZTS structure with preferred
orientation along the (112) plane. However, there was an increase in the amount of peaks indexed to the undesirable secondary phases,
as the Sn content in metallic precursor was increased. Optical absorption measurements revealed the existence of a direct transition
with band gap values decreasing from 1.74 eV to 1.25 eV with increasing amounts of Sn. The lower value for the band gap was
attributed to the presence of secondary phases formed in addition to the CZTS film. Morphology of the sulfurized films showed a
compact and rocky texture with good coverage across the entire substrate. However, CZTS films with a higher Sn content appeared to
have a molten metallic surface with deep cracks which could have adverse effects on the electrical properties of the film. EDAX
analysis showed all the films were consistent with the formation of CZTS. It is evident from all the characterization techniques that
increasing the Sn content of the stacked metallic precursors beyond stoichiometric amounts had an adverse effect on the structural and
optical properties of CZTS films grown by this technique.

Keywords: CZTS thin films; electrodeposition, sulfurization; characterization

PACS: 81.15.-z, 68.55.-a, 78.20.-¢

INTRODUCTION

New types of thin film solar cells made from earth-abundant, and environmentally benign materials with adequate
physical properties such as energy band-gap, large absorption coefficient and p-type conductivity are needed in order to
replace the current technology based on CulnGaSe, and CdTe absorber materials, which contain scarce and toxic
elements. One material which has been largely explored because of its suitability as a solar cell absorber layer, is
Cu,ZnSnS, (CZTS). This material is one of the ideal candidates for the production of thin film solar cells at large scale
due to the natural abundance of all the constituent elements [1, 2]. CZTS has a direct band gap of ~ 1.5 eV, a large
absorption coefficient greater than 10 cm™! and low thermal conductivity [3]. It is a p-type semiconductor that matches
well with the solar spectrum, and it has achieved a benchmark power conversion efficiency of more than 10% [4].

The need for synthesis of new materials for industrial applications has resulted in a tremendous increase of
innovative thin film processing technologies [5]. CZTS thin films, have been synthesized by various techniques. These
include: Rf sputtering, co-evaporation, hybrid sputtering, photochemical deposition, sulfurization of electrochemically
deposited metallic precursors among others. However, electrodeposition has emerged as one of the versatile and cost-
effective growth technique of metal, metalloid and semiconductor materials [6, 7]. Production of thin film semiconductors
for photovoltaics using electrodeposition gives several advantages when compared to other methods of deposition: the
technique is simple and is carried out using low cost apparatus, low operating temperature, and economical due to its low
material wastage. Depending on the electrical parameters such as electrode potential and current density, the thin film
thickness can be controlled in a precise manner. Electrodeposition method has been used for the preparation of thin and
thick films of metals, magnetic materials, super capacitive materials and chalcogenides [8].

Available literature indicates that the production of CZTS thin films by a two-step process involving the sulfurization
of electrochemically deposited metallic precursors, has been reported as producing some of the best CZTS thin films.
This has prompted several research groups to investigate various aspects needed to improve this synthesis route such as;
techniques to address the volatility of certain elements, especially Sn at elevated temperatures [9, 10]. Others like Borate
et al. [11], have examined the effect of deposition potential on the composition and morphology of CZTS thin films,
whilst Mahjoubi et al. [12] reported on the influence of the concentration of Cu in the precursor solution, on some
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properties of the films. Payno et al. [13] published an article on the effect of sulfurization temperature on a CZTS solar
cell. These investigations are needed to determine the right synthesis conditions needed for optimum device performance.
In spite of all these efforts, Sn loss always occurs during the sulfurization process [14], therefore, fabrication of high
quality CZTS thin films is of great challenge [15]. Larramona et al. [16], have confirmed that controlling Sn losses in the
annealing environment could improve the efficiency of CZTS solar cells, significantly and reproducibly.

In this paper, we report on the effect of increasing the amount of Sn in the precursor solution, on the structure,
morphology and optical band gap of CZTS films grown by sulfurization of electrochemically deposited metallic
precursors. The choice of electrode materials, was based on Botchway et al. [17]. To the best of our knowledge, such an
investigation has rarely been sighted in literature.

METHODOLOGY
Substrate preparation
Indium-doped tin oxide (ITO) glass substrates were used. The substrates were cleaned by first dipping them into a
beaker containing acetone and placed on an ultrasonic cleaner for a few minutes and then rinsed with deionized water.
They were then transferred into a beaker containing ethanol and sonicated for another 5 minutes. After rinsing again with
deionized water, the substrates were kept in dilute nitric acid for 5 minutes and rinsed with copious amounts of de-ionized
water. After the cleaning process was complete, the substrates were left to dry in a desiccator

Preparation of the electrolyte solutions

Copper electrolyte was prepared by mixing together aqueous solutions of 0.24 M CuSO4.5H,0 (source of Cu?" ions)
and 1.36 M C¢HsNa307.2H,0 (complexant) in a 100 ml beaker. The pH of resulting solution was adjusted to 3.00 by the
dropwise addition of 1.00 M C4HOg (tartaric acid). An acidic medium was used because Cu®* ions are thermodynamically
more stable in acidic electrolytes than in an alkaline one [18].

The tin electrolyte was prepared by mixing together aqueous solutions of 0.55 M of SnCl,.2H,0 (source of Sn (II)
ions) and 1.00 M C¢H 406 in a 100 ml beaker. Sorbitol (C¢H;4O¢) serves as a complexing agent and improves stability of
Sn (II) and also adhesion of Sn [19]. The pH of the resulting solution was adjusted to 12.16 by adding a few drops of
2.25 M NaOH. An alkaline Sn electrolyte was chosen, because for the stacking sequence adopted for the deposition,
copper was to be deposited first followed by Sn, an acid Sn electrolyte will dissolve the Cu layer already deposited on the
substrate [20]. Secondly NaOH also serves to stabilize Sn (II) and prevent it from oxidizing to Sn (IV) which forms
colloids and precipitate [21].

Zinc electrolyte was prepared from an aqueous solution of 0.10 M of ZnSO4.7H,0 (source of Zn?" ions), pH was
adjusted to 6.26 by adding a few drops of 35 % ammonia solution. Aqueous ammonia, acts as a buffer to prevent large
changes in pH at the electrode surface. Electrolyte volumes of ~75 ml ensured that concentration of metal cations was
virtually constant during electrodeposition. All chemicals used were of Analytical reagent grade.

Electrodeposition of the metallic precursors

The deposition of the metallic precursors was carried out sequentially from different batch solutions in the order,
Cu/Sn/Zn. This technique was used to deposit the metallic precursors because it is easier to control the composition of
the CZTS film and secondly, the highest efficiency CZTS solar cells have been fabricated via the SEL approach [22].

Prior to electrodeposition of the metal precursors, an ER 466 EDAQ computerized Potentiostat system was used to
perform cyclic voltammetry (CV) on the individual electrolyte solutions to determine deposition potentials for the metallic
elements of interest. Electrodeposition of each metal layer was carried out at these predetermined potentials.

High quality films of Cu, Sn and Zn were then deposited at -0.6 V, -1.10 V and -1.30 vs Ag/AgCl respectively. All
depositions were at room temperature (30 + 2 °C).

The thickness of the stacked elemental layers was well controlled by controlling the deposition time to achieve the
desired composition. Each deposited film was tested for adhesion by placing it in a steady flow of distilled water before
the subsequent deposition. To produce films with the required stoichiometry, the electrodeposition time reached for Cu,
Sn and Zn was 10, 10 and 15 min. These deposition times were employed to achieve an optimum component atom ratio
of Cu:Sn:Zn = 2:1:1. Which is the right stoichiometric ratio for the CZTS films.

To vary the Sn-content in the metallic precursors, different samples (metallic stacks) were prepared with the
deposition time of Sn controlled for 1, 5, 10 and 15 minutes respectively, keeping all other deposition parameters constant.

Table 1 shows how the thickness of the Sn layer varied with deposition time. The thicknesses were measured by the
gravimetric technique explained in Mondal et al. [23].

Table 1. Variation of the thickness of the Sn layer with deposition time

Time/minutes 1 5 10 15
thickness/pm 1.243626 1.4020705 1.559188 1.863976

Table 1 confirms an increase in Sn content with deposition time. It should be mentioned that these figures only
reflect the Sn content in the metallic precursors and not in the CZTS film formed after sulfurization. As mentioned
earlier, Sn loss always occurs during the sulfurization process [14].
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Post Deposition Treatment
The stacked metallic precursor were first soft annealed in argon at a temperature of ~ 350 °C to improve intermixing
of the elements Cu-Sn-Zn and subsequently sulfurized at 550 °C to obtain the CZTS thin films. The techniques employed
for the soft annealing and sulfurization process are as described by Botchway et al [17] and Puzer et al. [24].

Thin Film Characterization

All XRD data were obtained using a PANalytical Empyrean Series 2 powder X-ray diffractometer with a Cu-ka
radiation (1.5406 A) in the 20 range 10 to 90. The machine was operated at 40 mA and 45 kV for phase analysis using
the Bragg-Brentano geometry. Total analysis time per samples was around 35 minutes for a 20 scan step of 0.06°. XRD
data treatment and analysis were carried out using high score plus software packages. A Cecil CE7500 series double beam
UV-Visible spectrometer operating in the wavelength range of 190 nm to 1100 nm, a step height of 0.3 nm and a scan
rate of 5 nm per second was used for optical absorbance measurements on thin films. Scanning electron microscopy
(SEM) images and energy dispersive X-ray (EDX) analyses were obtained using a Phenom instrument with nominal
electron beam voltages of 15 kV respectively.

RESULTS AND DISCUSSION
X-Ray Diffraction Studies
The X-ray diffraction (XRD) patterns for various stages of the synthesis process, of the CZTS films deposited with
the right stoichiometric ratios, are shown in Figure 1.
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Figure 1. XRD pattern of (a) ITO glass substrate (b) as-deposited elemental stacks (c) metallic precursors, soft annealed at 350°C
in Argon and (d) CZTS films formed after sulfurizing the metallic precursors at 550°C

Figure 1 shows the diffraction patterns of the film at various stages of the synthesis process for growing CZTS films
with the right stoichiometry. The deposition time was 10 minutes for Cu and Sn, and 15 minutes for Zn.

Figure 1(b) is the diffractogram of the as-deposited stacked metallic layers. The assignments of peaks confirm the
presence of Cu, Sn, and Zn. The peak at 20 position 44 was indexed to the binary compound Cu;Zn;.

Figure 1 (c) shows the diffractogram after soft annealing the metallic precursors in Argon at 350 °C. Indexing the
peaks revealed that at this stage the film was composed of the following binary compounds: CusZng and CueSns. A few
low intensity peaks were assigned to Sn.

The diffractogram in Figure 1 (d) confirms the formation of the kesterite CZTS phase after sulphurizing the films at
550°C. The prominent peaks observed at 20 position 28.4446°, 32.8765°, 47.3409° and 56.1703° were indexed to
reflections from the (112), (200), (220) and (312) planes of the kesterite structure Cu,ZnSnS4. A few impurity peaks
labelled with asterisks are also observed in the diffractogram of Figure 1d. These impurity peaks are referenced to Cu,S,;
(PDF card # 98-002-0560), Cu2SnS3 (PDF card # 00-027-0198) and SnS;.

Figure 2 compares the diffraction patterns of the Kesterite CZTS thin films obtained after sulfurizing the
electrodeposited metallic precursors containing different amounts of Sn. In other the precursor solutions used for these
films do not contain right stoichiometric amount of Sn.

From Figure 2, it is evident that as the deposition time of Sn, and thus the amount of Sn in the metallic precursor is
increased, the resulting CZTS film formed after sulfurization has an increasing number of peaks associated with
impurities. These impurities, called secondary phases are due to the presence of compounds such as Cu,S;, CuySnS; and
SnS; which are formed in addition to the CZTS compound.
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Figure 2. XRD patterns of the Kesterite CZTS obtained after sulfurizing the metallic precursors for the different deposition times
of Sn: (a) 1 minute (b) 5 minutes (c) 10 minutes (d) 15 minutes

The formation of secondary phases, is due to the volatile nature of certain key elements such as Zn, and SnS under
certain reaction conditions [9]. The loss of Sn through desorption of SnS from CZTS during annealing/sulfurization at
elevated temperatures (400°C) is well documented by many researchers [10]. These have an adverse effect on some
electrical, optical, and structural properties. From figure 2a, the precursor solution with the 1-minute deposition time for
Sn, had the least number of impurities/secondary phases. A publication by Scragg et al. [25], offers some explanation for
this observation. According to the authors, a stoichiometry of Zn/Sn =1 produces the best quality films. In this work, the
conditions used, produced a very thin layer of Zn, thus, the one-minute deposition time of Sn might just be enough to
create a stoichiometry close to Zn/Sn =1, thus producing the best films. However, this observation would have to be
probed further. It is also important to note that, most of the impurities/secondary phases such as; cubic Cu,SnSs3 and cubic
ZnS have peak positions which are very similar to that of CZTS, due to similar crystal structure [21]. This makes it
difficult to distinguish CZTS from these secondary phases in a diffractogram. However, some of the other secondary
phases such as; Cu,S and SnS can be identified due to the peak positions which are entirely different from CZTS.

Scanning electron microscopy
Figures 3 to 6 show the SEM images of the CZTS thin films grown at different deposition times of Sn. Figure 3 shows
a non-uniform particle size with clearly defined large grains, formed from aggregation of small particles, spread non-
uniformly among smaller grains on the surface of the substrate. The morphology is compact without any clear voids.
Figure 4 shows an increase in surface roughness with a larger number of grains with well-defined edges and shapes.
This also shows a compact morphology without any clear voids.

o U 7o A 255 7

pm ) um

Figure 3. SEM image of CZTS thin film Figure 4. SEM image of CZTS thin film
(deposition time of Sn is 1 minute) (deposition time of Sn is 5 minute)

5 pm
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The film in Figure 5, appears compact with a relatively smoother texture and good coverage across the entire area
of the substrate. Some areas look like a molten matrix composed of smaller grains. In Figure.6, the grains are no longer
clearly defined and distinct. Instead, the surface appears to be disfigured with large sheets of a molten matrix which
appears to have several cracks and voids. This type of morphology is not favorable for photovoltaic applications.
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Figure 5. SEM image of CZTS thin film (deposition time of Sn  Figure 6. SEM image of CZTS thin film (deposition time of Sn
is 10 minute) is 15 minute)

ENERGY DISPERSIVE X-RAY SPECTROSCOPY (EDAX)
The EDAX spectra of some of the CZTS films are shown in Figures 7 and 8.

@ Element Atomic Weight Oxide Stoich.
Symbol Conc. Conc. Symbol wt Conc.
Zn 24.44  30.47 Zn 31.33

Sn 11.86  26.85 Sn 27.60
S 42.17 25.79 S 26.52
Cu 10.26 1243 Cu 12.78
(0] 8.97 2.74

K 231 1.72 K 1.77

5 6 7 8 9 10 1 12 13 14 15 16 17 18 19

0 1
266,057 counts in 30 seconds

Figure 7. EDX spectrum of the CZTS thin film shown in Figure 3

Element Atomic Weight Oxide Stoich.
Symbol Conc. Conc. Symbol wt Conc.
S 49.88 28.32 S 28.32

Sn 11.03 23.18 Sn 23.18
Zn 18.01 20.85 Zn 20.85
Cu 16.72 18.80 Cu 18.80

In 4.36 8.86 In 8.86

5 6 7 8 9 10 1n 12 13 14 15 16 17 18 19

0 1 2
327,234 counts in 30 seconds

Figure 8. EDX spectrum of the CZTS thin film shown in Figure 5
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Figures 7 and 8 show the EDAX spectrum and elemental composition of some of the CZTS thin films. The EDAX
analyses of the films are consistent with the formation of CZTS. Other elements such as O, K, and In may emanate from
the substrate.

Results of the optical absorption spectroscopy

The optical properties, like other properties of thin films, show profound sensitivity on the film microstructure.

Any changes in the electronic structure of the material would be reflected in its optical behavior [26].
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Figure 9. A plot of absorbance against wavelength for CZTS films prepared at different deposition times of Sn.

Figure 9 shows the absorbance for the CZTS samples prepared at different deposition times of Sn in the precursor
solution. It can be observed that the absorbance increases with increasing deposition times of Sn. This behavior could be
attributed to the formation of photon absorption sites caused by the presence of secondary phases. This view is supported
by results from the XRD analysis which shows an increase in impurity peaks/secondary phases with increasing deposition
time of Sn.

Determination of the optical band gap
The energy band gap and type of electron transition were determined by the Stern relationship [27, 28] which is
given by the expression:
[k(hv — Eg)]"/2
hv

where A is the absorbance, E, is the band gap, v is the frequency, h is the Planck’s constant, k is a constant. The value of
nis 1 and 4 for the direct transition and indirect transition respectively.

CuS, ZnS and SnS are all direct band gap materials. Thus, we assume that their mixed compositions would also have
a direct band gap and hence, n is taken as 1. The energy band gap is obtained by plotting a line of best fit to the linear
portion of the graph and extrapolating it to the point where it intersects the /4v axis as shown in Figures 10 and 11.
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Figure 10. Plot of (Ahv)? versus hv for the CZTS films grown with a 1, 5 and 10-minute deposition time of Sn
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From Figures 10 and 11, the estimated band gaps are 1.74 eV, 1.62 ¢V, 1.54 ¢V and 1.25 eV for the 1, 5, 10- and
15-minutes deposition time of Sn. These values compare well with the values obtained by Khammar et al. [29]. The lower
values for the higher deposition times may be attributed to the presence of secondary phases such as Cu,S, SnS, and
Cu,SnS; formed in addition to the CZTS film.
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Figure 11. Plot of (Ahv)? versus hv for the CZTS films grown with a 15-minute deposition time of Sn

CONCLUSION

The effect of increasing Sn-content on the structure and optical properties of CZTS films grown by sulfurization of
electrodeposited metallic precursors, has been studied. X-ray diffraction measurements showed that the kesterite CZTS
structure was not altered by increasing the Sn content in the metallic precursor, however, there was an increase in the
number of impurity peaks which were indexed to the presence of compounds such as Cu,Si, Cu,SnS; and SnS; which are
formed in addition to the CZTS compound. Optical absorption measurements revealed an increase in absorbance due to
the presence of secondary phases. All the films showed direct transition with an estimated band gap which decreased
from 1.74 eV to 1.25 eV with increasing Sn content. The lower value for the band gap was attributed to the presence of
secondary phases formed in addition to the CZTS film. Morphology of the sulfurized films showed a compact and rocky
texture with good coverage across the entire substrate. However, films with a higher Sn content appeared to have a molten
metallic surface with deep cracks after sulfurization, making it unfavorable for photovoltaic applications. EDAX analysis
confirmed the formation of CZTS. In conclusion, results of all the characterization techniques indicate that although the
synthesis technique used in this work produced kesterite CZTS films with good crystallinity and favorable optical
properties, increasing the Sn content of the metallic precursors beyond stoichiometric amounts had an adverse effect on
all the physical properties investigated.
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TOHKI ILTIBKH CZTS, BAPOILIEHI IIIJISIXOM CYJb®YPU3AIIL EJIEKTPOOCAT)KEHIUX METAJIEBUX
MNPEKYPCOPIB: BIIJIUB NIJ/IBULLIEHHSA BMICTY OJIOBA B METAJIEBUX IIPEKYPCOPAX HA CTPYKTYPY,
MOP®OJIOI'TIO TA OIITUYHI BJIACTUBOCTI TOHKHUX IIJIIBOK
€.A. borueii, ®pencic Kopi Amnonr, Icaak Hkpyma, /I.B. Ily3ep, Po6ept KBame Hkym, ®@pencic boak'e
Daxynemem ¢hizuxu, Yuisepcumem nayku i mexnonozii Keame Hxkpyma, Kymaci, I'ana
Byo mpoBeaeHO MOCITIKEHHS BILUIMBY KIJTBKOCTI Sn 'y po34nHi MpeKkypcopa Ha Aeski ¢izuuni BaactuBocTi miiBok CZTS, BuporimeHux
IUIIXOM  CYJIb()yBaHHS EJICKTPOOCADKCHUX METAJIEBUX TNpeKypcopiB. 3poctanHs 3paskiB CZTS Oyio MOCSITHYTO HUIIXOM
MOCTIIOBHOTO E€JIEKTPOOCAKEHHSI CKIIAIOBUX METAJeBHX IIApiB Ha CKIMHMX miakinaakax [TO 3 BHKOpuCTaHHSIM 3-€leKTPOIHOI
eJIEKTpOXiMiYHOI KOMipkH 3 rpaditom sik mpotuenekrpogoM Ta Ag/AgCl sk enekTpomoMm HopiBHAHHA. BMict Sn B MmeraneBomy
IIPEeKypcopi 3MIHIOBAIH HIIIXOM 3MiHH 4acy ocapkeHHs Sn. CKiIafeHui eeMeHTHUH map MOTiM M SIKO BIATIAIOBAIN B apTOHI IIPU
350°C, a notim cynbdipysanu mpu S50°C amst BupouyBanHs TOHKUX TTiBoK CZTS. JlocmimKeHo CTPYKTYPY, MOP(OIIOTIFO Ta ONTHYHI
BJIACTUBOCTI. JlOCIIPKEHHS PEHTI€HIBChKOT TU(PaKLil OKa3alIH, 0 HE3aJIeKHO Bil BMICTY Sn yCi IUTIBKH OyJIH TOJIIKPUCTATIYHUMH
Ta JEMOHCTPYBaaM CTPYKTypy Kecteputry CZTS 3 mepeBakHOIO opieHTaliero B3moBk miomuan (112). OxHak croctepiramocs
301IbIICHHST KIIBKOCTI MiKiB, 1HAEKCOBAaHHUX 10 HEOa)KaHMX BTOPUHHUX (a3, OCKIIBKMA BMICT Sn y METaJeBOMY IONEPEIHUKY OyB
301IbIIeHUE. BUMIpIOBaHHS ONTHYHOTO MOTJIMHAHHS [T0KA3aJ10 HAsSBHICTh MPSIMOTO MEPEeXoy 31 3HAYCHHSIMHU 3a00POHEHOT 30HH, 1110
3MeHIIYIoThCS Bix 1,74 eB mo 1,25 eB 3i 30inbpmeHHsAM KinbkocTi Sn. MeHIe 3HaueHHS MUPUHE 3a00POHEHOI 30HU TOSICHIOETHCS
HasIBHICTIO BTOPHHHMX (Da3, yTBopeHNX Ha pojarok 1o miisku CZTS. Mopdornorist cyapdypoBaHUX ILTIBOK IT0Ka3ana KOMIIAKTHY Ta
KaM’SHUCTY TEKCTYpYy 3 XOPOIIMM MOKPUTTSAM 10 Bcid mimkmaami. Opnak ruiiBku CZTS 3 OLIBII BHCOKMM BMICTOM Sn Mayu
PO3IUIaBJICHY METAJIEBY MOBEPXHIO 3 TIIMOOKUMH TPILLIMHAMH, SIKi MOTJIM MaTH HETaTUBHU BIUIMB HA €JICKTPUYHI BJIACTUBOCTI ITTiBKH.
Ananiz EDAX nokasas, 1110 BCi IUIIBKH Bi/oBifa0Th yrBopeHHIo CZTS. 3 ycix MeTo/iB BU3HAUCHHS XapaKTEePUCTHK OYEBUIHO, 110
301IBIICHHST BMICTY Sn y CKIaJCHHX METAJeBUX MPEKYpPCOpax MOHAJ CTeXiOMETPHUYHI KibKOCTI Majo HECHPHSTIMBUII BILIMB Ha

CTPYKTYPHi Ta ONTHYHI BIACTUBOCTI MTiBOK CZTS, BUPOIIECHHX II€F0 TEXHIKOIO.
Kurouosi cioBa: monxi naisku CZTS, enekmpoocadoicents, cyrvypusayis, 00CIiOHNCeH s
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In contrast to parabolic band model typically used in understanding electronic properties in general, thermoelectric and magneto-
thermoelectric in particular, this study confirms non-parabolic band model results in better understanding of Seebeck coefficient and
Nernst coefficient in the presence of magnetic field for Mg:Si. The magneto Seebeck coefficient was found significantly enhanced
from its zero-field value for different electron concentrations in the range 0.6 - 12x10?>/m3 and at room temperature due to the
magnetic field in the range 0.2 — 1 T for non-parabolic model compared to parabolic band model. The result for Nernst coefficient
shows increasing trend as function of magnetic field except for certain electron concentrations for parabolic band model while it is
decreasing with magnetic field on average for non-parabolic band model.

Keywords: Magneto-Seebeck coefficient; Nernst coefficient; heavily doped semiconductor, magneto-thermoelectricity; magnesium Silicide
PACS: 72.20. My

INTRODUCTION

According to [1] Mg,Si have been investigated both by experimental and theoretical methods. By contrast,
transport properties have never been determined so far using calculation methods so that the present study is among
such few studies. The crystal structure data revealed that Mg,Si has space group of Fm3m with Mg occupied sites in
8c (1/4,1/4,1/4) coordinates and Si occupied sites in 4a (0,0,0) coordinates [2].

In n-type Mg,Si crystal doped with more than 6x10'%/cm? or shallower donors’ concentration, the donor band
merges with the conduction band [3]. The effect of heavily doping on the electronics properties of semiconductors is
important. There are a number of papers in the literature [4,5] which show bit of data on electrical properties of heavily
doped semiconductors. Recently, considerable interest has been aroused in the properties of heavily doped
semiconductors because of their use in diodes and thin solar cells [6,7]. Heavily doped semiconductor based
thermoelectric devices as a single device have been widely utilized as non-contact temperature sensors, flow sensors,
gas sensors, accelerometers, and power generators while array of them as infrared (IR) imaging devices and micro-
spectrometers [8]. It can be used for CNT application [9] and Lithium battery components [2].

Thermoelectric effects are in general dependent on magnetic field with the principal parameters, used in
thermoelectric, the Seebeck and Peltier effects having the corresponding thermomagnetic coefficients the Nernst and
Ettingshausen effects, respectively [10].

In [11] reported on the role of impurities on the lattice dynamics of nanocrystalline Si produced by a bottom-up
process with respect to thermoelectric applications. In [12] accounts the fact that when the doping density increases there
are at least four phenomena occurring simultaneously, on one hand the conduction band and valence band rigidly shift
towards one another due to increasing interactions among free carriers, and between free carriers and dopant atoms,
causing a reduction in the band gap, in addition to this the two band edges are perturbed and band tails are formed, arising
from the random impurity distribution and the resulting potential energy fluctuation.The next phenomena occurred is the
shallow dopant band, located slightly above the valence band and the last one is Fermi level shift.

The review work by [13] discusses the nature of main factors such as impurities, defects, electrically active
thermal donors and other complexes that are formed due to direct impurity scattering, acoustic phonon scattering, and
optical phonon scattering etc. do influence the energy band structure formation in semiconductors, basic
electrophysical, optical, thermoelectrical, even mechanical properties. In [14] suggested the following expression for
density of states of non-parabolic band having band tails

p(z) = T2y (q) 0
where,
y0) = [, 2= Cexp(=¢*)de @)
and .
7= = 3
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For high density limit the potential energy fluctuation reduces to a Gaussian with the standard deviation of

1 1
_ (ne*ag\z _ (Ngeas)2
8= (81‘[(563) - (87[((2)((21) (4)
We have a screened coulomb potential of impurity atoms with €, (dielectric constant) of the given semiconductor.
The Thomas-Fermi screening length for all ionized dopants (n = N;) according to [15] is

1

s 5\
n3egegh

ag =547 — )

3IN3
33Nje?mp

The density of states function given by equation (1) is very complicated and thus is not useful for making any
calculation. Slotboom [16] has however; suggested the following approximation for y(z) as

y(z)EZ%[l— ! ]

1622

;forz > 0.601, equally, e > 0.856

y(2) = =5 Exp(—2%){1.225 — 0.906[1 — Exp(22)]} ©
\ - sforz < 0.601
We obtain the following expression of the electron concentration,
w2237
n= 22h3 Yo @
where,
L 4
Vo= L[ expoay| B | e el ®
2n2 1+Exp{1.494nﬁzz—q} 1+exp{1.494-n11122—n}
The corresponding expressions for parabolic density of state and the electron concentration are
2
ple) = 2 ¢ ©)
and
3
n= J; P fo(e)de = 7 (R Fa ) (10)
where, the standard Fermi-Dirac integral is
) = [ G (1)

E .
and = —= | respectively. Thus, Fi, corresponds

In terms of the reduced energy and Fermi energy x = —
kpT kpT

toi=".
It is more convenient to introduce normalized electron concentration n, given by

_ n

n, = m (12)

In this study the semi-classical and quantum treatments are applied in the calculations of scattering mechanisms
under the assumptions of the electron concentrations from 0.6x10'8- 12x10%/cm? and in the temperature range 77 — 300K.

BOLTZMANN TRANSPORT EQUATION WITH RELAXATION TIME APPROXIMATION
We define a probability density function f(r k,t) that describes the probability of finding an electron at position r
with a wave vector k at time t. The distribution function can be written as

f=f,+ f, (13)

where f is the thermal equilibrium distribution and f; is a small perturbation.
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The Boltzmann transport equation is

af ; _ (0f
Tt v+ kVf= (m)c (14)

2
Making use of v = %Vks and Vi fy = %% and assumption that V,.T, V& as well as the electric field E are first
n

order quantities and on equating the first order terms in equation (14) to obtain

Lo vV + (- )W) (22) = —v.F.(L2) (15)
where,
F= Ve + (e—g)V,T (16)

In the presence of Lorenz force consisting of magnetic field that created second order perturbation where f; is
assumed to behave as a negative scalar function of the energy ¢ as

df,
fi= -0 (a7)

where,
¢ = 1v.G (18)

when B = 0 the general vector G reduces to F for electric field only.
We can say the collision process can be described such that the loss of momentum P/t is described by the Lorenz
equation

AV _ _ _ E
N = (—e)(E + vxB) . (19)
Similarly,
t=v. (vrsp + VrT) — (—e)(E + vxB) (20)

For spherically symmetric £(k) with n = % = %, and making appropriate coordinate transformations
e(VXB)V,¢ = %V (BX ¢)n 1)
We can express Eq. (20) as
¢ _
t=v. (VreF +ZE0,T) - 2 (BXY). v 22)

For the case of transverse magnetic field B perpendicular to the field E = E, and thermal gradient in the x-y plane,
the components of ¢ are

b _  (%E 4 EmepdT) _ evi
T Vx(dx T dx) e By (23)
by _ g (deE  emepdT) | ev)
T Vy(dy + T dy) + hk B¢X (24)
Solving for ¢« and ¢y gives
Oy = (TV,%YFX‘Y F (DTZV,Z(‘yFy,X)/(l + ©2%1?) (25)
Where w = ;B is cyclotron frequency.

DERIVATION OF CONDUCTIVITY FOR PARABOLIC AND NON-PARABOLIC BAND STRUCTURES

In reality there is a dynamic equilibrium maintained between energy input in the form of both heat and the
electromagnetic forces and the scattering processes which tend to randomize momentum and relax energies. In the
derivation of conductivities, we have assumed that

(i) the electrons are behaving identically with a uniform velocity.

(i1) the ionized impurity scattering is the most important for the electronic transport processes in heavily doped
semiconductor and it is energy dependent (t = to&*?) since most phonon modes would be suppressed at low
temperatures in the range77-300 K and 1 is approximated to be 0.01 ns [17].

fi is responsible for the electric current density and the calculation of the electric current density lies within the
first Brillouin zone with p(k) = 1/47 is the local density of states in k-space to get after some steps.
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* fo)
= d
b= [ v (52) o
1dT 1dT

= OxxEx — nyEy T&“xx - ;d_yaxy (26)

and in the same way
1dT 1dT
Jy = OyyEy = OyxEx + 730 Oy = 755 Syx (27)

In the general case, the electrical and thermoelectric conductance in a transverse magnetic field is expressed in
terms of the tensor components o;; and ;; as in the equations (26) and (27).

The most important consequence of the assumptions asserted previously is that all elements of the conductivity
tensor are expressed as weighted averages over the density of states p(€), and zero field distribution, f(€) in the coming
derivations in accordance with

0 st(s)( )pds
Jy (5o

We use Onsager symmetry [18] for diagonal (0y,a;) and off-diagonal (o,; a,)elements of electrical and
thermoelectric conductivities to get

(t(®) = (28)

2e2 o0 1e daf
Gux = Oyy = 3o Jy Trura (ac) PO 29)
2e% o0 weT? [(df
Oxy = ~Oyx zﬁfo 1+m2‘|:2( 0) pde (30)
2e (o TE
e = Oy = 3 fo T (6 Sp)( )PdE €2))

Z—e*fooer(e ep)( )pds (32)

Uxy = "lyx = 3mp Y0 1+w?t?

where for n-type semiconductor dfo/de = -fo/kgT.
Solving equations (26) and (27) for E« and E, gives

1dT 1dT
~IxOyy T Oyy Fxx Ty Oyy Fxy

1dT 1dT
~JyOxy 7, 0%y Ayy ~TaxOxy Fyx

Ex = —0xx0yy+0xyOyx (33)
and

_]nyx"'%nyaxx_%nyaxy

_/yUxx+;+farxayy_%axx“yx
Ey = -0 ycr +0xy 0. (G4

xx0yy+0xyOyx
It can be written in vector form [17] as

E = p]-I-RH(BX]) + SVT + N(BXVT) (35)

where, we have electric resistivity (p), hall effect factor (Ry) that appears due to the application of the magnetic field
that leads to a decrease in longitudinal conductivity and induces an off-diagonal conductivity, which is called the hall
effect. This is commonly called the magneto-resistance. We have also Seebeck coefficient(S) and Nernst
coefficient (N). When a conductive solid is placed under a longitudinal temperature gradient and a transverse magnetic
field, two types of thermoelectric responses occur, i.e., the magneto-Seebeck effect in the longitudinal direction and the
Nernst effect in the other transverse direction.

We can get magneto-Seebeck coefficient by setting j,= j, = 0 and eliminating Ey in equation (33) under isothermal
condition V,, T = 0 as

!
s E, _layyaxx + Oyy Ay
v, T T 0y4x0yy + OxyOyy
(.I)T €
— _i(1+m2 2><1+o.)2 2+ (1+m2 2>(1+m21:2> k_B{K0K1+IJZBZLoL1} (36)
eT (—= _y2 +(_)2 e KZ+u2B2L3
1+o)212 1+w2t2
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where the mobility y = :0 and the integral functions in equation (36) are expressed with the help of the reduced

energy x = e/kgT and 1 = tox*?accordingly other quantities which appeared in the derivations were reduced to
dimensionless for sake of unit consistency.

_ TSi _ (o xi+3fo
Ki = (1+w212) - fO 1+ p?B?x3 dx (7
and
_ wrzsi oo xi+9/2f0
Li= (1+(u21'2> - fO 1+ u2B%x3 dx (38)

Furthermore, Nernst coefficient is obtained by setting j,= j, = 0 and eliminating Ex in equation (33) under
isothermal condition V, T = 0

N = y 1 Oxx®xy — OxyQxx

V, T 0yx0yy + Oxy 0y
_ kB KoL1—K1Lg 39
( B) izvmnez KZ+u2B2L3 (39)

We can obtain the corresponding expression for magneto-Seebeck coefficient for the case of modified density of
states based on standard model with parabolic density of states (which doesn’t incorporate the effect of band tails) by
substituting equation (1) for modified density of states and by extending the integration limits from -oo to oo.

_ o (B8 VitV
5= e (kBT) w'52/2+ c2y? (40)
where,
N
c= uB) (1) (D)
and the integral functions in equation (40) are obtained by setting A = 5/2; 7/2; 4; 5 into this equation respectively.
1 (0.601 |z/|*exp(-2r2)(0.319~ 09066xp(22!)) o Z’Ml/z[l‘ls ,2] ’
lpl - 27.[2 N ezgzrg N 5 z' + f0.601 NeT eZBZZT% N 3 5 dz (42)
exp(Tzl 17)(1+ 2 (,(37> z! ) exp(—zr 17)<1+ - (m) z! )
The corresponding expression for Nernst coefficient is
_ kg V25 Wia¥s—¥ily s,
" e kpT Yoyt 2Py (43)
RESULTS
. . . kg Fa vzs V7, .
The calculation of Seebeck coefficient(S) for zero field used the expressions as — ~ 5 and — T for parabolic
3 5

2
and non-parabolic bands respectively [19]. Similarly in the presence of magnetic field and temperature gradient
equation (36) for Seebeck(S) and equation (39) for Nernst coefficient(N) in parabolic band and the corresponding
equations (40) and (43) in non-parabolic are carried out under the assumption that the electron concentrations vary from
0.6 — 12x10"/cm? and in the temperature range 77 — 300K. The effective mass of Mg,Si is m,"= 0.46mo(mo is mass of
free electron) and its dielectric constant is € = 20 as well as the parameters ag and & were determined in the way as
in [20].

Numerical values were obtained by using Matlab software in such a way that the reduced value of electron
concentration n, = n/(10*m?) is used to get the corresponding reduced Fermi-energy n. A number of steps are required
to obtain the write value of n for a given electron concentration through iterative method. Equation (11) for parabolic
band was used and Equation (7) was for non-parabolic band in this iterative method in such a way that the integral on
the LHS is evaluated for a given 1 and next one should get the write value which equates the given value of n, on the
RHS. In this way, we obtained the table of paired values. These values are the basis for calculations of thermomagnetic
coefficients in the study with a magnetic field ranging from 0.2 to 1 T. Note that in this study, electron mobility is
considered to be featureless and the relaxation time is typically 10-!''s without losing the generality as in [17, 21, 22].

Figure 1 is plotted with the calculated values of Seebeck coefficient for zero field case S(0) and S(B) in the
presence of magnetic field that are used to determine A = S(B) —S(0) for parabolic and non-parabolic bands
respectively. The change is significant for non-parabolic band consideration that is about 360uV/K on average
compared to its value for parabolic band that is about 135.6 pV/k on average for magnetic field ranging in the interval
0.2 -1 T. In both cases, the Seebeck coefficient is enhanced as a result of the magnetic field. As it is the case for this
study, we need the modern approaches for better understanding of the thermomagnetic property of Mg,Si—based
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materials based on the consideration under non-parabolic band of heavily doped semiconductor rather than for that of
parabolic band consideration. For this reason, the value 360uV/K value is a reliable value that shows that there is
significant enhancement of Seebeck due to the magnetic field for Mg,Si—based materials. The enhancement of Seebeck
coefficient 360 uV/K is two orders of magnitude greater than the experimental uncertainty level ~ 10uV/K [23]. It is
therefore possible to expect one would expect significant effect of magnetic field in heavily doped n-type Mg,Si.

O Parabolic band

] [ Nen-parabolic band
— Interpolation Line
I S =] Et & =
300.00
=
Z
=
=2
“@
g
w2 -
%200 00

100.00

Magnetic field(T)

Figure 1. Change of Seebeck coefficient from zero field value S(0) to S(B) due to magnetic field
for parabolic and non-parabolic bands

The result in figure 2 provides the value of Nernst coefficient(N) as a function of magnetic field ranging in the
interval 0.2 — 1T for electron concentration in heavily doping range 0.6 — 12x10%*/m?3 for parabolic band consideration.
There is slow variation of Nernst coefficient with its negative values for certain electron concentrations such as
2x10%*/m* and 4x10%/m® compared to relatively rapid variations for the rest values of electron concentrations. When
considering the parabolic band, the Nernst coefficient increases with the magnetic field for the latter case.
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Figure 2. Nernst coefficient against the magnetic field for different electron concentrations in the parabolic band

The result in Figure 3 is the value of Nernst coefficient as a function of magnetic field ranging in the interval
0.2 - 1 T due to resolution problem in the graph it shows the average values for electron concentrations in the heavily
doping range .6 — 12x10%/m>. In contrast to the result in Figure 2 for parabolic band the Nernst coefficient decreases
with magnetic field for non-parabolic band consideration with its magnitude in the order of 10 V/K compared to the
order of magnitude 10 V/K for parabolic band consideration as shown in Figure 2. There is a significant difference in
the order of magnitude of the Nernst coefficient as a function of the magnetic field for the consideration of the parabolic
band versus the parabolic non-parabolic consideration We again recommend using more modern approaches in
considering non-parabolic bands with respect to parabolic considerations.
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Figure 3. Nernst coefficient with respect to the magnetic field by averaging its values for various electron concentrations in the non-
parabolic band.

The same behavior as in figure 1 and figure 2 are expected to be observed for similar experimental arrangements.
Therefore, there is a huge potential for further experimental exploration and investigation on such behaviors. These
values are not meant to be a good fit for measurements. Note that the results as shown are those we obtained with the
help of Matlab software. Seebeck and Nernst coefficients should vary much with the magnetic field, so the results for
these coefficients are closely agree with the first principal calculations as in [24] that show the importance of non-
parabolic effects, in the thermoelectric properties of semiconductors. The same magneto behaviour of Seebeck and
Nernst has been experimentally observed [25] for the semi-metallic Wely polycrystalline NbP.

CONCLUSION

Our theoretical calculation confirms that the material under study shows the general tendency to display higher
values of the magneto-Seebeck coefficients for non-parabolic band consideration compared to parabolic band
consideration. Our theoretical results also show that the magnitude of the Nernst coefficient is larger at lower
temperatures, lower carrier concentrations, and magnetic fields with the exception of that for non-parabolic
consideration where Nernst coefficient shows decreasing trend with magnetic field. These observations could prove
useful in evaluating the Nernst coefficient in other materials having similar band structures as that of Mg,Si, while it is
true that the relaxation times may differ with carrier concentration and magnetic field dependent mobility for our result
to well agree with experimental result these factors should be considered in future studies for better result.
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Appendix
Table 1. Calculated values for parabolic band model
Serial Ok

No | ™| 7 Toj F; F, Wk | BO | Ko K, Lo L | @V/K)| N(pV/KT)
1 6 | -26 | 1x10Ms | 4.62 185 345 0417 | 0.824 | 1288 | 3.824 244 372

2 7| -11 5.38 215 345 0.485 0.957 1.496 4.4428 -175.74 18.1

3 8| .02 6.12 | 2449 | -3489 0.552 1.09 1.704 5.06 -156 19.6

4 9 | 14 6.9 27.6 34 0p | 0622 | 1229 | 1921 | 5705 | -148.84 20.4

5 2 | 94 1536 | 614 | -353.06 1385 | 2736 | 4275 127 | -194.199 -19.9

6 4 | 1.63 30.6 | 1225 345 2762 | 5454 | 8523 | 2531 2485 -15

7 6 | 2.04 46 184.6 | -374.2 4162 | 8218 | 12.84 | 38.14 | 2852 _1.05

8 8 | 23 5985 | 2394 | 3852 5397 | 1066 | 16.66 | 4947 | -313.9 9.75

9 10 | 2.55 76.8 | 307.4 396 6.930 | 13.69 | 21.39 | 63.52 338 10.5

10 [ 12273 92 | 367.98 | -407.8 8297 | 16.38 25.6 76.04 | -359.2 15.7

1 6 | -26 0.153 | 0.2566 | 0.379 1.04 -102 14200

2 7| -11 0.177 | 0.298 0.44 1209 | -107.5 48.4

3 8 | .02 0202 | 0.34 0.501 1377 | -112.7 52

4 9 | .14 0.228 | 0383 | 0.565 1.55 1173 54.0

5 2 | 94 04 0306 [ 085 1257 | 3.456 | -162.5 31.8

6 4 | 1.63 : 1.01 1.7 2.51 6.89 215.6 21.8

7 6 | 2.04 1521 | 2.6 3.78 1038 | -253.9 9.94

8 8 | 23 1973 | 3.32 4.9 13.46 | -284.9 31

9 10 | 2.55 2.53 426 6.29 1729 | 3114 32.5

10 [12]273 303 | 5.102 7.53 20.7 3347 43.6

1 6 | -26 0.08 | 0124 | 0178 | 0474 95.7 | I300000
2 7 -1 0.09 | 0.144 | 0207 | 0551 -101.7 76.8

3 8 | .02 0.106 | 0.164 | 0235 | 0.627 | -107.3 90.4

4 9 | .14 0.119 | 0.185 | 0265 | 0707 | -1124 91.8

5 2 | 04 06 0266 | 041 0.59 1.57 -156.3 -38.9

6 4 | 1.63 : 0529 | 0819 | 1.177 3.14 208.2 243

7 6 | 2.04 0.798 1.23 1.77 4.73 246 26.4

8 8 | 23 1.035 | 1.601 2.3 6.13 276.8 57.7

9 10 | 2.55 133 | 2.056 2.95 7.87 3032 60.3

10 [ 12273 1.59 2.46 3.54 9.43 -326.6 76.5

1 6 | -26 0.8 | 005 | 0073 | 0.103 0.27 93,7 _[N41000
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Serial O

No | ™| 7 o F; F, Wi | BO [ Ko K, Lo L1 | o (WV/K) | N(pV/KT)
2 7 1 -.11 0.058 0.084 0.119 0.31 -99.6 128

3 8 .02 0.066 0.096 0.136 0.36 -105.2 129

4 9 .14 0.074 0.11 0.1534 0.402 -110.3 134

5 2 .94 0.165 0.24 0.34 0.895 -153.7 -42.5

6 4 1.63 0.328 0.48 0.68 1.78 -204.9 -23

7 6 2.04 0.495 0.725 1.025 2.69 -242.4 42.4

8 8 2.3 0.64 0.94 1.33 3.49 -272.93 86.2

9 10 | 2.55 0.82 1.207 1.71 4.476 -299.21 88.5

10 12 | 2.73 0.986 1.445 2.04 5.36 -322.5 114
1 6 | -26 0034 | 0.048 | 0067 | 0.17 -92.5  |NNNISGOONNN
2 7 | -.11 0.039 0.056 0.078 0.2 -98.5 147

3 8 .02 0.045 0.06 0.089 0.23 -104 182

4 9 .14 0.05 0.07 0.1 0.259 -109.2 178

5 2 .94 1 0.11 0.159 0.22 0.58 152.2 -53

6 4 1.63 0.224 0.316 0.44 1.15 -203 -18.4

7 6 2.04 0.34 0.476 0.667 1.73 -240.3 64.6

8 8 2.3 0.438 0.62 0.865 2.24 -270.7 116

9 10 | 2.55 0.56 0.79 1.11 2.88 -296.9 121

10 12 | 2.73 0.67 0.95 193 3.45 -320 148

Table 2. Calculated values for non-parabolic band model

Sl | | T, Yoo | W |aw@VK) [BD| e | W | W | ¥ | aw@VK) | N@VK)
1 .6 -.15 1X10s 4.21 16.53 -334 02T | 1.136 3.25 0.372 0.733 -243.6 26.9
2 7 .029 3.99 14.87 -332 0.886 2.53 0.287 0.57 -175.7 8.8
3 .8 22 13.14 | 13.15 -342.8 0.78 2.11 0.275 0.52 -156 4.97
4 9 4 3.63 12.18 -329.2 0.208 0.338 0.26 0.48 -148.8 -.28
5 2 1.57 3.19 7.07 -345.6 0.175 0.34 0.097 0.136 -194.2 .79
6 4 3.1 3 6.37 -332 0.166 0.292 0.094 0.13 -248.5 23
7 6 4.28 3.46 6.89 -368.6 0.129 0.214 0.082 0.106 -285.2 17
8 8 5.8 5.33 10.9 -379.8 0.13 0.228 0.075 0.104 -314 .16
9 10 6.8 6.14 12.57 -390.9 0.11 0.2 0.062 0.089 -338 118
10 12 7.08 5.2 10.15 -402.2 0.082 0.14 0.048 0.066 -359.2 0.06
1 .6 -.15 04T [ 0.676 1.99 0.22 0.436 -102 1.8
2 i 029 0.26 0.685 0.098 0.173 -107.5 0.3
3 .8 22 0.257 0.59 0.157 0.197 -112.6 0.6
4 9 4 0.197 0.49 0.083 0.138 -117.3 0.17
5 2 1.57 0.08 0.155 0.0455 | 0.0625 | -162.5 0.004
6 4 3.1 0.044 0.076 0.027 0.0361 -215.6 0.001
7 6 4.28 0.033 0.055 0.02 0.027 -253.9 0.0007
8 8 5.8 0.0334 0.058 0.02 0.027 -284.9 0.001
9 10 6.8 0.0287 0.051 0.016 0.0227 | -3114 0.0007
10 12 7.08 0.021 0.035 0.013 0.017 334.7 0.0004
1 .6 -.15 0.6T | 0.144 0.398 0.056 0.097 -95.7 0.008
2 i 029 0.118 0.309 0.047 0.081 -101.7 0.005
3 .8 22 0.1007 0.256 0.039 0.069 -107.3 0.003
4 9 4 0.09 0.22 0.042 0.065 -112.4 0.003
5 2 1.57 0.036 0.07 0.02 0.029 -156.3 0.0006
6 4 3.1 0.02 0.034 0.0123 | 0.016 -208.2 0.0003
7 6 4.28 0.015 0.024 0.009 0.012 -246 0.0001
8 8 5.8 0.015 0.026 0.008 0.012 -276.8 0.0001
9 10 6.8 0.013 0.023 0.007 0.01 -303.2 0.0001
10 12 7.08 0.009 0.016 0.006 0.0075 | -326.6 0.0001
1 .6 -.15 0.8T [ 0.676 1.99 0.22 0.436 -93.7 1.27
2 i 029 0.047 0.176 0.0218 | 0.044 -99.6 0.002
3 .8 22 0.058 0.145 0.026 0.04 -105.2 0.002
4 9 4 0.051 0.124 0.02 0.036 -110.3 0.0007
5 2 1.57 0.02 0.039 0.013 0.016 -153.7 0.0003
6 4 3.1 0.01 0.019 0.007 0.009 -204.9 0.0001
7 6 4.28 0.011 0.019 0.0074 | 0.0094 | -242.4 0.0001
8 8 5.8 0.008 0.015 0.005 0.007 -272.9 0.00007
9 10 6.8 0.007 0.013 0.004 0.006 -299.2 0.00004
10 12 7.08 0.005 0.009 0.003 0.004 -322.5 0.00003
1 .6 -.15 1T 0.054 0.145 0.04 0.038 -92.5 0.00000
2 i 029 0.044 0.11 0.02 0.03 -98.5 0.0008
3 .8 22 0.038 0.094 0.0158 | 0.0263 | -104 0.0005
4 9 4 0.034 0.08 0.0166 | 0.0244 | -109.2 0.0005
5 2 1.57 0.013 0.025 0.008 0.01 -152.2 0.0001
6 4 3.1 0.007 0.012 0.0036 | 0.0057 | -203 0.00000
7 6 4.28 0.005 0.009 0.003 0.004 -240.3 0.00002
8 8 5.8 0.0054 0.0093 0.003 0.0043 | -270.7 0.00001
9 10 6.8 0.0046 0.008 0.003 0.0036 | -296.9 0.00003
10 12 7.08 0.003 0.0056 | 0.002 0.0027 | -320 0.00001
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MATHITO-TEPMOEJIEKTPUYHI KOE®IIIEHTU CUJIIBHOJIET'OBAHOI'O MATEPIAJIY N-THUITY Mg:Si
Myayrera Xaote I'edpy
Daxynvmem ¢izuku, Yuisepcumem Apba Minua, Apba Minu, E¢pionisn

Ha BigmiHy Bix mapa0omigHOI CMYTroBOi MOJEINi, SKa 3a3BHYall BHKOPUCTOBYETHCS Ui PO3YMIHHS EIEKTPOHHHUX BIACTHBOCTEH
3arajioM, TEPMOEJEKTPHYHHAX 1 MaTrHITOTEPMOENEKTPUYHIX 30KpeMa, IIe JOCHIIKCHHS MiATBEPIKY€e pe3yabTaTH HemapaOoIiuHOl
CcMyroBoi MoJemi Uil Kpamoro po3yMmiHHS koedimieHTiB 3eebexa Ta HepHcra B mpucyTHOCTI MarHiTHOro mousist aus MgaSi.
Koegimient marnero 3eebeka OyB 3HAYHO ITiIBUIECHHI MOPIBHAHO 3 HEHYJILOBUM 3HAYEHHSM ITOJIS SIK (PyHKIIiSI MArHITHOTO TTOJISL JJIst
PI3HUX KOHILIEHTpalill enekTpoHis y miamazoni 0.6-12x10%/m? B cepemHboMy Ipu KIMHATHIN TeMIeparypi mis HenapaGosiuHol
MOJIEJTi TOPIBHIHO 3 MapaboIiYHO. MOJIENb rypTy. Pesynbrar s koedirienta HepHeTa 1eMOHCTpY€E TEHACHINIO 10 3pOCTAHHS 5K
(GyHKUIT MarHiTHOro moJjs, 3a BHHATKOM IEBHHUX KOHLEHTpALiil eNeKTPOHIB julsi Moneni mapabomiuHoi 30HH. BomHouac BoHa
3MEHILYETHCS 3 MATHITHUM T10JIEM Y CePEHBOMY JUISl MOZEJ HeNapaOoIi4HOT 30HH.

KiawuoBi  caoBa:  xoegiyiecnm — macnemo-3ecOexa;  koegiyiecnm — Hepucma, — cuibHorezo8amuili  HANiBNPOGIOHUK,
MacHIMomepMoeneKmpuxra; CUmiyuo MasHito
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In this study, the response of a nonlinear laser medium is experimentally studied. In the study, a hybrid version of the input layer that
multiplies optically and accumulates electrically is compared with a wholly optical version that multiplies and accumulates optically.
This medium is subjected to two different paths of optically filtered and attenuated feedback. With such a system, the variation of
feedback weight in one of them is tested in correspondence to the second one. Observations for frequency spectra are carried out to
simulate the resultant response with an input layer for a neural network based on chaotic carriers. Chaotic laser emission was observed
as a function of several control parameters, which are D.C. bias voltage, branch optical attenuation, and feedback strengths based on
filtration with fiber Bragg grating. This learning rule is linear in the difference between each input and output of a neuron. This is an
enhancing/inhibiting rule. The thresholds are adjusted in such a way that the output of the neuron is either pushed in the same direction
as the input (enhancing) or pushed in the opposite direction (inhibiting).

Keywords: Machine Learning; Neural Network, Chaotic Modulation; Laser Diode,; Light Brain

PACS: 42.55.Wd, 42.65.5f, 42.79.Hp, 42.79.Sz, 85.60._q

1. INTRODUCTION

Optical neural network development initially described the fundamentals of an optical matrix multiplier for linear
operation based on the theory of artificial neural networks. The optical neural network created by waveguide optical
interconnection and free-space optical interconnection is then introduced. Finally, we discuss optical neural networks'
nonlinearity [1]. Both connection topologies and the response dynamics of individual neurons influence computations in
biological brain networks. The Hodgkin-Huxley framework is the foundation for a broad and biologically plausible family
of computational models for single neurons known as conductance-based neuron models. These nonlinear dynamical
systems relate the ionic current flow into and out of the neuron to the temporal evolution of the voltage across the neuronal
membrane. Instead of simulating a binary-valued train of spike events, they model the continuous-valued membrane
voltage, which allows them to generate a diverse range of neuronal activities, such as subthreshold oscillations, spikes,
and bursts of different waveforms. In addition, by appropriately simplifying the underlying dynamical system, their
complexity may frequently be tailored to the particular situation at hand [2].

Machine learning, which includes deep learning, is a subset of the larger area of artificial intelligence. With its
billions of interconnected neurons serving as processing units, the deep architecture of the human brain is the model that
deep learning attempts to mimic. Our brains likewise function hierarchically, beginning with more basic thoughts and
building upon them to understand more sophisticated notions. Deep learning models, which divide incoming data into
features and then recombine them to complete the job at hand, reflect this way of learning (e.g., detection, classification).
A deep learning model can be used to do tasks of a similar nature without human input once it has acquired important
features during the training phase [3]. Early in the 1980s, optical neural networks had already been created. These systems
were able to recognize faces, learn Boolean operations, and decode handwriting. Optical networks take advantage of any
optical device's benefits over electrical ones, such as their capacity to transport data from a single point source to any
number of recipients, whereas doing so with electronics would require a lot of cable volume. Compared to electrical
systems, optical systems produce less heat. Yet, the bulk and lack of scalability of all these optical solutions are common
flaws [4].

The current state of the system, x(t) and the state of the system at a previous time point, x(t — 7), are frequently
used to predict the temporal evolution of physical, biological, and technological systems. The output optical
frequency modes of a laser are determined by the time it takes for light to complete one round-trip of the resonant
cavity. Time delays are crucial to the mechanisms governing the formation of white blood cells and breathing rate
in the human physiological system. Electronic and fiber-optic cable time delays are frequently assessed and taken
into account in modern communication systems. The interaction of delay t established by attenuation element and
nonlinearity existing in the laser active medium F(x) = {x(¢), x(t — 7)} in such systems can generate a rich array
of chaotic dynamical effects that are sometimes intrinsic for maintaining proper operation and other times
detrimental.

7 Cite as: D.R. Madhloom, A.A. Hemed, and S.M. Khorsheed, East Eur. J. Phys. 2, 267 (2023), https://doi.org/10.26565/2312-4334-2023-2-30
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2. THEORETICAL CONCEPTS

A neural network is a system with inputs and outputs that consists of numerous straightforward processing
components that are similar in nature. Each of the processing elements has several internal variables called "weights".
The behavior of an element will change if its weights are changed, and the entire network's behavior will change as a
result [5]. In 1943, Walter Pitts [6] developed the first artificial neural network (ANN) model based on arithmetic and
algorithms that mimicked the principles and functions of biological nerve cells. This model was successful in performing
logical operations, ushering in the era of ANNs [7]. A decades-old artificial intelligence method involves simulating brain
neurons to develop sophisticated machine learning models. This method has produced both remarkable advancements
and disappointing results. Because of tremendous advances in mathematical formulations and computational capacity, we
can now build many more layers of virtual neurons than at any other time in the history of science [§]. By utilizing
technology based on free space and an integrated platform, optical neural networks are able to process information in
parallel. In this section, we'll discuss optical computing and how to design neural networks using optical techniques.
Refers to an optical neural network (ONN), which has numerous linear layers connected in a convoluted manner. Due to
optical interconnection's high degree of parallelism, the beam's ability to transverse the room without interfering with it,
and the speed at which light propagates, time delay, and dispersion are essentially nonexistent [9]. Individual neurons in
biological networks are stimulated by external currents, if any, as well as by currents received from other neurons that are
presynaptic to them. DDF neurons are useful as effective network nodes in computational models of functional neural
networks because the presynaptic voltage and the postsynaptic voltages describe the gap junction and synaptic current
connections [10].

In terms of intensity, phase, and carrier dynamics, optical feedback in LDs can result in extensive nonlinear
behavior [11]. The full scenario calls for reviewing laser dynamics with modulation for the communications application and
researching the effects of direct modulation on laser rate equations. Let the laser bias componentl,,, the sinusoidal component
of wave amplitude /,,,, then the modulation frequency f,,, are combined to provide the injection current I (t) [12] [13];

I1(t) =1, + L, sin(2m fy, t) (1)

Chaotic behavior in semiconductor laser is well understood, where these lasers' peak output power varies in an
unpredictable manner [ 14]. The possible application of chaotic encryption-based cryptography makes chaotic behavior in
LDs important and with direct current modulation can be represented by the following rate equations for the photon
density P, carrier density N, and the driving current [ as follows [15]:

N — ’IVT‘;P] ()

The modulation is not for the complex field but for the carrier density through the disturbance to the injection current,
therefore using the rate equation of the photon number P and can be written below take the form [16]:

d_N _ 1 [Ib‘Hm sin(@) _

at T, Itn

apr P

=GP+ Ry~ 3)
dN I N

il 14 4)

where the number of electrons N, change with time inside the active region.
For asingle-mode laser G =I'Vg Gm = G N(N — N,), G is the net rate of stimulated emission and R, is the rate
of spontaneous emission in to the lasing mode. Phase modulation can be included through the equation [16]:

d 1 1
L = ZB|GNN = No) - ] )
where 3. is the amplitude-phase coupling parameter, commonly called the line width enhancement factor.

Circuit roles in the dynamics of OEF are played by the feedback delay time and feedback ratio [17]. There are two
forms of OEF, the first of which is positive and the second of which is negative. In both circumstances, we can anticipate
that the laser output power will exhibit regular pulsing, quasi-periodic pulsing, and chaotic pulsing states [18]. Only
negative OEF is seen in the real experimental system; the region of the frequency-locked state is relatively small for
positive OEF. The self-OEF system is one of the chaotic OEF with wave length filter systems proposed in LDs.

Many types of optical filter are using absorbing glass filter, color filter tunable filter, band pass filter, Notch filter,
Edge filter, Fabry-Perot filter [19] and fiber Bragg grating filter [20]. Additional types are infrared filter, absorptive filter,
ultraviolet filter, and Dichroic filter [21].

The processing element used in the layer simulation in this paper, is corresponding to minor Adaline [5], which is
shown in Fig. 1. It has an input vector X = {x;}, which contains n (=2) components subtracted from unique laser, and a
single output y from itself, and a weight vector W={wi}, which also contains n (=2) components. The weights are variable
(two different Bragg wavelengths) coefficients indicated by circles with arrows. The output y equals the sum of inputs
multiplied by the weights and then passed through a nonlinear function. When Adalines are connected together, the layer
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will become feed-forward neural network. The optimization of a posterior distribution over the states at all time points
and the unknown parameters might be used as an alternative to filtering methods. In addition to finding nonlinear
parameters in nonlinear and even chaotic models, optimization-based techniques have been successfully employed to
estimate linear parameters in neural networks [10].

w

Weights

Figure 1. Adaline with sigmoid [5] [3].

Experimental Set-up
As shown in Figure 2(a), the experimental set-up includes a laser source; its model is HFCT5205A, which is a laser
diode with an operational wavelength of 1310 nm and a maximum measured power of 0.048 mV at 25.5°C.

N o O

E UFBG1-BW:1310.13nm  PD
0F1

Blocked

Blocked

Figure 2. Experimental set-up for two branches filtered and attenuated optoelectronic feedback.

The light emitted from this source is divided into two parts via an optical fiber splitter (OFS); the first one is directed
toward a first optical fiber attenuator (OFA1), then to a first fiber optical circulator (OFC1), with a blocked reflected port,
and then enters a uniform fiber Bragg grating (UFBG1) with its fiber type SMF-28E, reflectivity 84%, and a Bragg
wavelength (15) equal to 1310.13 nm. The transmission or UFBG exit is connected with a first photodetector (PD1),
whose model is BT-1VE-T, which gives the radio frequency (RF) signal to a mixed storage oscilloscope (MSO) and RF
spectrum analyzer. The detect signal is also directed toward the laser bias to mix with its DC bias and then upload selected
portions to the laser source. The same scenario is followed with the second output port signal that emerges from the OFS,
passing through a second (OFA2), a third (UFBG?2), and a fourth (PD2), then finally being added to the laser bias with
selected portions. The UFBG2 has a fiber type of SMF-28E, a reflectivity of 83%, and a Bragg wavelength (4z) equal to
1310.36 nm. As a result, the laser is subject to selected amounts of opto-electronic feedback (OEF), which originated
from itself but passed through two different optical paths. BW is Ag, remaining abbreviations are given during the text.
The figure is drawn by the Optisystem program only for clarity. Photographic picture for selected active run during the
experiment operation based on Figure (2, b).

3. RESULTS AND DISCUSSIONS

Based on the configuration given in Figure 1, the laser is subjected to filtered optoelectronic feedback from two
different narrow filters, with slightly different. This situation gives the facility for studying the weight of each feedback
branch separately, even if both are returned to add to each other's. The laser responds nonlinearly to these feedbacks
via optoelectronic feedback. Such a response can give a simulation idea inside the laboratory about the behaviors of
nonlinear components in biological cells included in the brain. With such interactions, the communication system is
of the electrochemical type. The focus of statistical inference has frequently been on monitoring dynamical variables,
like membrane voltage, over time. The results are classified mainly according to optoelectronic feedback level, as
shown in Table 1. In which, the measured parameters are the optical powers that flow after attenuation variation plus
the laser bias current that resulted after tuning the observed time series by the MSO to recognize the shape of this
signal from any side noise that may have been collected due to unwanted effects. The table's last two right columns,
which represent the weighted feedback ratio with respect to the two branches, are summarized in the plot numbered
with Figure 3.
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Table 1. Experimentally measured parameters classified according to feedback strengths

The first step is evaluating the weight of branch one; thus, our selection for operating is investigated with only one
feedback branch, where the power is vanished in the second branch, and results show the spectra given in Figure 4.

LD Measured power  Measured power
No. measured after OFA1 after OFA2 (OFA1-OFA2) (OFA2-OFA1l)
current W) W) /OFA1 /OFA2
(mA)
1 132.2 1.79 0 100.00% -
2 131.1 1.79 56.7 -3067.60% 96.84%
3 129.5 27.8 2.5 91.01% -1012.00%
4 129.5 33.6 6.5 80.65% -416.92%
5 129.5 42.0 12.1 71.19% -247.11%
6 129.9 57.02 32.8 42.48% -73.84%
7 126 57.2 51 10.84% -12.16%
8 131 67.5 158 -134.07% 57.28%
9 132 64.3 69.2 -7.62% 7.08%
10 130 63.4 8 87.38% -692.50%
11 133 38.4 69.7 -81.51% 44.91%
g [0} — " -/-/-\- -
§ - L —=— Weight'ref. to Br/2
E -4 -/
(o
2 s -
b’ 10 =, L L [T [T [ [ [T Ly [T L
2 3 4 5 6 7 8 9 10 11
Run no.
0 [ ] - - -\-/-/I\-

-5 —=— Weight ref. to Br. 1

(OFAI-OFARYOFAT

Run no.

Figure 3. Summery for weighted optical feedback ratios before filtering and detection.
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Observed time series, uSec scaled, in this figure shows period one and period two emission with a broad and
extended limit circle attractor, while the frequency spectrum shows complete chaotic emission with around 7 MHz of
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Figure 4. Experimental results for parameters given in Table
(1), row no. 1, A. Time series, B. Its attractor; C. Its FFT
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extended spectrum. This observation indicates and reinforces the assumption for the single branch weight in this
experiment, where the laser is responding chaotically to its filtered feedback. This result is identical to the operation in
single scaled attenuated optoelectronic feedback given in [22], but the difference is located in the feedback ratio after
filtering, which is not recorded in that article, i.e., the border frequency spectrum is the result of this observation.

Introducing the second feedback branch contribution, with zero attenuation, affected the resulted spectrum directly;
this is observable easily in Figure 5 via the phase and frequency spaces, furthermore time series. Phase space has turned
into a fully contiguous area, indicating a huge number of newly generated chaotic modes. The frequency spectrum has a
higher amplitude value, roughly twice that in Figure 4, and the overall shape of the signal is identical to a Gaussian curve
with 13 MHz extended compared with less in the last-mentioned figure. This observation indicates the weight and
contribution of the second feedback branch in the laser, as a nonlinear medium, resulting in dynamics.

Switching the feedback strengths ratio to roughly the same as that given in Figure (5), 91.01% reference to branch
one, between the branches leads to different effects on the signal combination entering the laser medium, this being off

course due to the difference in filter width that comes from it each branch weight or strength.
A)

I V=24 .8v/i=131.1mA /OAT=1.79UW/OAZ=56.7UW] 020 (B) [ v=4.8v/i=131.1mA /OA1=1.79UW/OA: 7UW
0.18 4
s 0.18 2
g % 0.16 -
0.16 0-14 4
0.124
0‘12 O,‘14 O,‘16 0‘15 0‘20
amplitude (v)
time (usec)
Frequency (1/usec)
2 s 4 oENYOTY s 6 4 a2 s
T A A ST R SRR
E 58000 | —
P ]
0.00096 | 1 Figure 5. Experimental results for parameters given
in table 1, row 2. A. Time series; B. Its attractor; C.
2 0.00064 B
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As shown in Figure 6, time scale is developed to 2 uSec, and the frequency width for the chaotic signal is also
extended to be 130 MHz with a higher amplitude signal, and the attractor having more smooth edges.
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Slightly deviating from the feedback filtering attenuation, precisely to a new ratio of 11.12 percent between branch
one and branch two, the results given in Figure 7 recorded another variation in the observed spectrum, such that the
attractor deviated from its original smooth edges to several distinguishable modes in the higher amplitude region. While
the frequency spectrum is shrinking to only 13 MHz, the signal shape is now far away from its original Gaussian shape
with a slightly higher amplitude.
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Decreasing the difference between the two feedback branches, the ratio is now 3.5 percent between branch one and
branch two, the time series is still chaotic, the phase space repeated its smooth edges, and the frequency spectrum kept
its chaotic broadening with a slight difference in overall shape, as shown in Figure 8.
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A few fundamental presumptions form the foundation of theoretical neurophysiology. The nervous system is made
up of a network of neurons, each with an axon and a soma. The axon of one neuron and the soma of another are always
connected by adjunctions, or synapses. Refs. [S] and [3] reported that a neuron always has a threshold that stimulation
must surpass in order to start an impulse. This level can be considered a starting point for the chaotic dynamics emission
from the LD. This level of edge-emitted lasers was measured corresponding to the free-running laser threshold, i.e.,
applied bias voltage into the device with respect to that threshold. As it is mentioned inside all previewed results, the bias
voltage selection is located at a faraway value from the laser threshold. The judgment in our selection of that value is the
chaotic release that we need to be near from our application requirements. Figure 9 gives the resulted dynamics
measurements, which have a ratio of 1.7 percent between branch one and branch two.

Generalization can be done when a layered feedforwarded as a neural network, that is by connecting Adalines to
one another. The objective is to select the network's weights in order to obtain the appropriate input/output relationship.
The network gets trained during this procedure. When the weights are kept constant, the output vector of the network can
be said to be memoryless because it is independent of previous inputs and solely depends on the current input vector. As
reported in Table 1 many weights are experimented to make the best selection from them.
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With 1.13 percent between branch one and two, Figure 10, the lasing chaotic spectrum disappeared; instead,
destructive behavior of the signal was observed, indicating only noise emission. The role of FBG is to give the operation
loop a gate, i.e., in this operation level, the signal becomes larger in its wavelength spectrum spread, and if all included
wavelets have a larger Bragg wavelength, they are blocked from transmission. Refs. [23] and [24] reported that the FBG
gate can play the role of a wide or narrow filter to the incident signal according to the relation between the incident
wavelength spectrum and its entire Bragg wavelength.
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Working with a 0.425 ratio between branches one and two (Figure 11), the maximum amplitudes return to be
apparent, indicating matching between the incident signal and the Bragg wavelength for the filter. Around 7 MHz of
chaotic signal width is observed with a circular attractor that includes several outer modes. When the output is modest
due to laser medium nonlinearity, the Adaline filter behaves like a linear filter, but as the output amplitude increases, it
saturates to +1 or -1. It should be noticed that the default setting for one of Adaline's inputs is +1. This gives the Adaline
a technique to provide the weighted sum with a constant bias.

Working with an increased ratio of 0.895 in Figure 12, between branch one and two, the attractor is divided into
three regions with a single mode outside of them. The frequency spectrum is extended to about 8 GHz, indicating large
filter operation. Figures 13 and 14 give results for ratios of 7.925 and 0.548, respectively, between branches one and two.
Both of these two measurements mention the existence of transmission, but with a slightly higher transmission ratio that
appears as a broadening in the two observed spectra.
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CONCLUSIONS
The input layer experiment is satisfied, and through experimentation, the all-electrical architecture was contrasted
with the hybrid and all-optical approaches. The all-optical technique is comparable to the hybrid strategy in terms of
energy efficiency, outperforming the all-electrical approach. The hybrid architecture takes up much less space than the
all-optical version because it only uses narrow filters. The feed-back versus feed-forward is tested as a step for the
network's construction by combining an increased number of these layers. A ratio of 11.12 percent between branches one
and two in this experiment gives a better contribution to the output chaotic signal compared with all measured values.
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EKCIIEPUMEHTAJBHE MOJEJIOBAHHA JIBOX ONITUYHO ®LIbTPOBAHUX MOIYJISIIIVHUX BAT B
JIABEPHOMY JIOAI SIK ITAPI 3 CAMOHABYAHHSIM
Hxyxa Paax Manaym?, Aiicep A. Xemen®, Cyxa Myca Xopurix®
“@akynemem ¢hizuxu, Haykoeuil konedoic, Ynieepcumem Anv-Haxpetin, bazoao, Ipax
b@axynemem izuru, Iledazoziunuii koredrc, Yuisepcumem Mycmancipisn, Bazdao, Ipax

VY 1boMy OCIIKEHH] eKCIIePHMEHTATBHO JOCII/PKEHO BiATYK HENIHIHHOTO JIa3epHOTO cepeoBuIa. Y JIOCIiHKeHH] ribpuIHa Bepeis
BXIZIHOTO LIapy, SKMH PO3MHOXYETHCS ONTHYHO Ta HAKONMHUYYE CIEKTPUYHO, MOPIBHIOETHCS 3 MOBHICTIO ONTHYHOIO BEpCi€lo, sika
PO3MHOXYETBCS Ta HAKONIUIY€e ONTHYHO. Lle cepenoBuine 3a3Hae BOX Pi3HUX IUIAXIB ONTHYHO BiI(DIIBTPOBAHOTO Ta OCIAOICHOTO
3BOPOTHOrO 3B’s13Ky. Y Takiii cucTeMi 3MiHa Bard 3BOPOTHOTO 3B'S3KYy B OJHOMY 3 HHX II€PEBIPSETHCS BIANOBIIHO IO APYroOro.
CriocTepe:KeHHs 3a YaCTOTHUMH CIIEKTPaMU MPOBOIATHCS JUIsl MOZCIIIOBAHHS PE3YJIbTYIOUOT peaKilii 3 BXiJHUM piBHEM /Uil HEHPOHHOT
MEpexi Ha OCHOBI XaOTHYHHX HECYYHMX. XaOTHYHE JIa3epHE BHUIIPOMIHIOBAHHS CIIOCTEpIiragocs K (YHKIsS KUTBKOX KEpyHOUHX
apameTpiB, KMMH € Halpyra 3MIleHHs OCTIHHOTO CTPyMy, ONTHYHE 3aracaHHs B TiIli Ta IHTCHCHBHICTh 3BOPOTHOTO 3B’SI3Ky Ha
ocHOBI (inpTpanii 3a JOIOMOroK BoJOKOHHOT Ipatku bperra. Lle npaBuio HaBuaHHs € JIHIHHAM y PI3HULI MK KOXXHUM BXOZIOM i
BUXO0/10M HeitpoHa. Ie npaBuiio nocuieHHs/3aTpuMKH. [Ioporu peryIoThesl TAKUM YHHOM, 110 BUXiJ| HeifipoHa abo MiTOBXYy€EThCS
B TOMY X HaIIPSIMKY, 110 i BXiJ (HOCHIIEHHs), 200 B MPOTHJICKHOMY HAIPSIMKY (TaibMyBaHHS).

Ku11040Bi c10Ba: mawunne Haguanus, HellpoHHA Mepedca, XA0muyHa MoOyIayis, aa3epHuil 0ioo
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Standardized uptake values, often known as SUVs, are frequently utilized in measuring '*F-fluorodeoxyglucose (FDG) uptake in
malignancies. In this work, we investigated the relationships between a wide range of parameters and the standardized uptake values
(SUV) found in the liver. Examinations with '8F-FDG PET/CT were performed on a total of 59 patients who were suffering from liver
cancer. We determined the SUV in the liver of patients with a normal BMI (between 18.5 and 24.9) and a high BMI (above 30) obese,
after adjusting each SUV based on the results of the body mass index (BMI) and body surface area (BSA) calculations, which were
determined for each patient based on their height and weight. Under various circumstances, SUVs were evaluated based on their means
and standard deviations. Scatterplots were created to illustrate the different weight and SUV variances. In addition to that, the SUVs
that are appropriate for each age group were determined. SUVmax in the liver was statistical significance in obese BMI and higher
BSA, p-value <0.001). Age appeared to be the most important predictor of SUVmax and was significantly associated with the liver
SUVmax with mean value (58.93413.57). Conclusions: Age is a factor that contributes to variations in the SUVs of the liver. These
age-related disparities in SUV have been elucidated due to our findings, which may help clinicians conduct more accurate assessments
of malignancies. However, the SUV overestimates the metabolic activity of every individual, and this overestimation is far more severe
in people who are obese compared to people who have a body mass index that is normal (BMI).

Keywords: '®F-FDG-PET/CT); Standardized Uptake Value (SUV); Liver; BMI; Age Variation

PACS: 87.57.-s, 87.57.-C, 87.57.U-, 87.57.uk

1. INTRODUCTION

In the present day, (‘*F-FDG) PET/CT scan is frequently used for staging, restaging, recurrence identification, and
tracking of therapeutic response in a variety of malignant diseases [1]. '8F-FDG PET/CT identifies malignant lesions by
combining metabolic and anatomical information. To accomplish this, areas with rapid glycolytic metabolism and
expression of membrane glucose transporter (GLUT) proteins are located and mapped out [2]. Malignant lesions aren't
the only type of lesion that can have increased FDG uptake; infections and inflammatory lesions can also have this effect.
Therefore, various more lesions that may demonstrate FDG uptake could be located in the head, neck, lung, mediastinum,
belly, pelvis, bones, joints, lymph nodes, or vascular system [3].

Studies on the benefits and drawbacks of various methods of assessing tissue 'F FDG accumulation on PET/CT,
such as glucose utilization rate (MRglu) [4], FDG clearance, and standardized uptake value, have been carried out in a
number of different instances. Examples of these methods include glucose utilization rate (MRglu) (4). (SUV). The
parameter SUV, which quantifies the amount of tissue FDG concentration per FDG unit, is the one that is used the most
often and the most widely [5].

As a practical and semiquantitative indicator for FDG accumulation in tissue, the standardized uptake value (SUV)
has been presented as a useful tool. To determine it, divide the patient's body weight by the ratio of the amount of activity
present in the tissue per milliliter to the amount of activity contained in the injected dose [6]. The distribution absorption
ratio, often known as the SUV, goes by a few distinct names. One of them is the differential uptake ratio [7,8].

On the other hand, mistakes in liver SUV could be the result of a number of different physiologic factors. These
factors, which also include age, gender, body mass index, serum glucose level, hepatic function, and hyperthyroidism,
might lead to inaccurate PET/CT findings that are either false-positive or false-negative [9]. Therefore, in order for
medical professionals to properly interpret PET/CT images of the liver, it is necessary to first determine the normal SUV
of the liver. According to an increasing number of studies, an SUV's age may have a major impact on its performance. It
is essential to provide scientific rigor and enable repeatability by determining a precise range of liver SUVs using '*F-FDG
PET/CT in multi-aged groups [10].

Despite the fact that many researchers have used SUV as a useful semiquantitative indicator for evaluating FDG
uptake in tissue, it was recently shown that SUV has a substantial positive association with patient body weight, rising by
70%-98% from patients with low weight to those with high weight. This discovery was made despite the fact that many
researchers have been using SUV in this capacity. Despite the fact that a large number of researchers have been used SUV
as a helpful semiquantitative indicator for evaluating FDG uptake in tissue, this was found to be the case [11].

The purpose of this study was to examine the association between age and body weight and standardized uptake
value in liver cancer patients.
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2. MATERIALS AND METHODS

Between November 2022 and December 2022, participants aged 15 to 85 were referred to the Al-Andalus Specialist
Hospital. The study included 59 participants (24 male and 35 female) individuals. The participants' average age was
58.01 + 13.18 years. The hospital's ethical committee accepted our study, and informed patient consent was obtained prior
to doing PET/CT scans.

In the course of our investigation, we made use of a Discovery IQ PET/CT scanner (GE Healthcare, Milwaukee, W1,
USA). This scanner's detector was made up of Bi4Ge3012 (BGO) crystals, each of which measured 6.3 by 6.3 by
30 millimeters. At the one-bed position, the transaxial field of vision (FOV) measured 700 millimeters, the axial field of
view measured 260 millimeters, and 79 axial slices were acquired. The window width for the energy range was
435-650 keV, and the window width for the coincidence time range was 9.5 ns. We obtained a matrix with a dimension
of 192 by 192, and the thickness of each slice was 3.27 millimeters. The amount of slice overlap that occurred between
beds was 19 slices.

Patients who had had a blood sugar concentration in their fasting blood that was more than 200 mg/dL at the time of
the examination were not permitted to take part in any aspect of the study. Before receiving an injection of '*F-FDG, all
of the patients went without food for at least four to six hours. Before giving '®F-FDG to the patient, an intravenous
cannula was put in the patient's arm or hand, and a blood sample was obtained to determine the patient's glycemia.
Images were taken 45-90 minutes following injection of the FDG. Patients were placed in a supine position with both of
their arms elevated. The emission acquisition time per bed position was (1.5-3) minutes. By collecting or calculating these
characteristics for each patient, the association between patient-dependent factors and '*F-FDG PET image quality was
studied. Height and body mass index (BMI) were retrieved from patient data. Determine the body mass index (BMI).

weight in kg

BMI = el 11 X8
(height in m)

(M

The World Health Organization categorizes body mass index (BMI) as follows: underweight (BMI 18.5 kg/m?),
normal (18.5 — 24.99 kg/m?), overweight (25 — 30 kg/m?), and obese (< 30 kg/m?) [12].
Using the following formula, the body surface area (BSA) was calculated [13].

BSA(m?) = (weight in kg)*#?3x(height in m)*7>3x0.007184. )

2.1. Statistical Analysis
To express all results, the mean and standard deviation (SD) were utilized. All statistical analysis was performed
using Microsoft Office Excel 2013. The definition of statistical significance was a p-value less than 0.05.

3. RESULTS
The relationships between SUV and patient body weight are shown in Figure 1. There was statistically significant
difference between the SUV and patient body weight (p < 0.001). The mean values and SD for body weight (kg) were
78.19 £16.18.
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Figure 1. Relationships between patient body weight and SUV.

Statistically significant positive associations existed between BMI and SUVmax (R? = 0.122, p < 0.0001), as shown
in Figure 2.
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Figure 2. Relationships between BMI and SUV.

Mean BSA was 0.065 + 0.0070 m?. The results of the curve fitting of SUV and BSA shows for curve the
(R?=0.0141) with significant difference (p < 0.0001) (see Fig. 3).

25

20

(SUV)max
= =
o v

y =57,842x + 4,3053 °
R2=0,0141
° °
[ ] ° ... Y
',:_L‘fr’
° Se® o
L oM
0,02 0,04 0,06 0,08

BSA (m2)

0,1

Figure 3. Relationships between BSA and SUV.

When we plotted the SUVmax versus patient age, there was a strong (and significant) p < 0.001) (Fig. 4).
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Figure 4. Relationships between age and SUV.

4. DISCUSSION

Visually evaluating PET scans for regions of abnormal uptake is accurate and sufficient. However, depending on
the PET investigation, a quantitative or semiquantitative technique can analyze factors such as metabolic activity,
perfusion, and receptor density of lesions and tissues more precisely. These assessments are essential for establishing the
grade of the cancer, determining the therapeutic agent dosage, and comparing post-treatment with pre-treatment

studies [14].
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SUV is the most common PET parameter used to evaluate radiopharmaceutical absorption in malignancies and
healthy tissues. Although SUV can be affected by a variety of human, biological, and technological factors that could
cause an overestimation or underestimating of activity, it nevertheless reliably predicts the degree of absorption in lesions
and normal tissues. Suboptimal patient preparation, high blood sugar and insulin levels, diabetes, body mass index, age,
sex, the time of imaging after radiotracer injection, significant extravasation of activity, the image acquisition and
reconstruction parameters, circumstances during the post injection uptake period, and inaccurate entry of patient weight,
height, and injected activity can all affect '®F-FDG uptake [9].

The liver deoxyglucose metabolism of adolescents is significantly lower than that of adults. The increase in '*F-FDG
uptake during development may be a result of age-related alterations in hepatocyte quantity, number, and function [15].
A rise in "®F-FDG uptake may also be explained by the substantial changes in body size, body composition, and blood
volume that occur during development. In addition to body size and age, changes in uptake duration, plasma glucose,
recovery coefficient, and partial volume artifacts affected SUV results [16]. Meier and colleagues postulated, however,
that age-related hepatotoxins may have triggered cumulative inflammatory changes [17].

There are numerous possible biological causes for the observed age-related SUV changes in our study. We
hypothesize that organ degeneration, organ metabolism, and molecular transport could explain the pertinent mechanisms.
In overweight and obese patients, SUV is typically overstated in lesions and normal tissues; in heavy patients, SUVs of
liver were up to twice as high as those in lighter patients (figure 1). Both body surface area and body mass index were
calculated on the basis of patient body weight and height; there was a strong positive correlation between both indices
with SUV, Figures 2 and 3.

5. CONCLUSION
SUV overestimates metabolic activity in all patients, although the effect is particularly pronounced in obese
individuals. Age was found to have the greatest effect of all the variables that influence the liver SUV. We discovered
age-related changes in the physiological absorption of FDG by the liver. Before analyzing oncologic whole-body PET/CT
scans, it must be proven that the liver's background SUV is within the age-dependent reference limits.
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INEPEOINIHKA MACH TIJIA TA BIKY 3A CTAHIJAPTU30BAHUM 3HAYEHHAM INOINTMHAHHSA
MPU PAKY NEYIHKU NJIS1 ['®F] FDG PET/CT
As B. Xane?, Carap M. Kagam®, Camap 1. Ecca®
“Jlenapmamenm ¢pizuxu, Hayrosuil koneoxc, baecoaocvkuil ynieepcumem, baeoao, Ipak
b Tenapmamenm xipypeii, Meouunuii xonedoc, bazoadcvkuii ynieepcumem, bazoao, Ipax

CTaHIapTH30BaHi 3HAYCHHS MOIIMHAHHSA, 4acTo Bizomi sk SUV, 4acTo BHKOPHCTOBYIOTHCS B IPOLECI BUMIPIOBAHHS IOIIMHAHHS
8F-¢ropaesokcurmokosu (FDG) IIpy 31005KICHMX MyXJIMHAX. Y Lill poOOTi MU JOCIIIKYBaIK 3B’SI3KM MiK INMPOKHM Jiala3oHOM
rmapaMeTpiB i CTaHAapPTU30BaHUMH 3Ha4eHHSIMHU nornuHaHHA (SUV), BusBnennmu B nevinii. ObctexxenHs 3a gonomororo [TET/KT
BF-FDG nposezieHo 59 nauienram, sKi cTpakJanu Ha pak nedinkd. Mu Busnadanu SUV y nedinni namiedris i3 nopmansaum IMT
(Bix 18,5 no 24,9) ta Bucoxum IMT (Bume 30) i3 oxupinasm. Ilicis xopuryBaHHs koxxHOTo SUV Ha OCHOBI pe3y/bTaTiB pO3paxyHKiB
innexcy macu tina (IMT) i mnony nosepxHi Tina (II1T), siki BU3HA4aIN 11 KOKHOTO TAllieHTa Ha OCHOBI X pocTy Ta Baru. 3a pi3HUX
00CTaBMH IO3AILIIXOBUKH OI[IHIOBAJIM HAa OCHOBI iX CepeaHiX 3HaueHb 1 CTaHJAPTHHUX BigxwieHb. Jliarpamu posciroBaHHs Oynn
CTBOpEHi, 00 mpointocTpyBaTu pizHi BigxuiaenHs Baru ta SUV. Kpim toro, Oyau BU3HAYCHI MO3aUULIXOBHUKH, SIKI IIXOMSITh JUIS
KokHOT BikoBoi kareropii. SUVmax y mneuiHmi OyB cratuctuuHo 3HadymmM npu IMT i3 oxupinaam Tta BummMm BSA,
p-3nauenns <0,001). Bix BusBuBCs HaiiBaxnuBimuM mpeaukropoM SUVmax i OyB cyrreBo moB’s3anuii i3 SUVmax mediHku i3
cepenHim 3Ha9eHHsIM (58,93+13,57). BucHOBKH: Bik € YWHHUKOM, skuii cipusie 3MiHaMm SUV medinku. Lli BikoBi BigmiaHOCTI B SUV
Oynu 3’siCOBaHi B pe3y/bTaTi HAIMX BHCHOBKIB, IO MOXKE JOIOMOITH KIIHINUCTaM Yy OUTBII TOYHOMY OIIIHFOBAaHHI 3JIOSKICHUX
HoBOyTBOpeHb. OnHak SUV mepeorinioe MeTaboIiuHy aKTHBHICTH KOXXHOTO OKPEMOTO iHAWBiAyyMa, 1 IIe IMepeoniHka € Habararo
CEpHO3HIIINM Y JIIOeH 3 0KUPIHHIM ITOPIBHSIHO 3 JIIOIBMU 3 HOpMaJIbHUM iHIekcoM MacH Tina (IMT).

Kurouosi cioBa: ‘*F-FDG-PET/CT),; cmanoapmusosane snauenns nonunannsa (SUV); neuinka; IMT; eixosa éapiayis
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In this research, the effect of changing the values of the diffusion parameter on the semi-elastic scattering (%) and distribution (D)
calculations for single channel (SC) and coupled channel (CC) have been studied. Three values were taken from the diffusion for
each system parameter. It is assumed that the nuclear potential has a Woods-Saxon form, which is indicated by the surface
diffuseness, potential depth, and radius parameters for (*Mg + *Zr), (**Si + (12°Sn, ''Nd) Systems. The chi square (y?) is applied to
compare the best fitted value of the diffuseness parameter between the theoretical calculations and the experimental data. According
to the results of (x?), we noticed that some systems achieved a good match between the theoretical calculations and experimental data
of semi-elastic scattering (%) and the distribution calculations at the standard value of the diffusion parameter (ao=0.63) or at a
value higher and lower than the standard value .In the case of channel is single SC the best fit was at a value less than the standard
value of the diffusivity parameter, but in the case of CC the fit was better at a value higher than the standard value of the surface
diffuseness parameter because the potential barrier in the single SC, while in CC calculations it is multiple.

Keywords: Quasi-elastic scattering, Woods-Saxon potential; Single channel; Coupled channels; Surface diffuseness parameter;
Heavy-ion system

PACS: 21.60.-n, 21.10.-k, 21.60.Jz, 25.70.Bc, 25.70.

1. INTRODUCTION

The Nuclear reactions at sub-barrier energy are crucial in nature, since they are responsible for the basic
behavior of stars, their development, and many aspects of element production. The nucleus potential is consist
from Coulomb V¢(r) and nuclear Vn(r) parts [1][2]. The Woods-Saxon (WS) form is often used to represent the
nuclear component, which is characterized by the deepnessV,, radius ry, and diffuseness a, parameters. It is
significant in nuclear physics because it is regarded as a realistic potential [3]. Experiments indicate that coupling
to collective states results in a distribution of Coulomb barrier heights, which may be calculated directly from the
fusion excitation function ons (E) or from back scattered quasi elastic events for many nuclear systems. A
significant method for the investigation of barrier distributions near to the Coulomb barrier is large back-angle
quasi elastic scattering [4]. It may be described as the total of elastic scattering, inelastic scattering, and transfer
reaction. It is very similar to the fusion process which is defined as a reaction in which two discrete nuclei
combine to produce a compound system [5]. Heavy-ion collisions at energies around the Coulomb barrier are
strongly affected by the internal structure of colliding nuclei [6]. The coupling channel model is the best
instrument for simultaneously reproducing the experimental data for a variety of events, including particle
transfers, fusion, elastic and inelastic scattering [7]. The inter-nuclear potential is the most crucial factor in
calculations involving coupled channels. Since it has an impact on the coupling strengths and the breadth of the
barrier. The transfer reactions, as well as the collective vibrational and rotational movements, are coupled with the
relative motion of the colliding nuclei to produce the channel coupling [8]. A heavy-ion reaction to fusion has a
counterpart in quasi-elastic heavy-ion scattering at reverse angles. At energies near to the Coulomb barrier, these
inclusive procedures are vulnerable to channel coupling effects (due to collective inelastic excitations of the
colliding nuclei). The likelihood of reflection at the Coulomb barrier causes quasi-elastic scattering, whereas
transmission is connected to fusion. This fact was exploited, and barrier distributions were obtained [9]. Fusion is
one of the most significant near-barrier processes. The interaction between the relative velocity of two colliding
nuclei and their internal structures is well known to result in a significant increase in fusion cross sections at sub-
barrier energy [1]. Several studies on quasi elastic scattering have been studied by Khalid S. Jassim for some
heavy ions systems [10-12].

The aim of this research study is to study quasi elastic scattering at near energies from high the coulomb
potential barrier to determine the surface diffuseness parameters of the inter-nucleus potential for the systems
BMg+Zr and (*%Si, '2°Sn)+'3Nd single and coupled channels calculations were performed using the CQEL
program [7], which includes all orders of coupling and is the most recent iteration of the computer code CCFULL.

The chi square (*¥?) approach has been used to find the diffuseness parameters' best fitted values in comparison to
the experimental data.

7 Cite as: F.J. Hamood, and K.S. Jassim, East Eur. J. Phys. 2, 282 (2023), https://doi.org/10.26565/2312-4334-2023-2-32
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2. THEORY
The potential between two nuclei consists of two parts, the first part being the nuclear potential Vn, which may be
adequately and reasonably characterized by the two parts that make up the nucleus-nucleus potential. The Woods-Saxon
(WS) form provided by [12].

VN () = - —2, (1)

1+e al

where r is the center-of-mass separation between the target nucleus of mass number Ar and the projectile nucleus of
1 1

mass number Ap, and R, denotes the system's radius Ry = 1, (AET + Af,) . When they do not interact, the second part

being the Coulomb potential V¢ between two spherical nuclei with uniform charge density distributions is given by
[12]:

V() =21 < @)

here r is the distance between the centers of mass of the colhdlng nuclei and Z, and Z are the atomic numbers of the
projectile and target, respectively.
The Coulomb potential is produced when the nuclei interact, and it is determined by[13].

V() =23 (1), 3

2Rc

where R is the radius of the equivalent sphere, which corresponds to the projectile and target nuclei.
The coupling between the nuclear intrinsic motion and the relative motion of the centers of mass of the colliding
nuclei, r = (r, r), which causes the collision of two nuclei. The Hamiltonian system's is provided by [4] :

HG ) = =572 + V) + Ho®) + Veoup - 6), )

where V (r) is the bare potential in the absence of coupling where V(r)= V N (r)+V ¢ (r) , Hy (%) is the Hamiltonian for
the intrinsic motion, and Ccoup is the stated coupling, r stands for the center of mass distance between the colliding
nuclei.

The entire wave function's Schrodinger equation is given by[14].

h? N N N
(_Z_HVZ + V(r) + Ho(®) + Vcoup G-OOUE.8) = Eui.9), @)
Generally, the internal degree of freedom has a limited spin. The coupling Hamiltonian in complexities can be

written as [4] :

Vcoup G.§= ZA>0./,L fi () YA;L ®. TA;L ), (6)

The spherical harmonics and spherical tensors, which are constructed from the internal coordinate, are denoted by
Y3, (F) and Ty, (), respectively. That when it was taken into account in V (r), the total is taken over all values of

excluding for A = 0. (r). For a constant total angular momentum J and its z-component M, the expansion basis for the
wave function in Eq. (5) is given by [4] :

(7E1(IDJM ) = Xy, lmy Iy M )Yy (B) @i, (5, Q)

where in / denotes the orbital, I denotes internal angular momenta, and @y, () denotes the wave function for the
internal motion that which fulfills by equation below[4] :

Hy($) (pnlml(f) = €n (pnlml(f) 5 (®
With this basis, the total wave function (5. £)has been expansion as [15]:

- W),
VG -6) = T — (7 EI(IDIM ), ©)]
It is possible to write the Schrodinger equation [Eq. (3)] as a group of coupled equations for u{tl, (r)[14]:
l(l+1)h
[—ZE+V( )+ = B e w)y () + S VYU (() =0, (10)

The coupling matrix elements VT{ Uit z'.i(r)’ According to [4] are as follows:

nl,n”(r)—(]M (UD|Vep G- )] (0.0 DIM ) = Sp(=1)'~ M4 £, K nI|ITl|nT ) %

,/(2l+1)(21+1){ v 1}, (11)

L 1 2

Where the reduced matrix elements in Eq. (8) is defined as follows [4]:
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| Vo |U Y = U At Lot ) 1Y [T, (12)

where V7{l m ”(r) are separate of the index M, the index has been suppressed as seen in Eq. (11). Coupled-channels

equations are the name given to the equation (10). For heavy-ion fusion reactions, these equations are usually solved
using the incoming wave boundary conditions[14].

Upy (1) ~ Ty exp ( 1f ki (r)dr) T < Tapss (13)
(B Geusr ) Buabus + Jr SUH o)) 7 — 0. (14)
where k. = /2U(E — €,1)/h? , kyyi = k = +/2UE /B2 and the following formula defines the local wave number k,,;:
1) = (2 (5 = e = C2E V() — ), (), (s)

After obtaining the transmission coefficients T nllJ, the penetrability via the Coulomb barrier is given by:
Pi(E) = Tyt |7 2, (16)

The computation of quasi-elastic cross sections typically needs a high value of angular momentum in order to
provide convergent results, unlike the calculation of fusion cross sections. For such a huge angular momentum, the
potential pocket at (r = rabs) becomes shallow or even vanishes. Therefore, it is impossible to precisely identify the
incoming flux in Eq. (13). In order to avoid employing the incoming wave boundary conditions, the quasi-elastic
problem often executes the regular boundary conditions at the origin. A complex potential V N (r)=V Ny (r)+iw(r) is
required to model the fusion reaction when utilizing the usual boundary conditions. Following the acquisition of the
nuclear S-matrix in Equation (Eq11), the scattering amplitude may be computed as

fu (6.E)=iXp / i/ elloyBr+aE-enr] v +1 Yw(g)(sj 51.1251.12) + fc(6.E)8;1,614, (17)

The Coulomb phase shift is g;.and given by the equation,
g =T+ 1+in)), (18)
As for f., which is the Coulomb scattering amplitude and is determined by [14]:

f.(6.E) = stizz(ﬁ)e[ mln(sm ( ))+2m0(5)] (19)

here n = is the Sommerfeld parameter which is given by n = Z;Z, e?/hv , and utilizing Equation (16), the differential
cross section may be evaluated

doger(6.E) kn
—== Yt 6. B, (20)
may be evaluate the Rutherford cross section.
dog(0.E
LRCE = (0. B = 1 2 esct(9), Q1)
The distribution of the barrier of fusion is defined as [4] :
dZ
Dfus(E) = 4E2 [E qus(E)] 5 (22)
The definition of the total scattering distribution of the barrier of scattering D  (E) is [4]:
Aot
Dot (B) = — 22 [ (8) (23)

3. RESULTS AND DISCUSSION

Calculations for single-channel and coupled channels were performed using the CQEL code last version [7],
which is thought to be the most recent iteration of the computer code CCFULL . This program precisely resolves the
linked equations and the Schrodinger equation. The chi square methods have been used in the present work to prevent
systematic mistakes, where the data with dgel /dR>1 were omitted from the fitting procedures. The chi square technique
x> was regarded as a normalizing factor between the theoretical calculation and the experimental data. the main
potential in this work is Wood-Saxon (WS), which has both real and fictitious components. The fairly tiny internal
potential was explained by the fictitious potential. A change has been made to done on the real potential's parameters to
determine how best to fit the experimental data, and it was then repeated for all interactions. The value of 0.63 is
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considered a constant for the diffuseness parameter [15], and a higher and lower value is taken for each system, It
differs from one system to another and the radius parameter is assumed to be ro 1.2 fm.

4-1. The Mg +°"Zr reaction

In this system, the results were processed in two cases, the first case, where both the projectile and target nuclei were
considered inert (SC) at different values of the diffusion parameter (0.69, 0.63, and 0.57) fm, respectively and we
considered the diffusion parameter 0.63 fin is the standard value. In the second case, the projectile nucleus was Mg
rotates with a deformation coefficient of 8, = 0.374 to the state 2" (1.368672 MeV) and this was deduced according to the
ratio E,+/E,+ = 3.012 while the target core *°Zr was vibrating with a deformation coefficient of B, = 0.089 to the state
2%(2.186273 MeV), where E,+/E,+ = 1.4 at coupled-channel (CC). We used the single phonon state of the quadrupole
excitation of the projectile and target nuclei, the potential depth Vo = 58.8 MeV, and the radius parameter ro = 1.2 fm.

Table 1. The values of the WS potential's parameters and y? fitting between experimental and theoretical data for the Mg +°*Zr reaction.

System Channel Vo T a, Ocm x°
(Mev) (fm) (fm) (deg.) on Do

0.57 0.28177 0.07342

SC 58.8 1.2 0.63 158 3.47134 0.33499

Mg +9Zr 0.69 12.68139 0.88261
0.57 0.01071 0.04572

CC 58.8 1.2 0.63 158 0.02178 0.02036

0.69 0.07305 0.02015

From Table (1), it is shown that, according to the results of the y2, the calculated ratio of the quasi-elastic to the
dc;el) is 0.28177 at the diffuseness parameter 0.57 fm, Vo = 58.8 MeV, which was obtained
R

from the SC data analysis where the projectile 2*Mg nucleus and target *°Zr nucleus are inert and is represented by the
hard red line in Fig. 1.a. (A),
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Figure 1.a. The ratio of the quasi-elastic scattering to the Rutherford cross sections for 2Mg+°'Zr system at sub-barrier energies.
Banal A and B using the single channel and coupled-channels calculations, respectively. Figure 1.b. (C, D) shows the distribution at
sub-barrier energies, using the single and coupled channels calculations, respectively. The experimental data are taken from Ref [16].

It is the curve closest to the curve of the experimental data; the best value of the distribution D is 0.33499 at the
same value of ap which is represented by the black colored. According to the coupled-channel calculation with a

d
rotating projectile (P) and a vibrating target (T), the best value of (%) is 0.01071 at the diffuseness parameter
R

ao=0.57 fm is represented by the hard red line in Fig. 1.b (B). From the Fig. 1.b. (C) the best value of the distribution D
is 0.015 at the diffuseness parameter of 0.69 fm, which is represented by the black colored.
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4-2. The 28Si+!*'Sn system

From Throughout this system, the findings were processed in two distinct ways. In the first case, we assumed that
the diffusion parameter 0.63fm was the standard value and that both the projectile and target nuclei were inert (SC) at
various values (0.60, 0.63, and 0.66) fm respectively. In the second instance, the target core '2°Sn was vibration with a
deformation coefficient of §, = 0.107 to the state 2% (1.171265 Mev), E,+/E,+ = 1.8 at coupled-channel (CC), whereas
the projectile nucleus was 2*Si rotation with a deformation coefficient of 5, = -0.478 to the state 27(1.77903 MeV),
where E,+/E,+ = 2.59. The potential depth Vo= 45.8 MeV, the radius parameter ro =1.2 fm, and the single phonon
state of the quadruple excitation of the projectile and target nuclei were employed.

Table 2. The values of the WS potential's parameters and %2 fitting between experimental and theoretical data for the 28Si+!2°Sn reaction

| %4 T a /] x*
0 0 0 cm
System Channel (MeV) (fm) (fm) (deg.) T Dou
0.60 0.06072 0.03304
SC 458 1.2 0.63 150.5 0.10359 0.05258
o 0.66 0.17721 0.08379
0.60 0.01259 0.01686
cc 45.8 1.2 0.63 150.5 0.00794 0.01954
0.66 0.00475 0.02127

According to Table (2), the results of y*> show that the calculated ratio of the quasi-elastic to the Rutherford cross
sections (%) is 0.06072 at the diffuseness parameter of 0.60 fm, which was obtained from single channel (SC) data
R

analysis where the projectile 2*Si nucleus and target '2°Sn nucleus are inert, and is represented by the hard red line in Fig. 2.a.
(A) It is the curve that is closest to the experimental data curve; the best value for the distribution D is 0.03304, which is
represented by the hard red line in Fig. 2.b. while the coupled-channel calculations with a rotating projectile (P) and vibrating

d
target (T), it was found that the best value of ( ::el) is 0.00475 at the diffuseness parameter 0.66 fm, which is represented by
R

the solid black line in Fig. 2.b. (B), where Vo= 45.8 MeV. It is the curve closest to the curve of the experimental data, the best
value for the distribution D is 0.01686 at the diffuseness parameter 0.60 fm denoted by the red-colored curve.
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Figure 2.a. The ratio of the quasi-elastic scattering to the Rutherford cross sections for 28Si+!2°Sn system at sub-barrier energies.
Banal A and B using the single channel and coupled-channels calculations, respectively. Figure 2.b. (C, D) shows the distribution at
sub-barrier energies, using the single and coupled channels calculations, respectively. The experimental data are taken from ref [17].

4-3. The 28Si+'5'Nd system
In this system, the change of quasi elastic scattering with the angle was studied, depending on the change in the
values of the diffusion parameter, and the study was carried out in two cases, in the first case The projectile and target
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nuclei were each considered to be inert, single channel (SC) at different values from diffuseness parameter (0.55, 0.63,
and 0.71) fm, and 0.63fm was taken to be the standard value. in the second case, we assumed that the projectile nucleus
8Si is rotation coupled to the state 2¥(1.77903 MeV), E,+/E,+ = 2.59 with deformation parameter 3, = -0.478 where
the target nucleus '"’Nd was inert. The potential depth Vo= 42.2 MeV, the radius parameter ro =1.2 fin, and the single
phonon state of the quadrupole excitation to the projectile nuclei were employed.

Table 3. The values of the WS potential's parameters and y%? fitting between experimental and theoretical data for the 28Si+'*'Nd reaction

Vo To Qg Ocm :
System Channel (MeV) (fm) (fm) (deg.) Goetl T Do

0.55 0.01936 0.03100

SC 42.2 1.2 0.63 140 0.05279 0.05130

BGiH1ING 0.71 0.17076 0.10976
0.55 0.00843 0.00880

CcC 42.2 1.2 0.63 140 0.00597 0.01078

0.71 0.00828 0.01623

In Table (3), According to the results of the ¥ data, the red line in Fig. 3.a. (A) represents the calculated ratio of

d::EI) , which is 0.01936 at the diffuseness parameter 0.55 fm,

R
Vo= 42.2 MeV obtained from single channel (SC) data analysis with the projectile 28Si nucleus and target '*’Nd nucleus

the quasi-elastic to the Rutherford cross sections (

being inert.
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Figure 3.a. The ratio of the quasi-elastic scattering to the Rutherford cross sections for 28Si+!*'Nd system at sub-barrier energies.

Banal A and B using the single channel and coupled-channels calculations, respectively. Figure 3.b. (C, D) shows the distribution at
sub-barrier energies, using the single and coupled channels calculations, respectively. The experimental data are taken from ref [18].

It is the curve that is most nearby to the curve of the experimental data. The optimum value for the distribution D
is 0.03100, shown by the hard red line in Fig. 3.b. (C) at the same diffuseness parameter value. According to the
coupled-channel calculations with a rotating projectile (P) and inert target (T), it was found that the best value of
( %) is 0.00597 at the diffuseness parameter ay of 0.63 fm, which is represented by the hard blue line in Fig. 3.b. (B).

R
It is the curve closest to the curve of the experimental data, the best value of the distribution D is 0.00880 at the

diffuseness parameter of (.55 fm denoted by the red-colored curve.

5. CONCLUSIONS
We conclude from this study the following:
1- The standard value of the diffuseness parameter ap is not the only one that shows the best match between the
theoretical calculations and the practical values, but it is possible to take lower and higher values than the standard
value of the diffuseness parameter by 9, and thus we were able to obtain the best match within this range of values.
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2- From the calculations of (CC) we notice that it has a significant impact on improving quasi elastic scattering

d .
:;El) ,and this was clearly shown on the results of (y?) regardless of the value of ay.
R
3-  We notice in the calculations of (SC) that the theoretical calculations coincide with the practical values at the value
of ap which is less than the standard diffusion parameter, because the larger the value of the diffuseness parameter, the greater

the diffusion of nuclear potential. In addition, the potential barrier in the (SC) is single, while in (CC) calculations it is multiple.

calculations (
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BIIJIUB ITAPAMETPY JU®Y3HOCTI HA KBA3IIIPYKHE PO3CIFOBAHHSI CUCTEM
BMg+"Zr ta BSi+(12°Sn, 'Nd) 3 BAKOPUCTAHHSM NOTEHUIAJY BYJIA-CAKCOHA
®apax JI:x. Xamya, Xaaix C. Txacim
Dakynemem ¢hizuxu, Oceimuitl KON YUCmux HayK, Basunoncokuil ynisepcumem, Ipax

By1no BUBYEHO BILIMB 3MiHU 3Ha4eHb Mapamerpa qudysii Ha po3paxyHKH HaIliBIPYKHOTo po3citoBanHs (dogel)/doR) 1 po3noniny (D)
s onHoro kanany (SC) i 3B’s3anoro kanany (CC). Tpu 3HaueHHs Oynu B3sITi 3 Audys3ii Ui KOXKHOTO Mapamerpa CHUCTEMH.
Ilepenbavaerhesi, mo saepHuil moteHmian mae ¢opmy Bynca-CakcoHa, Ha sSKy BKa3ymTh IMOBEpPXHEBa MH(Y3HICTh, TIHOHHA
HoTeHIiaTy Ta napameTpu pafiyca mis cucteM (Mg +°°Zr), (28Si+(12°Sn, 13°Nd). Xi-kBagpar (2) 3aCTOCOBYEThCS ISl TTIOPiBHAHHS
HalKpalle MiJirHaHOro 3HAa4YeHHs Iapamerpa IU(Y3HOCTI MK TEOPETUYHMMH PO3paxyHKaMH Ta €KCIePHMEHTAIbHUMHU JAHUMHU.
3rifiHo 3 pe3ysnbTaTaMu (¥2), MU 3a3HAYA€EMO, IO JCAKI CUCTEMH JOCSIIIU FapHOI BiMOBIAHOCTI MiXK TEOPETUIHUMH PO3PaXyHKaAMHU
Ta eKCIICPHMEHTAIbHUMH JaHUMHU HalliBIPYXXHBOTO po3scitoBaHHS (dogel)/doR) 1 po3paxyHKaMH PO3NOALTY HPH CTaHAAPTHOMY
3HaueHHI mapamerpa qudysii (a0=0,63) abo mpu 3HaueHHI BHIIE ab0 HMXKYe CTAaHAApPTHOro 3HadeHHs. Y Bumaaky (SC) Halikpare
BIJITOBIHICTE OyJIO NPH MEHIIOMY, HDK CTaHIApTHE 3HaueHHs mapamerpa au¢ysii, ane y Bumanky (CC ) BimmoBimHicTs Oyna
Kpalloro IpH 3HAa4eHHI, BUIOMY 33 CTaHAApTHE 3HAUCHHs mapamMerpa nudysii, ockiapky noreHHidHui 6ap’ep y (SC ) onuHapHUH,
toxi sk y (CC) po3paxyHKH KpaTHi.
KurouoBi cioBa: xeasinpyowcne poscioeants; nomenyian Byoca-Cakconca, 00un Kawan, CnomyueHi Kamanu, NOBEPXHESUl
napamemp Ou@y3HoCmi; CUCMeMAd 8adNCKUX [OHIG





