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The effect of source, geometrical and physical parameters of slab waveguide on the sensitivity of optical sensor and its evanescent field 
have been investigated. The wave guiding film was the LiNbO3 and the observations revealed that, the maximal sensitivities of 
Transverse Magnetic (TM) modes and their corresponding frequencies are greater than those for Transverse Electric (TE) modes. 
Furthermore, the optimal source parameters improve the maximal sensitivity and evanescent field in the cover. However, the increment 
in the core thickness reduces the sensitivity of sensor due to reduction in evanescent field in the cover. The sensitivity of sensor was 
observed as a function of refractive indices of cover, core and the substrate. The increase in refractive indices of cover and core, directly 
affect the sensitivity while an inverse relation has been observed regarding increase in the refractive index of the substrate. It is worth 
noting that, any changes in the physical parameters of waveguide sensor show insignificant effect on the evanescent fields.  
Keywords: Planar waveguide sensor; Birefringence; Source parameters; Geometrical and physical parameters; Sensor sensitivity; 
Evanescent field 
PACS: 42.25.-p, 42.25.Bs, 42.82.Et, 87.85.fk, 07.07.Df, 42.82.-m, 42.81.Gs, 42.79.Pw 
 

Planar waveguide based optical sensors use the exponential decay of evanescent field in the external medium, to sense 
alterations occurring in the vicinity of a waveguide surface. This feature makes evanescent wave based optical sensor enable 
monitoring of chemical and biochemical interactions in real-time with high sensitivity and stability. Furthermore, sensors 
based on optical LOC systems would sense selective analytes just by choosing the appropriate biological receptors [1]. 
Recently, it has been reported that plasmonic and silicon photonics-based biosensors are among the most employed 
evanescent-wave biosensors to analyze nucleic acids with potential applicability in the clinical diagnosis [2]. In addition, 
Lithium Niobate (LN) is among one of the widely used materials for integrated sensor applications due to its excellent optical, 
ferroelectric, piezoelectric, and thermoelectric properties [3]. In fact, the fabrication of LiNbO3 thin film crystals exhibiting 
optical properties comparable to those for bulk crystals along with coupled TE and TM modes [4]. Sensitivity, being most 
important parameter of an optical sensor has attracted significant research interest [5-7]. Thus, planar waveguides comprising 
left-handed material (LHMs) with different configurations [8], as well as binary and ternary photonic crystal with LHMs 
layers [9, 10]; have been investigated as optical sensors. It has also been observed that the sensitivity of the proposed 
structures can be significantly improved by the optimization of physical and geometrical parameters of the waveguide layers. 

In this paper, the sensitivity and evanescent fields of a slab waveguide sensor constituted of uniaxial anisotropic crystals 
have been investigated. The influence of light source in addition to the physical and geometrical parameters of the waveguide, 
on the sensor sensitivity and evanescent fields have been studied in detail for the two kinds of modes propagating 
simultaneously in a waveguide. In our previous work [11], the influence of physical parameters was briefly studied. 
 

THEORETICAL MODELING 
The planar waveguide for an optical sensor was constituted by three layers of uniaxial crystals of lossless and non-

magnetic materials, as presented in Fig. 1. The core refractive index tensor is 𝑛௙ധധധ, whereas, the refractive index tensors of 
the media above and below the film guide are, respectively, 𝑛௖ധധധ and 𝑛௦ധധധ. Then: 

𝑛ധ௜ = 𝜀଴ ቎𝑛௜ଶ 0 00 𝑛௜ଶ 00 0 𝑛௜௭ଶ ቏, 
where, i = c, f, s (cover, film, substrate), 𝜀଴ is the dielectric constant of vacuum, 𝑛௜ = 𝑛௜௫ = 𝑛௜௬,𝑛௜௭ are, ordinary and 
extraordinary refractive indices of each layer, respectively. 

 
† Cite as: A. Cherouana, I. Bouchama, A. Bencheikh, S. Boudour, and M.S. Akhtar, East Eur. J. Phys. 4, 153 (2022), https://doi.org/10.26565/2312-
4334-2022-4-15 

https://orcid.org/0000-0001-7236-4821
https://orcid.org/0000-0002-4277-6945
https://doi.org/10.26565/2312-4334-2022-4-15
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334


154
EEJP. 4 (2022) Abdelbaki Cherouana, Idris Bouchama, et al

 
Figure 1. Uniaxial anisotropic slab waveguide-based sensor 

Two waves (TE and TM) are propagated separately in the core of such slab waveguide, considered as an ordinary and 
extraordinary wave, respectively [12]. 
 

Sensitivity of a Birefringent Planar Waveguide Based Sensor 
The sensitivity is defined as the rate of change in modal effective refractive index relative to the cover refractive index: 

 𝑆 = ൫𝜕𝑛௣ 𝜕𝑁⁄ ൯ିଵ, (1) 
The two expressions of the sensor sensitivity for both TE and TM modes are given as [12]: 

 𝑆்ா = ටଵି௔೎ଵି௑ ௑௔೎ ଵඥ௔೎ି௑ ଵ൤்ା భඥೌೞష೉ା భඥೌ೎ష೉൨ , (2) 

where 

 𝑇 = 𝑘଴𝑑𝑛௙ = ௔௥௖௧௔௡ටೌೞష೉೉ ା௔௥௖௧௔௡ටೌ೎ష೉೉ ା௠గ√௑ . (3) 

For TE modes 

 𝑆்ெ = ೉ሺభషమ೉శೌ೎ሻඥభషೌ೎√భష೉ඥೌ೎ష೉ൣೌ೎൫భష೉ሺభష೉ೌ೎೥ሻ൯ష೉ೌ೎೥൧൤்ᇲ௄ା ೌ೎ሺభషೌ೎ሻඥሺೌ೎ష೉ሻൣೌ೎൫భష೉ሺభష೉ೌ೎೥ሻ൯ష೉ೌ೎೥൧ା௄ටభషೌೞ೥భషೌೞ ೌೞሺభషೌೞሻඥሺೌೞష೉ሻൣೌೞ൫భష೉ሺభష೉ೌೞ೥ሻ൯ష೉ೌೞ೥൧൨ , (4) 

where 

 𝑇ᇱ = 𝑘଴𝑑𝑛௙௭ = ௔௥௖௧௔௡ భඥభషೌ೎ඥభషೌ೎೥ටೌ೎ష೉೉ ା௔௥௖௧௔௡ భඥభషೌೞඥభషೌೞ೥ටೌೞష೉೉ ା௠గ√௑ . (5) 

For TM modes, 𝑎௦ = 1 − ௡ೞమ௡೑మ ; 𝑎௖ = 1 − ௡೎మ௡೑మ ; 𝑋 = 1 − ேమ௡೑మ  ; 𝑎௦௭ = 1 − ௡ೞ೥మ௡೑೥మ ; 𝑎௖௭ = 1 − ௡೎మ௡೑೥మ ; 𝐾 = ௡೑೥௡೑ , 

N is the effective refractive index, m is the mode order, d is the core thickness and k0 is the free-space wavenumber. 
The sensitivity can be expressed as a function of evanescent field intensity [13]: 

 𝑆 = 𝛤௦ ቈටଵି௔೎ଵି௑ + 2𝑃 ቆට ଵି௑ଵି௔೎ − ටଵି௔೎ଵି௑ ቇ቉, (6) 

where, P = 0 for TE polarization. However, P = 1 for TM polarization.  
The intensity of evanescent field can be represented by a confinement factor Γs, which is the ratio of an electric field intensity 
in the sensitive region or layer to the entire mode distribution of the guiding mode [14], defined as: 

 𝛤௦ = ∬ |ாሺ௫,௬ሻ|మௗ௫ௗ௬ೞ∬ |ாሺ௫,௬ሻ|మௗ௫ௗ௬ಮ . (7) 

 
Fields Distribution in Each Region for TE Modes 

Guided TE modes exhibit exponentially decreasing behavior in the cover and substrate, and a sinusoidal behavior in 
the film region. Afterwards, by using boundary conditions, components of the EM field Ey, Hx and Hz in each region as a 
function of the amplitude can be extracted as [15]: 
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 𝐸௬ = 𝐴 ⎩⎪⎨
⎪⎧ 𝑒ିఊ೎௫ 𝑥 ≥ 0൬𝑐𝑜𝑠𝛾௙𝑥 − ఊ೎ఊ೑ 𝑠𝑖𝑛𝛾௙𝑥൰ −𝑑 < 𝑥 < 0൬𝑐𝑜𝑠𝛾௙𝑑 + ఊ೎ఊ೑ 𝑠𝑖𝑛𝛾௙𝑑൰ 𝑒ఊೞሺ௫ାௗሻ  𝑥 ≤ −𝑑 , (8) 

 𝐻௫ = ఉ஺ఠఓబ ⎩⎪⎨
⎪⎧ 𝑒ିఊ೎௫ 𝑥 ≥ 0൬𝑐𝑜𝑠𝛾௙𝑥 − ఊ೎ఊ೑ 𝑠𝑖𝑛𝛾௙𝑥൰ −𝑑 < 𝑥 < 0൬𝑐𝑜𝑠𝛾௙𝑑 + ఊ೎ఊ೑ 𝑠𝑖𝑛𝛾௙𝑑൰ 𝑒ఊೞሺ௫ାௗሻ  𝑥 ≤ −𝑑 , (9) 

 𝐻௭ = ௝஺ఠఓబ ⎩⎪⎨
⎪⎧ −𝛾௖𝑒ିఊ೎௫ 𝑥 ≥ 0−𝛾௙ ൬𝑠𝑖𝑛𝛾௙𝑥 + ఊ೎ఊ೑ 𝑐𝑜𝑠𝛾௙𝑥൰ −𝑑 < 𝑥 < 0𝛾௦ ൬𝑐𝑜𝑠𝛾௙𝑑 + ఊ೎ఊ೑ 𝑠𝑖𝑛𝛾௙𝑑൰ 𝑒ఊೞሺ௫ାௗሻ  𝑥 ≤ −𝑑 , (10) 

where 𝛾௙ = ට𝑘଴ଶ𝜀௙ − 𝛽ଶ. 𝛾௖ = ඥ𝛽ଶ − 𝑘଴ଶ𝜀௖. 𝛾௦ = ඥ𝛽ଶ − 𝑘଴ଶ𝜀௦. 
 

Fields Distribution in Each Region for TM Modes 
Similarly, different components of the EM field for TM modes can be expressed as: 

 𝐻௬ = 𝐴 ⎩⎪⎨
⎪⎧ 𝑒ିఊ೎ᇲ௫ 𝑥 ≥ 0𝑐𝑜𝑠𝛾௙ᇱ𝑥 − ௡೑మ௡೎మ ఊ೎ᇲఊ೑ᇲ 𝑠𝑖𝑛𝛾௙ᇱ𝑥 −𝑑 < 𝑥 < 0൬𝑐𝑜𝑠𝛾௙ᇱ𝑑 + ௡೑మ௡೎మ ఊ೎ᇲఊ೑ᇲ 𝑠𝑖𝑛𝛾௙ᇱ𝑑൰ 𝑒ఊೞᇲሺ௫ାௗሻ  𝑥 ≤ −𝑑 , (11) 

 𝐸௫ = ఉ஺ఠఌబఌ೔ ⎩⎪⎨
⎪⎧ 𝑒ିఊ೎ᇲ௫ 𝑥 ≥ 0𝑐𝑜𝑠𝛾௙ᇱ𝑥 − ௡೑మ௡೎మ ఊ೎ᇲఊ೑ᇲ 𝑠𝑖𝑛𝛾௙ᇱ𝑥 −𝑑 < 𝑥 < 0൬𝑐𝑜𝑠𝛾௙ᇱ𝑑 + ௡೑మ௡೎మ ఊ೎ᇲఊ೑ᇲ 𝑠𝑖𝑛𝛾௙ᇱ𝑑൰ 𝑒ఊೞᇲሺ௫ାௗሻ  𝑥 ≤ −𝑑 , (12) 

 𝐸௭ = ି௝஺ఠఌబఌ೔೥ ⎩⎪⎨
⎪⎧ −𝛾௖𝑒ିఊ೎ᇲ௫ 𝑥 ≥ 0−𝛾௙ᇱ ൬𝑠𝑖𝑛𝛾௙ᇱ𝑥 + ௡೑మ௡೎మ ఊ೎ᇲఊ೑ᇲ 𝑐𝑜𝑠𝛾௙ᇱ𝑥൰ −𝑑 < 𝑥 < 0𝛾௦ᇱ ൬𝑐𝑜𝑠𝛾௙ᇱ𝑑 + ௡೑మ௡೎మ ఊ೎ᇲఊ೑ᇲ 𝑠𝑖𝑛𝛾௙ᇱ𝑑൰ 𝑒ఊೞᇲሺ௫ାௗሻ  𝑥 ≤ −𝑑 . (13) 

The dielectric constant εi differs from region to region, i=c, f, s (cover, film, substrate). 
where 𝛾௙ᇱ = ට𝑘଴ଶ𝜀௙௭ − 𝛽ଶ ఌ೑೥ఌ೑ , 

𝛾௖ᇱ = ට𝛽ଶ ఌ೎೥ఌ೎ − 𝑘଴ଶ𝜀௖௭, 

γୱᇱ = ටβଶ க౩౰க౩ − k଴ଶεୱ୸. 

 
Influence of Waveguide and Source Parameters on the Sensor Sensitivity and Evanescent Fields 

As, the sensitivity expressions and evanescent field components can be expressed as functions of waveguide and the 
light source parameters. We have developed a program in Matlab tool to observe the influence of physical, geometrical 
and the source parameters on the sensitivities of TE and TM modes as well as their influence on the evanescent fields in 
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the cover of a waveguide. For TE mode, Hz and Hx components are observed to be very small as compared to the Ey. 
However, for TM mode, the dominant components are Ex and Ez, while, Hy is unimportant. For the above said reason, 
small components are not represented in the figures. Basically, the slab waveguide consists of a core of LiNbO3 on a glass 
substrate; the wavelength of the source was taken as 650 nm. 

 
Effect of the Source’s Parameters 

Effect of the Field Amplitude. Equation (6) describes that the sensor becomes more sensitive as the intensity of 
evanescent field increases, where the intensities of the electric and magnetic evanescent fields are function of their amplitudes. 

Fig. 2 illustrates the sensitivity as a function of the frequency for TE0 and TM0 modes for different fraction of modal 
power located in the cover. The observations revealed that, the sensitivity increases with the increase fraction of modal 
power located in the cover. Though, for TE0, the sensitivity observed to be maximum for lower frequencies however, 
decreases for higher frequencies. Whereas, for TM0, the sensitivity is minimal at lower frequencies while improves at 
higher frequencies.  

 
Figure 2. Sensitivity as a function of the frequency for TE0 and TM0 modes for different fraction of modal power located in the cover 

layer, (ns=1.72, nc=1.628, d=100 nm, LiNbO3 as guiding film) 

The improved sensitivities at higher modal power located in the cover resulted from enhanced amplitudes of 
evanescent field in the region, as illustrated in Fig. 3 and 4. It has also been observed that, amplitudes of evanescent field 
components of TM modes are more important than those of TE modes, hence, the sensitivity of TM modes are always 
greater than that of TE modes. 

Figure 3. Evanescent field component Eyc in the cover versus x of 
TE0 mode for different field amplitudes, (ns=1.72, nc=1.628, 
d=100 nm, LiNbO3 as guiding film) 

Figure 4. Evanescent field components (Ex, Ez) in the cover versus 
x of TM0 mode for different amplitudes of field, (ns=1.72, 
nc=1.628,d=100 nm, LiNbO3 as guiding film) 
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Effect of the Source’s Wavelength. Sensitivities as a function of the core thickness for TE0 and TM0 modes, are 
presented in Fig. 5 observed at different source’s wavelengths. The curves show that, sensitivity of the planar waveguide-
based sensor increases by increasing the wavelength of source, however, the curves are shifted towards higher core 
thicknesses. This implies that, at higher wavelengths, maximum sensitivities can be obtained for higher core thicknesses 
and vice versa.  

 

Figure 5 – Sensitivity as a function of the core thickness for TE0 and TM0 modes for different wavelength source, (ns=1.72, nc=1.628, 
d=100 nm, LiNbO3 as guiding film) 

The increase of the sensitivity for higher source’s wavelengths can be justified by an increase in the intensities of 
evanescent field, as illustrated in Fig. 6 and 7. 

Figure 6. – Evanescent field components Eyc in the cover versus 
x of TE0 mode for different source’s wavelengths, (ns=1.72, 

nc=1.628, d=100 nm, LiNbO3 as guiding film)

Figure 7. Evanescent field components (Ex, Ez) in the cover 
versus x of TM0 mode for different source’s wavelengths, 
(ns=1.72, nc=1.628, d=100 nm, LiNbO3 as guiding film)

 
Effect of the Geometrical Parameter 

Fig. 8, represents the sensitivity as a function of the frequency for TE0 and TM0 modes at different core thickness. 
The observations revealed that, by increasing the core thickness, sensitivity of the sensor decreases and curves shifted 
towards the lower frequencies. The reduced sensitivity is resulted from the decrease in sensing area limited by the 
evanescent fields, normal to the waveguide at z = 0 and the super surface of the waveguide (x = 0).  
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Figure 8. Sensitivity as a function of the frequency for TE0 and TM0 modes for different core thicknesses, 

(ns=1.72, nc=1.628, LiNbO3 as guiding film). 
 

In fact, at greater core thickness, maximum part of an optical signal enters into the core of waveguide as energy and 
ultimately reduces the evanescent field intensities, as illustrated in Fig. 9 and 10. 

  

Figure 9. Evanescent field component Eyc in the cover versus x 
of TE0 mode for different core thicknesses, (nc=1.628, ns =1.72, 

LiNbO3 as guiding film) 

Figure 10. Evanescent field components in the cover versus x of 
TM0 mode for different core thicknesses, (nc=1.628, ns =1.72, 

LiNbO3 as guiding film) 
 

Effect of the Physical Parameters 
Physical parameters studied are the refractive indices of cover, substrate and the core of waveguide. Expressions (2) 

and (4) demonstrated the influence of physical parameters of waveguide on the sensitivity of the sensor. However, their 
influence on the evanescent fields are expressed by the electromagnetic field components in the cover.  
 

Effect of the Cover Refractive Index. Fig. 11 illustrated the sensitivities as a function of the frequency of TE0 and 
TM0 modes when the refractive index of cover was taken as 1.48 and 1.70. For TE0, the observed maximal sensitivities 
are 0.15 and 0.37, corresponding to the frequencies 3×1014 Hz and 1.25×1014 Hz, respectively. However, for TM0, the 
observed maximal sensitivities are 0.23 and 0.47, corresponding to the frequencies 6.25×1014 Hz and 3.25×1014 Hz, 
respectively.  
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Figure 11. Sensitivity as a function of the frequency for TE0 and TM0 modes for different refractive index of the cover material nc, 

(ns=1.72, d=100 nm, LiNbO3 as guiding film) 

The curves show that, sensitivity of slab waveguide-based sensor increases by increasing the cover refractive index 
for both TE and TM modes. In addition to that, the position of maximal sensitivities exhibit shift toward lower frequencies. 
As the refractive index of cover must be always lesser than that for the substrate, one can conclude that, for both TE and 
TM modes, the sensitivity of a sensor increases by making the cover refractive index as close as possible to that for the 
substrate. 

Nevertheless, for different cover refractive indices, small changes in the evanescent field components are evident, 
near to the cut-off frequencies, Fig. 12 and 13. These changes are caused by the variation in effective refractive indices 
of TE0 and TM0 modes induced by fluctuations in core refractive index, Fig. 14. These changes in evanescent field 
components in the cover, close to cut-off frequencies, have minimal influence on sensitivity of the slab waveguide-based 
sensor. 

Figure 12. Evanescent field components Eyc in the cover versus 
x of TE0 mode for different cover refractive indices, (ns=1.72, 

d=100 nm, LiNbO3 as guiding film) 

Figure 13. Evanescent field components (Exc, Ezc) in the cover 
versus x of TM0 mode for different cover refractive indices, 

(nc=1.48, d=100 nm, LiNbO3 as guiding film)
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Figure 14. Effective index versus frequency of TE0 and TM0 modes in slab waveguide for different cover indices, (ns=1.72, d=100 nm, 
LiNbO3 as guiding film) 

Effect of the Substrate Refractive Index. Fig. 15 represents the sensitivities of TE0 and TM0 modes as a function 
of the frequency, for various refractive index of substrate. Graphs depicted the maximal values of sensitivities and their 
corresponding frequencies. For TE0, maximal sensitivities are observed to be 0.245 and 0.11, corresponding to 2 x 1014 
Hz and 4 1014 Hz frequency, respectively. For TM0, maximal sensitivities are 0.34 and 0.175, corresponding to the 
frequencies as 5 1014 Hz and 6 1014 Hz, respectively. The sensitivity of sensor decreases as a function of substrate 
refractive index for both TE and TM modes. Furthermore, the position of maximal sensitivities exhibit shifts toward 
higher frequencies. 

 

Figure 15. Sensitivity as a function of the effective index for TE0 and TM0 modes for different refractive index of the substrate ns, 
(nc=1.48, d=100 nm, LiNbO3 as guiding film) 

Evanescent field components of TE0 and TM0 modes, for different substrate refractive indices are depicted in Fig. 16 
and 17 respectively. 
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Figure 16. Evanescent field components Eyc in the cover versus 
x of TE0 mode for different substrate refractive indices, 

(nc=1.48, d=100 nm, LiNbO3 as guiding film) 

Figure 17. Evanescent field components (Ex, Ez) in the cover 
versus x of TM0 mode for different substrate refractive indices, 

(nc=1.48, d=100 nm, LiNbO3 as guiding film). 

Curves show a small change in the evanescent field components caused by of the variation in refractive index of 
substrate; and, these small changes occur near the cut-off frequencies of each mode. Far from these frequencies, there has 
been no changes in evanescent field components. However, these changes are caused by small variation in effective 
refractive indices of substrate, Fig. 18. One can conclude that, change in evanescent field have negligible influence on 
the sensitivity of a slab waveguide sensor Fig. 15.  

 

Figure 18. Effective index versus frequency of TE0 and TM0 modes in slab waveguide for different substrate refractive indices, 
(nc=1.48, d=100 nm, LiNbO3 as guiding film) 

 
Effect of the Core Refractive Index. The sensitivities of TE0 and TM0 modes as a function of the frequency, for 

different core refractive index are illustrated in Fig. 19. 
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Fig. 19. Sensitivity as a function of the effective index for TE0 and TM0 modes for different refractive index of the core nf, 
(nc=1.48, ns=1.60, d=100 nm,) 

 
For TE0, maximal sensitivities are observed to be 0.125 and 0.24 corresponding to 6 x 1014 Hz and 2 x 1014 Hz, 

respectively. However, for TM0, maximal sensitivities are 0.15 and 0.34 corresponding to 8 x 1014 Hz and 5 x 1014 Hz, 
respectively. The observations revealed that, sensitivity of the planar waveguide-based sensor increases as a function of 
core refractive index for both TE and TM modes. In addition to that, the position of the maximal sensitivities exhibit 
shifts toward lower values of frequency.  

On the other hand, evanescent field components as illustrated in Fig. 20 and 21 for different core refractive indices, 
exhibit moderate changes caused by variation in core refractive index; in fact, these changes occur far from the cut-off 
frequencies of each mode. These changes are caused by the variation in effective refractive indices of TE0 and TM0 modes 
induced at different core refractive index, Fig. 22. These changes in evanescent field, far from the cut-off frequencies, 
have negligible influence on the sensitivity of a slab waveguide sensor, since the sensitivity peaks appeared near the cut-
off frequencies. 

Figure 20. Evanescent field component Eyc in the cover versus x 
of TE0 mode for different core refractive indices, (ns=1.60, 

nc=1.48, d=100 nm) 

Figure 21. Evanescent field components (Exc, Ezc) in the cover 
versus x of TM0 mode for different core refractive indices, 

(ns=1.60, nc=1.48, d=100 nm) 
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CONCLUSIONS 
In this work, sensitivity and evanescent field of a planar waveguide-based optical sensor prepared of birefringent 

materials have been investigated. The influence of source, geometrical and physical parameters of the planar waveguide 
on the sensitivity of sensor and evanescent field are studied. The observations in all cases revealed that, the maximal 
sensitivities of TM modes and their corresponding frequencies are greater than those for TE modes. Furthermore, 
improved sensitivity and evanescent field in the cover has been observed at in higher amplitude and wavelength of the 
light source. An increase in the core thickness however, reduces the sensitivity of sensor owing to the decrement of 
evanescent field in the cover. Although, any increment in refractive indices of cover and the core resulted in an improved 
sensor sensitivity. On the contrary, higher refractive index induces of substrate reduces the sensor sensitivity. The 
variation in physical parameters of the waveguide sensor have no or negligible influence on the evanescent fields. 
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ДОСЛІДЖЕННЯ ЧУТЛИВОСТІ ТА ЕВАНЕСЦЕНТНОГО ПОЛЯ ОПТИЧНОГО СЕНСОРА НА ОСНОВІ 
ОДНООСНОГО АНІЗОТРОПНОГО ПЛОСКОГО ХВИЛЕВОДУ 

Абдельбакі Черуанаa, Ідріс Бушамаb,c, Абдельхалім Бенчейхd, Сама Будурe, Мухаммад Саїд Ахтарf 
aДослідницький відділ оптики та фотоніки – Університет Сетіфа 1, Центр розвитку передових технологій, Алжир 

bФакультет електроніки, технологічний факультет, Університет Мсіла, Мсіла, Алжир 
cДослідницький відділ нових матеріалів (RUEM), Університет Ферхата Аббаса, Сетіф, Алжир 

dФакультет електромеханіки, Університет BBA, Алжир 
eНауково-дослідний центр промислових технологій CRTI, P.O. Бокс 64, Черага 16014, Алжир, Алжир 

fФакультет фізики, Університет освіти, Лахор, 54770, Пакистан 
Досліджено вплив геометричних і фізичних параметрів пластинчастого хвилеводу на чутливість оптичного датчика та його 
гасне поле. Хвилепровідною плівкою був LiNbO3, і спостереження показали, що максимальна чутливість поперечних магнітних 
(TM) мод та їхні відповідні частоти вищі, ніж для поперечних електричних (TE) мод. Крім того, оптимальні параметри джерела 
покращують максимальну чутливість і миттєве поле в обкладинці. Однак збільшення товщини серцевини знижує чутливість 
сенсора через зменшення спадаючого поля в покритті. Чутливість датчика спостерігали як функцію показників заломлення 
покриття, серцевини та підкладки. Збільшення показників заломлення покриття та серцевини безпосередньо впливає на 
чутливість, у той час як спостерігається зворотна залежність щодо збільшення показника заломлення підкладки. Варто 
зазначити, що будь-які зміни у фізичних параметрах хвилевідного датчика незначно впливають на гаснучі поля. 
Ключові слова: планарний хвилевідний датчик; подвійне променезаломлення; параметри джерела; геометричні та фізичні 
параметри; чутливість сенсора; спадаюче поле 
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This paper investigated the structural, optical, electronic and thermal characteristics of SrSnO3 perovskites that were calculated using 
the density functional theory. Software called WEIN2K is used to perform the calculation. According to our calculations, the band gap 
energy of the SrSnO3 is roughly 4.00 eV and it adopts a distorted cubic shape in the space group 𝑃𝑚3ത𝑚. The band structure and partial 
density of state reflects the major contribution of O 2p in the valence band while 5s orbital from Sn in the conduction band. The electron 
density plot significantly shows the contribution different clusters SrO12 and SnO6 that plays crucial role in electronic and optical 
properties. The creation of covalent bonds between the atoms of Sn and O as well as the ionic interaction between the atoms of Sr and 
O are both demonstrated by the electron density graphs and SCF calculation. The refractive index and extinction coefficient directly 
correlated with the real and imaginary part of complex dielectric function. Real part of dielectric function shows higher values at two 
major point of energy 3.54 eV and 9.78 eV associated with the absorption and optical activity of SrSnO3. Negative part of imaginary 
dielectric function part suggests metallic behavior also supported by -grep lapw method. Thermoelectric and thermal conductivity 
properties suggest the power factor need to be improved for the device application. 
Keywords: Density functional calculations; Electronic structure; Effective masses; Dielectric permittivity, Optical properties. 
PACS: 71.15.Mb; 71.20.-b; 71.55.Ak; 72.20.Pa  
 

The universal chemical formula for perovskite stannate oxides is ASnO3 [1]. The alkaline earth stannate perovskites 
are one of the primary compounds in this group of minerals. Site A is occupied by alkaline earth metals including calcium 
(Ca), strontium (Sr), and barium (Ba), whose ionic radii vary from 100 pm to 135 pm [2]. In example, photovoltaic cells 
and light-emitting organic diodes have made extensive use of them to manufacture transparent electrodes for a variety of 
applications. Because of its outstanding dielectric and gas sensing qualities, ASnO3 is very commonly utilised in 
electronics [3,4]. These perovskite compounds are used as anodes in Li-ion batteries and are made by destroying the 
crystal structure to produce sedentary metal oxides that are electrochemically active Sn metal. They are also promising 
materials for hydrogen synthesis and photocatalytic degradation [4,5]. 

The strontium stannate structure (SrSnO3), which is the manuscript's main subject, is given special consideration. Sr2+ 
ions and 12 oxygen atoms occupy a dodecahedral site created by four [SnO6] octahedrons to produce the crystalline structure 
of SrSnO3 [6]. The Sn4+ cation is situated in the core of these octahedrons, which are made up of oxygen at their vertices. 
Due of the octahedral inclination that creates an orthorhombic structure (space group 𝑃𝑏𝑛𝑚) at ambient temperature, the 
unit cell of SrSnO3 is a deformed cube [7]. Due to the extremely high mobility and concentration of carriers, SrSnO3 can 
also exist in other polymorphs (𝐼𝑚𝑚𝑎, I4/mcm, and Pm3m) depending on the temperature increase [8]. 

In particular, SrSnO3 is produced using a variety of synthesis techniques due to the scientific and technological 
interest in its applications. In order to clarify the effects of epitaxial tension on thin SrSnO3 films, Gao et al. demonstrated 
that SrSnO3 can be produced through a traditional solid-state reaction at high temperatures by combining an experimental 
investigation with a theoretical approach through DFT calculations using the LDA method [9]. Similar to this, a study 
conducted by Zhang et al. used DFT calculations implemented in the VASP simulation package, the revised Perdew-
Burke-Ernzerhof function for solids (PBEsol) for structural relaxation, and Heyde-Scuseriae-Ernzerhof (HSE06) for the 
electronic structure analysis to explain the ferroelectricity induced by SrSnO3 deformation and coupling, showing 
promising photovoltaic properties for use in solar cell devices [10]. 

Here, we carry out an ab-initio calculation for the strontium stannate structure (SrSnO3) to show how the electrical 
properties are connected to various clusters, each of which has a distinct bonding environment based on the electron 
density distribution. Sr2+ ions are located in the corners of the cube in the crystal structure of SrSnO3, while Sn ions are 
found with six oxygen atoms to form [SnO6] octahedrons. The Sn4+ cation is situated in the core of these octahedrons, 
which are made up of oxygen at their vertices. SrSnO3's unit cell resembles a warped cube that produces an orthorhombic 
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structure (space group 𝑃𝑚3ത𝑚). Depending on the temperature range, additional SrSnO3 structures exist as well (Imma, 
I4/mcm, and Pbnm). Furthermore, a structure-property relationship is established in this paper's detailed analysis of the 
structural characteristics in order to explain the electrical structure and the bandgap (Egap) region. 

 
METHODOLOGY 

The full-potential linearized augmented plane waves (FPLAPW) method of the WIEN2k package is employed to examine 
the characteristics of SrSnO3. The exchange-correlation perspective employs the PBE sol generalised gradient approximation 
GGA. The modified Becke-Johnson potential proposed by Tran and Blaha (TB-mBJ) is employed for the self-consistent field 
(SCF) computations for the evolution of band gaps because the GGA underrates band gap values. In order to evaluate the 
outcomes of the predicted density functional theory (DFT). The FP-LAPW method is used to determine all energy-dependent 
characteristics. When spin-orbit interaction was removed, -6.0 Ry was chosen as the core cut-off energy. The cut-off vector of 
a plane wave is represented by Kmax, and the value of RMT Kmax=8 in the interstitial region. RMT is the minor muffin-tin radius. 
The magnitude of the most important vector in charge density is Gmax= 16 Ry 1/2. Fourier expansion, and 𝑙௠௔௫ = 10 for the 
angular momentum expansion. A fine k-mesh of 8×8×8 was chosen because thermoelectric and optical planning require a 
denser k-mesh for the convergence. When the total energy approaches 105 Ry, the iteration comes to an end. Boltzmann's 
transport theory, which establishes the parameters of thermoelectric transport as carried out by the BoltzTraP code, can be used 
to evaluate the thermoelectric transport tensors [11]. Using the interpolated band structure in WIEN2k, the BoltzTraP function 
produces the necessary derivatives to estimate the transport parameters. The direction of the k-vector determines the band index 
and relaxation duration, and this direction was kept constant in the BoltzTrap algorithm.  
 

RESULTS 
The parameters listed below can be used to discuss about the physicochemical properties of SrSnO3 according to the 

results of the Wein2K DFT simulation software. 
 

Energy-Volume optimization and crystal structure 
The experimental results of SrSnO3 with a 𝑃𝑚3ത𝑚 space group, lattice parameters of a = b = c = 4.12 Å, and angles 

of 𝛼 ൌ 𝛽 ൌ 𝛾 ൌ  90௢. The Sr atom is located at coordinates (0,0,0), Sn at coordinates (0.5,0.5,0.5), and O at coordinates 
(0.5, 0.5, 0); (0, 0.5, 0.5); and (0.5, 0, 0.5). The energy-volume (E-V) optimised curve shown in Figure 1 indicates that 
the minimal amount of energy required by a construction is around 450 a.u3. We determine more exact lattice parameters 
using the data below. 

The cubic perovskite ( 𝑃𝑚3ത𝑚 ) bulk structure of SrSnO3 has been optimized, and its lattice parameters 
a = b = c = 4.08 Å, angles α = β = γ = 90º. The Sr atom is located at the coordinates (0,0,0), Sn atom (0.5,0.5,0.5) at the 
centre of cube, while the O atoms present at (0.5, 0.5, 0); (0, 0.5, 0.5) and (0.5, 0, 0.5), resulting in a model with 5 formula 
unit per structure (see Figure 2). Due to the well-known tendency of this function to overstate the strength of interatomic 
interactions, the value of lattice parameters obtained after optimization is smaller than that of the literature [12]. 

Figure 1. Energy vs. Volume curve using the volume optimization method for 
perovskite SrSnO3 

Figure 2. Crystal structure of perovskite 
SrSnO3 

 
Band structure and density of states (DOS) 

The bonding between atoms and other desirable qualities are better understood by being familiar with the material's 
electrical characteristics. As illustrated in Figure 3, the band structure and density of state (DOS) projections on the 
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particles and atomic orbitals of strontium, tin, and oxygen were used to examine the electronic properties. The DOS figure 
demonstrates that the valence band and conduction band, which overlap in the plot, are primarily produced from Sn and 
Oxygen states. Maximum energy at which the valence band can form is 4.0 eV or less [13]. In contrast, the combination 
of Sr states with O upper orbitals creates the conduction band between -16.0 eV and -14.0 eV. 

 
Figure 3. Total density of state (DOS) curve along with different individual atoms' DOS.  

As illustrated in Figure 4, the integration of the reciprocal space for all calculations involving the SrSnO3 material 
used the k-points Γ (0,0,0) – X (½, 0,0) R (½, ½, ½) – M (½, ½, 0) – Γ (0,0,0). It can be observed in Figure 4 that the 
bandgap for SrSnO3 is an indirect transition between the k-points R-Γ with a value equal to 4.00 eV. The valence band 
(VB) zone is found between -17.91 and 0 eV, while the conduction band (CB) region is found between 4.18 and 29.84 eV, 
according to analysis of the DOS projection (Figure 4). Figure 4 shows the DOS projection for the atomic orbitals of Sr, 
Sn, and O atoms, showing that the three oxygen atoms have equivalent contributions and present the major contribution 
along with the VB through the 2s and 2p (x, y, z) orbitals combined with a minor extent of the Sr atomic orbitals 
4p (x, y, z) on the other hand, the Sn atoms contribute more significantly to CB with the 5s, 5p (x, y, z), and 
5d (xz, yz, and xy) orbitals [13-15].  

 
Figure 4. Band structure and partial density of state (PDOS) for cubic SrSnO3 perovskite oxide. 

 
Electron density around different atoms 

On the basis of the charge density maps and 3D images, we further analyse the distribution of the electronic density 
along the crystalline structure. Isolines represent the same electrical density, which makes it easier to comprehend how 
chemical bonds are described. In order to identify and study the bonding interactions, the crystallographic plane is in the 
direction (1,1,0). The electronic density distribution of the O, Sn, and Sr atoms that make up the crystalline structure of 
SrSnO3, which forms two different kinds of chemical bonds, is shown in Figure 5(a). Due to the O atom's lack of d orbitals, 
the pattern of electron density varies near different atoms [10,13]. While the O-Sr-O connection is demonstrated by an 
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ionic exchange, the O-Sn-O interaction is defined by a covalent interaction between these atoms. From the results of 
Figure 5(b), it feasible to observe that the isolines are shared by the nuclei on the yellow-hued Sn-O bond axes. The 
isolines are primarily focused on the nuclei of the Sr and O atoms, demonstrating the ionic nature of the Sr-O interactions. 

 

 
Figure 5. (a) Electron density 2D plot (b) Electron density 3D plot 

(The yellow line shows the ionic interaction between oxygen and strontium). 
 

Analysis of Total energy (ENE), Fermi energy (FER), and distribution of charge around spheres (CTO) 
The overlap between these densities, 

which helps to produce chemical bonds in the 
various clusters [SrO12] and [SnO6], is another 
approach to examine the distribution of 
electrons around the nuclei. SCF cycle findings, 
as displayed in Figure 6, can be used to 
investigate the behaviour of the electronic 
density and crystalline structure. 

The CTOXX (XX no. associated with 
each atom, O1-Sr, O2-Sn, O3-O) represents 
plots showing the total charge in a sphere at a 
time. In this framework, the positive slopes 
indicate that the overlap is adequate for forming 
the chemical bond, typically related to the 
covalent bonds. In contrast, the negative slope 
indicates that the orbitals' overlap occurs 
through a destructive interaction that disfavors 
the formation of the chemical bond and the 
resulting ionic bond. Based on the results 
related to charging overlap for Sr-O and Sn-O 
bonds of bulk SrSnO3 and the charge density 
map, it was possible to describe the formation 
of covalent bonds between the Sn and O atoms 
with a value of 0.154 and ionic interaction 
between the Sr and O with a value of -0.006. 

 
Optical properties 

The optical structure of SrSnO3 was 
measured precisely by applying the mBJ-
potential technique on k-points with 4×4×4 
order as we can see that the band gap is between 
visible and near-ultraviolet region, due to 

which SrSnO3 is a potential candidate for solar cells and some others optoelectronic devices. The dielectric function ε(ω) 
is a complex function: ε(ω) = 𝜀ଵ (ω) + i𝜀ଶ (ω), where the real part 𝜀ଵ (ω) characterizes the dispersion of the incident 
radiation by the medium and the imaginary one 𝜀ଶ (ω) describes the absorbed energy by the medium. The plot for the real 
part of the dielectric function 𝜀ଵ(ω) and 𝜀ଶ (ω) were shown in Figures 7 (a) and (b), respectively. The value of 𝜀ଵ (0) was 
intense at 3.54 eV and 9.78 eV, respectively. After that, it decreases and finally attains zero. The values of 𝜀ଵ (ω) are 
found negative between 24 to 28 eV for SrSnO3, which is not shown here. The negative values of 𝜀ଵ (ω) indicate that 
incident light is reflected from the material surface, which exhibits the metallic behavior of a compound [13,16]. Metallic 

Figure 6. SCF analysis plotted vs. per number of Iteration. (ENE: total 
energy, FER: fermi energy, CTO01: Total charge in sphere Sr, CTO02: Total 
charge in sphere Sn, CTO03: Total charge in sphere O). 
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behavior can also be checked using the -grep lapw command associated with the software. The imaginary part of the 
dielectric function of optical materials is a crucial parameter in designing optoelectronic devices. The maximum 
absorption intensity of incident light in a particular region and the energy band gap can be measured using 𝜀ଶ (ω) for the 
target material. The critical value of 𝜀ଶ (ω) is between 4.15-6.0eV. The refractive index n(ω) and extinction coefficient 
k(ω) can also be calculated with the help of the following equation; n2 -k2 = 𝜀ଵ and 2n1k1 = 𝜀ଶ, where subscript 1 represents 
the real part and 2 represents the imaginary part of the refractive index and extinction coefficient, respectively. From the 
graphical analysis, the n(ω) and k(ω) will follow a similar trend as 𝜀ଵ (ω), 𝜀ଶ (ω). The relation between the static value of 
n (0) and 𝜀ଵ (0) is 2= 𝜀ଵ (0), which satisfies the result. Furthermore, n(ω) is a dimensionless quantity that describes energy 
propagation in a material. The value of n(ω) varies with a wavelength of light because of dispersion, due to which light 
splits into its constituent colors. The higher value of the refractive index is significant in the optical field, and the materials 
have in the range of one and two. In our case, the maximum value of n(ω) may be found between 7-9 eV for SrSnO3 due 
to the higher value observed for 𝜀ଵ in this range. The middle peaks of the graph are analyzed, which disappear at higher 
energy, implying that at higher energy, the transparency of materials decreases, and high energy photons are absorbed 
due to band transition from valance to conduction. 

 
Figure 7. (a) εଵ(ω) (b) εଶ (ω) as a function of energy for cubic SrSnO3 

 
Thermoelectric properties 

Thermoelectric materials have attracted huge consideration recently due to their applications ranging from clean 
energy to photon sensing devices. These materials are used in solid-state Peltier coolers and in generating waste heat. The 
variations in the essential transport properties like the Seebeck coefficient (S), electrical, thermal conductivity (k), 
electrical conductivity (σ), and power factor that could be represented as σS2 as a function of temperature are valuable to 
explain the thermoelectric enactment of SrSnO3. The power factor needs to be increased to improve the thermoelectric 
behavior that necessitates greater values of S and σ [16]. In contrast, the representation of electrical and thermal 
conductivity is essential, as shown in Figures 8(a) and (b). 

Figure 8. (a) Electrical conductivity, (b) Thermal conductivity, as a function of energy for cubic SrSnO3. 

The efficiency of the energy conversion devices for harvesting waste heat and converting it into usable electrical energy 
is overseen by a dimensionless parameter that is called a figure of merit (ZT), defined as ZT = S2σT/𝑘e, where S is the 
Seebeck coefficient (thermopower), σ is the electrical conductivity, T is the absolute temperature, and 𝑘e is the thermal 
conductivity associated with an electron of the material, respectively [14]. The electrical conductivity increases strongly with 
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increasing charge carrier concentration. However, the thermal conductivity is noticeably anisotropic. The power factor can 
be calculated from the present values of electrical conductivity and thermal conductivity with the Seebeck coefficient 
reported in the literature for SrSnO3; PF= S2σ and the figure of merit can be calculated by the formula ZT=σTS2/𝑘e [12]. We 
find that SrSnO3 can attain an efficiency of 0.07, expanding the calculated electrical and thermal conductivity values. 

CONCLUSION 
The analysis of SrSnO3 based on DFT theory provides us with a perspective to understand, interpret, and analyze 

the structural and electronic properties of the compound at the atomic level. The lattice parameter, bond structure, and 
other parameters on some level agree with the other work done on the same material. It was possible to observe that, in 
general, the valence band is occupied by electronic states originating from O and Sr atoms, while Sn atoms occupy the 
conduction band. The band gap was calculated as 4.00 eV, an indirect electron transfer process. Moreover, the 
SCF analysis confirms the covalent and ionic bond interaction. Therefore, the theoretical results using the Wein2K, 
B3LYP functional combined with the basis set for Sr, Sn, and O provided promising results in calculating structural and 
electronic properties. Data also provided insight that SrSnO3 can be an excellent alternative material for future transparent 
conductive devices. 
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AB INITIO АНАЛІЗ СТРУКТУРНИХ, ОПТИЧНИХ, ЕЛЕКТРОННИХ, ТА ТЕРМІЧНИХ ВЛАСТИВОСТЕЙ 
КУБІЧНОГО SrSnO3 ЗА ДОПОМОГОЮ WEIN2k 
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У цій статті досліджено структурні, оптичні, електронні та термічні характеристики перовскітів SrSnO3, які були розраховані 
за допомогою теорії густини функціоналу. Для виконання обчислень використовується програмне забезпечення під назвою 
WEIN2K. Відповідно до наших розрахунків, енергія забороненої зони SrSnO3 становить приблизно 4,00 еВ, і він приймає 
викривлену кубічну форму в просторовій групі 𝑃𝑚3ത𝑚. Зонна структура та часткова щільність станів відображають основний 
внесок O 2p у валентну зону, а 5s-орбіталь від Sn у зоні провідності. Графік електронної густини суттєво показує внесок різних 
кластерів SrO12 і SnO6, який відіграє вирішальну роль в електронних і оптичних властивостях. Створення ковалентних зв’язків 
між атомами Sn і O, а також іонна взаємодія між атомами Sr і O демонструються графіками електронної густини та 
розрахунком SCF. Показник заломлення та коефіцієнт екстинкції прямо корелюють з дійсною та уявною частинами складної 
діелектричної функції. Реальна частина діелектричної функції показує вищі значення в двох основних точках енергії 3,54 еВ 
і 9,78 еВ, пов'язаних з поглинанням і оптичною активністю SrSnO3. Від’ємна частина частини уявної діелектричної функції 
свідчить про поведінку металу, що також підтримується методом -grep lapw. Властивості термоелектричної та 
теплопровідності свідчать про необхідність покращення коефіцієнта потужності для застосування пристрою. 
Ключові слова: розрахунки густини функціоналу; електронна структура; ефективні маси; діелектрична проникність, оптичні 
властивості. 
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This paper presents the surface electronic structure and morphological characteristics of the nano-crystalline titanium dioxide (nc TiO2) 
films derived from the two different sol-gels. Using Scanning tunneling microscopy/spectroscopy (STM/S), it was found that the 
particles of nc-TiO2 produced from batch A have a surface band gap of ~3.3 eV while the particles of nc-TiO2 produced from batch B 
have a surface band gap of ~2.6 eV. On other hand, the small particles have aggregated together to form larger particles ranging 
from ~120 nm to 150 nm in size and distributed randomly over the surface of the batch A nc-TiO2 films. For batch B nc-TiO2films, the 
small particles have formed larger particles but with their size ranging from 200 nm to 225 nm. That is ascribed to differences between 
sol-gels used to prepare nc-TiO2 films. As a result of that, the electric power of batch A nc-TiO2/P3HT solar cells is enhanced by more 
than 8 times in comparison with batch B solar cells.  
Keywords: Nano-crystalline titanium dioxide; Particles/Pin holes; Surface band gap; Transmittance; STS measurements 
PACS: 84.60.Jt, s, 68.60.Bs, 81.07.Pr, 68.37.Ef, 68.37.Ps, 42.25.Bs, 61.72.y 
 

INTRODUCTION 
Titanium dioxide (TiO2) is an important inorganic compound that is widely used. It was discovered in 1791 by 

William Gregor [1] and attracted the attention of many researchers due to its unique physical, chemical, and electronic 
properties [2,3]. It is a white pigment used in plastics, paints, rubbers and paper [4]. Additionally, TiO2 is considered to 
be a non-toxic material and available naturally at low cost. It is composed of 59.94 % titanium and 40.06 % oxygen. 
In 1972, the photocatalytic characteristics of titanium oxide were discovered by Fujishima and Hond [5]. This led to the 
establishment of a new area in heterogeneous photocatalysts to overcome problems such as pollution [6]. Another 
important application of nc-TiO2 was reported first time in 1990 when Grtäzel used it in the fabrication of dye sensitized 
solar cells with high efficiency [7]. Nano crystalline Titanium dioxide (nc-TiO2) is a well-known electron acceptor and 
transparent layer for applications in solar cells. To optimize electronic and photocatalystic function. It is important to 
study the spectroscopy and optical microscopy of titanium dioxide layer, hence investigating of surface electronic 
structure and morphological characteristics and optical properties are necessary [3,8]. That is attributed to producing 
several nanometer and micrometer size titanium dioxide structures of various geometries obtained by various methods: 
spray pyrolysis, colloidal suspension and a sol-gel procedure [9,10]. The films prepared by all of these methods contain 
either nano-crystals or micro-crystals of TiO2. The size of nano-crystals depends on the temperature of annealing and the 
content of the materials used to form the TiO2. In this work, we report the electronic , morphological and optical properties 
of the nc-TiO2 films using scanning tunneling microscopy (STM) and atomic force microscopy. This technique has been 
used to show that the age and components of the nc-TiO2 films affect the electronic properties of the film. 

 
EXPERIMENTAL 

Porous nc-TiO2 films were readily prepared by spreading a TiO2sol-gel over the substrate surface and sintering at 
high temperature. Two batches of TiO2sol-gel (Ti-Nanoxide T) were purchased from Solaronix SA. According to the 
supplier, these batches differed from each other only in terms of age which influenced on the first batch (labeled batch A) 
has higher water/ethanol concentration and lower solid residue than the second batch (labeled batch B) in order to 
distinguish the films. Prior to use, the TiO2sol-gel was stirred using a clean glass rod for 1 minute. To define the area of 
substrate to be coated with TiO2sol-gel, we used 3M Scotch Magic tape. It had a thickness of 50μm and is easily removed 
from the substrate without leaving traces of adhesive material. The amount of TiO2 sol-gel initially used depends on the 
substrate area to be coated. Following the procedures in the literature [9], we used around 50 μL of TiO2 sol-gel to 
coat 5 cm2 area of substrate surface. The 50 μL of TiO2 sol-gel was deposited on the edge of the substrate using a 
micropipette. A cleaned glass rod was used to spread the sol-gel over the substrate area defined by the tape. Then, the 
film was left in air for 10 minutes to dry until its milky colour disappeared.  

Digital Instruments Nanoscope 3A multimode instrument was used to operate as a Scanning Tunnelling Microscope 
(STM) for Scanning Tunnelling Spectroscopy (STS) measurements. It was undertaken to determine the electronic 
properties of the nc-TiO2surface. This technique has been used to show that the age of the nc-TiO2film as well as the type 
of material attached to the nc-TiO2surface affects the electronic properties of the film [11]. It is conducted by applying a 
voltage between the tip and the surface of the sample allowing electrons to tunnel from the tip to the surface of the 
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semiconductor (metal) and vice versa. This generates a small current across the gap which depends on the height between 
the tip and sample surface, bias voltage and the properties of sample surface (see Figure 1). In STS, we are concerned 
with measuring the onset of electron emission from the tip into the semiconductor LUMO level in negative bias and from 
the semiconductor HOMO level to the tip in positive bias. 

The UV-visible absorption spectra of the various materials used in the construction of the solar cells were obtained 
using a Hitachi Model U-2000 Double BeamUltra-Violet/Visible (UV/VIS) spectrophotometer. 

Figure 1. Schematic illustration of the scanning tunnelling spectroscopy (Image adopted from reference [12]
 

RESULTS AND DISCUSSION 
In the present study, two nc-TiO2 films were studied; one produced from batch A and one from batch B. Figure 2a gives 

the tunneling current as a function of voltage for the batch A film. At - 0.7 V, the current flowing is referred to as the anodic 
tunneling current while the current flowing at 2.6 eV referred to as the cathodic current. When the tunneling current is zero in 
the region that separates the cathodic and the anodic currents this corresponds to the band gap of the sample. Figure 2b shows 
the conduction spectrum (dI/dv) versus voltage (V) of the batch A nc-TiO2 obtained by numerical differentiation of the 
I-V relation. This reveals an increase in conductance for positive voltage influenced by the valence band and negative voltage 
influenced by the conductive band of nc-TiO2 film. Therefore, the surface band gap energy for the batch A nc-TiO2 film is 
estimated to be ~3.3 eV based on conductance results and similar to report in the literature [13]. 

(a) (b) 

Figure 2. (a) STS I-V characteristics of batch A nc-TiO2 film, (b)STS dI-dV characteristics of batch A nc-TiO2 film 

On other hand, Figures 3a and 3b show the corresponding tunneling current and conductance plots for nc-TiO2 film 
produced from batch B. The onset voltage for anodic and cathodic tunneling currents were ~-0.8 V and 1.8 V respectively. 
For batch B nc-TiO2, there is a reduction, therefore, in the surface band gap energy from ~3.3 eV to ~2.6 eV. 

(a) (b) 

Figure 3. (a) STS I-V characteristics of batch B nc-TiO2 film, (b)STS dI-dV characteristics of batch B nc-TiO2 film 
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AFM images showed more detailed topographical information of the two samples, making it possible to observe the 
difference between them in term of pin holes, average diameter, and shape of nc-TiO2particles. Figures 4a, 4b show the 
AFM images of nc-TiO2 films produced from batch A and batch B sol gel. The two films consist of nanoparticles partially 
interconnected with each other. However, there are differences between them. For batch A nc-TiO2 films, the small 
particles have aggregated together to form larger particles ranging from ~120 nm to 150 nm in size and distributed 
randomly over the surface of the nc-TiO2 film. For batch B nc-TiO2films, the small particles have also formed larger 
particles but with their size ranging from 200 nm to 225 nm, the particles are distributed uniformly over the sample area. 

(a) (b) 

Figure 4. AFM topography of nc-TiO2 film produced from (a) Batch A and (b) Batch B 

Additionally, the batch A nc-TiO2 films appear to have a large number of pin-holes in the surface compared with 
batch BTiO2 films. This difference may be illustrated by extracting a profile of the particles across the film. Figure 5 
shows a profile for particles and pin-holes in the batch A nc-TiO2 film. It reveals several gaps between the nano-particles 
with the depth of the gap ranging from 80nm to100 nm. 

Figure 6 shows a different profile for the batch B nc-TiO2 film. The number of pin-holes was less than in batch B 
nc-TiO2 films produced from. It also shows the existence of gaps between nano particles which range in depth from 10 nm 
to 30 nm and so much smaller than in the batch A nc-TiO2 film. 

  
Figure 5. A profile of particles and pin-holes on surface of 

nc-TiO2 film produced from batch A 
Figure 6. A profile of particles and pin-holes on surface of 

nc-TiO2 film produced from batch B 

Optical transmittance spectra of nc-TiO2 films produced from batches A and B is shown in Figure 7. The light 
ransmission of the two nc-TiO2 films was high for wavelength ranging from 720 nm to 500 nm. Below 350 nm, 
transmission was very poor in keeping with the optical band gap of the films [14]. Thus, nc-TiO2 film is an attractive 
material to be used in solar cell fabrication since it allows visible light to pass through it with relatively little absorption. 
The slight difference of transmittance between the two samples is probably related to differences in thickness and degree 
of light scattering from the different morphologies. 
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The properties of the interface between polymer hole conductors and nc-TiO2 play an important role in converting 
the light to photo current in metal oxide solar cell. Our measurements were made in air, the oxygen component of which 
is known to dope P3HT [15] and scavenging electron from the surface of the nc-TiO2 layer leading to the production Ti4+ 
upon exposure to air [8]. From STS measurements, the surface potential energy of batch B nc-TiO2 film is ~2.6 eV while 
batch A nc-TiO2 film has surface potential energy gap energy of 3.3 eV similar to in the literature [13]. 

The lower value for batch B film 
corresponds to values obtained in sample kept in 
air for long period. The reduction is attributed to 
the formation of surface defects in nc-TiO2 film. 
In the present case, samples were prepared on the 
day of the STS measurements so that the 
difference in the band gap probably indicates 
differences in the storage conditions of the 
nc-TiO2 particles and its components. That may 
affect on alignment of the fermi levels in the 
P3HT and nc-TiO2 and creation of a space-charge 
region (depletion region) at the interface between 
nc-TiO2 and P3HT (see Figure 8). At the 
interface, the charge separation occurs in 
P3HT/nc-TiO2 solar cell. 

The latter results were confirmed by 
studying the electrical power-voltage (P-V) 

characteristics of typical solar cells fabricated from two different batches of nominally identical nc-TiO2 sol-gel material. 
Figure 9 shows that the batch A nc-TiO2/P3HT solar cells produces a high maximum electric power of 0.08 mW/cm2 as 
compared to 0.01 mW/cm2 for the Batch B nc-TiO2/P3HT solar cells. Additionally, the range of operation of solar cells 
starts from zero voltage to open circuit voltage, which was small in batch A nc-TiO2/P3HT solar cells. That indicates to 
the difference in interfacial layers, which affect the generation of photo-current in the solar cells. 

  

Figure 8. Schematic energy level diagram of a SnO2: 
Fn/nc-TiO2/P3HT/Au solar cells 

Figure 9. Electrical power versus voltage characteristics of batch 
A and batch B nc-TiO2 solar cells 

These results agree with previous works that the control of electrical surface potential and morphology of nc-TiO2 
could be used to enhance the performance of solar cells based on the nc-TiO2 [9, 16, 17]. In this work, the more pine holes, 
randomly shape, small size of grain and surface electric potential of 3.3 eV in batch A TiO2 solar cell led to increase its 
electrical power more than 8 times. It was ascribed to better adhesion of hole transport layer (P3HT) on the surface of the 
nc-TiO2accompaniedby P3HT's atoms easily penetrating through small pine holes distributed on the top of the nc-TiO2’s 
surface. Additionally, the reduction of electrical surface potential of batch B nc-TiO2 from 3.3 to 2.6 eV and the formation 
of surface defects in nc-TiO2 film decrease the efficiency charge separation and electrical power of batch B TiO2 solar cells. 

 
CONCLUSION 

We have studied the surface electronic structure and morphological characteristics of the nc-TiO2 films produced 
from two different batches. The result shows differences in surface band gap and morphological characteristics of nc-TiO2 
films. The batch A solar cells show best performance with high electric power of 0.08 mW/cm2 while it is 0.01mW/cm2 
for batch B solar cells. That is attributed to the small particles ranging from ~120 nm to 150 nm, large number of pinholes 
in the surface and surface electric potential of 3.3 eV of batch A nc-TiO2 films. 
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Figure 7. Transmittance spectra of the TiO2 films from batches A and B 
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ВИКОРИСТАННЯ СПЕКТРОСКОПІЇ ТА ОПТИЧНОЇ МІКРОСКОПІЇ 

ДЛЯ ХАРАКТЕРИСТИКИ ТОНКІХ ПЛІВОК ДІОКСИДУ ТИТАНУ 
Хмуд Аль-Дмур 

Департамент фізики, факультет природничих наук, Університет Мута, Мута, 61710, Йорданія 
У цій статті представлено електронну структуру поверхні та морфологічні характеристики плівок нанокристалічного діоксиду 
титану (nc-TiO2), отриманих із двох різних золь-гелів. За допомогою скануючої тунельної мікроскопії/спектроскопії (STM/S) 
було виявлено, що частинки nc-TiO2, отримані з партії A, мають ширину забороненої зони на поверхні ~3,3 еВ, тоді як 
частинки nc-TiO2, отримані з партії B, мають ширину забороненої зони на поверхні. ~2,6 еВ. З іншого боку, дрібні частинки 
агрегували разом, щоб утворити більші частинки розміром від ~120 нм до 150 нм і розподілені випадковим чином по поверхні 
плівок партії A nc-TiO2. Для плівок партії B nc-TiO2 дрібні частинки утворили більші частинки, але їхній розмір коливається 
від 200 нм до 225 нм. Це пояснюється відмінностями між золь-гелями, що використовуються для отримання плівок nc-TiO2. 
В результаті цього електрична потужність сонячних елементів Batch A nc-TiO2/P3HT збільшена більш ніж у 8 разів у 
порівнянні з сонячними елементами Bach B. 
Ключові слова: нанокристалічний діоксид титану; частинки/шпильки; поверхнева заборонена зона; пропускна здатність; 
вимірювання STS 
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Nanocomposites of (CMC-PAA-ZrC) made with different nano zirconium carbide percentages by casting method (0, 1.5, 3, 4.5, and 
6 wt%). The results showed that FTIR spectra shift in peak position and change in shape and intensity, compared with pure 
(CMC-PAA) blend. Microscopic photographs show a clear difference in the samples when increasing proportions of zirconium 
carbide nanoparticles, when the concentration of zirconium carbide NP reached 6% wt, the nanoparticles make up a continuous 
network inside (CMC-PAA) blend. Structural and optical characteristics have investigated the findings showed that the absorption of 
(CMC-PAA-ZrC) nanocomposites increases with increasing of ZrC NPs, while transmission decrease. The absorption coefficient, 
extinction coefficient, refractive index, real and imaginary parts of dielectric and optical conductivity are increasing with rises 
concentration of ZrC. Also optical energy gap decreased from 4.9 eV to 4.05 eV and from 4.5 eV to 3.65 eV for allowed and 
forbidden indirect transition respectively with increasing ZrC NPs. The results indicate that the (CMC-PAA-ZrC) nanostructures can 
be considered as promising materials for optoelectronics applications. 
Keywords: Nanocomposites, structural Properties, Zirconium Carbide NPs, Optical Properties  
PACS: 78.20.Ci,78.20Ek,68.35.bm,81.05.-t 
 

1. INTRODUCTION 
In order to change mechanical, electrical, optical and thermal properties, to meet the required characteristics, new 

polymers, blends, combinations and advanced materials must be made. This development is parallel to comprehensive 
studies aimed at clarifying the relationship between the modified materials and the structure and the property [1]. New 
polymer films must be optically, electrically and thermally characterized in order to manufacture them, optical films, 
multipliers, full reflectors, narrow pass band filters, etc. may be used as transparent films [2]. The CMC is a major 
industrial polymer with numerous uses, detergents, textiles, paper, foods, medical products and well-boiled oil, including 
flocculation, drag reduction. CMC is a cellulose derivative that results from the reaction of sodium and chloroacetic acid. 
A number of cellulose molecules that have been introduced to promote water solubility have been contained in sodium 
carboxymethyl groups (CH2COONa). Three factors depend on the diverse properties of CMC the molecular weight of the 
polymer, the average carboxyl content of the hydroglucose unit, and the distribution of carboxyl substitutes along the 
polymer chain [3,4]. Poly acrylic acid (PAA) has been gaining considerable interest due to its tremendous application in a 
variety of fields, including electrochemical, mechanical, biomedical, etc. It was widely used in various optical products, 
such as an effective corrosion inhibitor and eco-friendly platform, a solid lithium-ion electrolyte battery, super capacitors, 
ion replacements. PAA coatings can, in electronic and electrochemical applications, further improve the chemical stability 
of metal oxide nanoparticles. Thus, PAA related compounds are increasingly developed in the PAA matrix containing 
various oxide nanoparticles. Installations for physiotherapy [5,6]. For advanced temperature reactor fuels, zirconium 
carbide (ZrC) is an oxygen-based or inert-containing possible coating medium. ZrC has demonstrated desirable properties 
including excellent corrosion resistance and retention capabilities for fission product, for these fuel applications. However, 
ZrC processing results in stable sub stoic and carbon-rich compositions with and without major microstructural 
inhomogeneity and textural anisotropy, as well as phase separation, leading to physical, chemical, therapeutic and 
mechanical variations. Zirconium carbide (ZrC) is part of a class of materials known as ultra-high temperature ceramics 
(UHTCs) because of their high melting points (3550°C), low densities (6.7 g/cm3), and strong thermal conductivity. The 
results of high-temperature neutron irradiation remain poorly understood at present [7]. Each bulk material, however, has 
low fracture strength, low resistance to oxidation and sintering potential, which limits its use in harsh environments. 
Zirconium carbide (ZrC) has both ceramic and metallic properties, such as one of the highest very high hardness 
(30-35 GPa) melting point, good wear resistance [8]. 

 
2. EXPERIMENTAL PART 

In this work, 30% poly acrylic acids (PAA) and 70% carboxy methylcellulose (CMC) were prepared in 90 ml of 
distilled water with magnetic stirrer to achieve more homogeneous solution at temperature 80 C for 30 minutes. ZrC 
nanoparticles were added with concentrations (0, 1.5, 3, 4.5 and 6) wt% by using casting method. Using the microwave 
instead of traditional heat devices, as the use of a microwave oven reduces the reaction time and leads to obtaining a 
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homogeneous solution and nanoparticles uniform in size and shape. Absorption spectra were recorded for 
(CMC-PAA-ZrC) nanocomposites in the wavelength range (200–800) nm, double beam spectrophotometer 
(UV/1800/Shimadzu) at room temperature the absorption spectrum was registered and used to obtain optical constants, 
absorption coefficient, extinction coefficient, refractive index and energy gap. To make additional remarks about the 
homogeneity in distributing zirconium carbide, the effect of the filler and the existence of impurities, a test for samples 
was conducted in different concentrations using an Olympus type Nikon-73346 optical microscope which has a 
magnifying power of (100×) and equipped with a camera used in the microscopic photography. FTIR spectra have been 
investigated by FTIR in the range of wave numbers (500-4000) cm-1 (Bruker company, German origin, type vertex-70). 
The following equation is calculated absorbance (A) [9]: 

 𝐴 = ୍୅ ୍˳  (1) 

where: IA is the intensity of light absorbed by material and Io is the intensity of light incident. 
Transmittance (T) is computed as the following equation: [19] 

 T = exp (−2.303 A) (2) 

The following equation is calculated for absorption coefficient (α): [11] 

 α =2.303 A/t (3) 

where t is the thickness of the sample  
The indirect transition calculated by using relation: [12] 

 𝛼ℎ𝜐 = Β(ℎ𝜈 − Eg)  ͬ (4) 

where: B is fixed, hυ is photon energy, Eg is optical band gap, r = 2 is permitted indirect, and r = 3 is prohibited 
indirectly.  

The coefficient of extinction (k) was determined using the equation below: [13] 

 K=ఈఒସగ (5) 

where 𝜆 is the wavelength 
Calculated refractive index (n) from equation: [14] 

 𝑛 = ටସோି௞²(ோିଵ)² − (ோାଵ)(ோିଵ) (6) 
where: R is a reflection 

Dielectric constant ( real ԑ1 and imaginary ԑ2 ) parts are calculated by: [15] 

 ԑ1=n2-k2 (7) 

 ԑ2=2nk (8) 

The optical conductivity (σ) is obtained by using the relation: [16] 

 σ = ஑୬сସ஠  (9) 

where: c is the velocity of light 
 

3. RESULTS AND DISCUSSION 
Figure 1 shows FTIR has been used to analyze the interactions among it interacts with the molecule because it has 

a dipole electric in (CMC-PAA-ZrC) nanocomposites. These interactions can include changes in the vibrational modes 
of the nanocomposites. The (FTIR) transmittance spectra of (CMC-PAA-ZrC) nanocomposites films with the different 
ratio of ZrC nanoparticles are shown in figure 1(A)–(E) are recorded at room temperature in the range (500–4000) cm-1. 
It can be seen from the figure that the wide bands are observed at about (3566-3902) cm-1 due to OH groups. The band 
corresponding to CH2 asymmetric stretching vibration occurs at about 2360 cm−1. The peaks at 1541 and 1698 cm-1 

have been attributed to the CO, CC stretching mode. The absorbent peak at around (1338–1868) cm−1 belongs to CO 
group. The band relating to the poly acrylic acid CO group is located at 1698 cm−1. In case of (CMC-PAA-ZrC) with 
different ZrC ratio, compared to pure (CMC-PAA) blend, FTIR spectra display variations in peak position as well as 
changes in form and strength. This shows the decoupling of two polymers and zirconium carbide nanoparticles between 
the related vibrations, the deviation towards greater or smaller wavelengths occurs as a result of compensation or the 
effect of solvents, as for the vertical displacement, it indicates an increase or decrease in the absorption value [17,18]. 
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Figure 2 shows the optical microscope images of (CMC-PAA-ZrC) NCs taken at a magnification power of 10× for 
specimens with different concentrates of ZrC nanoparticles. When the proportion of zirconium carbide nanoparticles 
(shown in the images B, C, D, and E) is increased by microscopic photos, after the addition of the nanoparticulate 
content of ZrC a network is formed in the main phase of the (CMC-PAA) blend. This network has paths along which 
carriers will travel the paths that have a declining resistivity of the (CMC-PAA) blend [19]. 

(A) (B) 

  

(C ) (D) 

 
(E)

Figure 1. FTIR spectra for (PAA-CMC-ZrC) nanocomposites. (A) (PAA-CMC) blend, (B) 1.5 wt.% ZrC nanoparticles, (C) 3 
wt.% ZrC nanoparticulates,(D) 4.5 wt.% ZrC nanoparticulates, (E) 6 wt.% ZrC nanoparticulates 

Figure (3) shows variation of optical absorbance with wavelength for (CMC-PAA-ZrC) nanocomposites. From this 
figure the absorption is increased in the ultraviolet region and decreases in visible and infrared region, since the incident 
photon has a high wavelength and the photon is not transmitted because there is not enough energy to communicate with 
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atoms. The photon-material interaction occurs and the photon absorbs as the wavelength decreases. The absorbance 
increases with increasing of ZrC concentration, this is due to free electrons absorbing the incident light [20,21]. 

Figure (4) shows the transmittance spectrum for (PAA-CMC-ZrC) nanocomposites as a function of wavelength. 
The transmission decreases with increase of the concentration of ZrC nanoparticles. The method is not followed by 
emission from the radiation because the transferred electrons in its outer orbits have occupied vacancy positions of the 
energy bands, absorb part of the light incident that does not exceed a material dosage which is induced by ZrC electrons 
on their outer orbits and transmits them to higher energy levels [22,23]. 

 
A B C 

 

Figure 2. Photomicrographs (10x) for 
(PAA-CMC-ZrC) nanocomposites: 
(A) (PAA-CMC) blend, (B) 1.5 wt.% ZrC 
nanoparticles, (C) 3 wt.% ZrC 
nanoparticulates, (D) 4.5 wt.% ZrC 
nanoparticulates, (E) 6 wt.% ZrC 
nanoparticulates 

The relation between the absorption coefficient and wavelength of (PAA-CMC-ZrC) nanocomposites shown in 
Figure 5. The absorption coefficient helps to illustrate the nature of electron transfer. When the absorption coefficient 
values of nanocomposites (CMC-PAA-ZrC) are strong α>104 cm-1, the electron is passed directly. Although the 
absorption factor values of nanocomposites are tiny at α<104 cm-1, the electron transfer is indirectly. We can see that 
with the rise in the concentrations of ZrC nanoparticles, the absorption coefficient is increased, due to increased carriers 
of charge [24], the absorption and absorption coefficient of (CMC-PAA-ZrC) NCs are also enhanced. 

Figure 3. Absorbance spectra with photon wavelength for (PAA-
CMC-ZrC) nanocomposites 

Figure 4. Transmittance spectra of (CMC-PAA-ZrC) 
nanocomposites as a function of wavelength 

Figure 5. Variation of absorption coefficient for (CMC-PAA-ZrC) 
NCs with photon energy 

Figure 6. The relationship between (αhν)1/2(cm-1·eV)1/2and 
photon energy of (CMC-PAA-ZrC) nanocomposites 
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Figure 6 demonstrates the relationship between absorption edge (αℎ𝑣)1/2 and photons energy. This figure indicates 
an energy gap decreased by an increase in ZrC concentration for (CMC-PAA-ZrC) nanocomposites, this is because the 
material has risen in disruption, which means that the secondary excitation within the band can be made possible and 
the width of these levels increases with increasing concentrations of ZrC NPs, that minimize the energy gap [25,26. 

The relation between (αhv)1/3(cm-1·eV)1/3 and photon energy of (CMC-PAA-ZrC) nanocomposite is shown in 
Figure 7. This figure obvious that the energy gap values for prohibited indirect transition decline, this result is explained 
because the density of localized states increased with a rise in the concentration of ZrC nanoparticles [27]. As well as 
values of prohibited indirect transition are lower than the permitted indirect transition. 

The change in the extinction coefficient is seen in Figure 8 as a function of wavelength. With an increase in ZrC 
nanoparticles we have noticed that the extinction coefficient increases. This is because the absorption value is enhanced 
and the ZrC nanoparticles weight percentage is increased. Variation the extinction coffiecient with wavelength of 
(PAA-CMC-ZrC) nanocomposites there is an effect of the geometric structure of the material on the tops extinction 
coefficient, when the percentage of nanomaterial increases, the proportion of geometric deformation increases in the 
crystal lattice [28-30]. 

  

Figure 7. The relationship between (αhν)1/3(cm-1·eV)1/3 and 
photon energy for (CMC-PAA-ZrC) NCs 

Figure 8. Variation of extinction coefficient with wavelength of 
(PAA-CMC-ZrC) nanocomposites 

Figure 9 shows the relationship between the refractive index and wavelength for (CMC-PAA-ZrC) 
nanocomposites. From this figure it can be seen by increases the concentration of ZrC nanoparticles the refractive index 
increases for all samples of (CMC-PAA-ZrC) nanocomposites. The ultraviolet region shows high refractive index 
values due to low transmission in this region however, due to the high transmission in this region, the visual and near IR 
regions notice low values [31,32]. 

Figure 9. As a function of wavelength, refractive index for 
(PAA-CMC-ZrC) nanocomposites 

Figure 10. As a function of wavelength the actual dielectric 
constant for (PAA-CMC-ZrC) nanocomposites 

Figure 10 indicates the difference between the actual part of the dielectric constant with wavelength. These graphs 
demonstrate how raising the concentration ratio of ZrC NPs enhanced real part of dielectric constant. The rise in 
electrical polarization in the nanocomposites is responsible for this. On the other hand variation of ԑ1 is primarily, 
depends on the n2 because of little k2 values, whereas ԑ2 is mainly dependent on k values, the variations in the 
absorption coefficient are related to [33,34], as shown in Figure 11. 

The relationship between optical conductivity and wavelength for (PAA-CMC-ZrC) nanocomposites is shown in 
Figure 12. It is noted that with increased zirconium carbide nanoparticles, optical conductivity increases. This behavior 
is attributed to the formation of localized states in the energy gap; increasing the concentrations of ZrC nanoparticles 
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causes a rise in the density of localized levels in the energy gap, which raises the absorption coefficient and, as a result, 
the optical conductivity of the nancomposites [35,36]. 

  
Figure 11. Change imaginary dielectric constant with 
wavelength for nanocomposites of (PAA-CMC-ZrC)

Figure 12. Optical conductivity of (PAA-CMC-ZrC) NCs as a 
function of wavelength

 
4. CONCLUSION 

1 - FTIR spectrum shows both a difference in peak position, form and strength in contrast to the pure (CMC-PAA) blend. 
This suggests the disassociation between the vibrations in the two polymers and the zirconium carbide nanoparticles. 

2 - Optical microscope appear forming a continuous network within polymers when the ratio of zirconium carbide 
nanoparticles reached (6 wt%). 

3 - Absorbance of (CMC-PAA-ZrC) NCs increase with increasing of concentration of ZrC nanoparticles, while 
transmittance and energy gap of this nanocomposites decreases.  

4 - The absorption coefficient, extinction coefficient, refractive index, real and imaginary part of the dielectric constants 
and the optical conductivity rise with an increase in the zirconium carbide weight percentage. 

This finding suggests that (CMC-PAA-ZrC) nanocomposites are a good choice for use in different electronic and 
photonics applications. 
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ПОЛІПШЕННЯ СТРУКТУРНИХ ТА ОПТИЧНИХ ВЛАСТИВОСТЕЙ СУМІШІ CMC/PAA ШЛЯХОМ 

ДОДАВАННЯ НАНОЧАСТИНОК КАРБІДУ ЦИРКОНІЮ ДЛЯ ОПТИКИ ТА ФОТОНІКИ 
Маджід Алі Хабіб, Зейнаб Сабрі Джабер 

Вавилонський університет, Коледж освіти для чистих наук, Фізичний факультет, Ірак 
Нанокомпозити (CMC-PAA-ZrC), виготовлені з різним процентним вмістом нанокарбіду цирконію методом лиття (0, 1,5, 3, 4,5 і 6 
мас.%). Результати показали, що спектри FTIR зміщуються в положенні піку та змінюють форму та інтенсивність порівняно з 
чистою сумішшю (CMC-PAA). Мікроскопічні фотографії показують чітку різницю в зразках при збільшенні частки наночастинок 
карбіду цирконію, коли концентрація NP карбіду цирконію досягла 6% мас., наночастинки складають безперервну мережу 
всередині суміші (CMC-PAA). Досліджено структурні та оптичні характеристики. Результати показали, що поглинання 
нанокомпозитів (CMC-PAA-ZrC) збільшується зі збільшенням кількості наночастинок ZrC, а пропускання зменшується. 
Коефіцієнт поглинання, коефіцієнт екстинкції, показник заломлення дійсної та уявної частини діелектричної та оптичної 
провідності зростають із збільшенням концентрації ZrC. Крім того, розрив оптичної енергії зменшується з 4,9 еВ до 4,05 еВ і з 4,5 
еВ до 3,65 еВ для дозволеного та забороненого непрямого переходу відповідно зі збільшенням наночастинок ZrC. Результати 
показують, що наноструктури (CMC-PAA-ZrC) можна розглядати як перспективні матеріали для застосування в оптоелектроніці. 
Ключові слова: нанокомпозити, структурні властивості, НЧ карбіду цирконію, оптичні властивості 
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In this study, Cu2CrSnS4 thin films are prepared using chemical pyrolysis technique at various deposition temperatures (200, 250, 
300, 350, 400 and 450 C) and without any annealing process.  The structure characteristics of the films have been studied by X ray 
diffraction (XRD), micro-Raman spectroscopy, and Field Emission Scanning Electron Microscope (FESEM), while the optical 
characteristics are investigated by UV-Visible spectrophotometry, and the electrical properties aree described by Hall Effect test. 
Results of XRD for Cu2CrSnS4 (CCTS) films showed the tetragonal crystal structure of stannite phase with (112) preferred 
orientation. The results of Raman spectroscopy of the prepared CCTS thin films showed a clear peak at ~ 336 cm-1. Furthermore, 
the morphology results and through (FESEM) images of thin films surface showed different forms and shapes with different 
granular size ranging from 40 to 294 nm. Optical examination of the ultraviolet-visible spectrum showed an optical energy gap of 
(1.69-1.59 eV) which are considered to be suitable for thin films solar cells applications. The electrical measurements through Hall 
Effect test showed that the films have charge carriers of (p-type). From results analysis, the optimized temperature of the prepared 
(CCTS) samples was 350 oC. 
Keywords: Cu2CrSnS4, Spray pyrolysis, Deposition temperature, XRD analysis, UV-Visible Spectroscopy, Hall Effect. 
PACS: 88.40.jn; 73.61.−r; 81.15.Rs; 61.82.Fk; 78.20.−e 
 

Due to the high values of absorption coefficient with suitable energy gap, the chalcogenides based on Cu showed promised 
future as effective materials for various applications. [1]. Cu2CrSnS4 (CCTS) material is interesting thanks to its positive 
characteristics for different optoelectronic applications [2, 3]. There are different techniques which can be used to deposit thin 
films of these types of materials such as chemical and physical methods. The spray pyrolysis method has many benefits such as 
that it is a cost-effective technique which does not need expensive and complicated parts and it is safe and friendly technique 
[4]. Many reports on the preparation of quaternary chalcogenide films were carried out by this method. Khodair et al. succeeded 
in preparing CZTS thin films [5]. Abed et al. deposited Cu2FeSnS4 films on soda-lime slides at different temperatures by the 
same technique  ]6 [ . The goal of this study is the investigation of preparation temperature impact on the structure and the optical, 
as well as the electronic characteristics of CCTS thin films prepared using spray pyrolysis method and to get good quality and 
homogeneous samples which are desirable as solar cell absorber layer. 
 

EXPERIMENTAL PROCEDURE 
The solution used to deposit the Cu2CrSnS4 (CCTS) films deposition has been prepared by dissolving 0.01 M of 

copper acetate monohydrate (Cu(CH3.COO)2.H2O) (Thomas Baker), 0.005 M of chromium chloride hexahydrate 
(CrCl3.6H2O) (Central Drug House), 0.005 M of tin chloride  (SnCl2.2H2O) (Thomas Baker), and 0.004 M of 
thiocarbamide (SC(NH2)2) (BDH Chemicals Ltd.) in 0.1 l of distilled water. The concentration of thiocarbamide used is 
doubled to overcome the evaporation process. The detailed procedure is reported elsewhere [7]. 
 

RESULTS AND DISCUSSION 
The XRD patterns of the deposited CCTS films at different substrate temperatures (200-450°C) and thickness of 300 nm 

are displayed in Figure 1. The patterns have clear peaks at 28.42°, 47.26° and 56.12° attributed to 112, 220 and 312 planes 
respectively which belong to the stannite tetragonal phase of CCTS material [8]. From the figure, it can be seen that there are 
no other peaks belonging to ternary and binary materials [9,10]. The standard card (00-031-0462) of the compound copper iron 
zinc tin sulfide (Cu4FeZnSnS8) was adopted for matching the present XRD patterns due to the lack of entries in the database of 
the International Center for Diffraction Data (ICDD) for the quaternary compound (Cu2CrSnS4) which we are investigating in 
this study, as the replacement of Zn in the quaternary compound (Cu2ZnSnS4) with near transition elements (e.g., Cr, Ni, Mn, 
Fe, Co, Fe, Mn) presents defects which are similar to (Cu2ZnSnS4) because their ionic radii vary slightly and thus no significant 
change in the crystal structure [11,12]. Table (1) depicts the XRD results of the (112) plane. 

The inter-planar distance (d) was estimated by using Bragg formula [13]: 𝑚𝜆 = 2𝑑𝑠𝑖𝑛𝜃, (1) 

where m is the diffraction order, ө is the angle of Bragg, and λ is the x-ray wavelength. 
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Figure 1. XRD patterns of CCTS samples at various temperatures. 

Table 1. XRD results of CCTS films deposited at various temperatures 

Deposition 
Temperature (oC) 

2Ɵ 
(o) 

Inter-planar distance 
(Å) Crystallite size (nm) Texture coefficient 

200 28.52 3.127 2.712 0.55
250 28.5 3.129 3.061 3.48
300 28.44 3.135 4.123 0.64
350 28.42 3.137 8.518 0.51
400 28.38 3.142 8.102 0.54
450 28.42 3.137 3.093 0.58

The lattice parameters are calculated through the well-known formula [8]: 

 
ଵௗమ =  ௛మା௞మ௔మ +  ℓమ௖మ, (2) 

where (h, k, l) represent indices of Miller; and the tetragonal unit cell parameters are represented by a and c. 
The estimated values of a and c are a = 5.445 Å and c = 10.755 Å very near to the ideal ones a = 5.449 Å and 

c = 10.75 Å. The crystallite size (D) is estimated using the specifications of the peak corresponding to the (112) plane by 
Scherrer’s equation [14]: 

 𝐷 = ୏ఒఉ ୡ୭ୱ ఏ, (3) 

where k = 0.9 and β is (FWHM) in radians. 
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The estimated values of (D) are shown in Table 1 which shows that when the temperature increases, the values of 
(D) increase up to 350 oC and then start to decrease. 

This is owing to the high evaporation of the sprayed drops once this temperature has been reached, that is larger than 
that required to produce maximal pyrolysis and crystallization of the films, due to the high thermal energy. Thus, the 
crystallization mechanism is not complete [15]. Texture coefficient (Tc) is evaluated by the equation below [14]: 

 𝑻𝑪 =  𝑰(𝒉𝜿𝓵) 𝑰°(𝒉𝜿𝓵)⁄𝑵ష𝟏 ∑ 𝑰(𝒉𝜿𝓵) 𝑰°(𝒉𝜿𝓵)⁄𝑵    , (4) 

where N stands for the number of peaks visible in XRD patterns, I(hkl) is the experimental relative intensity and 𝑰°(𝒉𝜿𝓵) is 
the ideal intensity. 

Tc values for the prevailing direction of growth are listed in Table 1. Tc less than 1 values indicate that all films are 
polycrystalline. X-ray diffraction could be used to classify the materials phase, but it was difficult to distinguish between 
them because of how similar their compositions are. So, Raman spectroscopy at room temperature was performed and its 
results are plotted Figure 2 and Table 2 where the measured spectrum is plotted in black color, the green color represents 
the peaks resulting from the analysis of the measured spectra, and the sum of these peaks appears in red color representing 
the calculated spectrum, which is highly consistent with the measured black color. 

Figure 2. Micro-Raman shift of CCTS samples at various temperatures 

Table 2. Result of micro-Raman spectra analysis of CCTS prepared in the current study 

Intensity 
(arb. u.) Width of peak (cm-1) Center of peak  (cm-1) Temperature 

(˚C) 
4.989  81.574 337  200  
6.007  69.424 337  250  0.942  65.323 439  
7.054  39.829 336  300  1.252  56.592 441  
7. 987  29.986 335  350  1.369  37.444 442  
7.500  36.020 336  400  0.759  54.428 445  
7.029  47.999 337  450  

Due to sulfur atoms vibrations in the CCTS structure, the prominent peaks of great intensity at the positions (335, 
336, and 337 cm-1) could be seen. This is consistent with the findings of other published investigations [16-18]. Other 
observed lower intensity peaks can be observed at (439, 441, 442, 445 cm-1) which are consistent with the results of Yan 
et al. [18]. The surface topography of the films was imaged by FESEM. Figure 3 shows the micro-images at magnification 
of 50 Kx of the prepared CCTS films. At temperature (200, 250˚C), an irregular formation process appears with voids 
and cracks on the surface, and ball-like shapes begin to stick and align, with some temperature increasing, at (300˚C) we 
notice irregular distribution of nano-paper-like shapes with cracks and hole, and this indicates the formation of a new 
layer that starts to appear more on the surface and the emergence of a series of small particles in some areas that start to 
disappear when the substrate temperature increases. At 350, 400, and 450 ˚C substrate temperatures, we notice 
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cauliflower-like shapes having polyhedral forms, irregular distribution, and uneven growth, including some cracks and 
voids caused by crystal flaws, as well as secondary growth on the surface. This can be explained by the development of 
a new layer before the growth of the prior layer is finished. The granular borders may be seen clearly [13, 19-21]. If it is 
noticed that the average particle size is large in the sample (CCTS), then it begins to decrease and rise as a result of the 
temperature difference. 

Figure 3. FESEM micro-images of CCTS samples deposited at different temperatures 

The optical characteristics of the CCTS films were examined through the absorbance (A) of UV-visible spectra. The 
absorption coefficient (α) of any film of thickness (t) could be calculated using the following relationship [22]: 

 α = 2.303 A/t, (5) 

The values of α were found to be greater than 104 cm-1. Using Tauc's formula, the optical band gap, Eg, could be 
evaluated from the absorption spectra [23]: 

 (𝛼𝐸)  =  𝑃(𝐸 −  𝐸𝑔)௥, (6) 

where P is constant, E stands for photon energy, while r is an empirical quantity that describes the electronic transition 
type which is equal to ½ for direct allowed transition. 

In this study, a straight line was generated by sketching a plot between (αE)2 and (E). The direct bandgap could then 
be estimated by extrapolating this straight line to (αhυ)2 = 0, as shown in Figure 4. The estimated values of Eg were in 
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300˚C 350˚C

400˚C 450˚C 
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the range of 1.69-1.95 eV. This matches well with the findings of other reports [24, 25]. Because of the unsaturated bonds 
and/or micro-stress generated during the growth which leads to local states of high density, there may be a variance in the 
energy gap value [7]. 

In order to define the electrical characteristics of the CCTS films, the Hall Effect was carried out to ascertain the 
type, concentration, mobility, and conductivity of majority charge carriers. The results of this test are shown in Table 3, 
which shows positive values of RH (p-type) consistent with the findings of earlier investigations [4]. 
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Figure 4. Energy gap of CCTS films prepared at different temperatures 
Table 3. Outcomes of Hall Effect test of CCTS samples 

Temperature 
(°C) 

Hall coef. 
(cm3/C) 

Concentration 
(cm-3) ×1017 

Mobility 
(cm2/V.s) 

Resistivity  
(Ω.cm) 

Conductivity 
(Ω.cm)-1 

200 15.19 4.11 3.026 5.019 0.199 
250 11.96 5.22 4.551 2.627 0.380
300 8.53 7.32 5.213 1.636 0.611
350 6.75 9.25 6.011 1.123 0.890
400 7.79 8.01 5.337 1.46 0.685
450 10.32 6.05 4.002 2.578 0.387 
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The electrical conductivity, mobility, and concentration of charge carriers have increasing trend as the deposition 
temperature is increased upto 350 °C, and then they began to decline, as shown in Figures 5 and 6. The results of XRD 
analysis support this [17]. 
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Figure 5. Hall conductivity of CCTS films at various 
temperatures 

Figure 6. Charge carriers and their mobility of CCTS films at various 
temperatures 

 
CONCLUSIONS 

According to XRD observations, the CCTS films were found to be tetragonal polycrystalline having favorable 
growth direction of (112). The quaternary CCTS compound's high and distinct peaks at (335, 336, and 337 cm-1) were 
revealed by Raman spectroscopy, supporting the XRD findings. Different grain sizes and shapes could be seen in the 
micro-images obtained by FESEM. Electrical measurements of the Hall Effect show that the conductivity was p-type. 
The band gap range (1.69-1.95 eV) as well as the coefficient of optical absorption (104 cm-1) are extremely near to the 
optimal material values employed in the absorbent layer in solar cells. 
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ОТРИМАННЯ ТА ХАРАКТЕРИСТИКА ТОНКИХ ПЛІВОК CU2CrSnS4, 

НАНЕСЕНИХ ПРИ РІЗНИХ ТЕМПЕРАТУРАХ 
Худа Талібa,b, Набіл А. Бакрa, Мохаммед А. Абедb 

aФакультет фізики, Науковий коледж, Університет Діяла, Діяла, Ірак 
bГоловне управління освіти Діяла, Діяла, Ірак 

У цьому дослідженні тонкі плівки Cu2CrSnS4 отримані за допомогою техніки хімічного піролізу при різних температурах 
осадження (200, 250, 300, 350, 400 і 450C) і без будь-якого процесу відпалювання. Структурні характеристики плівок були 
вивчені за допомогою дифракції рентгенівських променів (XRD), мікро-Раманівської спектроскопії та польово-емісійного 
скануючого електронного мікроскопа (FESEM), тоді як оптичні характеристики досліджені за допомогою УФ-видимої 
спектрофотометрії, а також описані електричні властивості за допомогою тесту на ефект Холла. Результати XRD для плівок 
Cu2CrSnS4 (CCTS) показали тетрагональну кристалічну структуру станнітної фази з переважною орієнтацією (112). 
Результати раманівської спектроскопії підготовлених тонких плівок CCTS показали чіткий пік при ~ 336 см-1. Крім того, 
результати морфології та наскрізні (FESEM) зображення поверхні тонких плівок показали різні форми та форми з різним 
розміром зерен у діапазоні від 40 до 294 нм. Оптичне дослідження ультрафіолетового та видимого спектру показало оптичний 
енергетичний проміжок (1,69-1,59 еВ), який вважається придатним для застосування в тонкоплівкових сонячних елементах. 
Електричні вимірювання за допомогою тесту на ефект Холла показали, що плівки мають носії заряду (p-типу). З аналізу 
результатів оптимізована температура підготовлених (CCTS) зразків становила 350oC. 
Ключові слова: Cu2CrSnS4, розпилювальний піроліз, температура осадження, рентгеноструктурний аналіз, УФ-видима 
спектроскопія, ефект Холла 
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Nicotinamide (NIC) is an amide-form vitamin with a carboxamide group at b positions that is involved in a variety of biological 
activities. The drugs contain functional groups which control the type and degree of interaction with different solvents. In this research, 
the ground and excited state dipole moments of nicotinamide (NIC) were estimated using solvatochromic effects and computational 
work. A general overview of solvent effects on the electronic absorption and fluorescence spectra of NIC is presented. In both spectra, 
pronounced solvatochromic effects were observed, and the shift of emission peaks was larger than the corresponding absorption spectra. 
The experimental ground state  g  and excited state  e  dipole moments of NIC are estimated from solvatochromic shifts of 

absorption and fluorescence spectra. The differences between the excited and ground state dipole moments determined by all the 
methods are quite similar. The HOMO-LUMO energy band gaps were calculated and found to be 5.566 eV. The excited state dipole 
moment is found to be higher than those of the ground state for all of the used methods, and it is attributed to the more polar excited 
state of NIC. Finally, the observed spectral properties, measured values of dipole moments, and electronic structures of NIC in different 
solvents provide important details about charge distribution and solute-solvent interactions that may be helpful in the investigation of 
these molecules in biological systems. 
Keywords: Solvatochromic shift method, Ground state dipole moments, Excited state dipole moments, Nicotinamide 
PACS: 33 
 

Introduction 
Vitamins are very important organic chemical compounds as a vital nutrient to sustain life due to their important 

role in normal metabolism processes, growth, and vitality [1]. Nicotinamide (3-pyridine-carboxamide, Vitamin B3) is a 
water-soluble pyridine derivative and amide form vitamin with a carboxamide group at position b that is involved in many 
biological activities [2-9]. It helps with diabetes treatment and prevention [6], skin appearance [10–12], energy 
metabolism, fatty acid synthesis, growth and development, signal transduction, and genome integrity [4,5,8]. Besides, it 
serves as an important functional group of coenzymes for NAD+ and NADP+ [13,14], which are involved in various 
chemical reactions including the production of energy in all types of cells [15,16], exhibit antioxidant, anti-inflammatory, 
and anticarcinogenic activities [2,7], and cytoprotective effects on neural and vascular tissues [17,18]. It is also applicable 
to different dietary foods, nutritional ingredients, and cosmetics [3]. 

The absorption and emission spectra of organic molecules are usually modified in solvation processes where the 
photon of light causes a redistribution of charges, leading to conformational changes in the excited state. The 
conformational changes induced by solvents in the electronic spectra of molecules can offer information on the local 
electric field acting on the spectrally active molecule. Thus, the exited dipole moment of an electronically excited 
molecule is an important property for providing information on the electronic and geometrical structure of the 
molecules [19,20], in designing non-linear materials [21] and new molecules, selecting best performance in analysis 
of specific applications, providing information about the nature of the excited states [22–24], determining emission 
energy as a function of the solvent polarity [22,23], and in parametrisation in quantum chemical procedures for these 
states [19]. The determination of the singlet excited-state dipole moment is based on the spectral shift caused either 
externally by electrochromism or internally by solvatochromism. The electrooptic methods (electrochromism) [25,26] 
are generally considered to be very accurate, but due to their limited use and restricted to relatively very simple 
molecules, the solvatochromic method is more preferable. The solvatochromic method is simpler and widely 
accepted [27–33]. It is based on a linear correlation between absorption and fluorescence maxima in different solvent 
polarity functions. 

Several workers have conducted extensive experimental and theoretical studies on ground state and excited-state 
dipole moments using different techniques in a variety of organic fluorescent compounds [19,22,34-39]. In the present 
work, the ground and excited state dipole moments of NIC by the solvent perturbation method [28,30] have been 
determined from solvatochromic shifts using experimental and computational methods. However, there are no reports 
available in the literature on the determination of the dipole moment value of the compound investigated. Dipole moments 
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were estimated using Bakhshiev’s [27], Kawaski–Chamma–Viallet [28–30] and Lippert–Mataga [31,32] equations and 
the quantum chemical method. 

 
METHODS AND MATERIALS 

Experimental details 
Nicotinamide (NIC, Fig. 1) was purchased from Sigma-Aldrich Company and used for measurement without further 

purification. All the solvents were of spectroscopic grade and purchased from the Sigma-Aldrich Company.  

 
Figure 1. Chemical structure of NIC  

Electronic absorption spectra of the compounds were recorded using a Perkin-Elmer Lambda 19 UV-Vis 
spectrophotometry with double monocromator using a 1-cm path length quartz cuvette. The absorption spectra were 
recorded in the wavelength regions 200-500 nm, with a spectral band width of 0.1 nm and a scanning speed of 
600 nm/min. The steady-state fluorescence spectra were recorded by Fluoromax-4 spectrophotometer (Horiba). The 
emission spectra were recorded by exciting the sample at its longest absorption maximum. The absorption and emission 
measurements were performed at room temperature, keeping the concentration of the molecule very low for the 
fluorescence spectra measurement. The solvent polarity functions were calculated from the relative permittivity and 
refractive index of the solvents, and the values are shown in Table 1. 
Table 1. Solvent functions ( , )rf n , ( , )r n  , L MF  , K C VF    and BF , used in the Bakhshiev, Kawski–Chamma–Viallet, 
Lippert-Mataga and Reichardt equations, respectively 

Solvent a  an  bf  b  c
L MF   d

K C VF    e
BF  

Water 80.10 1.3325 0.91375 0.2265 0.32028 0.683392 0.913758
Ethanol 24.55 1.3614 0.81293 0.2459 0.28874 0.652459 0.812933
Acetonitrile 37.50 1.3404 0.86408 0.2318 0.30682 0.663891 0.864083
Butanol 17.84 1.399 0.75370 0.2711 0.26433 0.647996 0.753704
Methanol 33 1.328 0.85573 0.2234 0.30894 0.651335 0.855732
a  = relative permittivity and n=refractive index.  
b Bilot-Kawski solvent functions in Eqns. (3&4) 
c Lippert-Mataga solvent function in Eqn. (17). 
d Kawski-Chamma-Viallet solvent function in Eqn. (18) 
e Bakhshiev solvent function in Eqn. (19).

 
THEORETICAL BACKGROUND 

Bilot–Kawski method 
Based on Onsager’s reaction field theory, which assumes a spherical structure of the molecules within a cavity radius 

‘a’ and employing the simplest quantum mechanical second order perturbation theory of absorption ( av ) and fluorescence 
( fv ) band shifts in various solvents of different relative permittivity ( r ) and refractive index (n), the equations for the 
dipole moments were calculated [28,31,32,40-46]. According to Bilot and Kawski [28,41], the equations related to the 
difference and sum of wavenumbers of absorption and fluorescence are expressed as Eqns. (1 &2). 

 1 ( , ) constanta f rv v m f n    , (1) 

 2 ( , ) constanta f rv v m n      , (2) 

where the solvent polarity parameters ( , )rf n , and ( , ) ( , ) 2 ( )r rn f n g n     [40,43,47] are expressed as 
Eqns. (3 & 4), respectively. 
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The parameters 1m  and 2m  which can be determined from the slope of the straight line of Eqns. (1&2) are given 
by:  

 
2

1 3

2( )e gm
hca
 

 , (5) 

 
2 2

2 3

2( )e gm
hca
 
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where h and c are the plank’s constant and the velocity of light in vacuum respectively; 1/3(3 / 4 )a M N  with the 
relative molecular mass of the solute molecules (M), the density ( ) and Avogadro’s number (N). 

Assuming the symmetry of the solute molecule remains unchanged upon electronic transition and the dipole moment 
states are parallel, the values of the ground and excited dipole moments from Eqns. (5&6) can be obtained as [40,43,47], 
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Moreover, if the ground state and excited state dipole moments are not parallel to each other, the angle between the 
two dipole moments can be determined [42] as 
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Lippert–Mataga, Kawski–Chamma–Viallet and Bakhshiev methods 

The electric dipole moment of a polar solute polarizes the solvent so that the solute itself experiences an electric 
field, the reaction field, which is proportional to the solute dipole moment in the ground and excited states. Such 
proportionalities for the difference and sum of absorption and fluorescence maxima maximum wavenumber have been 
defined by the following independent equations [30-32,48] used for the estimation of ground and excited state dipole 
moments: 

 3 ( , ) constanta f L M rv v m F n    , (11) 

 4 ( , ) constant
2

a f
K C V r

v v
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 
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 5 ( , ) constanta f B rv v m F n    , (13) 

3m , 4m  and 5m  are the slopes of the linear relationships corresponding to Eqns. (11-13), are given by; 
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L MF   [31,32], K C VF   [30] and BF  [48] are solvent polarity functions corresponding to Lippert–Mataga, Kawski–
Chamma–Viallet and Bakhshiev methods and are given as: 
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Computational Methods 

The ground state dipole moment ( g


) of the three compounds was theoretically calculated using the Gaussian 09 
program and analysed with the help of Gauss View software [49]. The calculations and ground state geometries 
optimization were performed at a density functional theory (DFT) level of theory by employing Becke’s three parameter 
(local, non-local, Hartee-Fock) hybrid exchange functional (B3LYP) and the basis set 6–311G(d,p). 

 
RESULTS AND DISCUSSION 

Determination of the photophysical and photochemistry of different drug compounds is useful for various 
applications. The values of ground- and excited-state dipole moments of the molecules provide information about the 
change in electronic distribution of the excited molecule [22,23]. It elucidates the nature of the excited state of the 
molecules as it reflects the charge distribution in the molecule [22,23,50]. Furthermore, the experimental data on dipole 
moment can be used to parameterize quantum chemical procedures for these states [19]. The excited dipole moments of 
the fluorescent molecules have also been used to determine emission energy as a function of the solvent polarity 
function [22,23]. 
 

Solvent effects on UV-Vis absorption and fluorescence spectra of Nicotinamide 
The absorption and fluorescence emission spectra of NIC were recorded in solvents of different solvent parameters 

with the corresponding solvent polarity values as in Table 1. Figs. 2&3 shows the typical absorption and fluorescence 
spectra of NIC obtained in different solvents. The UV-Vis absorption spectra of NIC are characterized by their maximum 
absorption band, which corresponds to HOMO → LUMO mainly due to *   orbital transition. And, the fluorescence 
spectra of NIC undergoes an average of a red shift as it increasing in solvent polarity. Fig. 2 shows an exchange of order 
in water and acetonitrile, and in methanol and ethanol as solvent polarity increases, most possibly due to the influence of 
an intermolecular association and/or solute-solvent interactions. 

Figure 2. Absorbance spectra of NIC in different solvents Figure 3. Florescence spectra of NIC in different solvents 

As compared to the absorption spectra, a large spectral shift was observed in the emission spectra as shown in 
Table 2. The lesser spectral shifts in the absorption maxima compared with the fluorescence spectra of the compound 
implies that the ground state energy distribution may not be affected to a greater extent, possibly due to the less polar 
nature of the compound in the ground state rather than in the excited state. 
Table 2. Difference, Sum and mean of Peak absorption and emission spectra of Nicotinamide in different polar solvents 

Solvent va  fv  a fv v   a fv v   ( ) / 2v va f   

WATER 3822630 2358491 1464139 6181121 3090560
ETHANOL 3816794 2392344 1424449 6209138 3104569
ACETONITRILE 3831418 2336449 1494969 6167866 3083933
BUTANOL 3802281 2427184 1375097 6229466 3114733
METHANOL 3816794 2403846 1412948 6220640 3110320

av , absorption maximum in 1cm ; fv , fluorescence maximum in 1cm  
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The absorption and fluorescence emission data of NIC in solution also provided reliable information about the 
solvation effects in the ground and excited states. From Table 2, we observe that the magnitude of Stokes shift for the 
compound increased with increasing solvent polarity. The large magnitude of the Stokes shift indicates that the excited 
state geometry of the compound could be different from that of the ground state and that there will also be an increase in 
dipole moment on excitation. Furthermore, these solvatochromic data can also provide information to identify the possible 
orbital transition of the compounds, namely *    or * n n  etc. The data reveals that, with an increase in solvent 
polarity, the electronic emission peak undergoes an average of red shift, confirmed as a *    transition. Generally, the 
pronounced emission band shifts and increase in Stokes’ shift values with an increase in solvent polarity indicate there is 
an increase in dipole moment on excitation. 
 

Dipole Moments Calculation 
To get a further insight into the solvatochromic behaviour of nicotinamide, the spectroscopic properties were 

correlated with the solvent polarity functions. From the slope of the Bilot-Kawski, Lippert-Mataga, Kawski-Chamma-
Viallet and Bakhshiev equations, the ground and excited dipole moments were calculated. Figs. 4&5 shows the Stokes 
shift and the sum of the wavenumbers versus solvent polarity function for NIC using the Bilot-Kawski equations. 

Figure 4. Plot of a fv v  versus ( , )rf n  of NIC in different 
polar solvents using Bilot Kawski equation 

Figure 5. Plot of a fv v   versus ( , )r n   of NIC in different 
polar solvents using Bilot Kawski equation 

Similarly, Figs. 6&7 are the plots of the Stokes shift and the mean of the wavenumbers versus the solvent polarity 
for Lippert-Mataga and Kawski-Chamma-Viallet equations respectively. The deviation of the data in Figs. 4, 5, 6 &7 
could be from the influence of intermolecular association or solute-solvent interaction [51]. 

  

Figure 6. Plot of a fv v   versus ( , )L M rF n of NIC in different 
polar solvents using Lippert Mataga equation 

Figure 7. Plot of   2a fv v  versus ( , )K C V rF n   of NIC in 

different polar solvents using Kawski-Chamma-Viallet equation 

From the slopes of the graphs of Figs. 4, 5, 6 & 7, the ground and excited state dipole moments were calculated and 
the values are as shown in Table 3. 
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Table 3. Ground state, excited-state dipole moments in Debye (D), and Onsager cavity radius ‘a’ ( A


), calculated by experimental and 
theoretical methods for Nicotinamide 

aa  b
g  c

e  d
B K   e

L M   f
g K C V    g

g B  h
g  *h

e  i  j
g  k

e  l
s  

2.258 0.02 0.254 0.234 0.364 0.064 0.216 1.48 1.87 0   0.315 0.316 0.096 
321 3.33564 10 .D C cm   

a calculated Onsager cavity radius 
b Ground state dipole moment calculated according to Bilot-Kawski, Eqn. (7) 
c Excited state dipole moment calculated according to Bilot-Kawski, Eqn. (8). 
d Change of excited and ground dipole moments using Eqns. (7&8) 
e Calculated change dipole moment according to Lippert-Mataga correlation, Eqn. (14). 
f Calculated ground dipole moment according to Kawski-Chamma-Viallet method, Eqns. (15&7). 
g Calculated change of dipole moment according to Bakhshiev correlation, Eqn. (16). 
h calculated ground dipole moments from Gaussian 9 using #td b3lyp/6-311++g 

*h calculated excited dipole moments from Gaussian 9 using #opt b3lyp/6-311++g 
i Angle between ground and excited dipole moments using Eqn. (10) 
j The value from reference ([51]) 
k The value from reference ([51]) 
l The value from reference ([51]) 

The calculated values of the ground and excited state dipole moments using Eqns. (7 &8), are 0.02 and 0.254 D. 
Due to the different assumptions and simplifications used by each method, the ground and excited state dipole moments 
that are estimated by different methods are not similar [60]. The change in dipole moments (  =0.364) obtained using 
Lippert–Mataga Eqn. (14) is larger than the value obtained by other methods. This is due to the fact that the Lippert–
Mataga equation neglected the polarizable nature of the solute molecules [55]. It has also been reported previouslythat 
the change in dipole moment obtained using the Lippert–Mataga equation is larger than the values calculated by other 
methods [55, 23, 40, 61]. Furthermore, the ground and excited E-nicotinamide results from individual stark lobe 
measurements were obtained and reported [51], 0.315g   and 0.316 e D   using microwave spectrum. Because of 
the used solvents with different techniques and temperatures, the reported results by [51] are slightly larger than the results 
of this study using Bilot-Kawski of Eqn. (7&8). Thus, the results of the current study are better than the results previously reported 
by [51], because of the difference between the ground and excited state dipole moments required for solvatochromism. The results of 
the ground dipole moment in this study are also similar to the results obtained by [52], 0.0967 D on the surface of 
nicotinamide by the Helmholtz equation on the basis of surface excess values obtained from surface tension measurements 
and surface potential changes. 

In general, the difference between the excited and ground state dipole moments (  ) obtained by experimental and 
theoretical methods is moderately high, indicating that the excited dipole moment is greater than that in the ground state 
and also more polar than in the ground state. 
 

Quantum Chemical Calculation 
Figs. 8 (a-d) shows the HOMO-LUMO structures, the optimized structure with the dipole moment vector, and the 

total electron density with the electrostatic potential map (TED-ESP) for NIC using TD SCF-DFT-B3LYP-6-311G. 
It shows the spatial distribution of the electron cloud in three dimensions. 

Table 3 shows the dipole moments determined in the gas phase by ab initio calculation using the Gaussian 09 
software [49]. The dipole moments calculated by quantum chemical calculations in the gas phase were μg=1.48 D and 
μe=1.9D. The theoretical dipole moments are greater than the experimental results. This is because the dipole moments 
that are based on charge densities obtained from Eigen functions of the molecular orbital approximations are considerably 
higher than the actual experimental dipole moments [23]. Furthermore, quantum chemistry approaches often produce an 
exaggerated electron distribution in molecules, making them more polar than they are in reality [23]. Another reason is 
that experimental methods take into account solvent and environmental influences (solvent-solvent interaction), whereas 
ab initio calculations only provide results for a free solute molecule in vacuum [53-55]. 

The other calculated parameters that are very important in quantum chemistry are the HOMO-LUMO energy gaps 
of the compounds which reflect the chemical activity of the molecules. Both HOMO and LUMO are the main orbitals 
that take part in chemical stability. A molecule with large HOMO-LUMO gaps is generally stable and unreactive, while 
ones with small gaps are generally reactive. The HOMO-LUMO band gap for NIC is 0.169 eV. A difference in electronic 
distribution was also noticed on the HOMO-LUMO molecular orbital plot of NIC as shown in Fig. 8 (a). Higher electronic 
distribution was observed at the LUMO orbital level, and this also confirms that the excited states of the molecules have 
higher dipole moments. The obtained results are also similar the the results reported previously [51,52]. 
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Figure 8. (a) Electron distribution of HOMO and LUMO energy levels; (b) the 3D total electron density with electrostatic potential 
map (TED-ESP); (c) The 2D electrostatic potential maps around the molecule of NIC and direction of its dipole; (d) Absorbance 
spectra of NIC with 𝜆௠௔௫ ൌ 268𝑛𝑚 theoretically using the Density Functional Theory at B3LYP level of theory at 6-311G** 

The electrostatic potential map plot of NIC, as illustrated in Figs. 8(b&c), allows the nucleophilic and electrophilic 
areas of the molecules to be estimated. Identifying these nucleophilic and electrophilic areas is critical for the design of 
nonlinear optical materials [56] and helps prediction of the site of attack in various photochemical processes [23,55]. The 
electrostatic potential map of NIC is represented in red and blue colours. The blue colour represents a positive phase that 
corresponds to a nucleophilic region and the red colour represents a negative phase that corresponds to an electrophilic 
region [55,57]. Oxygen creates an electron-rich region and the lowest electrostatic potential of the molecule, and nitrogen 
is relatively electron deficient for NIC molecules. In addition, the UV/Vis absorption spectra in Fig. 8 (d), the excitation 
energies, and their corresponding oscillator strengths are determined using TD-SCF-DFT-B3LYP-6-311G** since it 
determines these better than other methods [55,58,59]. The numerical values are shown in Table 4. 
Table 4. HOMO-LUMO energy band gap, UV/Vis. absorption wavelengths and corresponding oscillator strengths determined using 
TDSCF-DFT-B3LYP-6-311G for Nicotinamide 

Band Gap (eV) 𝜆ଵ(nm) 𝜆ଷ(nm) 𝜆ଷ(nm) 𝐸ଵ(eV) 𝐸ଶ(eV) 𝐸ଷ(eV) 𝑆ଵ 𝑆ଶ 𝑆ଷ
0.196 300.75 270.99 265.85 4.1225 4.5753 4.6637 0.0006 0.0042 0.0043
E1: excited state 1 energy and corresponding wavelength, λ1; oscillator strength, S1. E2: excited state 2 energy and corresponding 
wavelength, λ2; oscillator strength, S2. E3: excited state 3 energy and corresponding wavelength, λ3 and oscillator strength, S3.

 
CONCLUSION 

The ground-state and excited-state dipole moments of nicotinamide were investigated by both experimental and 
theoretical methods. It was observed that the excited state possessed a higher dipole moment than the ground state. This 
result confirms that the excited states of nicotinamide are more polarized than their ground state and therefore more 
sensitive to solvent effects. The differences in the ground state and the excited state dipole moments obtained from various 
equations are due to the different assumptions and simplifications made in the solvatochromic methods. The ground- and 
excited-state dipole moments obtained by quantum chemical computation (DFT) provided higher results than 
experimental findings because the results were computed in vacuum rather than using solvents. In addition, a difference 
in electronic distribution was also noticed on the HOMO-LUMO molecular orbital plots of NIC. In general, the spectral 
properties observed, the values of dipole moments, and electronic structures of NIC in different solvents provide important 
information about charge distribution and solute-solvent interactions, which may be useful in the study of these molecules 
in biological systems. 
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ВПЛИВ ПОЛЯРНОСТІ РОЗЧИННИКА НА СПЕКТРИ ПОГЛИНАННЯ ТА ФЛУОРЕСЦЕНЦІЇ НІКОТИНАМІДУ: 

ВИЗНАЧЕННЯ ДИПОЛЬНИХ МОМЕНТІВ ОСНОВНОГО ТА ЗБУДЖЕНОГО СТАНІВ 
Атакльті Абраха Гебрейоханесa, Абебе Белайb, Гетачеу Алемуa 

aФакультет фізики університету Самара, Самара, Ефіопія 
bПрограма прикладної фізики, Науково-технологічний університет Адама, Адама, Ефіопія 

У цьому дослідженні дипольні моменти основного та збудженого станів нікотинаміду (NIC) були оцінені за допомогою 
сольватохромних ефектів і комп’ютерних обчислень. Подано загальний огляд впливу розчинників на електронні спектри 
поглинання та флуоресценції NIC. В обох спектрах спостерігалися виражені сольватохромні ефекти, а зсув піків 
випромінювання був більшим, ніж у відповідних спектрах поглинання. Експериментальні дипольні моменти основного  g

та збудженого  e  станів NIC оцінюються за сольватохромними зсувами спектрів поглинання та флуоресценції. Відмінності 
між дипольними моментами збудженого та основного станів, визначеними всіма методами, досить схожі. Розраховані 
енергетичні заборонені зони HOMO-LUMO, які становлять 5,566 еВ. Виявлено, що дипольний момент збудженого стану 
вищий, ніж у основного стану для всіх використаних методів, і це пояснюється більш полярним збудженим станом NIC. 
Нарешті, спостережувані спектральні властивості, виміряні значення дипольних моментів та електронні структури NIC у 
різних розчинниках надають важливі відомості про розподіл заряду та взаємодію між розчиненою речовиною та розчинником, 
що може бути корисним у дослідженні цих молекул у біологічних системах. 
Ключові слова: метод сольватохромного зсуву, дипольні моменти основного стану, дипольні моменти збудженого стану, 
нікотинамід 
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The bound state solutions of the deformed Klien-Gordon equation have been determined in the three-dimensional extended relativistic 
quantum mechanics 3D-ERQM symmetries using position-dependent mass (PDM) with unequal scalar and vector potential for the 
improved Hulthén plus improved deformed type-hyperbolic potential (PDM-SVID(H-TP)) models. PDM with unequal scalar and vector 
potential for the Hulthén plus deformed type-hyperbolic potential (PDM-(SVH-DTP)) models, as well as a combination of radial terms, 
which are coupled with the coupling L , which explains the interaction of the physical features of the system with the topological 
deformations of space-space. The new relativistic energy eigenvalues have been derived using the parametric Bopp shift method and 
standard perturbation theory which is sensitive to the atomic quantum numbers ( , , ,j l s m ), mixed potential depths ( 0 0 1 1, , ,V S V S ), the rest, 

and perturbed mass  0, 1m m , the screening parameter's inverse , and noncommutativity parameters  , ,  . Within the framework of 
3D-ERQM symmetries, we have treated certain significant particular instances that we hope will be valuable to the specialized researcher. 
We have also treated the nonrelativistic limit and applied our obtained results to generate the mass spectra of heavy-light mesons (HLM) 
such as cc and bb  under PDM-SE with improved deformed Hulthén plus improved hyperbolic potential (PDM-ID(H-TP)) models. When 
the three simultaneous limits  , ,  were applied, we recovered the normal results of relativistic in the literature ( 0,0,0 ) for the 
PDM-ID(H-TP)) models. 
Keywords: Klien-Gordon equation, deformed Hulthén plus deformed type-hyperbolic potential, heavy-light mesons, Noncommutative 
quantum mechanics and Bopp's shift method, Canonical noncommutativity 
PACS: 03.65.−w;03.65.Ge;05.30.Jp 
 

1. INTRODUCTION 
One of the significant issues in quantum mechanics (QM) and noncommutative quantum mechanics (NCQM) or 

extended quantum mechanics (EQM) is the investigation of solutions to the nonrelativistic Schrödinger equation (SE) or 
relativistic Klien-Gordon (KG), Dirac and Duffin-Kemmer-Petiau equations for a particle with spin 0, 1/2 or (1,2...) under 
the real physical potentials. The hyperbolic and Hulthén potentials are considered to be one of the most important 
interactions that have received great attention. It has been the subject of an in-depth study by many researchers within the 
framework of fundamental equations [1-5] whether it is a single treatment or a combination of both. In their study of the 
bound and scattering states of the KGE with deformed Hulthén plus deformed hyperbolical potential for arbitrary states, 
Ikot et al. used supersymmetry quantum mechanics and factorization techniques [6]. The variable mass formalism 
provides relevant and practical theoretical predictions of a variety of experimental properties for many-body quantum 
systems for this goal [7,8]. The effective mass notion has been applied to numerous important issues in the literature, 
including nuclei, metallic clusters, 3He clusters, quantum liquids, and nuclei [9-13]. In the present work, we aim to 
investigate the solution of KG and SE with deformed Hulthén plus deformed-type hyperbolic potential in 3D-ERQM and 
3D-ENRQM symmetries to develop the physical concepts in ref. [6]. We aspire through this work to reveal more new 
applications within the framework of extended postulates that include more comprehensive axioms than we know about 
relativistic quantum mechanics (see below). These new postulates were connected to the deformation space-space and 
phase-phase. The divergence problem of the standard model, gravity quantization, the problem of unifying it with the rest 
of the fundamental interactions, and other significant physical problems have emerged despite the brilliant successes of 
quantum mechanics in treating physical and chemical systems in various research fields [14-21]. It should be mentioned 
that before the renormalization approach was created and gained popularity, Heisenberg proposed the idea of extended 
noncommutativity to the coordinates as a possible treatment for eliminating the limitless number of field theories in 1930. 
Snyder published the first work on QFT's history in 1947 [22], and Connes introduced its geometric analysis in 1991 and 
1994 [23,24] to standardize QFT. I believe that this research will contribute to further subatomic scale investigations and 
scientific knowledge of elementary particles. The position-dependent mass with unequal scalar and vector potential for 
the improved deformed Hulthén plus improved type-hyperbolic potential (PDM-SVID(H-TP)) models in the 3D-ERQM 
symmetries was motivated by the fact that it had not been reported in the literature for bosonic particles and antiparticles. 
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The following are the vector and scalar that will be used in this study  htF r  (  ht ncV r ,  ht ncS r  and  ht ncm r  which 
are unified in the following form: 
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where    ,ht htV r S r  and  htm r  are the (vector, scalar) potentials and PDM, in 3D-RQM known in the literature [6]: 
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, (2) 

where 0V / 1V  stand for the potential wells' depths, q  for deformation, and  is the screening parameter's inverse, 0m  is 
the integration constant (rest mass of the bosonic particles and antiparticles), 1m  is the perturbed mass,  and ncr r  are 
the distances in the EQM and usual QM symmetries, respectively. 

The coupling L  is the scalar product of the usual components of the angular momentum operator  , ,x y zL L LL

and the modified noncommutativity vector   12 23 13, , / 2    which present the noncommutativity elements parameter. 

In the case of NCG , the noncentral generators can be suitably realized as self-adjoint differential operators ( ncx , ncp ) in 
3D-EQM symmetries. NC canonical commutations in a variety of canonical structures satisfying a deformed algebra of 
the form (we have used the natural units 1c  ) [25-30]: 
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nc nc

x p i

x x i

  

  



 





            


. (3) 

The corresponding generalizing momentums ( x  and p ) in the usual QM symmetries, respectively. Here   is 

the Kronecker symbol,  , 1,2,3   ,   is antisymmetric real constant ( 3 3 ) matrices with the dimensionality 
(length)2 parameterizing the deformation of space-space,  is the Levi-Civita symbol ( 1      for    and 

0  ), and R   is the noncommutative parameter which measures the non-commutativity of coordinates, eff    
is the effective Planck constant. In the first order of the noncommutativity parameter   , the scalar product in 3D-
EQM symmetries is expressed in terms   h g x  as follows [31-34]: 

        / 2 x x
x x

h g x hg x i h g  


  


     . (4) 

The outline of the paper is as follows: Sect. 2 presents an overview of the 3D-KGE under the PDM-SVID(H-TP) 
model. Sect. 3 is devoted to investigating the 3D-DKGE using the well-known Bopp's shift method to obtain the effective 
potential of the PDM-SVID(H-TP) model. Furthermore, using standard perturbation theory, we find the expectation 
values of some radial terms to calculate the corrected relativistic energy generated by the effect of the perturbed effective 
potential  ht

pertW r , and we derive the global corrected energies for bosonic particles and bosonic antiparticles whose 
spin quantum number has an integer value ( 0,1, 2... ). Sect. 4 is reserved for the study of important relativistic particular 
cases in 3D-ERQM symmetries. The next section is reserved for the nonrelativistic limits for PDM-SVID(H-TP) models 
in 3D-ENRQM symmetries and we apply these results to generate mass spectra of HLM systems. Finally, we present our 
conclusion in Sec. 7. 
 

2. AN OVERVIEW OF KGE UNDER THE PDM-SVD(H-TP) MODEL IN RQM SYMMETRY 
The radial component  nlu r  of the wave function solution  , ,nl r    satisfies the differential equation 

below [6]: 

    
2

2 2
02 0nl nl

d E m W r u r
dr

       
 

. (5) 
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The effective potential  ht
effW r  is determined from: 

      
  

1 2 3
2

exp 4 exp 2

1 exp 2
ht

eff

r r
W r

q r

    



   


 
. (6) 

The parameters 1 , 2  and 3  are determined in Ref. [6] as a function of ( 0 0 1 1 0, 1, , , ,V S V S m m ). The author of this 

Ref. used the SUSYQM and factorization methods to obtain the expression  nlu r  as a function of generalized Jacobi 

polynomial    ,u vP x  in RQM symmetries. We reformulate the relativistic wave function  , ,nl r    in terms of the 

hypergeometric polynomials 3 3
2 1  ( , 2 2 1;1 2 , )nl nl nlF n n z        as, 

    
3

3 3
2 1, 1   ( , 2 2 1;1 2 , )

nl
nln l

nl nl m nl nl nl
zN Y z F n n z

r


            , (7) 

where z  equal  exp 2q r  while nlN  and ( 1
nl , 2

nl  and 3
nl ) are given by: 

  
 

1 2

3

3

3

2 2 2 2
0 01 2

2 2 2 2 2 2

2 2
3 0

2 2 2

, 
4 4 4 4

2 1
, and 

4 4 ! 2 1

nl nl
nl nl

nl nl
nl

nl

nl

E m E m
q q

N nE m
q n

 
 

   




  

            

 


, (8) 

with nl  equal 31 2
1
4 nl nl nl     . We obtained the energy for bosonic particles nlE  and bosonic antiparticles nlE  , 

from the square root of the equation of energy [6]: 

  
22

2 2 3 1
0 32

1 2
24nl
q

E m n
q

 
  



         
 

, (9) 

where  2
1 2 32 2 2

11 1q q q
q

   


          
 

 
3. SOLUTIONS OF PDM-SVID(H-TP) MODELS IN 3D-ERQM SYMMETRIES 

By applying the new principles which we have seen in the introduction, Eqs. (3) and (4), summarized in new 
relationships MASCCCRs and the notion of the Weyl-Moyal star product. These data allow us to rewrite the usual radial 
KG equations in Eq. (5) in 3D-ERQM symmetries as follows: 

    
2

2 2
02 0ht

nl eff nl
d E m W r u r
dr

        
 

. (10) 

There are two approaches to including non-commutativity in the quantum field theory: either through the Moyal 
product on the space of ordinary functions or by redefining the field theory on a coordinate operator space that is inherently 
noncommutative [35-37]. It is known to specialists that the star product can be translated into the ordinary product known 
in the literature using what is called Bopp's shift method. F. Bopp was the first to consider pseudo-differential operators 

obtained from a symbol by the quantization rules  ,x p     ˆ ˆ, 
2 2p x
i ix x p x

         
 

 instead of ordinary 

correspondence  ,x p      ˆ ˆ, 
2 x
ix x p x

       
 

, respectively. This procedure is known as Bopp's shifts (BS) method, 

and this quantization procedure is known as Bopp quantization [38-45]. It is worth motioning that the BS method permutes 
us to reduce Eq. (10) in the simplest form: 

    
2

2 2
02 0ht

nl eff nc nl
d E m W r u r
dr

       
 

. (11) 
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The Taylor expansion of  ncW r  can be expressed as in the 3D-ERQM symmetries, as [42-52]: 

        2

2

ht
effht ht

eff nc eff

W r
W r W r O

r r


    


L . (12) 

Substituting Eq. (12) into Eq. (11), we obtain the following, as in the Schrödinger equation: 

      
2

2 2
02 0ht pert

nl eff ht nl
d E m W r W r u r
dr

        
 

, (13) 

with 

      21
2

ht
effpert

ht

W r
W r O

r r


    


L . (14) 

By comparing Eqs. (5) and (11), we observe an additive potential  pert
htW r  dependent on new radial terms, which 

are coupled with the coupling L  that explains the interaction of the physical features of the system with the topological 
deformations of space-space: 

  

 
  

 
  

 
  

 
  

 
  

 

1 2 1
2 2 32

2

2 3
3 3

2 exp 4 exp 2 2 exp 6

1 exp 2 1 exp 21

2 exp 4 2 exp 2

1 exp 2 1 exp 2

r

pert
ht

r r q r

r q r r q rr qe
W r O

q r q r

r q r r q r



      

 

     

 



                           

L  , (15) 

Eq. (13) cannot be solved analytically for any state l 0  because of the centrifugal term and the studied potential 
itself. The effective perturbative potential  pert

htW r  in Eq. (15) has a strong singularity   0r  , we need to use the 
suitable approximation of the centrifugal term proposed by Kurniawan et al. [46] and applied by Ikot et al. [47]. The 
radial part of the 3D-DKGE with the PDM-SVID(H-TP) models contains the centrifugal term 2( 1) /l l r  and 4( 1) /l l r  
since we assume l 0 . However, the PDM-SVID(H-TP) model is a kind of potential that cannot be solved exactly when 
the centrifugal term is taken into account unless 0l   is assumed. The conventional approximation used in this paper is 
as follows: 

    22 2 2 21 / / sinh 4 / 1qr r z     . (16) 

This gives the perturbative effective potential as follows: 

  
         

 
32 2

23 51 1 4
3 3 4 4 41 1 1 1 1

pert
ht

z zz z zW r O
z z z z z

                  
L  , (17) 

with 
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1
1 2

4
q
 

  , 
2

2
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2
q

 
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2
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3 2

4
q
 

  , 
2

2
4

4
q

 
   and 2

5 34   . 

The PDM-SVID(H-TP) model is extended by including new radial terms 
 

2

31
z

z
, 
 31

z
z

, 
 

3

41
z

z
, 
 

2

41
z

z
 

and 
 41

z
z

 to become PDM-SVID(H-TP) models in 3D-ERQM symmetries. The new additive part  pert
htW r  is also 

proportional to the infinitesimal coupling L , this is logical from a physical point of view because it explains the 
interaction between the physical properties of the studied potential L and the topological properties resulting from the 
deformation of space-space  . This allows us to consider the additive effective potential as a perturbation potential 
compared with the main potential  htW r (parent potential operator) in the symmetries of 3D-ERQM symmetries, that is, 

the inequality  pert
htW r   htW r  has become achieved. That is all the physical justifications for applying the time-

independent perturbation theory become satisfied. This allows us to give a complete prescription for determining the 
energy level of the generalized  , , thn l m  excited states. 
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3.1. The expectation values  pert
htW r  in the 3D-ERQM symmetries 

In this subsection, we want to apply perturbative theory in the first order to find the expectation values  
1ht
nlmA ,  

2ht
nlmA , 

 
3ht
nlmA ,  

4ht
nlmA  and  

5ht
nlmA  for bosonic particles and bosonic antiparticles taking into account the unperturbed  , ,nl r    

which we have seen previously in Eq. (7): 
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
  


  


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
  
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
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, (18) 

with  

 3 3

2

2 1 , 2 2 1;1 2 ,nl nl nlF F n n z  
         

, 

and 
2

2

n
nlN

N


 . 

We have used useful abbreviations  
iht

nlm
A  = , , , ,n l m A n l m  to avoid the extra burden of writing. Furthermore, 

we have introduced the change of variable  exp 2z q r  . This maps the region 0 r  to 0 z q   and allows 

us to obtain 1 / 2 dzdr
z

  . We can evaluate the above integrals either in a recurrence way through the physical values 

of the principal quantum number ( 0,1,...n  ) and then generalize the result to the general  , , thn l m  excited state or we 
use the method proposed by Dong et al. [48] and applied by Zhang [49], to obtain the general excited state directly. We 
calculate the integrals in Eqs. (20) with help of the special integral formula: 

        
   

1 211
2 1 1 2 3 3 2 1 2 3

0

 
1 , ; ;  1z s F c c c z dz F c  ,c , ;c ,β α;  


 

           , (19) 

here  3 2 1 2 3 1F c  ,c , ;c ,β α;   equal      
   

1 2

0 3 !
n n n

n n

c c
c n


 



  , the symbol  1 n
c  denotes the rising factorial or Pochhammer 

symbol while  0  denoting the usual Gamma function. For the case 1q   and by identifying Eqs. (18) with the 
integrals in Eq. (21), we obtain the following results: 
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, (20) 
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with 
32 2nl nl nlB    , 

 3 3, 2 2 1, ;1 2nl nl nl nl nlY n n X        , 

 3 3' , 2 2 1 ;1 2nl nl nl nl nlY n n X  


      , 

and 
2 3nl nlX 



  . 
 

3.2. The corrected energy for the PDM-SVID(H-TP) models 
The crucial goal of this sub-section is to identify the contribution under the PDM-SVID(H-TP) models, in 3D-

ERQM symmetries, arising from deformation space-space using the method we have successfully applied in the past and 
are always working to develop. We can confirm that the PDM-SVD(H-TP) models are in place, which we provided 
through a summary of the bosonic particles and bosonic antiparticles in Eq. (9), produce a significant contribution to 
relativistic energy known in the literature under deformation KG theory, whereas the new contribution is generated from 
the topological properties under space-space deformation. The influence of the perturbed spin-orbit effective potential 

 pert
htW r  corresponding to the bosonic particles and bosonic antiparticles with spin-s produces the first contribution. 

We obtain the perturbed spin-orbit effective potential by replacing the coupling of the angular momentum operator L
and the NC vector   with the new equivalent coupling L LS   2 2 2

12 23 13      . This degree of freedom 

results from the arbitrary nature of the infinitesimal NC vector  . We have oriented the spin-s of the bosonic particles 
and bosonic antiparticles to become parallels to the vector   which interacted with the PDM-SVID(H-TP) models. 
Additionally, we use the following transformation which is well known in QM symmetries: 

  2/ 2 LS G ,  
with  

2 2 2 2  G J L S . 

It is well known in QM symmetries, that the operators ( ˆ ht
ncH , 2J , 2L , 2S and zJ ) form a complete set of conserved 

physics quantities, and the eigenvalues 2  , ,F j l s  of the operator 2G are equal to the values ( 1)j j  - ( 1)l l  - ( 1)s s  , 

l s  j  l s in 3D-ERQM symmetry. As a direct consequence, the square partially corrected energies 2so
htE  due 

to the perturbed effective potential  pert
htW r  produced for the  , , thn l m  excited state, as follows: 

    
2 , ,  htso

ht nlm
E F j l s K   . (21) 

The global expectation values  
ht

nlm
K  for the bosonic particles and bosonic antiparticles, which were created from 

the effect of the PDM-SVID(H-TP) models, are determined from the following expression: 

    

5

1

ht ht
nlmnlmK A





  . (22) 

The second principal physical contribution for the perturbed potential  pert
htW r  is proven when we substitute the 

coupling interaction L  with physical coupling L

  and we chose z e   for simplification with physical condition 

        (length)2, here ( and  ) present the intensity of the magnetic field induced by the effect of the deformation 
of space-space geometry and a new infinitesimal noncommutativity parameter. This choice that the magnetic field is directed 
according to the  Oz  axis serves to simplify quantitative calculations without affecting the nature of the physical point of 

view; we also need to apply the identity , , , ,zn l m L n l m    which is equal 
m m l l n n

m      ( l m l    ). All of 

these data allow for the discovery of the new square improved energy shift 2mg
htE  due to the perturbed Zeeman effect 
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created by the influence of the PDM-SVID(H-TP) models for the  , , thn l m excited state in 3D-ERQM symmetries as 
follows: 

  
2 htmg

ht nlm
E K m   . (23) 

After we have completed the first and second stages of the self-production of energy, we are going to discover 
another very important case under the PDM-SVID(H-TP) models in 3D-ERQM symmetries. This physical new 
phenomenon is produced automatically from the influence of perturbed effective potential  pert

htW r . We consider the 

bosonic particles and bosonic antiparticles undergoing rotation with angular velocity  . The features of this subjective 
phenomenon are determined through the substitute of the arbitrary vector   with the new physical quantity 𝜒𝛺 . 
Allowing us to replace the coupling L with  L ,   is just an infinitesimal real proportional constant. The effective 
potentials  ht rot

pertW z  which induced the rotational movements can be expressed as follows: 

    
htht rot

pert nlm
W r K  L . (24) 

We chose a rotational velocity   parallel to the ( Oz ) axis ( ze ) to simplify the calculations. The perturbed 
generated spin-orbit coupling is then transformed into new physical phenomena as follows: 

    ht rot ht rot
pert pert zW z W z L  L . (25) 

All of these data allow for the discovery of the new corrected square improved energy 2rot
htE  due to the perturbed 

effective potential  ht rot
pertW z  which is generated automatically by the influence of the PDM-SVID(H-TP) models for 

the  , , thn l m  excited state in 3D-ERQM symmetries as follows: 

  
2 htrot

ht nlm
E K m   . (26) 

It is worth noting that the authors of ref. [48] were studied rotating isotropic and anisotropic harmonically confined 
ultra-cold Fermi gases in two and 3D space at zero temperature, but in this case, the rotational term was manually added 
to the Hamiltonian operator, whereas, in our study, the rotation operator  ht rot

pertW z L  appears automatically due to the 
effect of the deformation of space-space under the PDM-SVID(H-TP) models. The eigenvalues of the operations 2G  for 
bosonic particles and antiparticles (negative energy) with spin  1,2..s   are equal to the following values  , ,F j l s . 
In the 3D-ERQM symmetries, the total relativistic improved energy ht

ncE  for the case of the bosonic particles and bosonic 
antiparticles with spin has an integer value ( 0,1, 2... ) and satisfies the Bose-Einstein statistics such as (   and 0 ) with 

PDM-SVID(H-TP) models, corresponding to the generalized  , , thn l m  excited states are expressed as: 

     1/2[ ( , )]htht
nc nl nlm

E E K m F     , (27) 

where 

 ,       . 

Here nlE  are usual relativistic energies under the PDM-SVID(H-TP) model obtained from equations of energy in 
Eq. (9). It should be noted that the positive and negative sign denotes the improved energy of the bosonic particles which 
corresponds to the positive and negative energy of the bosonic antiparticles which corresponds to the negative energy. 
We can now generalize our obtained energies /ht b ap

t ncE 
 , in a unified formula, under the PDM-SVID(H-TP) models that 

were produced with the global induced potential  pert
htW r : 

    /ht b ap ht ht ht s ht
t nc nc nc nc ncE E E E E  
    , (28) 
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by using the unit step function (also known as a viside step function  x  or simply the theta function). It is important 
to point out that because we have only used corrections of the first order of infinitesimal noncommutative parameters 
 , ,  , perturbation theory cannot be used to find corrections of the second order  2 2 2, ,  . 
 

4. STUDY OF IMPORTANT RELATIVISTIC PARTICULAR CASES IN 3D-ERQM SYMMETRIES 
We will look at some specific examples involving the new bound state energy eigenvalues in Eq. (27) in this section. 

By adjusting relevant parameters of the PDM-SVID(H-TP) models in the 3D-ERQM, we could derive some specific 
potentials useful for other physical systems for much concern the specialist reach. 

(1). If we choose, 1 0V  , 0 1 1 0S S m    and / 2   in Eq. (1), we obtain the improved generalized Hulthén 
potential (GHP) and the global relativistic energy for the bosonic particles hp p

ncE   (bosonic antiparticles hp ap
ncE  ) under 

the improved GHP in 3D-ERQM symmetries as: 

 
   

 

  
 

  

    

2
0 02 2

2

1/2

1 1

,

r r

h nc h r r

hphp hp
nc nl nlm

V e q V e
V r V r

r qe r qe

E E K m F

  

 

 

 



                             

L
. (29) 

Here  hV r presents the GHP in 3D-RQM symmetries [51], while    0, , ,hp

nlm
K n V m  is determined from the limits: 

   
   

 
1 0 1 1

0
, 0, /2

, , ,hp ht

nlm nlm
V S S m

K n V m KLim
 


   

 . 

The first two parts hp
nlE   describe the relativistic energies of bosonic particles and bosonic antiparticles. In 3D-RQM 

symmetries, the rest of the terms present the topological effect of the deformation space-space (TDSS) on the thesis’s 
main energies hp

nlE  . 

(2). If we choose, 1
R

  , expq
R
     

 
 and 0 0 V qV exp

R
     

 
 in Eq. (1), we obtain the improved Woods-Saxon 

potential (WSP), the global relativistic energy for the bosonic particles wp p
ncE   (or bosonic antiparticles wp ap

ncE  ) under 
the improved WSP in 3D-ERQM symmetries as: 

 
   

    

0

2

1/ 2

exp
2

1 exp

,

ws nc ws

wpwp wp
nc nl nlm

V r
R RV r V r

rr
R

E E K m F







                                     

L
, (30) 

where 0V ,   and R  are the potential depth, the width of the potential, and the surface thickness whose values 
correspond to the ionization energies, respectively,  wsV r  present the standard WSP [52] while the rest terms give the 

influences of TDSS on the standard WSP,  
wp

nlm
K obtained from  

hp

nlm
K with    1

0 0, , RV qV  . The first two parts 
wp
nlE  in RHS of Eqs. (30) describe the relativistic energy of bosonic particles and bosonic antiparticles within the 

framework of 3D-RQM while the rest terms are present in the TDSS on the thesis’s main energies wp
nlE   which are 

obtained from making these substitutes. 
 

5. SE WITH PDM-ID(H-TP) MODES IN 3D-ENRQM SYMMETRIES 
To realize a study of the nonrelativistic limit, in 3D extended nonrelativistic QM (3D-ENRQM) symmetries, for the 

PDM-ID(H-TP) models, two steps must be applied. The first corresponds to the NR limit, in 3D-NRQM symmetries. 
This is done by applying the following simultaneous replacements, ( 0nlE m  and 0nlE m ) by ( 02m and nr

nlE ), 
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respectively in addition to the setv 0 1 0S S  . After straightforward calculation, we can obtain the NR-energy equation 
for PDM-D(H-TP) models as: 

 
 

 

22
3 1

2
0 1

2
2

8

nr nr
nr

nr
nr
nl

q n
E V

q m V

   


     
   


, (31) 

with nr and V are equal 2 21 1
2

nrq
q




      
 

 and 
 

2 2
0 1 0 1 1 1

0 1

2 2
2

V V m m V m
m V

  


, respectively, while: 

  
 

2 2 2 2
1 0 1 0 1

2
2 0 0 1 0 1

3 1 0 1

2 2
2 2 2 4 1

2 2

nr nr nr
nl nl

nr nr
nl

nr nr
nl

qE V q E V V q V
E V qV V qm m l l

E V m V V


 



             

, (32) 

with 
2

3 1 2
nr nr nr nrq q      . 

Now, under the conditions of NR-limit, the new NR-expectation values  
1ht
nlmB ,  

2ht
nlmB ,  

3ht
nlmB ,  

4ht
nlmB  and  

5ht
nlmB  are 

obtained from the expectation values  
1ht
nlmA ,  

2ht
nlmA ,  

3ht
nlmA ,  

4ht
nlmA  and  

5ht
nlmA  , by setting 0 1 0S S  and   k l  in 

Eq. (20). As a direct consequence, the new NR improved energy nr ht
nc nlE 
  of the excited state  , , thn l m  in 3D-ENRQM 

symmetries under the PDM-ID(H-TP) models equals the NR-energy nr
nlE  in Eq. (31) under PDM-D(H-TP) models plus 

the NR corrections which are generated with the effect of deformation space-space, as: 

    
1/2

( ,nr htnr ht nr
nc nl nl nlm

E E K m F


        
, (33) 

where 

   
ht

nlm
nrhtnr

nlm
BK 





5

1

  . 

 
6. Spin-averaged mass spectra of HLM under PDM-ID(H-TP) modes 

The quark-antiquark interaction potentials, are spherically symmetrical and provide a good description of HLM such 
as cc  and bb  under PDM-ID(H-TP) modes. This would give us a strong incentive to dedicate this section to the purpose 
to determine the modified spin-averaged mass spectra of HLM under the PDM-ID(H-TP) modes interaction by using the 
following formula: 

 +
3

1
3 1

for pin-1

 for pin-0

ht
ht nr ht nc
nl q nl nc qq q

ht
nc

E sM m m E M m m
E s



 

       

. (34) 

The LHS of Eq. (34) describes spin-averaged mass spectra of HLM in usual QM symmetries [53-57], while the RHS 
is our self-generalization to this formula in 3D-ENRQM symmetries, qm  and qm  are the quark mass and the antiquark 

mass, ht
nlM  is the spin-averaged mass spectra of HLM under the mass-dependent SE with the vector quark-antiquark 

interaction in usual NRQM symmetries, nr
nlE  is the nonrelativistic energy under PDM-ID(H-TP) modes, which is 

determined by generalizing Eq. (33) while ( 1ht
ncE , 2ht

ncE  and 3ht
ncE ) are the modified energies of HLM which have spin-1 

while ht
ncE  is the modified energies of HLM that have spin-0. We need to replace the factor  , ,F j l s  with new 

generalized values as follows: 

 

 

 
   

 

         for 1, 1
2
1         for  , 1

1  for 1, 1
0           for , 0

l j l s

j l sF
l j l s

j l s

            

. (35) 
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The modified energies ( 1ht
ncE , 2ht

ncE , 3ht
ncE  and ht

ncE ) correspond to Eq. (35) and can be expressed by the following formula: 

 

   

   

     

   

1/2
1

2

1/2
2

1/2
3

1/2

( , )

( , )

( , 1 )

, )

nr htht nr l
nc nl nlm

nr htht nr
nl nl nlm

nr htht nr
nl nl nlm

nr htht nr
nc nl nlm

E E K m

E E K m

E E K m l

E E K m

 







                                             

. (36) 

By substituting Eqs. (36) and (35) into Eq. (34), the new mass spectrum of the HLM systems in 3D-ENRQM 
symmetries under the PDM-ID(H-TP) models for any arbitrary radial and angular momentum quantum numbers becomes: 

 
    

1/2 1/2

 For spin 1

)  For spin 0

ht
nc npht ht

nc nl nr ht

nlm

E
M M

K m 

         

, (37) 

with ht
nc np

E  mean physically the value of the nonpolarized energy  which takes into account different all spin values: 

   
 

1/2

, , , ,
3

nr ht

nlmht
nc np

K
E h m l 



  , (38) 

and  , , , ,h m l   is given by: 

             1/2 1/ 2 1/ 2
, , , , / 2 1h m l m l m m l       

                                
. (39) 

It is important to notice that the new function  , , , ,h m l   describe the topological defect de deformation space-
space because it disappears in the absence of the non-commutativity parameters ( , ,  ). The LHS of Eq. (37) is the 
spin-averaged mass spectra ht

nlM  of HLM under the PDM-D(H-TP) modes in 3D-NRQM symmetries and the RHS is 
produced with the effect of deformation space-space which is sensitive to the atomic quantum numbers  , , , ,n l j s m  and 
potential depths ( 0 0 1 1, , ,V S V S ). 
 

7. CONCLUSIONS 
This paper presents an approximate analytical solution of the 3D-ERQM and 3D-ENRQM symmetries with PDM-

SVID(H-TP) and PDM-ID(H-TP) models using the parametric Bopp shift method and standard perturbation theory. 
Under the deformed features of space-space, we found new bound-state energies that appear sensitive to quantum numbers 
( , , , , )n j l s m , the mixed potential depths  0 0 1 1, , ,V S V S , the rest and perturbed mass  0, 1m m , the screening parameter's 

inverse , and the noncommutativity parameter  , ,  . Moreover, the nonrelativistic limit of the studied potential in 
3D-ENRQM symmetries has been investigated. The modified spin-averaged mass spectra of HLM in both 3D-NRQM 
(commutative space CS) and 3D-ENRQM symmetries were determined by applying our results of the new nonrelativistic 
energies that represent the binding energy between the quark and antiquark. We have treated certain significant particular 
instances that we hope will be valuable to the specialized researcher such as the improved GHP and the improved WSP 
in the context of 3D-ERQM symmetries. It is shown that the PDM-SVID(H-TP) model in a 3D-ERQM has a behavior 
similar to the dynamics of bosonic particles and bosonic antiparticles under the PDM with PDM-SVD(H-TP) in a 3D-
RQM symmetry (CS) influenced by the effect of constant magnetic field and a self-rotational which can be similar to the 
behavior of coupling to spin-orbit. As a result, the dynamics of PDM-SVID(H-TP) models in a 3D-ERQM symmetry 
under the DKGE are similar to the dynamics of a particle in a 3D-RQM symmetry under the Duffin-Kemmer equation 
which describes bosonic particles with spin-1. 
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РЕЛЯТИВІСТСЬКІ СИМЕТРІЇ БОЗОННИХ ЧАСТИНОК І АНТИЧАСТИНОК НА ФОНІ ПОЗИЦІЙНО-
ЗАЛЕЖНОЇ МАСИ ДЛЯ ВДОСКОНАЛЕНОГО ДЕФОРМОВАНОГО ХЮЛЬТЕН ПЛЮС ПОКРАЩЕНОГО 

ПОТЕНЦІАЛУ ГІПЕРБОЛІЧНОГО ТИПУ У СИМЕТРІЯХ 3D-EQM 
Абдельмаджид Майреше 

Факультет фізики, Університет Мсіла, Лабораторія PMC, Університет Мсіла, Алжир 
Розвязання зв’язаного стану деформованого рівняння Клієна-Гордона були визначені в симетріях тривимірної розширеної 
релятивістської квантової механіки 3D-ERQM з використанням позиційно-залежної маси (PDM) з нерівним скалярним і 
векторним потенціалом для вдосконаленого деформованого Hulthén плюс покращеного потенціалу гіперболічного типу 
(PDM-SVID(H-TP)). PDM з нерівним скалярним і векторним потенціалом для моделей Hulthén плюс гіперболічний потенціал 
деформованого типу (PDM-(SVH-DTP)), а також комбінація радіальних членів, які пов’язані з L , що пояснює взаємодію 
фізичного особливості системи з топологічними деформаціями простір-простір. Нові релятивістські власні значення енергії 
були отримані за допомогою параметричного методу зсуву Боппа та стандартної теорії збурень, яка чутлива до атомних 
квантових чисел ( , , ,j l s m ), змішаних потенціальних глибин ( 0 0 1 1, , ,V S V S ), спокою та збуреної маси  0, 1m m , параметра 

екранування, зворотного параметру  , і параметрів некомутативності  , ,  . У рамках симетрій 3D-ERQM ми розглянули 
певні важливі окремі випадки, які, як ми сподіваємося, будуть цінними для дослідників-спеціалістів. Ми також розглянули 
нерелятивістську межу та застосували наші отримані результати для створення мас-спектрів важких і легких мезонів (HLM), 
таких як cc  та cc  у рамках PDM-SE з покращеними деформованими моделями Hulthén плюс покращеного гіперболічного 
потенціалу (PDM ID(H-TP)). Коли було застосовано три одночасні обмеження  , ,  , ми відновили нормальні 
релятивістські результати в літературі ( 0,0,0 ) для моделей PDM ID(H-TP). 
Ключові слова: рівняння Клієна-Гордона, деформований Хультен плюс деформований гіперболічний потенціал, важкі-легкі 
мезони, Некомутативна квантова механіка та метод зсуву Боппа, Канонічна некомутативность 
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Due to their unique photophysical and photochemical properties and high sensitivity to the beta-pleated motifs, cyanine dyes are 
increasingly used as molecular probes for the identification and characterization of amyloid fibrils in vitro and the visualization of amyloid 
inclusions in vivo. In the present study the spectroscopic and molecular docking techniques have been employed to evaluate the amyloid 
sensitivity and the mode of interaction between the trimethine cyanine dyes and the native (LzN) and fibrillar (LzF) lysozyme. It was found 
that the trimethine association with non-fibrilar and fibrillar forms of lysozyme is accompanied by the changes in the dye aggregation 
extent. The molecular docking studies indicate that: i) the trimethines form the most stable complexes with deep cleft of the native 
lysozyme; ii) the dye binding to non-fibrillar protein is governed by the hydrophobic interactions, π-stacking contacts between aromatic or 
cyclopentane ring of the cyanine and Trp in position 63 or 108 and hydrogen bonds between the OH-groups of the trimethines and acceptor 
atoms of Asp 101 (AK3-7) and Gln 57 (AK3-8) of LzN; iii) cyanine dyes form the energetically most favorable complexes with the groove 
Gly 2-Leu 4/Ser 8-Trp 10 of the lysozyme fibril core; iv) cyanines-LzF interaction is stabilised by hydrophobic contacts, π-stacking 
interaction and hydrogen bonds. The dyes AK3-7, AK3-5 and AK3-11 were selected as the most prospective amyloid probes. 
Keywords: Trimethine cyanine dyes, lysozyme, amyloid fibrils. 
PACS: 87.14.C++c, 87.16.Dg 

During the last decades, cyanine dyes have found numerical applications in a variety of research areas including 
bioanalysis, pharmacology, medicine, optoelectronics, photoelectrochemistry, laser technologies, etc. [1-6]. Likewise, these 
probes appeared to be especially useful for the detection of the disease-related protein aggregates, amyloid fibrils, due to their 
advantages such as i) long wavelength absorption and emission maxima [7,8]; ii) dependence of the cyanine photophysical 
properties on the protein environment resulting from the flexibility of the polymethine chain in their structure [9, 10]; 
iii) significant enhancement of fluorescence emission upon binding to amyloid fibrils [11-13]; iv) the characteristic fluorescence 
turn-on mechanism in the presence of aggregated proteins [14,15]; v) the ability to form self-assembled supramolecular 
complexes [15-17], vi) rather high amyloid sensitivity and specificity of cyanines [10,13,14]. More specifically, cyanine dyes 
were effectively used for: i) in vivo fluorescence imaging of amyloid β-plaques [11,18]; ii) monitoring the fibrillation kinetics 
of amyloidogenic proteins [12]; iii) preventing and modulating protein fibrillization [16,19], to name only a few. 

Recently, we have reported the ability of trimethine cyanine compounds to detect the insulin amyloid fibrils [15]. 
Briefly, based on the comprehensive analysis of the spectral characteristics of trimethines in the buffer solution and in the 
presence of control and fibrillar insulin we demonstrated that the dyes under study are capable of distinguishing between 
the non-aggregated and fibrillar insulin [15]. Moreover, the dye AK3-11 was selected as the most effective amyloid sensor 
among the studied cyanines due to conversion of the AK3-11 non-emissive assemblies in aqueous solution and non-
fibrillized insulin to the highly fluorescent monomeric species in the presence of the fibrillar insulin [15]. Furthermore, 
we demonstrated that these trimethine derivatives possess the potency to interfere with the insulin aggregation [19]. 
However, all the above studies were performed using the insulin as a model protein. Besides we didn’t evaluate the influence 
of protein charge and hydrophobicity on the amyloid-sensing potential of the cyanine dyes. To fill this gap, the aim of the 
present study to investigate the interactions between the trimethine cyanine dyes and the lysozyme amyloid fibrils using the 
spectroscopic and molecular docking techniques. More specifically, we concentrated our efforts on characterizing both the 
spectral responses and the potential binding sites of the cyanines in the presence of fibrillar and non-aggregated lysozyme. 

 
MATERIALS AND METHODS 

Materials 
Egg yolk lysozyme (Lz) was purchased from Sigma, USA. The trimethine cyanine dyes (Figure 1) were synthesized 

at the University of Sofia, Bulgaria, as described previously [15]. All other reagents were of analytical grade and used 
without further purification. 
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Figure 1. Structural formulas of the trimethine cyanine dyes

 
Preparation of working solutions 

The stock solutions of the examined trimethine cyanine dyes were prepared immediately before measurements by 
dissolving the dyes in dimethyl sulfoxide. The concentrations of the dyes were determined spectrophotometrically, using 
their extinction coefficients [15]. The lysozyme stock solution (10 mg/ml) was prepared by dissolving the protein in 
10 mM glycine buffer (pH 2.0). This solution was used as reference for non-aggregated protein (LzN). The amyloid fibrils 
of lysozyme were prepared by the protein incubation in 10 mM glycine buffer at pH 2 and 60°C for 14 days. The amyloid 
nature of the protein aggregates was confirmed by ThT assay and the transmission electron microscopy. Hereafter, the 
fibrillar lysozyme is designated as LzF. 
 

Spectroscopic measurements 
The steady-state fluorescence spectra were collected on a FL-6500 spectrofluorimeter (Perkin-Elmer Ltd., 

Beaconsfield, UK) at 20ºC with excitation wavelength 590 nm using the 10 mm path-length quartz cells. The excitation 
and emission slit widths were set at 10 nm. To record the fluorescence spectra of the cyanines in the dye-protein 
complexes, the appropriate amounts of the stock solutions of the non-aggregated or fibrillar lysozyme were added to each 
dye in 5 mM sodium phosphate buffer (pH 7.4). 

The absorption spectra of the dyes were acquired on Shimadzu UV-2600 Spectrophotometer (Japan) at 25ºC using 
10-mm path-length quartz cuvettes. To measure the absorption spectra of cyanine dyes in the aqueous phase or in the 
complexes with lysozyme, appropriate amounts of the stock dye solutions in DMSO were added either to 5 mM sodium 
phosphate buffer (pH 7.4) or directly to the working protein solutions and were incubated for one hour. The deconvolution 
of the dye absorption spectra was performed in the Origin 9.0 (OriginLab Corporation, Northampton, USA) using the 
log-normal asymmetric function (LN) [20]: 
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where A  denominates the absorbance, maxA  is the maximum absorbance, v  is the wavenumber, cv  is the peak position, 
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where minv  and maxv  represent the wavenumber values at half-absorbance. The parameter a  designates the limiting 
wavenumber: 
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Molecular docking studies 

To define the most energetically favorable binding sites for the examined dyes on the lysozyme amyloid fibrils, the 
molecular docking studies were performed using the the AutoDock (version 4.2) incorporated in the PyRx software 
(version 0.8) [21]. To further characterize the nature of the dye-protein interactions, the protein-ligand interaction 
profiler PLIP was used [22]. The dye structures were built in MarvinSketch (version 18.10.0) and optimized in Avogadro 
(version 1.1.0) [23,24].The crystal structures of hen egg white lysozyme (PDB ID: 3A8Z) was taken from the Protein 
Data Bank. The lysozyme model fibril was built from the K-peptide, GILQINSRW (residues 54–62 of the wild-type 
protein), using the CreateFibril tool as described previously [25]. 
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RESULTS AND DISCUSSION 
Fluorescence spectra of trimethines in the unbound state and in the presence of the native and fibrillar lysozyme are 

presented in Figure 2.  

Figure 2. Fluorescence response of trimethine cyanine dyes to the non-fibrillar and fibrillar lysozyme. The dye and protein 
concentrations were 0.5 μM and 3.4 μM, respectively. 

The photophysical properties of the examined cyanines in the buffer solution were examined previously and 
summarized in the Table 1. Specifically, the trimethines AK3-1, AK3-3, AK3-5 and AK3-7 exhibit a negligible 
fluorescence in buffer solution with the emission maxima located between 640 and 651 nm, depending on the dye 
chemical structure [15]. Besides, trimethines AK3-8 and AK3-11 are characterized by a negligible fluorescence intensity 
in buffer and do not show clear emission and excitation maxima [15]. The addition of the non-fibrillar lysozyme to the 
AK31, AK33, AK38 and AK3-11 in the buffer solution was accompanied by a significant enhancement of the dye 
fluorescence intensity along with a slight bathochromic shift (1-6 nm) of the excitation and emission maxima. In turn, the 
association of AK3-5 and AK3-7 with LzN was followed by a slight fluorescence increase coupled with a ~ 70-nm shift 
of the dye excitation maxima to the shorter wavelengths. Simultaneously, a ~ 15 nm bathochromic shift of the AK3-5 and 
AK3-7 emission maxima was observed in the presence of non-fibrillar lysozyme. As shown in Figure 2 and Table 1, the 
spectral response of the trimethine dyes (except AK3-8) to the fibrillar lysozyme lies in a strong increase of the dye 
fluorescence ( fI ) as opposed to that in buffer ( 0I ) and in the presence of nonfibrillar protein ( nI ), with a magnitude of 
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the fluorescence intensity increase depending on the dye chemical structure. The fluorescence maxima of the trimethines 
are shifted by approximately 9-15 nm towards longer wavelengths compared to those observed either in the non-
aggregated proteins or in the buffer solution, as illustrated in Table 1. 
Table 1. Spectral characteristics of the trimethine cyanine dyes in the presence of native and fibrillar lysozyme 

Dye 
Free dye Control protein Fibrillar protein  

ex  
(nm) 

em  (nm) 0F , (a.u.) ex  (nm) em  (nm) cF , (a.u.) ex  (nm) em  (nm) fF , (a.u.) ADF 

AK3-1 627 644 3470 627 653 14420 640 654 34701 5.84 
AK3-3 626 646 1827 634 656 13928 637 656 16066 1.17
AK3-5 631 645 7423 559 661 8586 635 653 63481 7.39
AK3-7 628 642 2052 559 661 9364 634 654 33768 11.90
AK3-8 n.d.* 651 2212 625 650 19945 668 676 17232 -1.22
AK3-11 n.d.* 658 1070 630 656 14832 668 677 23654 8.24

ex  – maximum of the excitation spectra; em  –maximum of the emission spectra; n.d.a – not determined because of negligible fluorescence intensity; 

0I , nI , and fI – fluorescence intensity of the dyes in buffer and in the presence of control and fibrillar proteins, respectively 

By analogy with the insulin model protein, we determine the specificity of the examined trimethines also to the 
lysozyme amyloid fibrils. Therefore, we calculated the amyloid detection factor (ADF) (Table 1) characterizing the ability 
of a dye to selectively detect the fibrillar state over its native structure relative to the background fluorescence of the dye 
in buffer [15, 26]: 

 
0

f nI I
ADF

I


 . (4) 

It appeared that the trimethines under study (except AK3-8) are characterized by the positive ADF values in the 
presence of the fibrillar lysozyme, being indicative of their higher sensitivity to the fibrillar protein aggregates compared 
to the non-aggregated state. Although the enchanced fluorescence was observed for AK3-8 in the presence of LzF, the 
magnitude of fluorescence intensity increase was higher in the presence of monomeric lysozyme, as judged from the 
negative amyloid detection factor for this dye. In the presence of lysozyme fibrils the amyloid specificity was found to 
decrease in the row AK3-7 → AK3-11→ AK3-5 → AK3-1 → AK3-3→ AK3-8. It appeared that AK3-7, possessing the 
lowest sensitivity to the insulin amyloid fibrils [15], has demonstrated the largest ADF value in the presence of the 
lysozyme amyloid fibrils. The relatively high amyloid detection factors were observed in the presence of lysozyme for 
AK3-11 and AK3-5 dyes. Remarkably, these dyes were highly sensitive also to the insulin amyloid fibrils [15]. However, 
the ADF values of the trimethines were found to be significantly higher in the presence of insulin amyloid fibrils 
(ADF values exceeded 15 for all cyanines except AK3-7 in the presence of insulin fibrils [15]) compared to lysozyme, 
suggesting a sensitivity of the examined cyanines to the fibril morphology. 

To interpret the observed fluorescence responses and the binding data of the cyanine dyes, in the following studies 
we analyzed their absorption spectra free in buffer solution as well as in the presence of control and fibrillar protein 
(Figure 3). For a more detailed analysis (by analogy with the data obtained for the insulin fibrils), we performed the 
decomposition of these absorption spectra using the log-normal asymmetric function (Eq. 1) [20]. 

The absorption spectra of AK3-5 and AK3-3 in buffer solution were represented as a sum of two separate bands, 
with a short-wavelength and long-wavelength spectral components corresponding to the dimeric and monomeric dye 
species, respectively. The corresponding absorption spectra of AK3-1, AK3-7, AK3-8 and AK3-11 in aqueous phase 
were deconvoluted into three bands representing the dye monomers, dimers and higher order aggregates (Figure 4). The 
deconvolution of the absorption spectra allowed us to calculate a set of parameters, viz.: i) the amplitude maxA  (Table 2): 
i) the peak position c , related to the environmental polarity [20] (Table 3); ii) the full width at half-maximum of the 
band (FWHM) (Table 4); and iii) the peak asymmetry parameter   (Table 5). 

Table 2. The amplitude of the bands in the absorption spectra of cyanines  

 Band AK3-1 AK3-3 AK3-5 AK3-7 AK3-8 AK3-11 
buffer 

solution 
I 40000 97000 50000 84168 20739 15353
II 8500 35171 33680 39000 8816 9711
III 14000 - - 8000 27500 18934

LzN I 43112 22100 70503 50720 27768 14355
II 11652 9935 52474 52102 24562 5360
III 7895 11434 - 2224 9627 30784

LzF I 52327 32383 74203 46437 44261 53443
II 13891 6468 60928 54887 25834         22866
III 4918 1757 - 39 2091 7296
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Figure 3. Deconvolution of trimethines absorption spectra in buffer solution and in the presence of the non-fibrillar and fibrillar 
lysozyme. Band I is marked red, band II – blue, band III – green. 

The incubation of АК3-1, АК3-5 та АК3-8 (Table 2) with the non-fibrillar lysozyme resulted in the following 
changes of the amplitude of the bands in comparison with those observed in the buffer solution: i) the rise in the amplitude 
of the bands I (a 1.1-fold, 1.4-fold and 1.3-fold increase) and II (a 1.4-fold, 1.6-fold and 2.8-fold increase); ii) the drop of 
the amplitude of the band III for АК3-1 (1.8 times) та АК3-8 (2.9 times) and the band narrowing; iii) a 3.3-fold, 1.7-fold 
and 1.1-fold decrease in the amplitude of the band I for АК3-3, АК3-7 and АК3-11, respectively; iv) the rise in the 
amplitude of the bands II (AK3-7) and band III (AK3-11). It should be noted that the absorption spectra of AK3-3 in the 
non-fibrillar lysozyme were deconvoluted into three separate bands, where for the short- (dimeric dye form) and long-
wavelength (monomeric dyes form) bands the 3.5-fold and 4.4-fold drop of the amplitude was observed. Likewise, the 
incubation of AK3-3 with the non-fibrillar lysozyme resulted in the appearance of the III short-wavelength band of 
H-aggregates, the intensity of which even exceeded the amplitude of the band II. 
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Table 3. The position of the band ( c , cm-1 ) in the buffer solution and in the presence of non-fibrillar and fibrillar lysozyme 
Dye Band buffer solution LzN LzF 

AK3-1 
I 16007 16024 15924 
II 18100 18056 17943 
III 19300 18780 18764 

AK3-3 
I 15900 15608 15516 
II 17900 17025 17115 
III - 18858 18434 

AK3-5 I 15900 15858 15778 
II 17200 16930 16692 

AK3-7 
I 15900 15888 15854 
II 17000 16636 16494 
III 19000 18921 19000 

AK3-8 
I 15700 15871 15681 
II 17300 16622 16717 
III 19100 18041 18302 

AK3-11 
I 15550 15691 15100 
II 17000 16934 16500 
III 18300 18289 17800 

Furthermore, while comparing the с  values (Table 3), it can be seen that monomeric lysozyme produced a 
hypsochromic shift of the monomer band I (AK3-3), dimer band II (all dyes except AK3-1), and the H-aggregates band III 
(АК3-1, АК3-7 and АК3-8). In turn, the position of the band I for АК3-8 та АК3-11 shifted to the higher wavenumbers. 
Moreover, the incubation of АК3-1, АК3-5 та АК3-8 with the LzN resulted in the increase of the asymmetry parameter 
(Table 5) and the full width at half-maximum (Table 4) of the band II (АК3-1 and АК3-7). In the meantime, the presence 
of the non-fibrillar lysozyme led to the decrease of the full width at half-maximum of the band I (Table 4). Taken together, 
we can conclude that the trimethine dyes AK3-1, AK3 5, AK3-7 and AK3-8 bind to the native lysozyme mainly in the 
form of monomers and dimers, while AK3-3 and AK3-11 show a tendency to aggregate in the presence of the non-fibrillar 
lysozyme. 

The deconvolution of the absorption spectra of the trimethine dyes demonstrated that the dominating dye species in 
the presence of the lysozyme fibrils are the dye monomers and dimers. More specifically, the incubation of АК3-1, АК3-5, 
АК3-8 та АК3-11 with the fibrillar protein resulted in a 1.3, 1.8, 2.1 and 3.5-fold increase of the relative integral intensities 
of the band I along with 1.6, 1.5, 2.9 and 2.4-fold enhancement of the amplitude of the band II, respectively (Table 2). 
This effect was accompanied by the drop of the amplitude of the band III for АК3-1 (2.8 times), АК3-8 (13 times) та 
АК3-11 (2.6 times) (Table 2). At the same time, it can be seen that the lysozyme fibrils produced a significant attenuation 
in FWHM of the band I (АК3-1, АК3-5, АК3-8 та АК3-11) and band II (AK3-5, AK3-11), whereas in the case of AK3-1 
and AK3-8 this parameter showed a slight increase for the bands II (AK3-1, AK3-8) and III (AK3-8) (Table 4). 

 
Table 4 The full width at half-maximum of the band (FWHM, cm-1) in the buffer solution and in the presence of non-fibrillar and 
fibrillar lysozyme 

Dye Band Buffer solution LzC LzF 

AK3-1 
I 1767 1314 1405 
II 910 1647 1747 
III 3795 3378 2931 

AK3-3 
I 1422 1436 2077 
II 2000 1383 1623 
III - 4544 2183 

AK3-5 I 1000 891 979 
II 3251 2696 2471 

AK3-7 
I 1000 862 883 
II 2159 2243 2185 
III 4803 10385 3448 

AK3-8 
I 2347 863 1052 
II 1750 2138 2181 
III 1832 1461 2054 

AK3-11 
I 1582 2256 1353 
II 2027 922 1568 
III 2935 2475 2356 

 
This effect was accompanied by the lowered с  values of the bands I and II for AK3-1, AK3-5 and AK3-11 

presumably arising from the reduced environmental polarity of the dye monomers and dimers associated with the fibrillar 
lysozyme (Table 3). On the contrary, the insulin fibrils did not exert influence on the position of the band III for AK3-1, 
AK3-8 and AK3-11. Remarkably, the higher amplitude increase of he band I for AK3-5 and AK3-11 indicates that the 
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binding of monomers is more favorable for these dyes. The complexation of AK3-3 with the fibrillar lysozyme, similar 
to the non-aggregated protein, led to the rise of the relative contribution of the bands III and II to the overall spectrum 
(Table 2). Besides, the relative integral intensities of the bands II and III were 1.5 and 6.5 times lower than those observed 
in the presence of the non-aggregated lysozyme. Moreover, the incubation of AK3-3 with the lysozyme fibrils resulted in 
a 1.5-fold increase of the monomer band. This effect was accompanied by the lowered с  values of the band I. Taken 
together, the above findings indicate that AK3-3 binds to the lysozyme amyloid fibrils presumably in the form of 
monomers. The incubation of AK3-7 with the fibrillar lysozyme resulted in the significant drop of the amplitude of the 
bands II and III in comparison with those observed in the buffer and control protein. The band III corresponding to the 
dye H-aggregates was almost indistinguishable. Furthermore, the enhancement of the amplitude of the band I along with 
the lowered с  values of the band I indicate that bound monomers are the dominating dye species in the presence of the 
lysozyme fibrils. 
Table 4. The asymmetry of the function (  , cm-1) ) in the buffer solution and in the presence of non-fibrillar and fibrillar lysozyme 

Dye Band Buffer solution LzC LzF 

AK3-1 
I 0.42 0.62 0.66 
II 1.02 1.82 1.56 
III 1.53 1.48 1.73 

AK3-3 
I 0.54 0.81 1.00 
II 0.81 0.81 0.66 
III - 2.00 2.30 

AK3-5 I 0.67 0.66 0.88 
II 1.05 0.91 0.85 

AK3-7 
I 0.67 0.75 0.85 
II 0.59 1.21 1.27 
III 2.66 4.84 3.95 

AK3-8 
I 0.45 0.72 0.84 
II 0.75 1.20 1.03 
III 1.00 0.70 1.35 

AK3-11 
I 0.91 1.69 0.83 
II 0.76 0.77 0.61 
III 1.54 1.21 1.59 

At the next step of the study the molecular docking technique was used to identify the trimethine-lysozyme binding 
sites. As represented in Figure 4, the trimethines tend to form the most stable complexes with deep cleft of the native 
lysozyme. 

 
Figure 4. Most favorable modes of interactions between AK3-3 (A, C), AK3-11 (B, D) and native lysozyme obtained using the 
AutoDock (panels A, B) and PLIP (panels C and D). The grey dashed lines and green dashed line on the panels C and D represent 
the hydrophobic interactions and π-stacking contacts between the dye molecule and the lysozyme residues, respectively.



220
EEJP. 4 (2022) Olga Zhytniakivska, Uliana Tarabara, et al

The free energy of cyanine – LzN binding was found to follow the order: AK3-11 (-8.18 kcal/mol) > AK3-1 
(-7.90 kcal/mol) > AK3-3 (-7.78 kcal/mol) > AK3-7 (-7.42 kcal/mol) > AK3-5 (-7.34 kcal/mol) > AK3-8 (-7.01 kcal/mol). 
As judged from the PLIP analysis, the hydrophobic interactions play a significant role in the binding of cyanines to the 
non-aggregated lysozyme and involve Asn 44 (only AK3-11), Gln 57 (except AK3-5, AK3-11), Ile 58 (except AK3-8, 
AK3-11), Asn 59 (AK3-1), Trp 62 (AK3-5), Trp 63 (AK3-5, AK3-7, AK3-8), Leu 75 (AK3-5), Ile 98 (except AK3-8), 
Asp 101 (except AK3-7, AK3-11), Asn 103 (except AK3-8, AK3-11), Ala 107 (except AK3-7, AK3-8), Trp 108 (except 
AK3-7, AK3-8), Val 109 (AK3-8, AK3-11) and Ala 110 (AK3-11). Moreover, the trimethines were found to form 
π-stacking contacts between aromatic or cyclopentane ring of the cyanine and Trp in position 63 (in the case of AK3-1, 
AK3-3, AK3-5) and 108 (except AK3-7, AK3-8). The AK3-7, AK3-8 complexes with the native lysozyme are 
additionally stabilized by hydrogen bonds between the OH-groups of the trimethines and acceptor atoms of 
Asp 101 (AK3-7) and Gln 57 (AK3-8) of LzN. 

Figure 5 represents the energetically most favorable cyanine complexes with the groove Gly 2-Leu 4/Ser 8-Trp 10 
of the lysozyme fibril core, which are stabilised by hydrobhobic contacts with Leu 4, Trp 10 as well as π-stacking 
interactions between cyanine dyes and the side chains of the groove residues (Figure 5, panel B). In addition, the 
complexes of AK3-7 and AK3-8 with LzF are stabilized by hydrogen bonds involving Ile 3 (AK3-7, AK3-8) and 
Arg 9 (AK3-8). The binding energies appeared to be comparable with the native lysozyme and follow the order: 
AK3-11 (-7.78 kcal/mol) > AK3-3 (-7.11 kcal/mol) > AK3-1 (-6.74 kcal/mol) > AK3-5 (-6.59 kcal/mol) > AK3-7 
(-6.43 kcal/mol) > AK3-8 (-6.13 kcal/mol). 

 
Figure 5. The complexes of trimethine dyes with the fibrillar lysozyme obtained using the AutoDock (A). Representative 
interactions between AK3-11 and groove Gly 2-Leu 4 / Ser 8-Trp 10 of the lysozyme fibril revealed by PLIP (B). The grey dashed 
lines on the panel B represent the hydrophobic interactions between the dye molecule and the groove, while the green dashed 
line and blue solid line display the π-stacking contacts and hydrogen bonds, respectively.

 
CONCLUSIONS 

To summarize, in the present study the optical spectroscopy and molecular docking techniques were used to 
investigate the interactions between the trimethine cyanine dyes and lysozyme in the non-fibrillar and amyloid states. It 
was found that all cyanines under study are capable of distinguishing between the non-aggregated and fibrillar protein 
forms. The dyes AK3-7, AK3-5 and AK3-11 appeared to possess the highest amyloid sensitivity due to: i) significant 
fluorescence enhancement in the presence of LzF produced by the binding of the dye monomers to fibrillar lysozyme; 
ii) the lower binding affinity of the dye monomers to the nonfibrillar lysozyme in comparison with the aggregated protein. 
In turn, significantly lower ADF values observed for AK3-3, AK3-1 and AK3-8 were interpreted as arising from the 
binding of dye monomers to the nonfibrillar lysozyme. The fluorescence response of cyanines in the presence of lysozyme 
fibrils led us to conclude that the trimethine dyes under study are sensitive to the fibril morphology. 
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БАРВНИКІВ: СПЕКТРОСКОПІЧНІ ДОСЛІДЖЕННЯ ТА МОЛЕКУЛЯРНИЙ ДОКІНГ 
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Завдяки своїм унікальним фотофізичним і фотохімічним властивостям, а також їх високій чутливості до бета-складчастих 
мотивів, ціанінові барвники широко застосовуються як молекулярні зонди для ідентифікації та характеризації амілоїдних 
фібрил in vitro та візуалізації амілоїдних включень in vivo. В даній роботі, за допомогою спектроскопічних методів та 
молекулярного докінгу досліджено амілоїдну специфічність та механізми взаємодії між триметинціаніновими барвниками та 
нативним (LzN) і фібрилярним (LzF) лізоцимом. Встановлено, що асоціація триметину з нефібрилярним і фібрилярним білком 
супроводжується зміною ступеня агрегації барвників. Дослідження молекулярного докінгу між триметиновими барвниками 
та лізоцимом у нативному та амілоїдному станах показують, що: i) триметини мають тенденцію утворювати найбільш 
стабільні комплекси з «deep cleft» нативного лізоциму; ii) зв’язування барвника з нефібрилярним білком регулюється 
гідрофобними взаємодіями, π-стекінгом між ароматичним або циклопентановим кільцем ціаніну та Trp у положенні 63 або 
108 та водневими зв’язками між OH-групами триметинів і акцепторними атомами Asp 101 (AK3-7) і Gln 57 (AK3-8); 
iii) ціанінові барвники утворюють енергетично найбільш сприятливі комплекси з борозенкою Gly 2-Leu 4/Ser 8-Trp 10 ядра 
фібрили лізоциму; iv) взаємодія ціаніни-LzF стабілізується гідрофобними контактами, π-стекінговою взаємодією та 
водневими зв’язками. Барвники АК3-7, АК3-5 та АК3-11 були обрані як найбільш перспективні амілоїдні зонди. 
Kлючові слова: Триметинові ціанінові зонди, лізоцим, амілоїдні фібрили 
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The paper presents the description of a demonstration bench, which includes a mathematical model and analysis tools for understanding 
the features of phase transitions of the first and second kind. The advantage of this demonstration bench is the rejection of all 
phenomenology and the obvious limitation of the application of various approximations and hypotheses. The description is formed on the 
well-known equations of hydrodynamics, which are well-tested and are a reliable basis for the construction of realistic models. The Proctor-
Sivashinsky model, which was used to describe the process of convection development in a thin layer of liquid with poorly conductive 
heat boundaries, is the basis for the demonstration bench. Exactly this model allows to observe phase transitions of the first and second 
kind.  The feature of the model is that it allocates one spatial scale of interaction, leaving for the evolution of the system the possibility to 
choose the nature of symmetry.  All spatial disturbances of the same size but of different orientation interact with each other. This allows 
us not to distract from the main task of this work, which is to demonstrate the process of structure formation as a result of a cascade of 
phase transitions. The mechanism of phase transitions associated with the presence of minimums of the interaction coefficients of modes 
of the spectrum of the instability. There are a large number of structural defects, which appear as attributes of phase transition. The 
instability spectrum modes interference is the reason of the high rate of correlations in the propagation of a new phase. 
Keywords: demonstration, phase transitions of the first and second kind, Proctor-Sivashinsky equations 
PACS: 44.25.+f; 64.70.−p ; 64.70.Ja 

 
INTRODUCTION 

The process of convection development in a thin fluid layer has been considered in [1,2]. In this case a system of 
toroidal convective structures is formed, providing a significantly stronger heat transfer in the system. The authors of [3] 
noticed instabilities in this system, which were described by the Proctor Sivashinsky equations obtained in [1,2]. The Swift 
- Hohenberg equation, which was a simplification of the Proctor - Sivashinsky equations (instead of vector nonlinearity, the 
scalar one was used [4]) discussed the first kind phase transition in this description model. In this work and in work [5] the 
process of phase transition was discussed when from amorphous state of disorderly convection, the structure of convective 
rolls was formed, which in turns turned out to be unstable with formation of hexagonal convective cells. 

By the way, the equations of the Proctor Sivashinsky model, after the instability of the primary structure - convective 
rolls, formed a system of square convective cells The question of the appearance of a phase transition of the first kind did 
not need to be discussed, but it remained unclear what the instability of the primary structure of convective shafts is and 
whether this process is a phase transition of the second kind. This is exactly what was found out later in [6-13], where the 
state function whose values determined the type of topology of emerging spatial structures was found and verified, the 
process of their formation was shown and thus it was proved that the that transition is nothing but a phase transition of 
the second kind (see also [14], which results in the formation of a more stable field of convective square cells [15-19]). 

The aim of the work is to create a mathematical model and means of describing the bench to demonstrate the features 
of phase transitions of the first and second kind The advantage of this bench is the rejection of all phenomenology and 
the obvious limitation of the application of various approximations and hypotheses. The description is formed on the well-
known equations of hydrodynamics, which are well-tested and are a reliable basis for the construction of realistic models. 

 
1. MATHEMATICAL MODEL OF CONVECTION DEVELOPMENT IN A THIN LAYER 

OF LIQUID OR GAS WITH POORLY CONDUCTIVE HEAT BOUNDARIES 
Below we consider the Proctor-Sivashinsky model [1-2], which was used to describe the process of convection 

development in a thin layer of liquid with poorly conductive heat boundaries. The feature of the model is that it allocates one 
spatial scale of interaction, leaving for the evolution of the system the possibility to choose the nature of symmetry. All 
spatial disturbances of the same size but of different orientation interact with each other. This allows us not to distract from 
the main task of this work, which is to study the process of structure formation as a result of a cascade of phase transitions 
Consider the simplest and most convenient representation of the Proctor-Sivashinsky model to describe this convection: 
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where the interaction coefficients are defined by the relations 

 1=jjV ,          2 2= (2 3) 1 2 (2 3) 1 2 cosij i j ijV k k   
 

, (2) 

and ij  – angle between the vectors ik


 and jk


. If we require zero values at the boundaries, the spatial dependence of each 
n - th mode will be 𝐴௡,௠  sin(2𝜋𝑛𝑥) sin(2𝜋𝑚𝑦) where n, m (they can be represented as 𝑛 = 𝑁 ∙ cos 𝜗௦, 𝑚 = 𝑁 ∙ sin 𝜗௦) – 
are integers, and 𝑁ଶ = 𝑛ଶ + 𝑚ଶ. 

Expressions (1) - (2) must be supplemented with the initial values of the spectrum amplitudes 𝐴௝. That is 𝐴௝│௧ୀ଴ = 𝐴௝బ. 
The width of the instability interval in k-space represents a ring – whose average radius is equal to one, and whose width is 
of the order of the value of the relative overthreshold , i.e., much less than one. From the results of preliminary studies [3] 
it became clear that in the system, besides the initial amorphous state, the existence of at least two long-lived solutions in the 
form of a roller structure (rolls) (see Fig. 1a), and in the form of a field of square cells (see Fig. 1b) is possible. 

Figure 1. Convective structures: rolls (a) and square cells (b)
 

2. TOOLS TO DESCRIBE PHASE TRANSITIONS 
Numerical analysis of the model allowed us to confirm the presence of structural-phase transitions. The state 

function turned out to be the quadratic form of the spectrum 𝐼 =  ଵே ∑ 𝐴௝ଶ௝ .  

 
Figure 2. Behavior of the derivative state function 𝜕𝐼 𝜕𝑡⁄   

After the first burst of the derivative 𝜕𝐼 𝜕𝑡⁄  an amorphous structure is formed - a system of convective rolls, and up to 
the second burst the value of 𝐼 ≈ 0.75 changes little. State function 𝐼 → 1 in the formation of a quasi-stable roller structure, 
later 𝐼 = 1.2 - corresponds to the formed field of square cells.  Characteristic transient times 𝜏ଵ = 1.6 – the time of 
occurrence of the “amorphous” state 𝜏ଶ = 4.4  – time of formation of pronounced roller-shaped structures 𝜏ଷ = 5.6 – the 
time of cell system formation for one of the realizations of the process of establishing convective motion. 

It can be seen that the formation times of the states 𝜏௡  is inversely proportional to the difference between the values 
of 𝐼 =  ∑ 𝐴௜ଶ௜  after the structural-phase transition 𝐼௡(ା) = (∑ 𝐴௜ଶ௜ )௡(ା) and before this transition 𝐼௡(ି) = (∑ 𝐴௜ଶ௜ )௡(ି) . That is, 
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  . (3) 

It is easy to see that 𝜏ଷ 𝜏ଶ⁄  ≈  ∆𝐼ଶ ∆𝐼ଷ⁄ , faster phase transitions precede slower ones. By tracking the values of the 
state function, we can see at what stage of the process development the convective layer is. 



224
EEJP. 4 (2022) Ivan V. Gushchin

3. VISUALIZATION OF PHASE TRANSITIONS PROCESSES  
The demonstration model must form a physical intuition, so the role of visualization of the phase transition process 

is very important. Consider the view of large fragments of the field of convective structures, calculated [20] using the 
mathematical model outlined in Section 1. 

 
a) 

 
b)

 
c) 

 
d)

Figure 3. Temperature field distribution of convection on the layer surface 

Segment (a) shows what happens after the first-order phase transition with the formation of convective rolls. The 
next segment (b) shows the dynamics of transverse modulation of the rolls. This is already the initial stage of the phase 
transition of the second kind. Segment (c) shows the process of nucleation of a new phase - formation of domains - a 
metastable spatial structure, after destruction of the roll system, Segment (d) demonstrates formation of a stable 
convective structure - square convective cells. 
 

4. CONCLUSIONS 
Thus, there are three states in the Proctor-Sivashinsky model of description of convection. The times of phase transitions 

between metastable states are much shorter than the times of their existence. Characteristic size of convective structures in the 
regime of extended instability in accepted order units 2𝜋 𝑘⁄ ∝ 2𝜋 and the length of the wave vectors of the order of one. 
Interaction potential of spatial modes 𝑉௜௝ =  (2 3⁄ )൫1 + 2 cosଶ 𝜗௜௝൯ has a deep minimum for corners 𝜗௜௝ = 𝜗௜ − 𝜗௝ between 
the vectors ik


 and jk


 of two spatial modes 𝜗௜௝ = ± 𝜋 2⁄ . Exactly these minima generate the unstable structure of rolls. For the 

existence of a minimum 𝑉௜௝ allows modes with relatively small amplitudes to continue their growth, while suppressing the 
neighboring disturbances.  

When approaching a stable or metastable state, the spatial structure gets rid of many defects. 
Defects occur mostly on the boundaries of homogeneous areas - domains. There is a correlation between the relative 

proportion of visually observed (geometrically) structure defects and the defectiveness value, defined as the ratio of the squares 
of the amplitudes of the spectrum modes that do not correspond to the square cell system to the total sum of the squares of 
amplitudes (see [12, 13]). 

Thus, in the model of convection, Proctor-Sivashinsky it is possible to observe both the process of phase transition 
of the first kind and the process of phase transition of the second kind. This description of phase transitions did not use 
phenomenological approaches and various speculative considerations, which allows us to consider in detail the nature of 
the transition processes by the example of this model. 

It is important to note that the correlation speed of spatial perturbations in this case is extremely large. The process of 
phase transformations covers not separate local regions, but at once the entire convection zone, the spatial structure in 
different places of the convective layer being a consequence of interference of a set of eigenfunctions of the task. That is, the 
observed significant rate of these correlations is due to phase changes and is not related to the energy-momentum transfer. 
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ДЕМОНСТРАЦІЙНИЙ СТЕНД ДЛЯ ПРЕДСТАВЛЕННЯ ХАРАКТЕРУ ФАЗОВИХ ПЕРЕХОДІВ 
ПЕРШОГО І ДРУГОГО РОДУ 

І.В. Гущин 
Харківський національний університет імені В. Н. Каразіна, Харків, Україна 

пл. Свободи 4, м Харків, Україна, 61022 
В роботі представлено опис демонстраційного стенду, що включає математичну модель і засоби аналізу для розуміння 
особливостей фазових переходів першого і другого роду. Перевагою цього демонстраційного стенду є відмова від будь-якої 
феноменології та очевидна обмеженість застосування різних наближень та гіпотез. Опис будується на відомих рівняннях 
гідродинаміки, які добре апробовані та є надійною основою для побудови реалістичних моделей. В основу демонстраційного 
стенду покладено модель Проктора-Сивашинського, яка використовувалася для опису процесу розвитку конвекції в тонкому 
шарі рідини з межами, що погано проводять тепло. Саме ця модель дозволяє спостерігати фазові переходи першого та другого 
роду. Особливість моделі у цьому, що вона виділяє один просторовий масштаб взаємодії, залишаючи для еволюції системи 
можливість вибору характеру симетрії. Усі просторові обурення одного розміру, але різної орієнтації взаємодіють друг з 
одним. Це дозволяє не відволікатися від основного завдання даної роботи – демонстрації процесу структуроутворення 
внаслідок каскаду фазових переходів. Механізм фазових переходів пов'язаний із наявністю мінімумів коефіцієнтів взаємодії 
мод спектру нестійкості. Є велика кількість структурних дефектів, які виявляються ознаки фазового переходу. Інтерференція 
мод спектру нестабільності є причиною високої швидкості кореляцій поширення нової фази. 
Ключові слова: демонстрація, фазові переходи першого та другого роду, рівняння Проктора-Сивашинського 
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