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The effect of source, geometrical and physical parameters of slab waveguide on the sensitivity of optical sensor and its evanescent field
have been investigated. The wave guiding film was the LiNbO;3 and the observations revealed that, the maximal sensitivities of
Transverse Magnetic (TM) modes and their corresponding frequencies are greater than those for Transverse Electric (TE) modes.
Furthermore, the optimal source parameters improve the maximal sensitivity and evanescent field in the cover. However, the increment
in the core thickness reduces the sensitivity of sensor due to reduction in evanescent field in the cover. The sensitivity of sensor was
observed as a function of refractive indices of cover, core and the substrate. The increase in refractive indices of cover and core, directly
affect the sensitivity while an inverse relation has been observed regarding increase in the refractive index of the substrate. It is worth
noting that, any changes in the physical parameters of waveguide sensor show insignificant effect on the evanescent fields.
Keywords: Planar waveguide sensor; Birefringence; Source parameters; Geometrical and physical parameters; Sensor sensitivity;
Evanescent field
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Planar waveguide based optical sensors use the exponential decay of evanescent field in the external medium, to sense
alterations occurring in the vicinity of a waveguide surface. This feature makes evanescent wave based optical sensor enable
monitoring of chemical and biochemical interactions in real-time with high sensitivity and stability. Furthermore, sensors
based on optical LOC systems would sense selective analytes just by choosing the appropriate biological receptors [1].
Recently, it has been reported that plasmonic and silicon photonics-based biosensors are among the most employed
evanescent-wave biosensors to analyze nucleic acids with potential applicability in the clinical diagnosis [2]. In addition,
Lithium Niobate (LN) is among one of the widely used materials for integrated sensor applications due to its excellent optical,
ferroelectric, piezoelectric, and thermoelectric properties [3]. In fact, the fabrication of LiNbOs thin film crystals exhibiting
optical properties comparable to those for bulk crystals along with coupled TE and TM modes [4]. Sensitivity, being most
important parameter of an optical sensor has attracted significant research interest [5-7]. Thus, planar waveguides comprising
left-handed material (LHMs) with different configurations [8], as well as binary and ternary photonic crystal with LHMs
layers [9, 10]; have been investigated as optical sensors. It has also been observed that the sensitivity of the proposed
structures can be significantly improved by the optimization of physical and geometrical parameters of the waveguide layers.

In this paper, the sensitivity and evanescent fields of a slab waveguide sensor constituted of uniaxial anisotropic crystals
have been investigated. The influence of light source in addition to the physical and geometrical parameters of the waveguide,
on the sensor sensitivity and evanescent fields have been studied in detail for the two kinds of modes propagating
simultaneously in a waveguide. In our previous work [11], the influence of physical parameters was briefly studied.

THEORETICAL MODELING
The planar waveguide for an optical sensor was constituted by three layers of uniaxial crystals of lossless and non-
magnetic materials, as presented in Fig. 1. The core refractive index tensor is 77, whereas, the refractive index tensors of

the media above and below the film guide are, respectively, 1, and 7g. Then:

n? 0 0
ni=¢g|0 n? 0],
0 0 n?

where, i = c, f, s (cover, film, substrate), &, is the dielectric constant of vacuum, n; = n;,, = ny,,n;, are, ordinary and
extraordinary refractive indices of each layer, respectively.
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Figure 1. Uniaxial anisotropic slab waveguide-based sensor

Two waves (TE and TM) are propagated separately in the core of such slab waveguide, considered as an ordinary and
extraordinary wave, respectively [12].

Sensitivity of a Birefringent Planar Waveguide Based Sensor
The sensitivity is defined as the rate of change in modal effective refractive index relative to the cover refractive index:

s = (an,/aN) ", o)

The two expressions of the sensor sensitivity for both TE and TM modes are given as [12]:

’1 ac X
1-X am/aC—X [T+ 2

Jas—=X ,/ac -X
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N is the effective refractive index, m is the mode order, d is the core thickness and y is the free-space wavenumber.
The sensitivity can be expressed as a function of evanescent field intensity [13]:

oo ([ )]

where, P =0 for TE polarization. However, P =1 for TM polarization.
The intensity of evanescent field can be represented by a confinement factor /'y, which is the ratio of an electric field intensity
in the sensitive region or layer to the entire mode distribution of the guiding mode [14], defined as:

JIJEGy)I?dxdy
S = T Im e drdy (N
JIolECey)2dxdy
Fields Distribution in Each Region for TE Modes
Guided TE modes exhibit exponentially decreasing behavior in the cover and substrate, and a sinusoidal behavior in
the film region. Afterwards, by using boundary conditions, components of the EM field Ey, Hx and H; in each region as a
function of the amplitude can be extracted as [15]:
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Fields Distribution in Each Region for TM Modes
Similarly, different components of the EM field for TM modes can be expressed as:
evex x=0
COSYsx — n—’%y—ésiny’x —-d<x<0
H,=A 1= mzyp > , (1
2 g ,
(cosy}d + Z—g;—;siny}d) e¥s(x+d) x<—d
[ e‘Vé" x=0
f Vc
- —d <0
1 cosyfx niy sinysx <x ’ (12)
wsosl
t cosypd + fy, siny d) e¥s(+d) x<—d
—yge‘VC" x=0
—jA —Yf (smyfx + ’;yf cosyfx) —-d<x<0 (13)
Z 7 weyey, i '

¥s | cosyrd + ’;y, siny d) e¥s(+d) x<—d

The dielectric constant &; differs from region to region, i=c, f, s (cover, film, substrate).
where
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Influence of Waveguide and Source Parameters on the Sensor Sensitivity and Evanescent Fields
As, the sensitivity expressions and evanescent field components can be expressed as functions of waveguide and the
light source parameters. We have developed a program in Matlab tool to observe the influence of physical, geometrical
and the source parameters on the sensitivities of TE and TM modes as well as their influence on the evanescent fields in
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the cover of a waveguide. For TE mode, H, and Hx components are observed to be very small as compared to the E,.
However, for TM mode, the dominant components are Ex and E,, while, Hy is unimportant. For the above said reason,
small components are not represented in the figures. Basically, the slab waveguide consists of a core of LiNbO3 on a glass
substrate; the wavelength of the source was taken as 650 nm.

Effect of the Source’s Parameters

Effect of the Field Amplitude. Equation (6) describes that the sensor becomes more sensitive as the intensity of
evanescent field increases, where the intensities of the electric and magnetic evanescent fields are function of their amplitudes.

Fig. 2 illustrates the sensitivity as a function of the frequency for TE¢ and TM, modes for different fraction of modal
power located in the cover. The observations revealed that, the sensitivity increases with the increase fraction of modal
power located in the cover. Though, for TE,, the sensitivity observed to be maximum for lower frequencies however,
decreases for higher frequencies. Whereas, for TM, the sensitivity is minimal at lower frequencies while improves at
higher frequencies.
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Figure 2. Sensitivity as a function of the frequency for TEo and TMo modes for different fraction of modal power located in the cover
layer, (ns=1.72, n=1.628, d=100 nm, LiNbO3 as guiding film)

The improved sensitivities at higher modal power located in the cover resulted from enhanced amplitudes of
evanescent field in the region, as illustrated in Fig. 3 and 4. It has also been observed that, amplitudes of evanescent field
components of TM modes are more important than those of TE modes, hence, the sensitivity of TM modes are always
greater than that of TE modes.
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Figure 3. Evanescent field component Eyc in the cover versus x of ~ Figure 4. Evanescent field components (Ex, Ez) in the cover versus
TEo mode for different field amplitudes, (ns=1.72, n==1.628, x of TMo mode for different amplitudes of field, (n=1.72,
d=100 nm, LiNbO3 as guiding film) ne=1.628,d=100 nm, LiNbOs as guiding film)
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Effect of the Source’s Wavelength. Sensitivities as a function of the core thickness for TEq and TM, modes, are
presented in Fig. 5 observed at different source’s wavelengths. The curves show that, sensitivity of the planar waveguide-
based sensor increases by increasing the wavelength of source, however, the curves are shifted towards higher core
thicknesses. This implies that, at higher wavelengths, maximum sensitivities can be obtained for higher core thicknesses

and vice versa.
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Figure 5 — Sensitivity as a function of the core thickness for TEo and TMo modes for different wavelength source, (ns=1.72, n=1.628,
d=100 nm, LiNbOs as guiding film)

The increase of the sensitivity for higher source’s wavelengths can be justified by an increase in the intensities of
evanescent field, as illustrated in Fig. 6 and 7.
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Figure 7. Evanescent field components (Ex, E-) in the cover
versus x of TMo mode for different source’s wavelengths,
(ns=1.72, nc=1.628, d=100 nm, LiNbOs as guiding film)

Figure 6. — Evanescent field components Eyc in the cover versus
x of TEo mode for different source’s wavelengths, (ns=1.72,
ne=1.628, d=100 nm, LiNbO3 as guiding film)

Effect of the Geometrical Parameter
Fig. 8, represents the sensitivity as a function of the frequency for TEy and TM, modes at different core thickness.
The observations revealed that, by increasing the core thickness, sensitivity of the sensor decreases and curves shifted
towards the lower frequencies. The reduced sensitivity is resulted from the decrease in sensing area limited by the
evanescent fields, normal to the waveguide at z = 0 and the super surface of the waveguide (x = 0).



158

EEJP. 4 (2022) Abdelbaki Cherouana, Idris Bouchama, et al
0.35
—_— STMO, d =100nm
il o~ N | STMO, d=150nm ||
......... STMO, d =200nm
o5l — STE;, d=100m |
..... STEO, d =150nm
=02k HERCYORNO N | STEO,d=200nm I
=
045}
0.1+
0.05¢
0
0 5 10 15

Frequency (Hz) x 10"

Figure 8. Sensitivity as a function of the frequency for TEo and TMo modes for different core thicknesses,
(ns=1.72, nc=1.628, LiNbOs3 as guiding film).

In fact, at greater core thickness, maximum part of an optical signal enters into the core of waveguide as energy and
ultimately reduces the evanescent field intensities, as illustrated in Fig. 9 and 10.
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Figure 9. Evanescent field component Eyc in the cover versus x ~ Figure 10. Evanescent field components in the cover versus x of
of TEo mode for different core thicknesses, (n=1.628, ns =1.72, TMo mode for different core thicknesses, (ne=1.628, ns =1.72,
LiNDbO:s as guiding film) LiNDbO:s as guiding film)

Effect of the Physical Parameters
Physical parameters studied are the refractive indices of cover, substrate and the core of waveguide. Expressions (2)
and (4) demonstrated the influence of physical parameters of waveguide on the sensitivity of the sensor. However, their
influence on the evanescent fields are expressed by the electromagnetic field components in the cover.

Effect of the Cover Refractive Index. Fig. 11 illustrated the sensitivities as a function of the frequency of TE, and
TM, modes when the refractive index of cover was taken as 1.48 and 1.70. For TE,, the observed maximal sensitivities
are 0.15 and 0.37, corresponding to the frequencies 3x10' Hz and 1.25x10'* Hz, respectively. However, for TM, the
observed maximal sensitivities are 0.23 and 0.47, corresponding to the frequencies 6.25x10'* Hz and 3.25x10'* Hz,
respectively.
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Figure 11. Sensitivity as a function of the frequency for TEo and TMo modes for different refractive index of the cover material nc,
(ns=1.72, d=100 nm, LiNbOs as guiding film)

The curves show that, sensitivity of slab waveguide-based sensor increases by increasing the cover refractive index
for both TE and TM modes. In addition to that, the position of maximal sensitivities exhibit shift toward lower frequencies.
As the refractive index of cover must be always lesser than that for the substrate, one can conclude that, for both TE and
TM modes, the sensitivity of a sensor increases by making the cover refractive index as close as possible to that for the
substrate.

Nevertheless, for different cover refractive indices, small changes in the evanescent field components are evident,
near to the cut-off frequencies, Fig. 12 and 13. These changes are caused by the variation in effective refractive indices
of TE¢ and TM, modes induced by fluctuations in core refractive index, Fig. 14. These changes in evanescent field
components in the cover, close to cut-off frequencies, have minimal influence on sensitivity of the slab waveguide-based
sensor.
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Figure 12. Evanescent field components Eyc in the cover versus
x of TEo mode for different cover refractive indices, (ns=1.72,
d=100 nm, LiNbO3 as guiding film)
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Figure 13. Evanescent field components (Exc, Ez) in the cover

versus x of TMo mode for different cover refractive indices,

(n=1.48, d=100 nm, LiNbO3 as guiding film)
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Figure 14. Effective index versus frequency of TEo and TMo modes in slab waveguide for different cover indices, (ns=1.72, d=100 nm,
LiNbOs as guiding film)

Effect of the Substrate Refractive Index. Fig. 15 represents the sensitivities of TE¢ and TM, modes as a function
of the frequency, for various refractive index of substrate. Graphs depicted the maximal values of sensitivities and their
corresponding frequencies. For TEq, maximal sensitivities are observed to be 0.245 and 0.11, corresponding to 2 x 10
Hz and 4 10" Hz frequency, respectively. For TMj, maximal sensitivities are 0.34 and 0.175, corresponding to the
frequencies as 5 10'* Hz and 6 10'* Hz, respectively. The sensitivity of sensor decreases as a function of substrate
refractive index for both TE and TM modes. Furthermore, the position of maximal sensitivities exhibit shifts toward
higher frequencies.
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Figure 15. Sensitivity as a function of the effective index for TEo and TMo modes for different refractive index of the substrate ns,
(n=1.48, d=100 nm, LiNbO; as guiding film)

Evanescent field components of TE; and TM, modes, for different substrate refractive indices are depicted in Fig. 16
and 17 respectively.
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Figure 16. Evanescent field components Eyc in the cover versus Figure 17. Evanescent field components (Ex, E-) in the cover
x of TEo mode for different substrate refractive indices, versus x of TMo mode for different substrate refractive indices,
(n=1.48, d=100 nm, LiNbOs as guiding film) (n=1.48, d=100 nm, LiNbOs as guiding film).

Curves show a small change in the evanescent field components caused by of the variation in refractive index of
substrate; and, these small changes occur near the cut-off frequencies of each mode. Far from these frequencies, there has
been no changes in evanescent field components. However, these changes are caused by small variation in effective
refractive indices of substrate, Fig. 18. One can conclude that, change in evanescent field have negligible influence on
the sensitivity of a slab waveguide sensor Fig. 15.
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Figure 18. Effective index versus frequency of TEo and TMo modes in slab waveguide for different substrate refractive indices,
(n=1.48, d=100 nm, LiNbO3 as guiding film)

Effect of the Core Refractive Index. The sensitivities of TEy and TMy modes as a function of the frequency, for
different core refractive index are illustrated in Fig. 19.
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Fig. 19. Sensitivity as a function of the effective index for TEy and TM, modes for different refractive index of the core ny,

(n=1.48, n,=1.60, d=100 nm,)

For TE,, maximal sensitivities are observed to be 0.125 and 0.24 corresponding to 6 x 10'* Hz and 2 x 10'* Hz,
respectively. However, for TM,, maximal sensitivities are 0.15 and 0.34 corresponding to 8 x 10" Hz and 5 x 10'* Hz,
respectively. The observations revealed that, sensitivity of the planar waveguide-based sensor increases as a function of
core refractive index for both TE and TM modes. In addition to that, the position of the maximal sensitivities exhibit

shifts toward lower values of frequency.

On the other hand, evanescent field components as illustrated in Fig. 20 and 21 for different core refractive indices,
exhibit moderate changes caused by variation in core refractive index; in fact, these changes occur far from the cut-off
frequencies of each mode. These changes are caused by the variation in effective refractive indices of TEq and TM, modes
induced at different core refractive index, Fig. 22. These changes in evanescent field, far from the cut-off frequencies,
have negligible influence on the sensitivity of a slab waveguide sensor, since the sensitivity peaks appeared near the cut-

off frequencies.
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Figure 20. Evanescent field component Eyc in the cover versus x Figure 21. Evanescent field components (Exc, Ezc) in the cover
of TEo mode for different core refractive indices, (ns=1.60, versus x of TMo mode for different core refractive indices,
ne=1.48, d=100 nm) (n=1.60, ne=1.48, d=100 nm)
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CONCLUSIONS

In this work, sensitivity and evanescent field of a planar waveguide-based optical sensor prepared of birefringent
materials have been investigated. The influence of source, geometrical and physical parameters of the planar waveguide
on the sensitivity of sensor and evanescent field are studied. The observations in all cases revealed that, the maximal
sensitivities of TM modes and their corresponding frequencies are greater than those for TE modes. Furthermore,
improved sensitivity and evanescent field in the cover has been observed at in higher amplitude and wavelength of the
light source. An increase in the core thickness however, reduces the sensitivity of sensor owing to the decrement of
evanescent field in the cover. Although, any increment in refractive indices of cover and the core resulted in an improved
sensor sensitivity. On the contrary, higher refractive index induces of substrate reduces the sensor sensitivity. The
variation in physical parameters of the waveguide sensor have no or negligible influence on the evanescent fields.
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JlocimipKeHO BIUTMB T€OMETPHYHUX 1 (Pi3MYHHUX IapaMeTpiB INIACTUHYACTOr0 XBHIJICBOAY HA UyTJIMBICTH ONTHYHOTO JaT4HKa Ta HOTro
racHe 1oje. XBuIenpoBigHoto mwiiBkoro 0yB LiNbO3, i criocTepeskeHHs HoKa3any, 0 MaKCUMalbHa Ty TJIMBICTh HOIEPEIHUX MarHITHIX
(TM) mon Ta TXHI BIAIOBIIHI YaCTOTH BHILI, HiX JuIst nonepednnx enekTpunaHux (TE) moxn. KpiM Toro, onTumainsHi mapameTpH mxeperna
MOKPAIYIOTh MAaKCUMaJIbHy YyTJIMBICTh 1 MUTTEBE TI0JIe B OOKIaauHI. OnHaK 301IbIICHHS TOBIIMHY CEPIIEBHHH 3HIDKYE UyTIHUBICTh
CEHCOpa 4epe3 3MEHIICHHS CIIaJalodoro o B MOKPHUTTI. UyTIIMBICTE JaT4MKa CIIOCTEpIraiy sSK (QYHKIIIO ITOKa3HHUKIB 3aJIOMIICHHS
MOKPHUTTS, CEPLEBUHM Ta MiIKIAAKA. 30UIbIICHHS MOKa3HHUKIB 3aJOMJICHHS TOKPUTTSA Ta CEPLUEBHHH O€3MOCEpPEeIHbO BIUIMBAE HA
YyTJIUBICTh, Y TOH Yac SIK CHOCTEPIra€Tbcsi 3BOPOTHA 3aIEKHICTD LIOAO 30UIBLICHHS IOKAa3HWKA 3aJOMJICHHS MigKIaAKd. Bapto
3a3HAYUTH, 10 OyIb-sKi 3MiHH y (Hi3NYHHUX MMapaMeTpax XBUJICBITHOTO AaTYMKa HE3HAYHO BIUTUBAIOTH HA TACHYYi HOJIS.
Ki1i04oBi ci10Ba: miaHapHAN XBWIICBITHUN AaTYUK; TOABIHHE MPOMEHE3aIOMIICHHS; MMapaMeTpH JDKepena; TeoOMeTpHYHi Ta (iznuHi
MapaMeTpH; Iy TINBICTh CEHCOPA; CHAaloye Mmoe
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This paper investigated the structural, optical, electronic and thermal characteristics of SrSnOs perovskites that were calculated using
the density functional theory. Software called WEIN2K is used to perform the calculation. According to our calculations, the band gap
energy of the SrSnOs is roughly 4.00 eV and it adopts a distorted cubic shape in the space group Pm3m. The band structure and partial
density of state reflects the major contribution of O 2p in the valence band while Ss orbital from Sn in the conduction band. The electron
density plot significantly shows the contribution different clusters SrO12 and SnOs that plays crucial role in electronic and optical
properties. The creation of covalent bonds between the atoms of Sn and O as well as the ionic interaction between the atoms of Sr and
O are both demonstrated by the electron density graphs and SCF calculation. The refractive index and extinction coefficient directly
correlated with the real and imaginary part of complex dielectric function. Real part of dielectric function shows higher values at two
major point of energy 3.54 eV and 9.78 eV associated with the absorption and optical activity of SrSnOs. Negative part of imaginary
dielectric function part suggests metallic behavior also supported by -grep lapw method. Thermoelectric and thermal conductivity
properties suggest the power factor need to be improved for the device application.

Keywords: Density functional calculations; Electronic structure; Effective masses; Dielectric permittivity, Optical properties.

PACS: 71.15.Mb; 71.20.-b; 71.55.Ak; 72.20.Pa

The universal chemical formula for perovskite stannate oxides is ASnOj3 [1]. The alkaline earth stannate perovskites
are one of the primary compounds in this group of minerals. Site A is occupied by alkaline earth metals including calcium
(Ca), strontium (Sr), and barium (Ba), whose ionic radii vary from 100 pm to 135 pm [2]. In example, photovoltaic cells
and light-emitting organic diodes have made extensive use of them to manufacture transparent electrodes for a variety of
applications. Because of its outstanding dielectric and gas sensing qualities, ASnOs is very commonly utilised in
electronics [3,4]. These perovskite compounds are used as anodes in Li-ion batteries and are made by destroying the
crystal structure to produce sedentary metal oxides that are electrochemically active Sn metal. They are also promising
materials for hydrogen synthesis and photocatalytic degradation [4,5].

The strontium stannate structure (SrSnO3), which is the manuscript's main subject, is given special consideration. Sr**
ions and 12 oxygen atoms occupy a dodecahedral site created by four [SnOg] octahedrons to produce the crystalline structure
of SrSn0O; [6]. The Sn*" cation is situated in the core of these octahedrons, which are made up of oxygen at their vertices.
Due of the octahedral inclination that creates an orthorhombic structure (space group Pbnm) at ambient temperature, the
unit cell of SrSnO; is a deformed cube [7]. Due to the extremely high mobility and concentration of carriers, SrSnO3 can
also exist in other polymorphs (Imma, 14/mcm, and Pm3m) depending on the temperature increase [8].

In particular, SrSnOs is produced using a variety of synthesis techniques due to the scientific and technological
interest in its applications. In order to clarify the effects of epitaxial tension on thin SrSnOjs films, Gao et al. demonstrated
that SrSnO; can be produced through a traditional solid-state reaction at high temperatures by combining an experimental
investigation with a theoretical approach through DFT calculations using the LDA method [9]. Similar to this, a study
conducted by Zhang et al. used DFT calculations implemented in the VASP simulation package, the revised Perdew-
Burke-Ernzerhof function for solids (PBEsol) for structural relaxation, and Heyde-Scuseriae-Ernzerhof (HSE06) for the
electronic structure analysis to explain the ferroelectricity induced by SrSnO; deformation and coupling, showing
promising photovoltaic properties for use in solar cell devices [10].

Here, we carry out an ab-initio calculation for the strontium stannate structure (SrSnQO3) to show how the electrical
properties are connected to various clusters, each of which has a distinct bonding environment based on the electron
density distribution. Sr*>* ions are located in the corners of the cube in the crystal structure of SrSnOs, while Sn ions are
found with six oxygen atoms to form [SnOs] octahedrons. The Sn*' cation is situated in the core of these octahedrons,
which are made up of oxygen at their vertices. SrSnOj's unit cell resembles a warped cube that produces an orthorhombic
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structure (space group Pm3m). Depending on the temperature range, additional SrSnOj structures exist as well (Imma,
[4/mcm, and Pbnm). Furthermore, a structure-property relationship is established in this paper's detailed analysis of the
structural characteristics in order to explain the electrical structure and the bandgap (Egap) region.

METHODOLOGY

The full-potential linearized augmented plane waves (FPLAPW) method of the WIEN2k package is employed to examine
the characteristics of SrSnO3. The exchange-correlation perspective employs the PBE sol generalised gradient approximation
GGA. The modified Becke-Johnson potential proposed by Tran and Blaha (TB-mBJ) is employed for the self-consistent field
(SCF) computations for the evolution of band gaps because the GGA underrates band gap values. In order to evaluate the
outcomes of the predicted density functional theory (DFT). The FP-LAPW method is used to determine all energy-dependent
characteristics. When spin-orbit interaction was removed, -6.0 Ry was chosen as the core cut-off energy. The cut-off vector of
a plane wave is represented by Kuax, and the value of RMT Kio=8 in the interstitial region. RMT is the minor muffin-tin radius.
The magnitude of the most important vector in charge density is Gma= 16 Ry 1/2. Fourier expansion, and [,,,,, = 10 for the
angular momentum expansion. A fine k-mesh of 8x8x8 was chosen because thermoelectric and optical planning require a
denser k-mesh for the convergence. When the total energy approaches 105 Ry, the iteration comes to an end. Boltzmann's
transport theory, which establishes the parameters of thermoelectric transport as carried out by the BoltzTraP code, can be used
to evaluate the thermoelectric transport tensors [11]. Using the interpolated band structure in WIEN2k, the BoltzTraP function
produces the necessary derivatives to estimate the transport parameters. The direction of the k-vector determines the band index
and relaxation duration, and this direction was kept constant in the BoltzTrap algorithm.

RESULTS
The parameters listed below can be used to discuss about the physicochemical properties of SrSnO; according to the
results of the Wein2K DFT simulation software.

Energy-Volume optimization and crystal structure

The experimental results of SrSnO3 with a Pm3m space group, lattice parameters of a=b =c =4.12 A, and angles
ofa = =y = 90°. The Sr atom is located at coordinates (0,0,0), Sn at coordinates (0.5,0.5,0.5), and O at coordinates
(0.5, 0.5, 0); (0, 0.5, 0.5); and (0.5, 0, 0.5). The energy-volume (E-V) optimised curve shown in Figure 1 indicates that
the minimal amount of energy required by a construction is around 450 a.u’. We determine more exact lattice parameters
using the data below.

The cubic perovskite ( Pm3m) bulk structure of SrSnO; has been optimized, and its lattice parameters
a=b=c=4.08 A, angles a = B =y = 90°. The Sr atom is located at the coordinates (0,0,0), Sn atom (0.5,0.5,0.5) at the
centre of cube, while the O atoms present at (0.5, 0.5, 0); (0, 0.5, 0.5) and (0.5, 0, 0.5), resulting in a model with 5 formula
unit per structure (see Figure 2). Due to the well-known tendency of this function to overstate the strength of interatomic
interactions, the value of lattice parameters obtained after optimization is smaller than that of the literature [12].
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Figure 1. Energy vs. Volume curve using the volume optimization method for Figure 2. Crystal structure of perovskite

perovskite SrSnO3 SrSnO3

Band structure and density of states (DOS)
The bonding between atoms and other desirable qualities are better understood by being familiar with the material's
electrical characteristics. As illustrated in Figure 3, the band structure and density of state (DOS) projections on the
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particles and atomic orbitals of strontium, tin, and oxygen were used to examine the electronic properties. The DOS figure
demonstrates that the valence band and conduction band, which overlap in the plot, are primarily produced from Sn and
Oxygen states. Maximum energy at which the valence band can form is 4.0 eV or less [13]. In contrast, the combination
of Sr states with O upper orbitals creates the conduction band between -16.0 eV and -14.0 eV.
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Figure 3. Total density of state (DOS) curve along with different individual atoms' DOS.

As illustrated in Figure 4, the integration of the reciprocal space for all calculations involving the SrSnO3 material
used the k-points I" (0,0,0) — X (Y2, 0,0) R (Y4, %2, ¥2) — M (Y4, Y%, 0) — T (0,0,0). It can be observed in Figure 4 that the
bandgap for SrSnO3 is an indirect transition between the k-points R-I" with a value equal to 4.00 eV. The valence band
(VB) zone is found between -17.91 and 0 eV, while the conduction band (CB) region is found between 4.18 and 29.84 eV,
according to analysis of the DOS projection (Figure 4). Figure 4 shows the DOS projection for the atomic orbitals of Sr,
Sn, and O atoms, showing that the three oxygen atoms have equivalent contributions and present the major contribution
along with the VB through the 2s and 2p (x, y, z) orbitals combined with a minor extent of the Sr atomic orbitals
4p (x,y,z) on the other hand, the Sn atoms contribute more significantly to CB with the 5s, 5p (x, y, z), and
5d (xz, yz, and xy) orbitals [13-15].
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Figure 4. Band structure and partial density of state (PDOS) for cubic SrSnOj; perovskite oxide.

Electron density around different atoms
On the basis of the charge density maps and 3D images, we further analyse the distribution of the electronic density
along the crystalline structure. Isolines represent the same electrical density, which makes it easier to comprehend how
chemical bonds are described. In order to identify and study the bonding interactions, the crystallographic plane is in the
direction (1,1,0). The electronic density distribution of the O, Sn, and Sr atoms that make up the crystalline structure of
SrSn0Os, which forms two different kinds of chemical bonds, is shown in Figure 5(a). Due to the O atom's lack of d orbitals,
the pattern of electron density varies near different atoms [10,13]. While the O-Sr-O connection is demonstrated by an
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ionic exchange, the O-Sn-O interaction is defined by a covalent interaction between these atoms. From the results of
Figure 5(b), it feasible to observe that the isolines are shared by the nuclei on the yellow-hued Sn-O bond axes. The
isolines are primarily focused on the nuclei of the Sr and O atoms, demonstrating the ionic nature of the Sr-O interactions.
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Figure 5. (a) Electron density 2D plot (b) Electron density 3D plot
(The yellow line shows the ionic interaction between oxygen and strontium).
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charge in sphere Sn, CTO03: Total charge in sphere O). order as we can see that the band gap is between
visible and near-ultraviolet region, due to

which SrSnOs is a potential candidate for solar cells and some others optoelectronic devices. The dielectric function &(®)
is a complex function: g(w) = &; (®) + ig, (®), where the real part &; (o) characterizes the dispersion of the incident
radiation by the medium and the imaginary one &, (@) describes the absorbed energy by the medium. The plot for the real
part of the dielectric function &; (@) and &, () were shown in Figures 7 (a) and (b), respectively. The value of £; (0) was
intense at 3.54 eV and 9.78 eV, respectively. After that, it decreases and finally attains zero. The values of &; (®) are
found negative between 24 to 28 eV for SrSnOs, which is not shown here. The negative values of €; (®) indicate that
incident light is reflected from the material surface, which exhibits the metallic behavior of a compound [13,16]. Metallic



168
EEJP. 4 (2022) Arya, Aditya Kumar, et al

behavior can also be checked using the -grep lapw command associated with the software. The imaginary part of the
dielectric function of optical materials is a crucial parameter in designing optoelectronic devices. The maximum
absorption intensity of incident light in a particular region and the energy band gap can be measured using ¢, (@) for the
target material. The critical value of €, (®) is between 4.15-6.0eV. The refractive index n(®) and extinction coefficient
k(w) can also be calculated with the help of the following equation; n; -k, = &; and 2n;k; = €,, where subscript 1 represents
the real part and 2 represents the imaginary part of the refractive index and extinction coefficient, respectively. From the
graphical analysis, the n(w) and k(®) will follow a similar trend as &; (®), €, (®). The relation between the static value of
n (0) and &; (0) is 2= &; (0), which satisfies the result. Furthermore, n(®) is a dimensionless quantity that describes energy
propagation in a material. The value of n(®) varies with a wavelength of light because of dispersion, due to which light
splits into its constituent colors. The higher value of the refractive index is significant in the optical field, and the materials
have in the range of one and two. In our case, the maximum value of n(®) may be found between 7-9 eV for SrSnO; due
to the higher value observed for &, in this range. The middle peaks of the graph are analyzed, which disappear at higher
energy, implying that at higher energy, the transparency of materials decreases, and high energy photons are absorbed
due to band transition from valance to conduction.
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Figure 7. (a) &1(o) (b) €, (®) as a function of energy for cubic SrSnOs

Thermoelectric properties

Thermoelectric materials have attracted huge consideration recently due to their applications ranging from clean
energy to photon sensing devices. These materials are used in solid-state Peltier coolers and in generating waste heat. The
variations in the essential transport properties like the Seebeck coefficient (S), electrical, thermal conductivity (k),
electrical conductivity (o), and power factor that could be represented as 6S? as a function of temperature are valuable to
explain the thermoelectric enactment of SrSnO;. The power factor needs to be increased to improve the thermoelectric
behavior that necessitates greater values of S and o [16]. In contrast, the representation of electrical and thermal
conductivity is essential, as shown in Figures 8(a) and (b).
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Figure 8. (a) Electrical conductivity, (b) Thermal conductivity, as a function of energy for cubic SrSnOs.

The efficiency of the energy conversion devices for harvesting waste heat and converting it into usable electrical energy
is overseen by a dimensionless parameter that is called a figure of merit (ZT), defined as ZT = S*cT/k., where S is the
Seebeck coefficient (thermopower), ¢ is the electrical conductivity, T is the absolute temperature, and k. is the thermal
conductivity associated with an electron of the material, respectively [14]. The electrical conductivity increases strongly with
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increasing charge carrier concentration. However, the thermal conductivity is noticeably anisotropic. The power factor can
be calculated from the present values of electrical conductivity and thermal conductivity with the Seebeck coefficient
reported in the literature for SrSnO;; PF= S%c and the figure of merit can be calculated by the formula ZT=cTS%k. [12]. We
find that SrSnOj; can attain an efficiency of 0.07, expanding the calculated electrical and thermal conductivity values.

CONCLUSION

The analysis of SrSnO3 based on DFT theory provides us with a perspective to understand, interpret, and analyze
the structural and electronic properties of the compound at the atomic level. The lattice parameter, bond structure, and
other parameters on some level agree with the other work done on the same material. It was possible to observe that, in
general, the valence band is occupied by electronic states originating from O and Sr atoms, while Sn atoms occupy the
conduction band. The band gap was calculated as 4.00 eV, an indirect electron transfer process. Moreover, the
SCF analysis confirms the covalent and ionic bond interaction. Therefore, the theoretical results using the Wein2K,
B3LYP functional combined with the basis set for Sr, Sn, and O provided promising results in calculating structural and
electronic properties. Data also provided insight that SrSnO3 can be an excellent alternative material for future transparent
conductive devices.
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AB INITIO AHAJII3 CTPYKTYPHHUX, ONTUYHUX, EJTEKTPOHHUX, TA TEPMIYHHUX BJJACTUBOCTEM
KYBIYHOT'O SrSnOs 3A TOITIOMOI'O1I0 WEIN2k
Apbsi®, Anir’st KymapP, Bapua SInag®, Xapi llparan Bxackap?, Cymia Kymap¢, Carbsim Kymap®, Ynenapa Kymap'
“Disuunuil paxyremem, Hayionanvnuil incmumym umaykoseoi oceimu ma docniodxcens, [Jocamui, Kxypoa-752050, Odiwa, IH0is
bDizuunuii paxynomem, Hayrosa wixona, Ynieepcumem IFTM, Mopadabao-244102, U.P. Inois
Illxona npuxnaonux nayx, Yuieepcumem Ilpi Benkamewsap, I aoxcpayna (Ampoxa)-244221, UK, Inois
A Dizuunuii paxyromem, Yayoxapi Maxadeo Ipacad xonedoic, Ipaszpadac -211002, U.P. India
cDisuunuil gpaxynomem xonedxncy Xancpaoore Heniticokoeo ynisepcumemy, Howo-/leni-07, nois
Hlabopamopis nepedosux ynryionansnux mamepianie, Jlenapmamenm npukiaouux Hayx,
HIT Annaxa6ao, llpasepadoc-211015, U.P. [nois

V wiit cTaTTi JOCTIKEHO CTPYKTYPHI, ONTHYHI, SIEKTPOHHI Ta TEPMIiUHI XapaKTepUCTHKHU MepoBCKiTiB SrSn0Os, siki Oyinu po3paxoBaHi
3a JIOTIOMOTOI0 Teopii TycTHHH (QyHKIioHaTy. (s BUKOHAHHS OOYHCIEHh BUKOPHCTOBYETHCS IIPOrpaMHe 3a0e3MeueHHs 11l Ha3BOO
WEIN2K. BiamoBizHo 10 Hammx po3paxyHKiB, eHepris 3a0opoHeHoi 30HH SrSnOs3 cranoButs npubmmzHo 4,00 eB, i BiH npuiimae
BUKpPHBJIEHY KyOiuHy (hopMy B IPOCTOpOBiii rpyni Pm3m. 30HHa CTPYKTYpa Ta 4acTKOBA IIITBHICTh CTAHIB BiI0OGPaXkalOTh OCHOBHHIL
BHecok O 2p y BaJIeHTHY 30HY, a 5s-op0Oitais Bix Sn 'y 30Hi mpoBigHocTi. ['padik eneKTpoHHOI IyCTHHH CYTTEBO ITOKa3y€e BHECOK Pi3HUX
knactepiB SrO12 i SnOg, KU Bifirpae BUpIIIaIbHY POJIb B €ISKTPOHHHX 1 ONTHYHHX BIACTHBOCTSIX. CTBOPEHHS KOBAaJICHTHHX 3B SI3KiB
Mix aromamu Sn i O, a TakoX 10HHA B3aeMojis Mik aroMamu Sr i O JEMOHCTPYHOThCS TpadikaMu €JICKTPOHHOI T'YCTHHHU Ta
po3paxynkom SCF. TToka3Huk 3amoMieHHs Ta KOeillieHT eKCTUHKILIT IPSIMO KOPENIOIOTh 3 HifCHOIO Ta YSBHOIO YaCTUHAMH CKJIaJHOT
nienextpuunoi yHkiii. PeanpHa yacTiHa IienekTpuuHOI GyHKIIT MOKa3ye BUILI 3HAYCHHS B [BOX OCHOBHHX TOUYKax eHepril 3,54 eB
19,78 eB, MoB'I3aHKX 3 MOTIMHAHHAM 1 ONTHYHOIO akTUBHICTIO SrSnO3. Bin’eMHa yacTHHA YaCTHHH YSIBHOI JieTeKTPHIHOT (yHKIIT
CBIIUNTH MPO TOBEAIHKY METaly, IO TaKOX MiATPUMYETbCS METOAOM -grep lapw. BiactuBocTi TepMoenekTpu4HOi Ta
TEIIONPOBIHOCTI CBIAYATh MPO HEOOXIAHICTh MOKPAIIEHHS Koe(illieHTa MOTYKHOCTI JUIS 3aCTOCYBaHHS IPUCTPOIO.
Koro4oBi ci1oBa: po3paxyHKH I'yCTHHH (QyHKITIOHANY; €IEKTPOHHA CTPYKTYpa; e(eKTUBHI MacH; AieIeKTPHIHA IPOHUKHICTh, ONTHYHI
BJIACTUBOCTI.
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This paper presents the surface electronic structure and morphological characteristics of the nano-crystalline titanium dioxide (nc TiO2)
films derived from the two different sol-gels. Using Scanning tunneling microscopy/spectroscopy (STM/S), it was found that the
particles of nc-TiOz produced from batch A have a surface band gap of ~3.3 eV while the particles of nc-TiO2 produced from batch B
have a surface band gap of ~2.6 eV. On other hand, the small particles have aggregated together to form larger particles ranging
from ~120 nm to 150 nm in size and distributed randomly over the surface of the batch A nc-TiOz films. For batch B nc-TiOxfilms, the
small particles have formed larger particles but with their size ranging from 200 nm to 225 nm. That is ascribed to differences between
sol-gels used to prepare nc-TiOz films. As a result of that, the electric power of batch A nc-TiO2/P3HT solar cells is enhanced by more
than 8 times in comparison with batch B solar cells.

Keywords: Nano-crystalline titanium dioxide; Particles/Pin holes; Surface band gap; Transmittance; STS measurements

PACS: 84.60.Jt, s, 68.60.Bs, 81.07.Pr, 68.37.Ef, 68.37.Ps, 42.25.Bs, 61.72.y

INTRODUCTION

Titanium dioxide (TiO,) is an important inorganic compound that is widely used. It was discovered in 1791 by
William Gregor [1] and attracted the attention of many researchers due to its unique physical, chemical, and electronic
properties [2,3]. It is a white pigment used in plastics, paints, rubbers and paper [4]. Additionally, TiO, is considered to
be a non-toxic material and available naturally at low cost. It is composed of 59.94 % titanium and 40.06 % oxygen.
In 1972, the photocatalytic characteristics of titanium oxide were discovered by Fujishima and Hond [5]. This led to the
establishment of a new area in heterogeneous photocatalysts to overcome problems such as pollution [6]. Another
important application of nc-TiO, was reported first time in 1990 when Grtézel used it in the fabrication of dye sensitized
solar cells with high efficiency [7]. Nano crystalline Titanium dioxide (nc-TiO>) is a well-known electron acceptor and
transparent layer for applications in solar cells. To optimize electronic and photocatalystic function. It is important to
study the spectroscopy and optical microscopy of titanium dioxide layer, hence investigating of surface electronic
structure and morphological characteristics and optical properties are necessary [3,8]. That is attributed to producing
several nanometer and micrometer size titanium dioxide structures of various geometries obtained by various methods:
spray pyrolysis, colloidal suspension and a sol-gel procedure [9,10]. The films prepared by all of these methods contain
either nano-crystals or micro-crystals of TiO». The size of nano-crystals depends on the temperature of annealing and the
content of the materials used to form the TiO,. In this work, we report the electronic , morphological and optical properties
of the nc-TiO; films using scanning tunneling microscopy (STM) and atomic force microscopy. This technique has been
used to show that the age and components of the nc-TiO, films affect the electronic properties of the film.

EXPERIMENTAL

Porous nc-TiO; films were readily prepared by spreading a TiO»sol-gel over the substrate surface and sintering at
high temperature. Two batches of TiO,sol-gel (Ti-Nanoxide T) were purchased from Solaronix SA. According to the
supplier, these batches differed from each other only in terms of age which influenced on the first batch (labeled batch A)
has higher water/ethanol concentration and lower solid residue than the second batch (labeled batch B) in order to
distinguish the films. Prior to use, the TiO»sol-gel was stirred using a clean glass rod for 1 minute. To define the area of
substrate to be coated with TiO,sol-gel, we used 3M Scotch Magic tape. It had a thickness of 50um and is easily removed
from the substrate without leaving traces of adhesive material. The amount of TiO, sol-gel initially used depends on the
substrate area to be coated. Following the procedures in the literature [9], we used around 50 pL of TiO, sol-gel to
coat 5 cm? area of substrate surface. The 50 pL of TiOs sol-gel was deposited on the edge of the substrate using a
micropipette. A cleaned glass rod was used to spread the sol-gel over the substrate area defined by the tape. Then, the
film was left in air for 10 minutes to dry until its milky colour disappeared.

Digital Instruments Nanoscope 3A multimode instrument was used to operate as a Scanning Tunnelling Microscope
(STM) for Scanning Tunnelling Spectroscopy (STS) measurements. It was undertaken to determine the electronic
properties of the nc-TiO,surface. This technique has been used to show that the age of the nc-TiO-film as well as the type
of material attached to the nc-TiO,surface affects the electronic properties of the film [11]. It is conducted by applying a
voltage between the tip and the surface of the sample allowing electrons to tunnel from the tip to the surface of the

7 Cite as: H. Al-Dmour, East Eur. J. Phys. 4, 171 (2022), https://doi.org/10.26565/2312-4334-2022-4-17
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semiconductor (metal) and vice versa. This generates a small current across the gap which depends on the height between
the tip and sample surface, bias voltage and the properties of sample surface (see Figure 1). In STS, we are concerned
with measuring the onset of electron emission from the tip into the semiconductor LUMO level in negative bias and from
the semiconductor HOMO level to the tip in positive bias.

The UV-visible absorption spectra of the various materials used in the construction of the solar cells were obtained
using a Hitachi Model U-2000 Double BeamUltra-Violet/Visible (UV/VIS) spectrophotometer.

Cantilever

Figure 1. Schematic illustration of the scanning tunnelling spectroscopy (Image adopted from reference [12]

RESULTS AND DISCUSSION

In the present study, two nc-TiO; films were studied; one produced from batch A and one from batch B. Figure 2a gives
the tunneling current as a function of voltage for the batch A film. At - 0.7 V, the current flowing is referred to as the anodic
tunneling current while the current flowing at 2.6 eV referred to as the cathodic current. When the tunneling current is zero in
the region that separates the cathodic and the anodic currents this corresponds to the band gap of the sample. Figure 2b shows
the conduction spectrum (dI/dv) versus voltage (V) of the batch A nc-TiO; obtained by numerical differentiation of the
I-V relation. This reveals an increase in conductance for positive voltage influenced by the valence band and negative voltage
influenced by the conductive band of nc-TiO; film. Therefore, the surface band gap energy for the batch A nc-TiO; film is
estimated to be ~3.3 eV based on conductance results and similar to report in the literature [13].
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Figure 2. (a) STS I-V characteristics of batch A nc-TiO: film, (b)STS dI-dV characteristics of batch A nc-TiO: film

On other hand, Figures 3a and 3b show the corresponding tunneling current and conductance plots for nc-TiO; film
produced from batch B. The onset voltage for anodic and cathodic tunneling currents were ~-0.8 V and 1.8 V respectively.
For batch B nc-TiO», there is a reduction, therefore, in the surface band gap energy from ~3.3 eV to ~2.6 eV.
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Figure 3. (a) STS I-V characteristics of batch B nc-TiOz film, (b)STS dI-dV characteristics of batch B nc-TiO: film
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AFM images showed more detailed topographical information of the two samples, making it possible to observe the
difference between them in term of pin holes, average diameter, and shape of nc-TiOoparticles. Figures 4a, 4b show the
AFM images of nc-TiO, films produced from batch A and batch B sol gel. The two films consist of nanoparticles partially
interconnected with each other. However, there are differences between them. For batch A nc-TiO; films, the small
particles have aggregated together to form larger particles ranging from ~120 nm to 150 nm in size and distributed
randomly over the surface of the nc-TiO; film. For batch B nc-TiO-films, the small particles have also formed larger
particles but with their size ranging from 200 nm to 225 nm, the particles are distributed uniformly over the sample area.

300.0 nm

0.0 1: Height 5.0 pm 2 1: Height
(a) (b
Figure 4. AFM topography of nc-TiO: film produced from (a) Batch A and (b) Batch B

Additionally, the batch A nc-TiO, films appear to have a large number of pin-holes in the surface compared with
batch BTiO; films. This difference may be illustrated by extracting a profile of the particles across the film. Figure 5
shows a profile for particles and pin-holes in the batch A nc-TiO; film. It reveals several gaps between the nano-particles
with the depth of the gap ranging from 80nm to100 nm.

Figure 6 shows a different profile for the batch B nc-TiO; film. The number of pin-holes was less than in batch B
nc-TiO; films produced from. It also shows the existence of gaps between nano particles which range in depth from 10 nm
to 30 nm and so much smaller than in the batch A nc-TiO; film.
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Figure 5. A profile of particles and pin-holes on surface of Figure 6. A profile of particles and pin-holes on surface of
nc-TiOz film produced from batch A nc-TiOz film produced from batch B

Optical transmittance spectra of nc-TiO; films produced from batches A and B is shown in Figure 7. The light
ransmission of the two nc-TiO, films was high for wavelength ranging from 720 nm to 500 nm. Below 350 nm,
transmission was very poor in keeping with the optical band gap of the films [14]. Thus, nc-TiO> film is an attractive
material to be used in solar cell fabrication since it allows visible light to pass through it with relatively little absorption.
The slight difference of transmittance between the two samples is probably related to differences in thickness and degree
of light scattering from the different morphologies.
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The properties of the interface between polymer hole conductors and nc-TiO; play an important role in converting
the light to photo current in metal oxide solar cell. Our measurements were made in air, the oxygen component of which
is known to dope P3HT [15] and scavenging electron from the surface of the nc-TiO, layer leading to the production Ti4+
upon exposure to air [8]. From STS measurements, the surface potential energy of batch B nc-TiO, film is ~2.6 eV while
batch A nc-TiO; film has surface potential energy gap energy of 3.3 eV similar to in the literature [13].

The lower value for batch B film

90 - corresponds to values obtained in sample kept in
80 | air for long period. The reduction is attributed to
70 the formation of surface defects in nc-TiO; film.
= 604 In the present case, samples were prepared on the
3
2 50 day of the STS measurements so that the
S —e—Batch A . . .
£ 4 difference in the band gap probably indicates
= 40 —=— Batch B . . ..
£ 30 differences in the storage conditions of the
£ 20 | nc-TiO; particles and its components. That may
103 affect on alignment of the fermi levels in the
P3HT and nc-TiO; and creation of a space-charge
0 ‘ ‘ ‘ ‘ . leti . he interface bet
320 420 520 620 720 region (depletion region) at the interface between
nc-TiO, and P3HT (see Figure 8). At the
Wevelength (nm) interface, the charge separation occurs in

P3HT/nc-TiO; solar cell.
Figure 7. Transmittance spectra of the TiOz films from batches A and B The latter results were confirmed by
studying the electrical power-voltage (P-V)
characteristics of typical solar cells fabricated from two different batches of nominally identical nc-TiO, sol-gel material.
Figure 9 shows that the batch A nc-TiO,/P3HT solar cells produces a high maximum electric power of 0.08 mW/cm? as
compared to 0.01 mW/cm? for the Batch B nc-TiO»/P3HT solar cells. Additionally, the range of operation of solar cells
starts from zero voltage to open circuit voltage, which was small in batch A nc-TiO,/P3HT solar cells. That indicates to

the difference in interfacial layers, which affect the generation of photo-current in the solar cells.
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! Figure 9. Electrical power versus voltage characteristics of batch
Fn/nc-TiO2/P3HT/Au solar cells

A and batch B nc-TiOz solar cells

These results agree with previous works that the control of electrical surface potential and morphology of nc-TiO,
could be used to enhance the performance of solar cells based on the nc-TiO; [9, 16, 17]. In this work, the more pine holes,
randomly shape, small size of grain and surface electric potential of 3.3 eV in batch A TiO; solar cell led to increase its
electrical power more than 8 times. It was ascribed to better adhesion of hole transport layer (P3HT) on the surface of the
nc-TiOzaccompaniedby P3HT's atoms easily penetrating through small pine holes distributed on the top of the nc-TiO,’s
surface. Additionally, the reduction of electrical surface potential of batch B nc-TiO, from 3.3 to 2.6 eV and the formation
of surface defects in nc-TiO; film decrease the efficiency charge separation and electrical power of batch B TiO» solar cells.

CONCLUSION
We have studied the surface electronic structure and morphological characteristics of the nc-TiO, films produced
from two different batches. The result shows differences in surface band gap and morphological characteristics of nc-TiO,
films. The batch A solar cells show best performance with high electric power of 0.08 mW/cm? while it is 0.01mW/cm?
for batch B solar cells. That is attributed to the small particles ranging from ~120 nm to 150 nm, large number of pinholes
in the surface and surface electric potential of 3.3 eV of batch A nc-TiO; films.
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BUKOPUCTAHHSI CIIEKTPOCKOIIT TA ONITUYHOT MIKPOCKOIIT
JJISI XAPAKTEPUCTHKHA TOHKIX IVIIBOK JIOKCUAY TUTAHY
Xmya Aas-IAmyp
Jenapmamenm izuxu, (paxyrbmem npupoouuuux Hayx, Yuicepcumem Myma, Myma, 61710, Hopoanis

V miif cTaTTi NpeCTaBICHO SISKTPOHHY CTPYKTYPY MOBEPXHI Ta MOP(OIIOTIUHI XapaKTePHCTUKH ITIBOK HAHOKPUCTAIIITHOTO TIOKCHITY
turany (nc-Ti0z2), OTpUMaHKX i3 JBOX Pi3HHUX 30JIb-TEJIB. 3a IOMOMOTOI0 CKaHyIOU0i TyHEJIBbHOI Mikpockomii/cnekrpockomii (STM/S)
Oyno BHsBIICHO, 10 4acTUHKK nc-TiO2, oTpuMani 3 maptii A, MaloTh HIMpUHY 3a00pOHEHOT 30HM Ha moBepxHi ~3,3 eB, Toxi sk
yactuHku nc-TiO2, orpumani 3 maprii B, MaioTs mmpuny 3a00poHeH0i 30HU Ha MOBEpXHI. ~2,6 eB. 3 iHmoro 60xy, 1piOHI YaCTHHKU
arperyBajid pa3om, o0 yTBOPUTH OiIbIlI YACTHHKH po3MipoM Bix ~120 M 10 150 HM i po3no/1iieHi BUMTaJKOBUM YHHOM IO TIOBEPXHI
wiiBok naptii A nc-TiOz. s mniBok naptii B ne-TiO2 1piOHi 4acTMHKK yTBOPWIIH OLIbII YaCTHHKH, ane iXHil po3Mip KOJIUBAETHCS
Bizx 200 M 110 225 HM. 1le MosICHIOETHCS BIIMIHHOCTSIMH MK 30JIb-T'€JISIMH, 1110 BUKOPUCTOBYIOTHCS [T OTpUMaHHSI TIiBOK nc-Ti0z.
B pe3yibraTi mBOro eNEKTpUYHA TOTYKHICTh COHSYHUX eneMeHTiB Batch A nc-TiO2/P3HT 30inpmiena Oinmpmr HiX y 8 pasiB y
MIOPIBHSHHI 3 COHSIMHUMH eneMenTamu Bach B.

KonrouoBi cjioBa: HaHOKpHUCTATIYHMI TIOKCHJ TUTAHy; YaCTHHKH/INIWIBKY; ITOBEpXHEBa 3a00pOHEHA 30HA; IPOITyCKHA 3/[aTHICTH;
BuMiptoBanHs STS
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Nanocomposites of (CMC-PAA-ZrC) made with different nano zirconium carbide percentages by casting method (0, 1.5, 3, 4.5, and
6 wt%). The results showed that FTIR spectra shift in peak position and change in shape and intensity, compared with pure
(CMC-PAA) blend. Microscopic photographs show a clear difference in the samples when increasing proportions of zirconium
carbide nanoparticles, when the concentration of zirconium carbide NP reached 6% wt, the nanoparticles make up a continuous
network inside (CMC-PAA) blend. Structural and optical characteristics have investigated the findings showed that the absorption of
(CMC-PAA-ZrC) nanocomposites increases with increasing of ZrC NPs, while transmission decrease. The absorption coefficient,
extinction coefficient, refractive index, real and imaginary parts of dielectric and optical conductivity are increasing with rises
concentration of ZrC. Also optical energy gap decreased from 4.9 eV to 4.05 eV and from 4.5 eV to 3.65 eV for allowed and
forbidden indirect transition respectively with increasing ZrC NPs. The results indicate that the (CMC-PAA-ZrC) nanostructures can
be considered as promising materials for optoelectronics applications.

Keywords: Nanocomposites, structural Properties, Zirconium Carbide NPs, Optical Properties

PACS: 78.20.Ci,78.20Ek,68.35.bm,81.05.-t

1. INTRODUCTION

In order to change mechanical, electrical, optical and thermal properties, to meet the required characteristics, new
polymers, blends, combinations and advanced materials must be made. This development is parallel to comprehensive
studies aimed at clarifying the relationship between the modified materials and the structure and the property [1]. New
polymer films must be optically, electrically and thermally characterized in order to manufacture them, optical films,
multipliers, full reflectors, narrow pass band filters, etc. may be used as transparent films [2]. The CMC is a major
industrial polymer with numerous uses, detergents, textiles, paper, foods, medical products and well-boiled oil, including
flocculation, drag reduction. CMC is a cellulose derivative that results from the reaction of sodium and chloroacetic acid.
A number of cellulose molecules that have been introduced to promote water solubility have been contained in sodium
carboxymethyl groups (CH2COONa). Three factors depend on the diverse properties of CMC the molecular weight of the
polymer, the average carboxyl content of the hydroglucose unit, and the distribution of carboxyl substitutes along the
polymer chain [3,4]. Poly acrylic acid (PAA) has been gaining considerable interest due to its tremendous application in a
variety of fields, including electrochemical, mechanical, biomedical, etc. It was widely used in various optical products,
such as an effective corrosion inhibitor and eco-friendly platform, a solid lithium-ion electrolyte battery, super capacitors,
ion replacements. PAA coatings can, in electronic and electrochemical applications, further improve the chemical stability
of metal oxide nanoparticles. Thus, PAA related compounds are increasingly developed in the PAA matrix containing
various oxide nanoparticles. Installations for physiotherapy [5,6]. For advanced temperature reactor fuels, zirconium
carbide (ZrC) is an oxygen-based or inert-containing possible coating medium. ZrC has demonstrated desirable properties
including excellent corrosion resistance and retention capabilities for fission product, for these fuel applications. However,
ZrC processing results in stable sub stoic and carbon-rich compositions with and without major microstructural
inhomogeneity and textural anisotropy, as well as phase separation, leading to physical, chemical, therapeutic and
mechanical variations. Zirconium carbide (ZrC) is part of a class of materials known as ultra-high temperature ceramics
(UHTCs) because of their high melting points (3550°C), low densities (6.7 g/cm?), and strong thermal conductivity. The
results of high-temperature neutron irradiation remain poorly understood at present [7]. Each bulk material, however, has
low fracture strength, low resistance to oxidation and sintering potential, which limits its use in harsh environments.
Zirconium carbide (ZrC) has both ceramic and metallic properties, such as one of the highest very high hardness
(30-35 GPa) melting point, good wear resistance [8].

2. EXPERIMENTAL PART
In this work, 30% poly acrylic acids (PAA) and 70% carboxy methylcellulose (CMC) were prepared in 90 ml of
distilled water with magnetic stirrer to achieve more homogeneous solution at temperature 80 C for 30 minutes. ZrC
nanoparticles were added with concentrations (0, 1.5, 3, 4.5 and 6) wt% by using casting method. Using the microwave
instead of traditional heat devices, as the use of a microwave oven reduces the reaction time and leads to obtaining a

7 Cite as: M.A. Habeeb, and Z.S. Jaber, East Eur. J. Phys. 4, 176 (2022), https://doi.org/10.26565/2312-4334-2022-4-18
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homogeneous solution and nanoparticles uniform in size and shape. Absorption spectra were recorded for
(CMC-PAA-ZrC) nanocomposites in the wavelength range (200-800) nm, double beam spectrophotometer
(UV/1800/Shimadzu) at room temperature the absorption spectrum was registered and used to obtain optical constants,
absorption coefficient, extinction coefficient, refractive index and energy gap. To make additional remarks about the
homogeneity in distributing zirconium carbide, the effect of the filler and the existence of impurities, a test for samples
was conducted in different concentrations using an Olympus type Nikon-73346 optical microscope which has a
magnifying power of (100x) and equipped with a camera used in the microscopic photography. FTIR spectra have been
investigated by FTIR in the range of wave numbers (500-4000) cm™ (Bruker company, German origin, type vertex-70).
The following equation is calculated absorbance (A) [9]:

A== M
where: 4 is the intensity of light absorbed by material and Io is the intensity of light incident.

Transmittance (T) is computed as the following equation: [19]

T=exp (—2.303 A) 2)
The following equation is calculated for absorption coefficient (a): [11]
a=2.303 A/t 3)

where t is the thickness of the sample
The indirect transition calculated by using relation: [12]

ahv = B(hv — Eg)’ 4)

where: B is fixed, hv is photon energy, Eg is optical band gap, r = 2 is permitted indirect, and r = 3 is prohibited
indirectly.
The coefficient of extinction (k) was determined using the equation below: [13]
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41

where A is the wavelength
Calculated refractive index (n) from equation: [14]

where: R is a reflection
Dielectric constant ( real €; and imaginary ¢, ) parts are calculated by: [15]
£1=n’-k> @)
&=2nk ®)

The optical conductivity (o) is obtained by using the relation: [16]
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where: c is the velocity of light

3. RESULTS AND DISCUSSION

Figure 1 shows FTIR has been used to analyze the interactions among it interacts with the molecule because it has
a dipole electric in (CMC-PAA-ZrC) nanocomposites. These interactions can include changes in the vibrational modes
of the nanocomposites. The (FTIR) transmittance spectra of (CMC-PAA-ZrC) nanocomposites films with the different
ratio of ZrC nanoparticles are shown in figure 1(A)—(E) are recorded at room temperature in the range (500-4000) cm™'.
It can be seen from the figure that the wide bands are observed at about (3566-3902) cm™!' due to OH groups. The band
corresponding to CH2 asymmetric stretching vibration occurs at about 2360 cm™'. The peaks at 1541 and 1698 cm™!
have been attributed to the CO, CC stretching mode. The absorbent peak at around (1338-1868) cm™! belongs to CO
group. The band relating to the poly acrylic acid CO group is located at 1698 cm ™. In case of (CMC-PAA-ZrC) with
different ZrC ratio, compared to pure (CMC-PAA) blend, FTIR spectra display variations in peak position as well as
changes in form and strength. This shows the decoupling of two polymers and zirconium carbide nanoparticles between
the related vibrations, the deviation towards greater or smaller wavelengths occurs as a result of compensation or the
effect of solvents, as for the vertical displacement, it indicates an increase or decrease in the absorption value [17,18].
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Figure 2 shows the optical microscope images of (CMC-PAA-ZrC) NCs taken at a magnification power of 10x for
specimens with different concentrates of ZrC nanoparticles. When the proportion of zirconium carbide nanoparticles
(shown in the images B, C, D, and E) is increased by microscopic photos, after the addition of the nanoparticulate
content of ZrC a network is formed in the main phase of the (CMC-PAA) blend. This network has paths along which

carriers will travel the paths that have a declining resistivity of the (CMC-PAA) blend [19].
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Figure 1. FTIR spectra for (PAA-CMC-ZrC) nanocomposites. (A) (PAA-CMC) blend, (B) 1.5 wt.% ZrC nanopatrticles, (C) 3
wt.% ZrC nanoparticulates,(D) 4.5 wt.% ZrC nanoparticulates, (E) 6 wt.% ZrC nanoparticulates

Figure (3) shows variation of optical absorbance with wavelength for (CMC-PAA-ZrC) nanocomposites. From this
figure the absorption is increased in the ultraviolet region and decreases in visible and infrared region, since the incident
photon has a high wavelength and the photon is not transmitted because there is not enough energy to communicate with
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atoms. The photon-material interaction occurs and the photon absorbs as the wavelength decreases. The absorbance
increases with increasing of ZrC concentration, this is due to free electrons absorbing the incident light [20,21].

Figure (4) shows the transmittance spectrum for (PAA-CMC-ZrC) nanocomposites as a function of wavelength.
The transmission decreases with increase of the concentration of ZrC nanoparticles. The method is not followed by
emission from the radiation because the transferred electrons in its outer orbits have occupied vacancy positions of the
energy bands, absorb part of the light incident that does not exceed a material dosage which is induced by ZrC electrons
on their outer orbits and transmits them to higher energy levels [22,23].
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Figure 2. Photomicrographs (10x) for

(PAA-CMC-ZrC) nanocomposites:
(A) (PAA-CMC) blend, (B) 1.5 wt.% ZrC
nanoparticles, ©)3wt% ZrC
nanoparticulates, (D) 4.5 wt.% ZrC
nanoparticulates, (E) 6 wt.% ZrC
nanoparticulates

The relation between the absorption coefficient and wavelength of (PAA-CMC-ZrC) nanocomposites shown in
Figure 5. The absorption coefficient helps to illustrate the nature of electron transfer. When the absorption coefficient
values of nanocomposites (CMC-PAA-ZrC) are strong o>10* cm!, the electron is passed directly. Although the
absorption factor values of nanocomposites are tiny at a<10* cm’, the electron transfer is indirectly. We can see that
with the rise in the concentrations of ZrC nanoparticles, the absorption coefficient is increased, due to increased carriers
of charge [24], the absorption and absorption coefficient of (CMC-PAA-ZrC) NCs are also enhanced.
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Figure 3. Absorbance spectra with photon wavelength for (PAA- Figure 4. Transmittance spectra of (CMC-PAA-ZrC)
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2,5E+02 30 4
—&— Pure
~ 251 —8—1.5Wt.%
2,0E+02 4 §>‘ ——3Wt.%
4.5wt%
. < 20
= 1 ]
T 158402 5
3 g 15 <
° 1,0E+02 - 2
S 10 |
5,0E+01 1 5
0,0E+00 . 0 ‘
1 2 5 6 7 1 6

4
Eqn(eV)

Figure 5. Variation of absorption coefficient for (CMC-PAA-ZrC)  Figure 6. The relationship between (chv)*(cm™-eV)!"?and
NCs with photon energy photon energy of (CMC-PAA-ZrC) nanocomposites
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Figure 6 demonstrates the relationship between absorption edge (awhv)"? and photons energy. This figure indicates
an energy gap decreased by an increase in ZrC concentration for (CMC-PAA-ZrC) nanocomposites, this is because the
material has risen in disruption, which means that the secondary excitation within the band can be made possible and
the width of these levels increases with increasing concentrations of ZrC NPs, that minimize the energy gap [25,26.

The relation between (ahv)"3(cm-eV)!"? and photon energy of (CMC-PAA-ZrC) nanocomposite is shown in
Figure 7. This figure obvious that the energy gap values for prohibited indirect transition decline, this result is explained
because the density of localized states increased with a rise in the concentration of ZrC nanoparticles [27]. As well as
values of prohibited indirect transition are lower than the permitted indirect transition.

The change in the extinction coefficient is seen in Figure 8 as a function of wavelength. With an increase in ZrC
nanoparticles we have noticed that the extinction coefficient increases. This is because the absorption value is enhanced
and the ZrC nanoparticles weight percentage is increased. Variation the extinction coffiecient with wavelength of
(PAA-CMC-ZrC) nanocomposites there is an effect of the geometric structure of the material on the tops extinction
coefficient, when the percentage of nanomaterial increases, the proportion of geometric deformation increases in the
crystal lattice [28-30].
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Figure 7. The relationship between (ohv)3(cm-eV)'® and Figure 8. Variation of extinction coefficient with wavelength of
photon energy for (CMC-PAA-ZrC) NCs (PAA-CMC-ZrC) nanocomposites

Figure 9 shows the relationship between the refractive index and wavelength for (CMC-PAA-ZrC)
nanocomposites. From this figure it can be seen by increases the concentration of ZrC nanoparticles the refractive index
increases for all samples of (CMC-PAA-ZrC) nanocomposites. The ultraviolet region shows high refractive index
values due to low transmission in this region however, due to the high transmission in this region, the visual and near IR
regions notice low values [31,32].
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Figure 9. As a function of wavelength, refractive index for Figure 10. As a function of wavelength the actual dielectric
(PAA-CMC-ZrC) nanocomposites constant for (PAA-CMC-ZrC) nanocomposites

Figure 10 indicates the difference between the actual part of the dielectric constant with wavelength. These graphs
demonstrate how raising the concentration ratio of ZrC NPs enhanced real part of dielectric constant. The rise in
electrical polarization in the nanocomposites is responsible for this. On the other hand variation of &; is primarily,
depends on the n? because of little k? values, whereas ¢, is mainly dependent on k values, the variations in the
absorption coefficient are related to [33,34], as shown in Figure 11.

The relationship between optical conductivity and wavelength for (PAA-CMC-ZrC) nanocomposites is shown in
Figure 12. It is noted that with increased zirconium carbide nanoparticles, optical conductivity increases. This behavior
is attributed to the formation of localized states in the energy gap; increasing the concentrations of ZrC nanoparticles
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causes a rise in the density of localized levels in the energy gap, which raises the absorption coefficient and, as a result,
the optical conductivity of the nancomposites [35,36].
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Figure 11. Change imaginary dielectric constant with Figure 12. Optical conductivity of (PAA-CMC-ZrC) NCs as a
wavelength for nanocomposites of (PAA-CMC-ZrC) function of wavelength

4. CONCLUSION

1 - FTIR spectrum shows both a difference in peak position, form and strength in contrast to the pure (CMC-PAA) blend.
This suggests the disassociation between the vibrations in the two polymers and the zirconium carbide nanoparticles.

2 - Optical microscope appear forming a continuous network within polymers when the ratio of zirconium carbide
nanoparticles reached (6 wt%).

3 - Absorbance of (CMC-PAA-ZrC) NCs increase with increasing of concentration of ZrC nanoparticles, while
transmittance and energy gap of this nanocomposites decreases.

4 - The absorption coefficient, extinction coefficient, refractive index, real and imaginary part of the dielectric constants
and the optical conductivity rise with an increase in the zirconium carbide weight percentage.

This finding suggests that (CMC-PAA-ZrC) nanocomposites are a good choice for use in different electronic and
photonics applications.
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HOJIIIIEHHA CTPYKTYPHUX TA ONTAYHUX BJACTABOCTEM CYMILII CMC/PAA HLJIIXOM
JOJABAHHSA HAHOYACTHUHOK KAPBILAY HUPKOHIIO JJIs1 OITUKU TA ®OTOHIKHA
Mapxin Aji Xa0i0, 3eitnad Caopi Jdxxatep
Basunoncwruii ynisepcumem, Konedoic oceimu 0na uucmux nHayk, @izuunuii paxynomem, Ipax

Hanoxomnoszutu (CMC-PAA-ZrC), BUTOTOBIICHI 3 Pi3HUM MPOLICHTHUM BMICTOM HaHOKapOiy mupkoHito merogaom iutTs (0, 1,5, 3,4,516
Mac.%). Pesynbratn mokaszanu, mo crektpu FTIR 3mintyroTbest B MOJNIOKEHHI MKy Ta 3MIHIOIOTH (OpPMYy Ta IHTEHCHBHICTH ITOPIBHSHO 3
yucroro cymimiio (CMC-PAA). Mikpockoriusi Gotorpadii mokasyroTh YiTKy Pi3HHULIO B 3pa3Kax MpH 30UIbIICHHI YaCTKH HAHOYACTHHOK
KapOify LMPKOHiIO, KOJIM KOHLEHTpawis NP kapOiny LwmpkoHilo Jocsria 6% Mac., HAHOYACTMHKH CKJIaJaroTh Oe3lepepBHY MEpexy
Bcepeauni cymimi (CMC-PAA). JlocmimkeHO CTPYKTYpHI Ta ONTHYHI XapaKTEpHCTUKH. Pe3yibTaTH MOKaszauy, IO ITOTIHHAHHA
HaHokoMno3uTiB (CMC-PAA-ZrC) 30utemryeTbesi 31 30UTBIICHHSIM KUIBKOCTI HaHOYACTHHOK ZrC, a TpOITyCKaHHS 3MCEHIIYETHCS.
Koedimient mornmuanus, KoeillieHT eKCTHHKIII, ITOKa3HHK 3aJOMIICHHS [ifiCHOI Ta ySIBHOI YacTWHHM [i€JIEKTPUYHOI Ta ONTHUYHOL
TIPOBIHOCTI 3pOCTAIOTH i3 30UIbIeHHsIM KoHIeHTpanii ZrC. Kpim Toro, po3pus onTi4HOI eHeprii 3MeHmyetses 3 4,9 eB 10 4,05 eB 13 4,5
eB 1o 3,65 eB s 103BOJICHOrO Ta 3a00POHEHOrO HEMPSIMOro MEPEXO/y BiAMOBIMHO 3i 30ibIIeHHSIM HaHOYacTHHOK ZrC. PesynbraTi
TIOKa3yI0Th, 110 HAaHOCTPYKTYpu (CMC-PAA-ZrC) MoxHa po3riIsiIaTy SIK TIEPCIEKTUBHI MaTepiaiu JUisl 3aCTOCYBaHHSI B OITOCIISKTPOHILIi.
Kuro4oBi ci10Ba: HAHOKOMIO3UTH, CTPYKTYpHI BiiactuBocti, HY kap0Oiny MpPKOHII0, ONTHYHI BIACTHBOCTI
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In this study, Cu2CrSnS4 thin films are prepared using chemical pyrolysis technique at various deposition temperatures (200, 250,
300, 350, 400 and 450 °C) and without any annealing process. The structure characteristics of the films have been studied by X ray
diffraction (XRD), micro-Raman spectroscopy, and Field Emission Scanning Electron Microscope (FESEM), while the optical
characteristics are investigated by UV-Visible spectrophotometry, and the electrical properties aree described by Hall Effect test.
Results of XRD for Cu2CrSnS4 (CCTS) films showed the tetragonal crystal structure of stannite phase with (112) preferred
orientation. The results of Raman spectroscopy of the prepared CCTS thin films showed a clear peak at ~ 336 cm’!. Furthermore,
the morphology results and through (FESEM) images of thin films surface showed different forms and shapes with different
granular size ranging from 40 to 294 nm. Optical examination of the ultraviolet-visible spectrum showed an optical energy gap of
(1.69-1.59 eV) which are considered to be suitable for thin films solar cells applications. The electrical measurements through Hall
Effect test showed that the films have charge carriers of (p-type). From results analysis, the optimized temperature of the prepared
(CCTS) samples was 350 °C.

Keywords: Cu2CrSnS4, Spray pyrolysis, Deposition temperature, XRD analysis, UV-Visible Spectroscopy, Hall Effect.

PACS: 88.40.jn; 73.61.—1; 81.15.Rs; 61.82.Fk; 78.20.—¢

Due to the high values of absorption coefficient with suitable energy gap, the chalcogenides based on Cu showed promised
future as effective materials for various applications. [1]. Cu,CrSnS,s (CCTS) material is interesting thanks to its positive
characteristics for different optoelectronic applications [2, 3]. There are different techniques which can be used to deposit thin
films of these types of materials such as chemical and physical methods. The spray pyrolysis method has many benefits such as
that it is a cost-effective technique which does not need expensive and complicated parts and it is safe and friendly technique
[4]. Many reports on the preparation of quaternary chalcogenide films were carried out by this method. Khodair et al. succeeded
in preparing CZTS thin films [5]. Abed et al. deposited Cu,FeSnS, films on soda-lime slides at different temperatures by the
same technique [6]. The goal of this study is the investigation of preparation temperature impact on the structure and the optical,
as well as the electronic characteristics of CCTS thin films prepared using spray pyrolysis method and to get good quality and
homogeneous samples which are desirable as solar cell absorber layer.

EXPERIMENTAL PROCEDURE
The solution used to deposit the Cu,CrSnS4 (CCTS) films deposition has been prepared by dissolving 0.01 M of
copper acetate monohydrate (Cu(CH3;.COO),.H,O) (Thomas Baker), 0.005 M of chromium chloride hexahydrate
(CrCl3.6H,0) (Central Drug House), 0.005 M of tin chloride (SnCl,.2H,0O) (Thomas Baker), and 0.004 M of
thiocarbamide (SC(NH>),) (BDH Chemicals Ltd.) in 0.1 | of distilled water. The concentration of thiocarbamide used is
doubled to overcome the evaporation process. The detailed procedure is reported elsewhere [7].

RESULTS AND DISCUSSION

The XRD patterns of the deposited CCTS films at different substrate temperatures (200-450°C) and thickness of 300 nm
are displayed in Figure 1. The patterns have clear peaks at 28.42°, 47.26° and 56.12° attributed to 112, 220 and 312 planes
respectively which belong to the stannite tetragonal phase of CCTS material [8]. From the figure, it can be seen that there are
no other peaks belonging to ternary and binary materials [9,10]. The standard card (00-031-0462) of the compound copper iron
zinc tin sulfide (CusFeZnSnSg) was adopted for matching the present XRD patterns due to the lack of entries in the database of
the International Center for Diffraction Data (ICDD) for the quaternary compound (Cu,CrSnS4) which we are investigating in
this study, as the replacement of Zn in the quaternary compound (Cu,ZnSnS;) with near transition elements (e.g., Cr, Ni, Mn,
Fe, Co, Fe, Mn) presents defects which are similar to (Cu,ZnSnS,4) because their ionic radii vary slightly and thus no significant
change in the crystal structure [11,12]. Table (1) depicts the XRD results of the (112) plane.

The inter-planar distance (d) was estimated by using Bragg formula [13]:

mA = 2dsind, )

where m is the diffraction order, e is the angle of Bragg, and A is the x-ray wavelength.
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Figure 1. XRD patterns of CCTS samples at various temperatures.

Table 1. XRD results of CCTS films deposited at various temperatures

Tenll)peeI:'(z)tstll:::en(“C) ig lnter-pla?z;' distance Crystallite size (nm) Texture coefficient
200 28.52 3.127 2.712 0.55
250 28.5 3.129 3.061 3.48
300 28.44 3.135 4.123 0.64
350 28.42 3.137 8.518 0.51
400 28.38 3.142 8.102 0.54
450 28.42 3.137 3.093 0.58

The lattice parameters are calculated through the well-known formula [8]:
1 h2+k% | 42
FERRY 2 )
where (4, k, [) represent indices of Miller; and the tetragonal unit cell parameters are represented by a and c.
The estimated values of a and c are a = 5.445 A and ¢ = 10.755 A very near to the ideal ones a = 5.449 A and
c=10.75 A. The crystallite size (D) is estimated using the specifications of the peak corresponding to the (112) plane by
Scherrer’s equation [14]:

KA
b= B cos O’ Q)
where k = 0.9 and B is (FWHM) in radians.
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The estimated values of (D) are shown in Table 1 which shows that when the temperature increases, the values of
(D) increase up to 350 °C and then start to decrease.

This is owing to the high evaporation of the sprayed drops once this temperature has been reached, that is larger than
that required to produce maximal pyrolysis and crystallization of the films, due to the high thermal energy. Thus, the
crystallization mechanism is not complete [15]. Texture coefficient (Tc) is evaluated by the equation below [14]:

T = I hicey/ Io(hice)

NS NI ey / To(huce) )
where N stands for the number of peaks visible in XRD patterns, Imiy is the experimental relative intensity and Io(pycpy is
the ideal intensity.

T, values for the prevailing direction of growth are listed in Table 1. T. less than 1 values indicate that all films are
polycrystalline. X-ray diffraction could be used to classify the materials phase, but it was difficult to distinguish between
them because of how similar their compositions are. So, Raman spectroscopy at room temperature was performed and its
results are plotted Figure 2 and Table 2 where the measured spectrum is plotted in black color, the green color represents
the peaks resulting from the analysis of the measured spectra, and the sum of these peaks appears in red color representing
the calculated spectrum, which is highly consistent with the measured black color.
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Figure 2. Micro-Raman shift of CCTS samples at various temperatures

Table 2. Result of micro-Raman spectra analysis of CCTS prepared in the current study

Tem?eé‘; ture Center of peak (cm™) Width of peak (cm™) I(l;iel)ns;tif
200 337 81.574 4.989
250 337 69.424 6.007

439 65.323 0.942
336 39.829 7.054
300 441 56.592 1.252
350 335 29.986 7.987
442 37.444 1.369
400 336 36.020 7.500
445 54.428 0.759
450 337 47.999 7.029

Due to sulfur atoms vibrations in the CCTS structure, the prominent peaks of great intensity at the positions (335,
336, and 337 cm!) could be seen. This is consistent with the findings of other published investigations [16-18]. Other
observed lower intensity peaks can be observed at (439, 441, 442, 445 cm™") which are consistent with the results of Yan
et al. [18]. The surface topography of the films was imaged by FESEM. Figure 3 shows the micro-images at magnification
of 50 Kx of the prepared CCTS films. At temperature (200, 250°C), an irregular formation process appears with voids
and cracks on the surface, and ball-like shapes begin to stick and align, with some temperature increasing, at (300°C) we
notice irregular distribution of nano-paper-like shapes with cracks and hole, and this indicates the formation of a new
layer that starts to appear more on the surface and the emergence of a series of small particles in some areas that start to
disappear when the substrate temperature increases. At 350, 400, and 450 °C substrate temperatures, we notice
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cauliflower-like shapes having polyhedral forms, irregular distribution, and uneven growth, including some cracks and
voids caused by crystal flaws, as well as secondary growth on the surface. This can be explained by the development of
a new layer before the growth of the prior layer is finished. The granular borders may be seen clearly [13, 19-21]. If it is
noticed that the average particle size is large in the sample (CCTS), then it begins to decrease and rise as a result of the
temperature difference.

F
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Figure 3. FESEM micro-images of CCTS samples deposited at different temperatures

The optical characteristics of the CCTS films were examined through the absorbance (A) of UV-visible spectra. The
absorption coefficient (o) of any film of thickness (t) could be calculated using the following relationship [22]:

a = 2303 A/t, )

The values of a were found to be greater than 10* cm™. Using Tauc's formula, the optical band gap, Eg, could be
evaluated from the absorption spectra [23]:

(aE) = P(E — Eg)’, Q)

where P is constant, £ stands for photon energy, while r is an empirical quantity that describes the electronic transition
type which is equal to % for direct allowed transition.

In this study, a straight line was generated by sketching a plot between (0E)? and (E). The direct bandgap could then
be estimated by extrapolating this straight line to (ahv)? = 0, as shown in Figure 4. The estimated values of Eg were in
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the range of 1.69-1.95 eV. This matches well with the findings of other reports [24, 25]. Because of the unsaturated bonds
and/or micro-stress generated during the growth which leads to local states of high density, there may be a variance in the
energy gap value [7].

In order to define the electrical characteristics of the CCTS films, the Hall Effect was carried out to ascertain the
type, concentration, mobility, and conductivity of majority charge carriers. The results of this test are shown in Table 3,
which shows positive values of Ry (p-type) consistent with the findings of earlier investigations [4].
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Figure 4. Energy gap of CCTS films prepared at different temperatures
Table 3. Outcomes of Hall Effect test of CCTS samples

Temperature Hall coef. Concentration Mobility Resistivity Conductivity
(°C) (em®/C) (em?) x107 (cm?/V.s) (Q.cm) (Q.cm)!
200 15.19 4.11 3.026 5.019 0.199
250 11.96 5.22 4.551 2.627 0.380
300 8.53 7.32 5.213 1.636 0.611
350 6.75 9.25 6.011 1.123 0.890
400 7.79 8.01 5.337 1.46 0.685

450 10.32 6.05 4.002 2.578 0.387
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The electrical conductivity, mobility, and concentration of charge carriers have increasing trend as the deposition
temperature is increased upto 350 °C, and then they began to decline, as shown in Figures 5 and 6. The results of XRD
analysis support this [17].
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Figure 5. Hall conductivity of CCTS films at various Figure 6. Charge carriers and their mobility of CCTS films at various
temperatures temperatures

CONCLUSIONS
According to XRD observations, the CCTS films were found to be tetragonal polycrystalline having favorable
growth direction of (112). The quaternary CCTS compound's high and distinct peaks at (335, 336, and 337 cm™!) were
revealed by Raman spectroscopy, supporting the XRD findings. Different grain sizes and shapes could be seen in the
micro-images obtained by FESEM. Electrical measurements of the Hall Effect show that the conductivity was p-type.
The band gap range (1.69-1.95 eV) as well as the coefficient of optical absorption (10* cm™) are extremely near to the
optimal material values employed in the absorbent layer in solar cells.
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OTPUMAHHSA TA XAPAKTEPUCTHUKA TOHKHUX IIJIIBOK CU2CrSnSq,
HAHECEHHX ITPHU PI3HUX TEMIIEPATYPAX
Xyna Tani6™?, Haoin A. Bakp?, Moxammen A. AGen”
“@akynemem ¢hisuxu, Haykosuil konedc, Ynisepcumem [Jisna, Hiana, Ipax
bIonoene ynpasninus ocsimu Hisna, Jisna, Ipax

VY npomy nmocmimxenHi ToHKI Bk Cu2CrSnS4 oTpuMaHi 3a JOIOMOTOI0 TEXHIKH XIMIYHOTO Hipoi3y HpH Pi3HHUX TeMIepaTypax
ocayukenns (200, 250, 300, 350, 400 i 450°C) i 6e3 Gyap-s1Koro mnpouecy Bianamoanus. CTPYKTYpHI XapaKTEPUCTHKH ILTIBOK OyIiu
BUBUCHI 32 JOIOMOrolo audpakuii peHTreHiBcbkux npomMeniB (XRD), Mikpo-PamaHiBCBKOI CIIEKTPOCKOMIi Ta HOJILOBO-EMiCIHHOTO
CKaHy4oro enekrponHoro mikpockorna (FESEM), Toni sk ONTHYHI XapaKTEPUCTHKH IOCITIDKEHI 3a J0moMororn Y®d-Buaumol
criekTpohOoTOMETpIl, 8 TAKOXK ONMUCAHI eIEKTPUYHI BIACTUBOCTI 32 JOIOMOTok0 TecTy Ha epekt Xoiuta. Pesynprat XRD aust mniBok
Cu2CrSnSs (CCTS) mokasanu TeTparoHajlbHY KPUCTalidHy CTPYKTYpy CTaHHITHOI (hasu 3 InepeBakHOI0 opieHTauiero (112).
PesynbTati pamMaHiBCHKOI CHEKTPOCKOTIT miarotoBnennx ToHkux miiBok CCTS mokaszamu wiTkuii mik npu ~ 336 cm™!'. Kpim Toro,
pe3ynbrati Mopdoorii Ta HackpizHi (FESEM) 300pa)keHHsI TOBEpXHI TOHKHMX IUTIBOK MOKa3aiH Pi3Hi Gopmu Ta GopMu 3 pi3HIM
po3MipoM 3epeH y aianazoni Bix 40 xo 294 am. OnTudHe TOCIiKEHHS yIbTPadioseTOBOro Ta BUAMMOIO CIICKTPY HOKa3aJI0 ONTHIHHI
eHepreTHIHUH mpoMikok (1,69-1,59 eB), sxuit BBaxkaeThCs NPUIATHUM IS 3aCTOCYBAaHHS B TOHKOILTIBKOBHX COHSYHUX €JICMEHTaXx.
EnextpuuHi BUMIPIOBaHHS 3a JOIOMOIOI TECTY Ha edekT XoJjuia MoKa3aly, M0 TUIIBKK MaroTh HOCIT 3apsny (p-tumy). 3 aHamizy
pe3ynbTaTiB onTHMi3oBaHa Temieparypa migroroiennx (CCTS) 3pa3kis cranosmia 350°C.
Kumrouosi cioBa: CuCrSnSs, po3nuiioBabHUN MipoJi3, TeMreparypa OCaJUKCHHS, PEHTTCHOCTPYKTYPHUH aHaui3, Y®-Buauma
crektpockoris, edext Xomta
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Nicotinamide (NIC) is an amide-form vitamin with a carboxamide group at b positions that is involved in a variety of biological
activities. The drugs contain functional groups which control the type and degree of interaction with different solvents. In this research,
the ground and excited state dipole moments of nicotinamide (NIC) were estimated using solvatochromic effects and computational
work. A general overview of solvent effects on the electronic absorption and fluorescence spectra of NIC is presented. In both spectra,
pronounced solvatochromic effects were observed, and the shift of emission peaks was larger than the corresponding absorption spectra.

The experimental ground state ( ug) and excited state (x,) dipole moments of NIC are estimated from solvatochromic shifts of

absorption and fluorescence spectra. The differences between the excited and ground state dipole moments determined by all the
methods are quite similar. The HOMO-LUMO energy band gaps were calculated and found to be 5.566 ¢V. The excited state dipole
moment is found to be higher than those of the ground state for all of the used methods, and it is attributed to the more polar excited
state of NIC. Finally, the observed spectral properties, measured values of dipole moments, and electronic structures of NIC in different
solvents provide important details about charge distribution and solute-solvent interactions that may be helpful in the investigation of
these molecules in biological systems.

Keywords: Solvatochromic shift method, Ground state dipole moments, Excited state dipole moments, Nicotinamide

PACS: 33

Introduction

Vitamins are very important organic chemical compounds as a vital nutrient to sustain life due to their important
role in normal metabolism processes, growth, and vitality [1]. Nicotinamide (3-pyridine-carboxamide, Vitamin B3) is a
water-soluble pyridine derivative and amide form vitamin with a carboxamide group at position b that is involved in many
biological activities [2-9]. It helps with diabetes treatment and prevention [6], skin appearance [10-12], energy
metabolism, fatty acid synthesis, growth and development, signal transduction, and genome integrity [4,5,8]. Besides, it
serves as an important functional group of coenzymes for NAD+ and NADP+ [13,14], which are involved in various
chemical reactions including the production of energy in all types of cells [15,16], exhibit antioxidant, anti-inflammatory,
and anticarcinogenic activities [2,7], and cytoprotective effects on neural and vascular tissues [17,18]. It is also applicable
to different dietary foods, nutritional ingredients, and cosmetics [3].

The absorption and emission spectra of organic molecules are usually modified in solvation processes where the
photon of light causes a redistribution of charges, leading to conformational changes in the excited state. The
conformational changes induced by solvents in the electronic spectra of molecules can offer information on the local
electric field acting on the spectrally active molecule. Thus, the exited dipole moment of an electronically excited
molecule is an important property for providing information on the electronic and geometrical structure of the
molecules [19,20], in designing non-linear materials [21] and new molecules, selecting best performance in analysis
of specific applications, providing information about the nature of the excited states [22—24], determining emission
energy as a function of the solvent polarity [22,23], and in parametrisation in quantum chemical procedures for these
states [19]. The determination of the singlet excited-state dipole moment is based on the spectral shift caused either
externally by electrochromism or internally by solvatochromism. The electrooptic methods (electrochromism) [25,26]
are generally considered to be very accurate, but due to their limited use and restricted to relatively very simple
molecules, the solvatochromic method is more preferable. The solvatochromic method is simpler and widely
accepted [27-33]. It is based on a linear correlation between absorption and fluorescence maxima in different solvent
polarity functions.

Several workers have conducted extensive experimental and theoretical studies on ground state and excited-state
dipole moments using different techniques in a variety of organic fluorescent compounds [19,22,34-39]. In the present
work, the ground and excited state dipole moments of NIC by the solvent perturbation method [28,30] have been
determined from solvatochromic shifts using experimental and computational methods. However, there are no reports
available in the literature on the determination of the dipole moment value of the compound investigated. Dipole moments
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were estimated using Bakhshiev’s [27], Kawaski-Chamma—Viallet [28-30] and Lippert-Mataga [31,32] equations and
the quantum chemical method.

METHODS AND MATERIALS
Experimental details
Nicotinamide (NIC, Fig. 1) was purchased from Sigma-Aldrich Company and used for measurement without further
purification. All the solvents were of spectroscopic grade and purchased from the Sigma-Aldrich Company.

o
H,N

Figure 1. Chemical structure of NIC

Electronic absorption spectra of the compounds were recorded using a Perkin-Elmer Lambda 19 UV-Vis
spectrophotometry with double monocromator using a 1-cm path length quartz cuvette. The absorption spectra were
recorded in the wavelength regions 200-500 nm, with a spectral band width of 0.1 nm and a scanning speed of
600 nm/min. The steady-state fluorescence spectra were recorded by Fluoromax-4 spectrophotometer (Horiba). The
emission spectra were recorded by exciting the sample at its longest absorption maximum. The absorption and emission
measurements were performed at room temperature, keeping the concentration of the molecule very low for the
fluorescence spectra measurement. The solvent polarity functions were calculated from the relative permittivity and
refractive index of the solvents, and the values are shown in Table 1.

Table 1. Solvent functions f(s,,n), @(s,.,n),F,_,,, Fy -, and Fy, used in the Bakhshiev, Kawski-Chamma—Viallet,
Lippert-Mataga and Reichardt equations, respectively

Solvent e’ n’ fb ¢b Fve FK—C—Vd Fyt

Water 80.10 1.3325 0.91375  0.2265 0.32028 0.683392 0.913758
Ethanol 24.55 1.3614 0.81293  0.2459 0.28874 0.652459 0.812933
Acetonitrile 37.50 1.3404 0.86408 0.2318 0.30682 0.663891 0.864083
Butanol 17.84 1.399 0.75370  0.2711 0.26433 0.647996 0.753704
Methanol 33 1.328 0.85573  0.2234 0.30894 0.651335 0.855732

‘e = relative permittivity and n=refractive index.

® Bilot-Kawski solvent functions in Eqns. (3&4)

¢ Lippert-Mataga solvent function in Eqn. (17).

“ Kawski-Chamma-Viallet solvent function in Eqn. (18)

¢ Bakhshiev solvent function in Eqn. (19).

THEORETICAL BACKGROUND
Bilot—-Kawski method
Based on Onsager’s reaction field theory, which assumes a spherical structure of the molecules within a cavity radius

‘a’ and employing the simplest quantum mechanical second order perturbation theory of absorption (¥, ) and fluorescence
(v, ) band shifts in various solvents of different relative permittivity ( £, ) and refractive index (n), the equations for the

dipole moments were calculated [28,31,32,40-46]. According to Bilot and Kawski [28,41], the equations related to the
difference and sum of wavenumbers of absorption and fluorescence are expressed as Eqns. (1 &2).

v, =V, =m,f(&,.,n)+constant )

a

v, +v, =—my§(&,,n)+ constant 2)

where the solvent polarity parameters f(&,,n), and ¢(e.,n) = f(&.,n)+2g(n) [40,43,47] are expressed as
Eqns. (3 & 4), respectively.

f(«fwn):f:; +1[a,—1 n —1], ®

206 +2 w42

3 nt-1
g(”)—z[MJ . (4)
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The parameters 7, and m, which can be determined from the slope of the straight line of Eqns. (1&2) are given

by:
2p, — 1)
=—" & 5
! hea® )
2u; — p1y)
= Te 6
? hea® ©)

where / and ¢ are the plank’s constant and the velocity of light in vacuum respectively; a =(3M /4z0N)"”* with the

relative molecular mass of the solute molecules (M), the density (J ) and Avogadro’s number (N).
Assuming the symmetry of the solute molecule remains unchanged upon electronic transition and the dipole moment
states are parallel, the values of the ground and excited dipole moments from Eqns. (5&6) can be obtained as [40,43,47],

_ ‘mz - ml‘ hea' | (7
He 2 2m, |
‘m +m ‘ head® "
_lm tm|y hea ) 8
H, 5 o ()
+
i—M form, >m, . ©

He  |my—m]

Moreover, if the ground state and excited state dipole moments are not parallel to each other, the angle between the
two dipole moments can be determined [42] as

1
coskwl(u; +ﬂez)—%(%2 —y;)] : (10)

Lippert-Mataga, Kawski-Chamma-—Viallet and Bakhshiev methods
The electric dipole moment of a polar solute polarizes the solvent so that the solute itself experiences an electric
field, the reaction field, which is proportional to the solute dipole moment in the ground and excited states. Such
proportionalities for the difference and sum of absorption and fluorescence maxima maximum wavenumber have been
defined by the following independent equations [30-32,48] used for the estimation of ground and excited state dipole
moments:

v, =V, =mF,_, (¢ ,n)+constant, an
v, +V,

~=-m,F, . (& ,n)+constant, (12)

v, =V, =msFy(&,,n)+constant, (13)

my, m, and m; are the slopes of the linear relationships corresponding to Eqns. (11-13), are given by;

2, —p,)’
_ He) 14
} hea® (14)
2w, — py)
m4:73g (15
2(u, — p,)’
_ 2k 16
> hea® (16)

F,_, [31,32], Fi_.,[30] and F, [48] are solvent polarity functions corresponding to Lippert-Mataga, Kawski—
Chamma—Viallet and Bakhshiev methods and are given as:

FLM(g,,,n):[ &1 _ "2_1] (17)

26, +1 21 +1
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2n*+1 | &, -1 n* -1 3(n*-1)
F, £.,n)= L — + 18
k-cov(&pm) 2(n* +2)[gr +2 +2J 2(n* +2) (18)
20 +1| &, -1 n*-1
F(e.,n)= L —— 19
(&) n2+2[5r+2 n2+2J (19)
Computational Methods

The ground state dipole moment ( £, ) of the three compounds was theoretically calculated using the Gaussian 09

program and analysed with the help of Gauss View software [49]. The calculations and ground state geometries
optimization were performed at a density functional theory (DFT) level of theory by employing Becke’s three parameter
(local, non-local, Hartee-Fock) hybrid exchange functional (B3LYP) and the basis set 6-311G(d,p).

RESULTS AND DISCUSSION

Determination of the photophysical and photochemistry of different drug compounds is useful for various
applications. The values of ground- and excited-state dipole moments of the molecules provide information about the
change in electronic distribution of the excited molecule [22,23]. It elucidates the nature of the excited state of the
molecules as it reflects the charge distribution in the molecule [22,23,50]. Furthermore, the experimental data on dipole
moment can be used to parameterize quantum chemical procedures for these states [19]. The excited dipole moments of
the fluorescent molecules have also been used to determine emission energy as a function of the solvent polarity
function [22,23].

Solvent effects on UV-Vis absorption and fluorescence spectra of Nicotinamide

The absorption and fluorescence emission spectra of NIC were recorded in solvents of different solvent parameters
with the corresponding solvent polarity values as in Table 1. Figs. 2&3 shows the typical absorption and fluorescence
spectra of NIC obtained in different solvents. The UV-Vis absorption spectra of NIC are characterized by their maximum
absorption band, which corresponds to HOMO — LUMO mainly due to 7 — 7" orbital transition. And, the fluorescence
spectra of NIC undergoes an average of a red shift as it increasing in solvent polarity. Fig. 2 shows an exchange of order
in water and acetonitrile, and in methanol and ethanol as solvent polarity increases, most possibly due to the influence of
an intermolecular association and/or solute-solvent interactions.

Water Water
Acetonitrile 1.0 Acetonitrile
1.04 Methanol =7 Methanol
e E thanol e Ethanol
Butanol =) Butanol
/ s
5 2
8 20.84 /
§ 0.8 E
< @
% $
@ \ o
E-]
»
< 2 0.6+
= S
0.64 w
=
T T T T 0.4 T v T T T T T T
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0 275 38
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Figure 2. Absorbance spectra of NIC in different solvents Figure 3. Florescence spectra of NIC in different solvents

As compared to the absorption spectra, a large spectral shift was observed in the emission spectra as shown in
Table 2. The lesser spectral shifts in the absorption maxima compared with the fluorescence spectra of the compound
implies that the ground state energy distribution may not be affected to a greater extent, possibly due to the less polar
nature of the compound in the ground state rather than in the excited state.

Table 2. Difference, Sum and mean of Peak absorption and emission spectra of Nicotinamide in different polar solvents

Solvent 7, i 5, = 5+, (g +7,)/2
WATER 3822630 2358491 1464139 6181121 3090560
ETHANOL 3816794 2392344 1424449 6209138 3104569
ACETONITRILE 3831418 2336449 1494969 6167866 3083933
BUTANOL 3802281 2427184 1375097 6229466 3114733
METHANOL 3816794 2403846 1412948 6220640 3110320

~ . . . 1~ . . -1
Va , absorptlon maximum i c¢m | V/‘ 5 fluorescence maximum in cm
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The absorption and fluorescence emission data of NIC in solution also provided reliable information about the
solvation effects in the ground and excited states. From Table 2, we observe that the magnitude of Stokes shift for the
compound increased with increasing solvent polarity. The large magnitude of the Stokes shift indicates that the excited
state geometry of the compound could be different from that of the ground state and that there will also be an increase in
dipole moment on excitation. Furthermore, these solvatochromic data can also provide information to identify the possible

orbital transition of the compounds, namely 7 —7 or n—n" etc. The data reveals that, with an increase in solvent

polarity, the electronic emission peak undergoes an average of red shift, confirmed as a 7 —7 transition. Generally, the
pronounced emission band shifts and increase in Stokes’ shift values with an increase in solvent polarity indicate there is
an increase in dipole moment on excitation.

Dipole Moments Calculation
To get a further insight into the solvatochromic behaviour of nicotinamide, the spectroscopic properties were
correlated with the solvent polarity functions. From the slope of the Bilot-Kawski, Lippert-Mataga, Kawski-Chamma-
Viallet and Bakhshiev equations, the ground and excited dipole moments were calculated. Figs. 4&5 shows the Stokes
shift and the sum of the wavenumbers versus solvent polarity function for NIC using the Bilot-Kawski equations.

[l Data Points Hl Data Points
Linear Fit Linear Fit

1.5x10° 6x10°4
] |
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_ 1.5x10°4 u _ 6x10°
§ 1.4x10° § ext0r
3 3
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> . >
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Figure 4. Plot of v, -7, versus f(g,,n) of NIC in different Figure 5. Plot of 7, +7, versus ¢(¢,,n) of NIC in different
polar solvents using Bilot Kawski equation polar solvents using Bilot Kawski equation

Similarly, Figs. 6&7 are the plots of the Stokes shift and the mean of the wavenumbers versus the solvent polarity
for Lippert-Mataga and Kawski-Chamma-Viallet equations respectively. The deviation of the data in Figs. 4, 5, 6 &7
could be from the influence of intermolecular association or solute-solvent interaction [51].
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Figure 6. Plot of 7, - ¥, versus F;_,(¢,,n) of NIC in different Figure 7. Plot of (ﬁa +7 f) / 2 versus Fy_.._,(&,,n) of NIC in

polar solvents using Lippert Mataga equation different polar solvents using Kawski-Chamma-Viallet equation

From the slopes of the graphs of Figs. 4, 5, 6 & 7, the ground and excited state dipole moments were calculated and
the values are as shown in Table 3.
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Table 3. Ground state, excited-state dipole moments in Debye (D), and Onsager cavity radius ‘a’ ( A ), calculated by experimental and
theoretical methods for Nicotinamide

b c h h* J k !

aton o Ay AL, Heker Mg owS 40 wm o H,
2258 002 0254 0234 0364 0.064 0216 148 1.87 0 0315 0316 0.096
1D =3.33564x 10" C.cm

“ calculated Onsager cavity radius

” Ground state dipole moment calculated according to Bilot-Kawski, Eqn. (7)

“ Excited state dipole moment calculated according to Bilot-Kawski, Eqn. (8).

¢ Change of excited and ground dipole moments using Eqns. (7&8)

“Calculated change dipole moment according to Lippert-Mataga correlation, Eqn. (14).

’ Calculated ground dipole moment according to Kawski-Chamma-Viallet method, Eqns. (15&7).
£ Calculated change of dipole moment according to Bakhshiev correlation, Eqn. (16).

" calculated ground dipole moments from Gaussian 9 using #td b3lyp/6-311++g

" calculated excited dipole moments from Gaussian 9 using #opt b3lyp/6-311++g
" Angle between ground and excited dipole moments using Eqn. (10)

/ The value from reference ([51])

¥ The value from reference ([51])

! The value from reference ([51])

The calculated values of the ground and excited state dipole moments using Eqns. (7 &8), are 0.02 and 0.254 D.
Due to the different assumptions and simplifications used by each method, the ground and excited state dipole moments
that are estimated by different methods are not similar [60]. The change in dipole moments ( Az =0.364) obtained using

Lippert-Mataga Eqn. (14) is larger than the value obtained by other methods. This is due to the fact that the Lippert—
Mataga equation neglected the polarizable nature of the solute molecules [55]. It has also been reported previouslythat
the change in dipole moment obtained using the Lippert—-Mataga equation is larger than the values calculated by other
methods [55, 23, 40, 61]. Furthermore, the ground and excited E-nicotinamide results from individual stark lobe

measurements were obtained and reported [51], 4, =0.315 and g, = 0.316 D using microwave spectrum. Because of

the used solvents with different techniques and temperatures, the reported results by [51] are slightly larger than the results
of this study using Bilot-Kawski of Eqn. (7&8). Thus, the results of the current study are better than the results previously reported
by [51], because of the difference between the ground and excited state dipole moments required for solvatochromism. The results of
the ground dipole moment in this study are also similar to the results obtained by [52], 0.0967 D on the surface of
nicotinamide by the Helmholtz equation on the basis of surface excess values obtained from surface tension measurements
and surface potential changes.

In general, the difference between the excited and ground state dipole moments ( Az ) obtained by experimental and

theoretical methods is moderately high, indicating that the excited dipole moment is greater than that in the ground state
and also more polar than in the ground state.

Quantum Chemical Calculation

Figs. 8 (a-d) shows the HOMO-LUMO structures, the optimized structure with the dipole moment vector, and the
total electron density with the electrostatic potential map (TED-ESP) for NIC using TD SCF-DFT-B3LYP-6-311G.
It shows the spatial distribution of the electron cloud in three dimensions.

Table 3 shows the dipole moments determined in the gas phase by ab initio calculation using the Gaussian 09
software [49]. The dipole moments calculated by quantum chemical calculations in the gas phase were 1,=1.48 D and
14e~1.9D. The theoretical dipole moments are greater than the experimental results. This is because the dipole moments
that are based on charge densities obtained from Eigen functions of the molecular orbital approximations are considerably
higher than the actual experimental dipole moments [23]. Furthermore, quantum chemistry approaches often produce an
exaggerated electron distribution in molecules, making them more polar than they are in reality [23]. Another reason is
that experimental methods take into account solvent and environmental influences (solvent-solvent interaction), whereas
ab initio calculations only provide results for a free solute molecule in vacuum [53-55].

The other calculated parameters that are very important in quantum chemistry are the HOMO-LUMO energy gaps
of the compounds which reflect the chemical activity of the molecules. Both HOMO and LUMO are the main orbitals
that take part in chemical stability. A molecule with large HOMO-LUMO gaps is generally stable and unreactive, while
ones with small gaps are generally reactive. The HOMO-LUMO band gap for NIC is 0.169 eV. A difference in electronic
distribution was also noticed on the HOMO-LUMO molecular orbital plot of NIC as shown in Fig. 8 (a). Higher electronic
distribution was observed at the LUMO orbital level, and this also confirms that the excited states of the molecules have
higher dipole moments. The obtained results are also similar the the results reported previously [51,52].
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Figure 8. (a) Electron distribution of HOMO and LUMO energy levels; (b) the 3D total electron density with electrostatic potential
map (TED-ESP); (c) The 2D electrostatic potential maps around the molecule of NIC and direction of its dipole; (d) Absorbance
spectra of NIC with 4,,,,, = 268nm theoretically using the Density Functional Theory at B3LYP level of theory at 6-311G**

The electrostatic potential map plot of NIC, as illustrated in Figs. 8(b&c), allows the nucleophilic and electrophilic
areas of the molecules to be estimated. Identifying these nucleophilic and electrophilic areas is critical for the design of
nonlinear optical materials [56] and helps prediction of the site of attack in various photochemical processes [23,55]. The
electrostatic potential map of NIC is represented in red and blue colours. The blue colour represents a positive phase that
corresponds to a nucleophilic region and the red colour represents a negative phase that corresponds to an electrophilic
region [55,57]. Oxygen creates an electron-rich region and the lowest electrostatic potential of the molecule, and nitrogen
is relatively electron deficient for NIC molecules. In addition, the UV/Vis absorption spectra in Fig. 8 (d), the excitation
energies, and their corresponding oscillator strengths are determined using TD-SCF-DFT-B3LYP-6-311G** since it
determines these better than other methods [55,58,59]. The numerical values are shown in Table 4.

Table 4. HOMO-LUMO energy band gap, UV/Vis. absorption wavelengths and corresponding oscillator strengths determined using
TDSCF-DFT-B3LYP-6-311G for Nicotinamide

Band Gap (V) Am)  Ay(nm)  Ay(nm)  E;(eV)  E,(eV)  Es(eV) S, S, S,
0.196 300.75 270.99 26585  4.1225  4.5753 4.6637 0.0006  0.0042  0.0043

E1: excited state 1 energy and corresponding wavelength, 41; oscillator strength, Si. E2: excited state 2 energy and corresponding
wavelength, 12; oscillator strength, So. E3: excited state 3 energy and corresponding wavelength, A3 and oscillator strength, Ss.

CONCLUSION

The ground-state and excited-state dipole moments of nicotinamide were investigated by both experimental and
theoretical methods. It was observed that the excited state possessed a higher dipole moment than the ground state. This
result confirms that the excited states of nicotinamide are more polarized than their ground state and therefore more
sensitive to solvent effects. The differences in the ground state and the excited state dipole moments obtained from various
equations are due to the different assumptions and simplifications made in the solvatochromic methods. The ground- and
excited-state dipole moments obtained by quantum chemical computation (DFT) provided higher results than
experimental findings because the results were computed in vacuum rather than using solvents. In addition, a difference
in electronic distribution was also noticed on the HOMO-LUMO molecular orbital plots of NIC. In general, the spectral
properties observed, the values of dipole moments, and electronic structures of NIC in different solvents provide important
information about charge distribution and solute-solvent interactions, which may be useful in the study of these molecules
in biological systems.
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BILIUB HOJSIPHOCTI PO3UYMHHUKA HA CIIEKTPU NIOTJIMHAHHS TA ®JIYOPECIHEHIII HIKOTUHAMITY:
BU3HAYEHHS JUITOJIBHUX MOMEHTIB OCHOBHOTI'O TA 3BY’KEHOT'O CTAHIB
AtakabTi AGpaxa ebpeiioxanec?, A6ede Benaii®, Ferauey Asemy?
“@axynomem izuxu ynisepcumemy Camapa, Camapa, Eghionia
bMpozpama npuxnaonoi gizuxu, Haykoso-mexnonoziunuti ynieepcumem Aoama, Adama, Egionis
VY 1mbOMy JOCTIKCHHI JAMIIOIbHI MOMEHTH OCHOBHOTO Ta 30yiKeHOro craHiB HikotuHaminy (NIC) Oynu omiHeHi 3a JOMOMOTOIO
COJIbBATOXPOMHHX €(EeKTiB 1 KOMIT'IOTepHUX 004HCIeHb. [lojaHo 3araibHUil OIJIA] BIUIMBY PO3YMHHHKIB Ha €IEKTPOHHI CIIEKTPH
nornuHanHs Ta QayopecueHuii NIC. B 000X crmekTpax CIOCTEpiraliucs BHpPaKeHI COJIbBATOXPOMHI edexT, a 3CyB MiKiB

BHIIPOMIiHIOBaHHA OyB OUTBIINM, HIXK Y BIIIOBIAHUX CIICKTpax MOTIWHAHHS. EKCriepuMeHTanbH JUITOIBHI MOMEHTH OCHOBHOTO ( u, )

Ta 30ymKeHoro (u,) cranis NIC OLiHIOIOTECS 3@ CONBBATOXPOMHIMH 3CYBaMH CLICKTPIB IOrIHHAHHS Ta (uryopecueHuii. Binminnocti

MDK JMIONEHEMH MOMEHTaMH 30y DKEHOTO Ta OCHOBHOTO CTaHIB, BH3HAaUYCHHMH BCiMa METOMAMHM, JOCUTH CXoxi. Po3paxoBaHi
eHepreTryHi 3abopoHeni 30641 HOMO-LUMO, ski ctaHOBIATH 5,566 ¢B. BusiBieHo, 110 TUMONEHUA MOMEHT 30YIXKEHOTO CTaHy
BUIIMH, HDK Y OCHOBHOT'O CTaHy JUIsl BCIX BUKOPHCTaHHX METOJIB, i 1€ HOSICHIOEThCS OLIBII MONSIpHUM 30y keHnM cranoM NIC.
Hapeuiri, criocTepe)xyBaHi CHEKTpaJIbHI BIACTUBOCTI, BUMIpSIHI 3HAUEHHS JUIOJBHUX MOMEHTIB Ta elnekTpoHHi cTpykTypu NIC y
PI3HHMX PO3YNHHUKAX HAJAIOTh BOXKIIMBI BiJOMOCTI PO PO3IIOILN 3apsiLy Ta B3aEMO/III0 MK PO3UHHEHOIO PEYOBHHOIO T2 PO3UMHHUKOM,
110 MOXe OyTH KOPUCHUM Yy JOCTIKEHHI IUX MOJIEKYJ y O10JIOTTYHUX CHCTEMaX.

Ku1104oBi cjioBa: MeToJ COIBBATOXPOMHOTO 3CYBY, JUIOJIbHI MOMEHTH OCHOBHOTO CTaHy, JUIOJIbHI MOMEHTH 30Y/XKEHOTO CTaHy,
HIKOTMHaMI
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The bound state solutions of the deformed Klien-Gordon equation have been determined in the three-dimensional extended relativistic
quantum mechanics 3D-ERQM symmetries using position-dependent mass (PDM) with unequal scalar and vector potential for the
improved Hulthén plus improved deformed type-hyperbolic potential (PDM-SVID(H-TP)) models. PDM with unequal scalar and vector
potential for the Hulthén plus deformed type-hyperbolic potential (PDM-(SVH-DTP)) models, as well as a combination of radial terms,
which are coupled with the coupling L® , which explains the interaction of the physical features of the system with the topological
deformations of space-space. The new relativistic energy eigenvalues have been derived using the parametric Bopp shift method and
standard perturbation theory which is sensitive to the atomic quantum numbers ( j,/,s,m ), mixed potential depths (¥, S,,V},S, ), the rest,

and perturbed mass (movml ) , the screening parameter's inverse ¢ , and noncommutativity parameters (G), T, ;() . Within the framework of

3D-ERQM symmetries, we have treated certain significant particular instances that we hope will be valuable to the specialized researcher.
We have also treated the nonrelativistic limit and applied our obtained results to generate the mass spectra of heavy-light mesons (HLM)

suchasccand bb under PDM-SE with improved deformed Hulthén plus improved hyperbolic potential (PDM-ID(H-TP)) models. When
the three simultaneous limits (@,T, ;() were applied, we recovered the normal results of relativistic in the literature ( 0,0,0 ) for the

PDM-ID(H-TP)) models.

Keywords: Klien-Gordon equation, deformed Hulthén plus deformed type-hyperbolic potential, heavy-light mesons, Noncommutative
quantum mechanics and Bopp's shift method, Canonical noncommutativity

PACS: 03.65.—w3;03.65.Ge;05.30.Jp

1. INTRODUCTION

One of the significant issues in quantum mechanics (QM) and noncommutative quantum mechanics (NCQM) or
extended quantum mechanics (EQM) is the investigation of solutions to the nonrelativistic Schrodinger equation (SE) or
relativistic Klien-Gordon (KG), Dirac and Duffin-Kemmer-Petiau equations for a particle with spin 0, 1/2 or (1,2...) under
the real physical potentials. The hyperbolic and Hulthén potentials are considered to be one of the most important
interactions that have received great attention. It has been the subject of an in-depth study by many researchers within the
framework of fundamental equations [1-5] whether it is a single treatment or a combination of both. In their study of the
bound and scattering states of the KGE with deformed Hulthén plus deformed hyperbolical potential for arbitrary states,
Ikot et al. used supersymmetry quantum mechanics and factorization techniques [6]. The variable mass formalism
provides relevant and practical theoretical predictions of a variety of experimental properties for many-body quantum
systems for this goal [7,8]. The effective mass notion has been applied to numerous important issues in the literature,
including nuclei, metallic clusters, *He clusters, quantum liquids, and nuclei [9-13]. In the present work, we aim to
investigate the solution of KG and SE with deformed Hulthén plus deformed-type hyperbolic potential in 3D-ERQM and
3D-ENRQM symmetries to develop the physical concepts in ref. [6]. We aspire through this work to reveal more new
applications within the framework of extended postulates that include more comprehensive axioms than we know about
relativistic quantum mechanics (see below). These new postulates were connected to the deformation space-space and
phase-phase. The divergence problem of the standard model, gravity quantization, the problem of unifying it with the rest
of the fundamental interactions, and other significant physical problems have emerged despite the brilliant successes of
quantum mechanics in treating physical and chemical systems in various research fields [14-21]. It should be mentioned
that before the renormalization approach was created and gained popularity, Heisenberg proposed the idea of extended
noncommutativity to the coordinates as a possible treatment for eliminating the limitless number of field theories in 1930.
Snyder published the first work on QFT's history in 1947 [22], and Connes introduced its geometric analysis in 1991 and
1994 [23,24] to standardize QFT. I believe that this research will contribute to further subatomic scale investigations and
scientific knowledge of elementary particles. The position-dependent mass with unequal scalar and vector potential for
the improved deformed Hulthén plus improved type-hyperbolic potential (PDM-SVID(H-TP)) models in the 3D-ERQM
symmetries was motivated by the fact that it had not been reported in the literature for bosonic particles and antiparticles.

7 Cite as: A. Maireche, East Eur. J. Phys. 4, 200 (2022), https://doi.org/10.26565/2312-4334-2022-4-21
© A. Maireche, 2022


https://orcid.org/0000-0002-8743-9926
https://doi.org/10.26565/2312-4334-2022-4-21
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334

201
Relativistic Symmetries of Bosonic Particles and Antiparticles in the Background... EEJP. 4 (2022)

The following are the vector and scalar that will be used in this study F,, (r)=(V,,(r.).S, (r.) and m, (r,) which

> Mht

are unified in the following form:

1 0F, .
Fr ):th(r)—g—ar(r)L®+O(® ), 0

where V,,(r),S, () and m,, (r) are the (vector, scalar) potentials and PDM, in 3D-RQM known in the literature [6]:

VS0 WS, (1+4¢=)

Vhr /Shr =
1 _ qe(72ar) 1 _ qe(72ar) (
, 2)
_ m
mht (rnc) - mO + 1_ qe(,zar)

where V,/V, stand for the potential wells' depths, ¢ for deformation, and « is the screening parameter's inverse, m, is

the integration constant (rest mass of the bosonic particles and antiparticles), m; is the perturbed mass, (rnc and r) are

the distances in the EQM and usual QM symmetries, respectively.
The coupling L® is the scalar product of the usual components of the angular momentum operator L (LX L, LZ)

and the modified noncommutativity vector ® (6,,,6,;,6,,)/2 which present the noncommutativity elements parameter.

nc nc

In the case of G, the noncentral generators can be suitably realized as self-adjoint differential operators (x,°, p/*) in

3D-EQM symmetries. NC canonical commutations in a variety of canonical structures satisfying a deformed algebra of
the form (we have used the natural units 7 =c=1) [25-30]:

nc nc 3
|:xﬂ » Dy i| =lhe?ff5/tv
* . 3)
nc nc —
|:xﬂ , X, } —lgﬂvé?

The corresponding generalizing momentums (x, and p, ) in the usual QM symmetries, respectively. Here 6, is

uv
the Kronecker symbol, ( U,V = 1,2,3) R QW is antisymmetric real constant (3 x 3) matrices with the dimensionality

(length)? parameterizing the deformation of space-space, &, 1is the Levi-Civita symbol (¢, =—¢,, =1 for 4#Vv and
¢,.=0),and 6 eR is the noncommutative parameter which measures the non-commutativity of coordinates, 7, =%

is the effective Planck constant. In the first order of the noncommutativity parameter £“'6, the scalar product in 3D-
EQM symmetries is expressed in terms (/*g)(x) as follows [31-34]:

(h*g)(x)= (hg)(x)-is"0/20,hd 8|, - @

The outline of the paper is as follows: Sect. 2 presents an overview of the 3D-KGE under the PDM-SVID(H-TP)
model. Sect. 3 is devoted to investigating the 3D-DKGE using the well-known Bopp's shift method to obtain the effective
potential of the PDM-SVID(H-TP) model. Furthermore, using standard perturbation theory, we find the expectation
values of some radial terms to calculate the corrected relativistic energy generated by the effect of the perturbed effective

potential Wp";t (r) , and we derive the global corrected energies for bosonic particles and bosonic antiparticles whose

spin quantum number has an integer value (0,1,2...). Sect. 4 is reserved for the study of important relativistic particular

cases in 3D-ERQM symmetries. The next section is reserved for the nonrelativistic limits for PDM-SVID(H-TP) models
in 3D-ENRQM symmetries and we apply these results to generate mass spectra of HLM systems. Finally, we present our
conclusion in Sec. 7.

2. AN OVERVIEW OF KGE UNDER THE PDM-SVD(H-TP) MODEL IN RQM SYMMETRY
The radial component u, (r) of the wave function solution W, (r,0,¢) satisfies the differential equation
below [6]:

o 5 _
{W-FE”Z —m; W(r)] u, (r)=0. %)
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The effective potential VI{;’; (r) is determined from:

w, exp(—4ar)+ o, exp(—2ar)+w
()= A A@) o0 (ar) o, ©
(1—qexp(—2(xr))

The parameters @, @, and @, are determined in Ref. [6] as a function of (V,S,,V,,S,,m, m, ). The author of this
Ref. used the SUSYQM and factorization methods to obtain the expression u,, (r) as a function of generalized Jacobi

polynomial P"") (x) in RQM symmetries. We reformulate the relativistic wave function ‘¥, (r,6,4) in terms of the

hypergeometric polynomials ,F, (—n,n+2y 3, +28, +114+2\/ 7}, ,2) as,

7

z

\Pnl:NZYnIz(e’¢) (l_z)ﬁnl oF (_nﬂn+2\/7;1+2:8n1+131+2 XosZ) s (7

where z equal gexp(—2ar) while N, and(y,, y; and ;) are given by:

g @ Eummp . 0 Eiom
"4dtqt 4t T 4’ A’
3 ) 8
— B —m? " Nn,l"(n+2w/;(nl+1) ®)
nl — - s
4a’q’ 4o’ n!r(z/;(;l +1)

1
with S, equal \/Z+ X — x4+ 1, - We obtained the energy for bosonic particles E;, and bosonic antiparticles £,

from the square root of the equation of energy [6]:

2
1 ’—
EX—m} = _W[—wgao—wl +2a(n+ G)J +o,, ©)

1
where a:%[1+\/l+a2—qz<a)l+qw2—q2w3)J

3. SOLUTIONS OF PDM-SVID(H-TP) MODELS IN 3D-ERQM SYMMETRIES
By applying the new principles which we have seen in the introduction, Egs. (3) and (4), summarized in new
relationships MASCCCRs and the notion of the Weyl-Moyal star product. These data allow us to rewrite the usual radial
KG equations in Eq. (5) in 3D-ERQM symmetries as follows:

d’ .
[W+Ef,—m§—m;(r)] 1, (r)=0. (10)

There are two approaches to including non-commutativity in the quantum field theory: either through the Moyal
product on the space of ordinary functions or by redefining the field theory on a coordinate operator space that is inherently
noncommutative [35-37]. It is known to specialists that the star product can be translated into the ordinary product known
in the literature using what is called Bopp's shift method. F. Bopp was the first to consider pseudo-differential operators

obtained from a symbol by the quantization rules (x, p) - | X=x--0,, f)=x+é@x instead of ordinary

_t
2
correspondence (x, p) - [i =x,p=x+ %axj , respectively. This procedure is known as Bopp's shifts (BS) method,

and this quantization procedure is known as Bopp quantization [38-45]. It is worth motioning that the BS method permutes
us to reduce Eq. (10) in the simplest form:

d2 ht
(W*Eff‘mé—%(m)] u, (r)=0. (1)
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The Taylor expansion of W(rm,) can be expressed as in the 3D-ERQM symmetries, as [42-52]:

(rm,)th’(r)—aWL;(r)L®+0(®z). (12)

Wht ol
& 2ror

e

Substituting Eq. (12) into Eq. (11), we obtain the following, as in the Schrodinger equation:

d’ ; er
[drz +E =W (1)~ ’(r)] w, () =0, (13)
with
pert 1 a Weh‘t (7")
W, (r):—;aj—/rL®+O(®2). (14)

By comparing Egs. (5) and (11), we observe an additive potential W, (r) dependent on new radial terms, which
are coupled with the coupling L® that explains the interaction of the physical features of the system with the topological
deformations of space-space:
2aw, exp(—4ar) Lo exp(—2ar) . 2aqw, exp(—6ar)

r(l - qe(‘z""))z r(l - qexp(—Zazr))2 r(1-gexp(-2ar))
2aqw, exp(—4ar) . 20qo, exp(—2ar)
r(l - qexp(—thr))3 r(l - qexp(—Zc{r))3

3

Wh,tm-z(r): L®+0(®z) s (15)

Eq. (13) cannot be solved analytically for any state / =0 because of the centrifugal term and the studied potential

itself. The effective perturbative potential /" (r) in Eq. (15) has a strong singularity » —0, we need to use the
suitable approximation of the centrifugal term proposed by Kurniawan et al. [46] and applied by Ikot et al. [47]. The
radial part of the 3D-DKGE with the PDM-SVID(H-TP) models contains the centrifugal term I(/ +1)/#> and /(I +1)/#*
since we assume / # 0. However, the PDM-SVID(H-TP) model is a kind of potential that cannot be solved exactly when

the centrifugal term is taken into account unless /=0 is assumed. The conventional approximation used in this paper is
as follows:

1/7? = @ /sinh? (ar) = 4a’ /(1-z)’ . (16)

This gives the perturbative effective potential as follows:

2 3 2
Wl (r) = bz -+ ﬂ123+ P —+ Pz —+ ﬁ524 L®+0(®2), (17)
(1-2) (-2 (-2 (-2 (1-2)
. 4o’ 20w, 4’ w, 40’ w, )
with g = 7 , B, = p; , By = 7 ,ﬂ4=Tandﬁ5:4aa)3.

2 3 2
z z z

(1=2) " (1=2) " (1-2)"" (1-2)'

and ﬁ to become PDM-SVID(H-TP) models in 3D-ERQM symmetries. The new additive part 7" (r) is also
1-z

proportional to the infinitesimal coupling L®, this is logical from a physical point of view because it explains the

interaction between the physical properties of the studied potential L and the topological properties resulting from the

deformation of space-space ®. This allows us to consider the additive effective potential as a perturbation potential

The PDM-SVID(H-TP) model is extended by including new radial terms

compared with the main potential W, (r) (parent potential operator) in the symmetries of 3D-ERQM symmetries, that is,

the inequality W2 (r) << W, (r) has become achieved. That is all the physical justifications for applying the time-
independent perturbation theory become satisfied. This allows us to give a complete prescription for determining the
energy level of the generalized (n,l ,m)’h excited states.
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3.1. The expectation values /' () in the 3D-ERQM symmetries

In this subsection, we want to apply perturbative theory in the first order to find the expectation values A(I:I’ A

(nim)

A(Sn'j;) , A(‘: hlfn) and A(5 ) for bosonic particles and bosonic antiparticles taking into account the unperturbed ¥, (r, 6’,¢)

which we have seen previously in Eq. (7):
Pk 2\/7+21 -2 28— 21

nlm

2\ 3 +1-1 20,
A2ht — 1 z

nlm

nim

A(4hr —NJ 2\/7+211 Zz

nim

(1-2)
(1-2)™
A(am Nf 2\/7+3 1(1 Z)z ' Fde , (18)
(1-2)
(1-2)

A N 24,31
A0 = !l Fdz
with
2
F{ zFl(—n,n+2,/;(;, 128, +L1+ )@,,z)} ,
n2
and N=—"1.

2a

iht
(nim)
we have introduced the change of variable z = gexp(-2ar). This maps the region 0<r<wto 0<z<g and allows

We have used useful abbreviations <A> = (n,l,m ||A|| n,l,m) toavoid the extra burden of writing. Furthermore,

. d . . . .
us to obtain dr =—1/22% . We can evaluate the above integrals either in a recurrence way through the physical values
oz

of the principal quantum number (7 = 0,1,...) and then generalize the result to the general (n,1, m)th excited state or we

use the method proposed by Dong et al. [48] and applied by Zhang [49], to obtain the general excited state directly. We
calculate the integrals in Egs. (20) with help of the special integral formula:

L ~ T(E)T(z
J:) z° 1(l—s) 1[ B (cl,cz;c3;z)J2 dz :% ,F, (Cl ’CZ)ﬂ;c:;;ﬂJra,'l), (19)
here F, (¢, .c,.B:¢;, f+a:1) equal 2¢ the symbol (¢, ) = denotes the rising factorial or Pochhammer

= (cy), (z+&)n!
symbol while F(f)O denoting the usual Gamma function. For the case ¢ =1 and by identifying Eqgs. (18) with the

integrals in Eq. (21), we obtain the following results:

W TVr+2)res,-2)

(rl/m): qu—‘(B ) F(Yn/’Bnl’l)

A = 2 )rea. -2 F(Y B, -1:1)

(nlm) N F(B _1) nl>=nl H

. (2J7+3) (28, -

A =5 ) F(Y,,/,Bn,,l) : (20)
nl

4ht (2\/7+2) Zﬂ”]

A(nlm)7 N~ IF(B —1) F(erl’B 11)
nl

. TV +)res-)

(nlm) = Nll—( 2) F(YHI’BHI 2,1)
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with

B,,] =2\[ erl +2’ﬂnl’
Y, :(—n,n+21l;(;, +28,+LX, 51+ 2 70 ) >

Y'nl :(_n’n—‘rzvl/:l +2ﬂnl +1an’1+2 Z/?l)’
and
X/;/ :2ﬂ111_3‘

3.2. The corrected energy for the PDM-SVID(H-TP) models
The crucial goal of this sub-section is to identify the contribution under the PDM-SVID(H-TP) models, in 3D-
ERQM symmetries, arising from deformation space-space using the method we have successfully applied in the past and
are always working to develop. We can confirm that the PDM-SVD(H-TP) models are in place, which we provided
through a summary of the bosonic particles and bosonic antiparticles in Eq. (9), produce a significant contribution to
relativistic energy known in the literature under deformation KG theory, whereas the new contribution is generated from
the topological properties under space-space deformation. The influence of the perturbed spin-orbit effective potential

W,k (r) corresponding to the bosonic particles and bosonic antiparticles with spin-s produces the first contribution.
We obtain the perturbed spin-orbit effective potential by replacing the coupling of the angular momentum operator L

and the NC vector ® with the new equivalent coupling L® —-OLS (@ =0}, +0, + 0], ) This degree of freedom

results from the arbitrary nature of the infinitesimal NC vector ® . We have oriented the spin-s of the bosonic particles

and bosonic antiparticles to become parallels to the vector ® which interacted with the PDM-SVID(H-TP) models.
Additionally, we use the following transformation which is well known in QM symmetries:

OLS +(0/2)G’,
with
GZ — JZ _LZ _SZ

It is well known in QM symmetries, that the operators ( I:I';z ,J, 12, S?and J . ) form a complete set of conserved
physics quantities, and the eigenvalues 2 F' ( j,l,s) of the operator G?are equal to the values j(j+1)-/([+1)-s(s+1),
|l —s| <j< |l + s| in 3D-ERQM symmetry. As a direct consequence, the square partially corrected energies AE;"> due
to the perturbed effective potential W/ (r) produced for the (n,! ,m)'h excited state, as follows:

AEY? =OF (j,l,s) (K)' @1

ht (nim) *

ht
(nlm)

the effect of the PDM-SVID(H-TP) models, are determined from the following expression:

The global expectation values (K > for the bosonic particles and bosonic antiparticles, which were created from

ht S ahi
(K iy = Z By - 22)
The second principal physical contribution for the perturbed potential W, (r) is proven when we substitute the
coupling interaction L® with physical coupling LN and we chose N= Ne_ for simplification with physical condition
[@] = [1:] [N] = (length)?, here (N and 7) present the intensity of the magnetic field induced by the effect of the deformation

of space-space geometry and a new infinitesimal noncommutativity parameter. This choice that the magnetic field is directed
according to the (Oz) axis serves to simplify quantitative calculations without affecting the nature of the physical point of

view; we also need to apply the identity <n Jd ,m |L, n,l,m) which is equal mé . 6, 6. (—|l| <m< +|l| ). All of

m Il nn

these data allow for the discovery of the new square improved energy shift AE]"** due to the perturbed Zeeman effect
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created by the influence of the PDM-SVID(H-TP) models for the (n,l ,m)m excited state in 3D-ERQM symmetries as

follows:

AE!? = (K" m . (23)

(nlm)

After we have completed the first and second stages of the self-production of energy, we are going to discover
another very important case under the PDM-SVID(H-TP) models in 3D-ERQM symmetries. This physical new

phenomenon is produced automatically from the influence of perturbed effective potential W, (r) . We consider the

bosonic particles and bosonic antiparticles undergoing rotation with angular velocity € . The features of this subjective
phenomenon are determined through the substitute of the arbitrary vector ® with the new physical quantity y.2.
Allowing us to replace the coupling L® with yLLQ, y is just an infinitesimal real proportional constant. The effective

potentials VV;::;"”’ (z) which induced the rotational movements can be expressed as follows:

W (r) = (K ), L. en)

We chose a rotational velocity Q parallel to the (Oz ) axis (2 =Qe_) to simplify the calculations. The perturbed
generated spin-orbit coupling is then transformed into new physical phenomena as follows:

Whtfrot (Z)LQ — mWhtfrot (Z)LZ . (25)

pert pert

All of these data allow for the discovery of the new corrected square improved energy AE;"* due to the perturbed

effective potential W™ " (z) which is generated automatically by the influence of the PDM-SVID(H-TP) models for

pert

the (n,! ,m)th excited state in 3D-ERQM symmetries as follows:

ht

AE”;[Z = zgz<K>(nlm) m. (26)

It is worth noting that the authors of ref. [48] were studied rotating isotropic and anisotropic harmonically confined
ultra-cold Fermi gases in two and 3D space at zero temperature, but in this case, the rotational term was manually added

to the Hamiltonian operator, whereas, in our study, the rotation operator the’r;m’ (Z)LQ appears automatically due to the

effect of the deformation of space-space under the PDM-SVID(H-TP) models. The eigenvalues of the operations G* for
bosonic particles and antiparticles (negative energy) with spin s = (1,2..) are equal to the following values F ( J,1 ,s) .

In the 3D-ERQM symmetries, the total relativistic improved energy E’ for the case of the bosonic particles and bosonic

nc

antiparticles with spin has an integer value (0,1,2...) and satisfies the Bose-Einstein statistics such as (z* and 7°) with

PDM-SVID(H-TP) models, corresponding to the generalized (n,1, m)'h excited states are expressed as:

E'=E; £[(K)" J(A(RQ)m+ O], 27)

nl = (nim

where
A(&Q) =N+ Q.

Here E;, are usual relativistic energies under the PDM-SVID(H-TP) model obtained from equations of energy in
Eq. (9). It should be noted that the positive and negative sign denotes the improved energy of the bosonic particles which
corresponds to the positive and negative energy of the bosonic antiparticles which corresponds to the negative energy.
We can now generalize our obtained energies E" ", in a unified formula, under the PDM-SVID(H-TP) models that

t—nc

were produced with the global induced potential W,/ (r):

ht-blap __ ht
E" = B0

t—nc

ht
EHC

)-iol-

ht
Enc

). (28)
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by using the unit step function (also known as a viside step function H(x) or simply the theta function). It is important

to point out that because we have only used corrections of the first order of infinitesimal noncommutative parameters
(®,7, x), perturbation theory cannot be used to find corrections of the second order (@2 N ) .

4. STUDY OF IMPORTANT RELATIVISTIC PARTICULAR CASES IN 3D-ERQM SYMMETRIES
We will look at some specific examples involving the new bound state energy eigenvalues in Eq. (27) in this section.
By adjusting relevant parameters of the PDM-SVID(H-TP) models in the 3D-ERQM, we could derive some specific
potentials useful for other physical systems for much concern the specialist reach.

(1). If we choose, V, =0,S,=S =m =0 and a > /2 in Eq. (1), we obtain the improved generalized Hulthén

potential (GHP) and the global relativistic energy for the bosonic particles E”~” (bosonic antiparticles £”~“) under
the improved GHP in 3D-ERQM symmetries as:
EV (*(ZI‘) QV (720(//)
V() =V ()| T 9 g
r(l—qe ) r(l—qe(’“")) . (29)

E" = E" J_{(K)h” )(A(NQ)m+®F)} -

ne (n]m

HereV, (r) presents the GHP in 3D-RQM symmetries [51], while <K >hp (n, Vo,a,m) is determined from the limits:

(nlm)

(K (WVom) = Lim (K},

(Vi=Sy=8,=m,a)~40,a/2)

The first two parts E"”* describe the relativistic energies of bosonic particles and bosonic antiparticles. In 3D-RQM

symmetries, the rest of the terms present the topological effect of the deformation space-space (TDSS) on the thesis’s
main energies E”*

nl

1
(2). If we choose, « =E,q = exp[%] and V, =qV, = exp[%} in Eq. (1), we obtain the improved Woods-Saxon

potential (WSP), the global relativistic energy for the bosonic particles E”* (or bosonic antiparticles E)”~“) under
the improved WSP in 3D-ERQM symmetries as:

v, r—o
2ReXp[ R J
V (nc)—V (r)+ LO

ws — Tws 2
r{l—exp[r_ReJ] > (30)

EY =E"* i[ (K )y (A(RQ)m+ ®F)} -

ne nim

where V,,6 and R are the potential depth, the width of the potential, and the surface thickness whose values

correspond to the ionization energies, respectively, V, (r) present the standard WSP [52] while the rest terms give the

ws
hp
(nlm)

influences of TDSS on the standard WSP,(K >Wp obtained from <K >

(nhn)

with (¥,,a)—{qV,,%). The first two parts

E'"*in RHS of Egs. (30) describe the relativistic energy of bosonic particles and bosonic antiparticles within the

wpt
nl

framework of 3D-RQM while the rest terms are present in the TDSS on the thesis’s main energies E'’* which are

obtained from making these substitutes.

5. SE WITH PDM-ID(H-TP) MODES IN 3D-ENRQM SYMMETRIES
To realize a study of the nonrelativistic limit, in 3D extended nonrelativistic QM (3D-ENRQM) symmetries, for the
PDM-ID(H-TP) models, two steps must be applied. The first corresponds to the NR limit, in 3D-NRQM symmetries.

This is done by applying the following simultaneous replacements, ( £, +m, and E ,—m,) by (2m,and E]] ),



208
EEJP. 4 (2022) Abdelmadjid Maireche

respectively in addition to the setv S, = §, = 0 . After straightforward calculation, we can obtain the NR-energy equation
for PDM-D(H-TP) models as:

nr 2 nr 2
M +2a (n +o™" )
E" 200" e 31
" 8q : (mo -N ) ’
”" 20V +2 +VE+m’
with o, and V are equal % 1+, [1- pz ~| and — 5 (moml 7 )1 ™ respectively, while:
aq my =V,

o =24EV, - 24°EV, Vi + 4’V
@y ==2ENV,+2qV,V, —2qmym, +41(1+1)a’ | (32)
o) =2ENV, +2(m, =V, )V

with
2 nr nr

nro__ nr
P =q 0y —0 —q4a, .

Now, under the conditions of NR-limit, the new NR-expectation values B , B> = B = B , and B are

(nlm) * (nim) > (nim) > (nim (nim)
obtained from the expectation values A, Aviy s Ay s Aoy and A

, by setting S, =S, =0and £ —/ in
Eq. (20). As a direct consequence, the new NR improved energy E™~" of the excited state (n,l , m)th in 3D-ENRQM

nc—nl

symmetries under the PDM-ID(H-TP) models equals the NR-energy E!/ in Eq. (31) under PDM-D(H-TP) models plus
the NR corrections which are generated with the effect of deformation space-space, as:

nr—ht

En o =Ey +[ (K Yy (A (RQ)m+ ®F} ~ o

ne—nl

where
K nr—ht i anaht
< >(nlm) _azlﬁa (nlm)'

6. Spin-averaged mass spectra of HLM under PDM-ID(H-TP) modes
The quark-antiquark interaction potentials, are spherically symmetrical and provide a good description of HLM such
as cc and bb under PDM-ID(H-TP) modes. This would give us a strong incentive to dedicate this section to the purpose

to determine the modified spin-averaged mass spectra of HLM under the PDM-ID(H-TP) modes interaction by using the
following formula:

3
X E"* for spin-1
a= .

ht __ nr ht _
+M), —mq+m;+En1 =M =m, +m_ + (34)

E!" for spin-0

The LHS of Eq. (34) describes spin-averaged mass spectra of HLM in usual QM symmetries [53-57], while the RHS
is our self-generalization to this formula in 3D-ENRQM symmetries, m, and m._ are the quark mass and the antiquark

mass, M is the spin-averaged mass spectra of HLM under the mass-dependent SE with the vector quark-antiquark
interaction in usual NRQM symmetries, E); is the nonrelativistic energy under PDM-ID(H-TP) modes, which is
E"* and E!") are the modified energies of HLM which have spin-1

ne

determined by generalizing Eq. (33) while ( £

nc

while E™ is the modified energies of HLM that have spin-0. We need to replace the factor F ( j,l,s) with new

nc

generalized values as follows:

é for (j=1+1,5s=1)

F=4-1 for (j:l,s:l) . (35)
—(l—i—l) for (j:l—l,szl)

0 for (j=1,5=0)
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The modified energies (E™', EM*, E"* and E’) correspond to Eq. (35) and can be expressed by the following formula:

ne 2 “nc 2

nr—ht

1/2
EM" =E" J{ (K )y (N(RQ)m+ %)}
EN =Ey +[ (K)o (A(RQ)m— @)} -
: (36)
Ey =Ey J{ (K)o 2 (A(RQ)m-0(I+ 1))} -

nr—ht

1/2
E" =E" { <K>(n/m) A(XQ)m)}

By substituting Eqgs. (36) and (35) into Eq. (34), the new mass spectrum of the HLM systems in 3D-ENRQM
symmetries under the PDM-ID(H-TP) models for any arbitrary radial and angular momentum quantum numbers becomes:

<E,f'c’ >np For spin —1
M:: = M:; + e \172 . . , (37)
(<K>(nlm) ) |: (TN+ Zf}) m):| For Spin — 0

with <E:C’> mean physically the value of the nonpolarized energy which takes into account different all spin values:
np

nr—ht 12
ht _ (< >(nlm) )
(EL), =5 h(@.z.m.). (38)

and /(©,7,x,m,l) is given by:

h(©,7, 7,m,1) :H((rm ;(Q)m+®1/z)J " +[ (N ZQ)m—@))J " +[ (N ;(Q)m—@(l+l))] ”2J . (39)

It is important to notice that the new function #% (G), T, x,m,l ) describe the topological defect de deformation space-
space because it disappears in the absence of the non-commutativity parameters (®,z, y ). The LHS of Eq. (37) is the
spin-averaged mass spectra M of HLM under the PDM-D(H-TP) modes in 3D-NRQM symmetries and the RHS is
produced with the effect of deformation space-space which is sensitive to the atomic quantum numbers (n,l 5 JsS, m) and
potential depths (V,S,,V;, S, ).

7. CONCLUSIONS
This paper presents an approximate analytical solution of the 3D-ERQM and 3D-ENRQM symmetries with PDM-
SVID(H-TP) and PDM-ID(H-TP) models using the parametric Bopp shift method and standard perturbation theory.
Under the deformed features of space-space, we found new bound-state energies that appear sensitive to quantum numbers

(n, j,l,s,m), the mixed potential depths (VO,SO, V., S, ) , the rest and perturbed mass (mo’ml) , the screening parameter's

inverse & , and the noncommutativity parameter(@, T, ;() . Moreover, the nonrelativistic limit of the studied potential in

3D-ENRQM symmetries has been investigated. The modified spin-averaged mass spectra of HLM in both 3D-NRQM
(commutative space CS) and 3D-ENRQM symmetries were determined by applying our results of the new nonrelativistic
energies that represent the binding energy between the quark and antiquark. We have treated certain significant particular
instances that we hope will be valuable to the specialized researcher such as the improved GHP and the improved WSP
in the context of 3D-ERQM symmetries. It is shown that the PDM-SVID(H-TP) model in a 3D-ERQM has a behavior
similar to the dynamics of bosonic particles and bosonic antiparticles under the PDM with PDM-SVD(H-TP) in a 3D-
RQM symmetry (CS) influenced by the effect of constant magnetic field and a self-rotational which can be similar to the
behavior of coupling to spin-orbit. As a result, the dynamics of PDM-SVID(H-TP) models in a 3D-ERQM symmetry
under the DKGE are similar to the dynamics of a particle in a 3D-RQM symmetry under the Duffin-Kemmer equation
which describes bosonic particles with spin-1.
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PEJIATUBICTCBKI CUMETPIi BO3OHHUX YACTUHOK I AHTUYACTUHOK HA ®OHI O3UIIIAHO-
3AJIEXKHOI MACH 1J11 BIOCKOHAJIEHOI'O TE®OPMOBAHOI'O XIOJIBTEH ILTIOC HOKPAIIIEHOT'O
MNOTEHLIAJY I'MEPBOJITYHOI'O TUITY Y CUMETPISAX 3D-EQM
Abapeapmamkug Maiipeme
Daxynemem @izuku, Ynisepcumem Mcina, Jlabopamopis PMC, Yuigeepcumem Mcina, Anxcup
Po3Bs3anns 3B’s13aH0rO0 cTany nedopmosanoro piBHsSHHS Kimiena-['oppona Oyiu Bu3HAa4eHI B CHMETPIsSX TPUBUMIPHOI pO3MIMPEHOT
penstuBicTcbkoi kBaHTOBOI MexaHiku 3D-ERQM 3 BukopucTaHHAM mo3umiiiHo-3anexxHoi mMacu (PDM) 3 HepiBHHM CKaJISIpHHM i
BEKTOPHHUM IIOTEHLIaJIOM Julsl BIoCKoHaneHoro nedopmosanoro Hulthén mmroc mokpaineHoro moreHmiany rinepOONiYHOrO THITY
(PDM-SVID(H-TP)). PDM 3 HepiBHUM CKaJISIPHUM i BEKTOPHUM HOTeHHianoM it Mozenei Hulthén miroc rinep6onivnuii moTeHmian
nedopmoanoro tumy (PDM-(SVH-DTP)), a Takoxx koMOiHawis pafialbHUX 4YICHIB, sSKi HOB’s3aHi 3 L@ , 10 HOSCHIOE B3aEMOJIII0
(i3MIHOr0 0COOJIMBOCTI CHCTEMH 3 TOMOJIOTIYHUMH JedopMamisMu npocTip-npoctip. HoBi pensTHBICTCHKI BlIacHi 3HAYEHHS €Hepril
OynH OTpHMaHI 3a JOIOMOTOI0 MapaMeTPUYHOr0 MeToxy 3cyBy bomma Ta cranmapTHoi Teopii 30ypeHb, ska JyTJIMBAa O aTOMHHX

KBaHTOBMX umcen ( j,/,s,m ), 3MilIaHUX NOTeHUianbHuX rmbuH (V,,S,,V,S; ), cnokoto Ta 30ypeHoi macu (mu_ml) , TapameTpa

eKpaHyBaHHsI, 3BOPOTHOTO MApaMeTpy ¢ , i mapaMeTpiB HEKOMYTaTHBHOCTI (G), T, ;() . Y pamkax cumetpiii 3D-ERQM mu po3risiHym

MICBHI BOXJIMBI OKpPEMi BHUIIAJIKH, SIKi, IK MU CHOAIBaeEMOCS, OyIyTh IIHHUMH JIJIS TOCIITHUKIB-CIIEIiaTicTiB. MU TaKoX PO3TIISHYIIH
HEepEeIITUBICTCEKY MEXY Ta 3aCTOCYBAJIM HAIlll OTPUMaHI pe3yJIbTaTH JJIsl CTBOPEHHS Mac-CHEeKTPIB BXKHX 1 JIeTkuX Me30HiB (HLM),

Takux K cc Ta cc 'y pamkax PDM-SE 3 mokpamennmu gedhopmoBannmu monessimu Hulthén mmoc mokpaimenoro rinep6osigHoro
noreniany (PDM ID(H-TP)). Kosmu Oymno 3acTocoBaHO TpH OIHOYACHI OOMEKEHHS (@,z’, ;() , MH BiJJHOBWJIM HOPMAJIbHI
pensITUBICTCHKI pe3ynbTati B nitepatypi ( 0,0,0 ) ans moxeneit PDM ID(H-TP).

Kurouosi cioBa: piBusiaHs Kiiena-I'opiona, nedopmosanmii XyibTeH 1miroc qeopMoBaHuii rinepOosiyHuil HOTeHIial, BaKKi-JIerKi
Me30HH, HexoMyTaTHBHa KBaHTOBA MeXaHika Ta MeTo 3cyBy bomma, KaHoHiYHa HEKOMYTaTHBHOCTh
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Due to their unique photophysical and photochemical properties and high sensitivity to the beta-pleated motifs, cyanine dyes are
increasingly used as molecular probes for the identification and characterization of amyloid fibrils in vitro and the visualization of amyloid
inclusions in vivo. In the present study the spectroscopic and molecular docking techniques have been employed to evaluate the amyloid
sensitivity and the mode of interaction between the trimethine cyanine dyes and the native (LzN) and fibrillar (LzF) lysozyme. It was found
that the trimethine association with non-fibrilar and fibrillar forms of lysozyme is accompanied by the changes in the dye aggregation
extent. The molecular docking studies indicate that: i) the trimethines form the most stable complexes with deep cleft of the native
lysozyme; ii) the dye binding to non-fibrillar protein is governed by the hydrophobic interactions, n-stacking contacts between aromatic or
cyclopentane ring of the cyanine and Trp in position 63 or 108 and hydrogen bonds between the OH-groups of the trimethines and acceptor
atoms of Asp 101 (AK3-7) and Gln 57 (AK3-8) of LzN; iii) cyanine dyes form the energetically most favorable complexes with the groove
Gly 2-Leu 4/Ser 8-Trp 10 of the lysozyme fibril core; iv) cyanines-LzF interaction is stabilised by hydrophobic contacts, n-stacking
interaction and hydrogen bonds. The dyes AK3-7, AK3-5 and AK3-11 were selected as the most prospective amyloid probes.

Keywords: Trimethine cyanine dyes, lysozyme, amyloid fibrils.

PACS: 87.14.C++c, 87.16.Dg

During the last decades, cyanine dyes have found numerical applications in a variety of research areas including
bioanalysis, pharmacology, medicine, optoelectronics, photoelectrochemistry, laser technologies, etc. [1-6]. Likewise, these
probes appeared to be especially useful for the detection of the disease-related protein aggregates, amyloid fibrils, due to their
advantages such as 1) long wavelength absorption and emission maxima [7,8]; ii) dependence of the cyanine photophysical
properties on the protein environment resulting from the flexibility of the polymethine chain in their structure [9, 10];
iii) significant enhancement of fluorescence emission upon binding to amyloid fibrils [11-13]; iv) the characteristic fluorescence
turn-on mechanism in the presence of aggregated proteins [14,15]; v) the ability to form self-assembled supramolecular
complexes [15-17], vi) rather high amyloid sensitivity and specificity of cyanines [10,13,14]. More specifically, cyanine dyes
were effectively used for: 1) in vivo fluorescence imaging of amyloid B-plaques [11,18]; ii) monitoring the fibrillation kinetics
of amyloidogenic proteins [12]; iii) preventing and modulating protein fibrillization [16,19], to name only a few.

Recently, we have reported the ability of trimethine cyanine compounds to detect the insulin amyloid fibrils [15].
Briefly, based on the comprehensive analysis of the spectral characteristics of trimethines in the buffer solution and in the
presence of control and fibrillar insulin we demonstrated that the dyes under study are capable of distinguishing between
the non-aggregated and fibrillar insulin [15]. Moreover, the dye AK3-11 was selected as the most effective amyloid sensor
among the studied cyanines due to conversion of the AK3-11 non-emissive assemblies in aqueous solution and non-
fibrillized insulin to the highly fluorescent monomeric species in the presence of the fibrillar insulin [15]. Furthermore,
we demonstrated that these trimethine derivatives possess the potency to interfere with the insulin aggregation [19].
However, all the above studies were performed using the insulin as a model protein. Besides we didn’t evaluate the influence
of protein charge and hydrophobicity on the amyloid-sensing potential of the cyanine dyes. To fill this gap, the aim of the
present study to investigate the interactions between the trimethine cyanine dyes and the lysozyme amyloid fibrils using the
spectroscopic and molecular docking techniques. More specifically, we concentrated our efforts on characterizing both the
spectral responses and the potential binding sites of the cyanines in the presence of fibrillar and non-aggregated lysozyme.

MATERIALS AND METHODS
Materials
Egg yolk lysozyme (Lz) was purchased from Sigma, USA. The trimethine cyanine dyes (Figure 1) were synthesized
at the University of Sofia, Bulgaria, as described previously [15]. All other reagents were of analytical grade and used
without further purification.
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Figure 1. Structural formulas of the trimethine cyanine dyes

Preparation of working solutions

The stock solutions of the examined trimethine cyanine dyes were prepared immediately before measurements by
dissolving the dyes in dimethyl sulfoxide. The concentrations of the dyes were determined spectrophotometrically, using
their extinction coefficients [15]. The lysozyme stock solution (10 mg/ml) was prepared by dissolving the protein in
10 mM glycine buffer (pH 2.0). This solution was used as reference for non-aggregated protein (LzN). The amyloid fibrils
of lysozyme were prepared by the protein incubation in 10 mM glycine buffer at pH 2 and 60°C for 14 days. The amyloid
nature of the protein aggregates was confirmed by ThT assay and the transmission electron microscopy. Hereafter, the
fibrillar lysozyme is designated as LzF.

Spectroscopic measurements

The steady-state fluorescence spectra were collected on a FL-6500 spectrofluorimeter (Perkin-Elmer Ltd.,
Beaconsfield, UK) at 20°C with excitation wavelength 590 nm using the 10 mm path-length quartz cells. The excitation
and emission slit widths were set at 10 nm. To record the fluorescence spectra of the cyanines in the dye-protein
complexes, the appropriate amounts of the stock solutions of the non-aggregated or fibrillar lysozyme were added to each
dye in 5 mM sodium phosphate buffer (pH 7.4).

The absorption spectra of the dyes were acquired on Shimadzu UV-2600 Spectrophotometer (Japan) at 25°C using
10-mm path-length quartz cuvettes. To measure the absorption spectra of cyanine dyes in the aqueous phase or in the
complexes with lysozyme, appropriate amounts of the stock dye solutions in DMSO were added either to 5 mM sodium
phosphate buffer (pH 7.4) or directly to the working protein solutions and were incubated for one hour. The deconvolution
of the dye absorption spectra was performed in the Origin 9.0 (OriginLab Corporation, Northampton, USA) using the
log-normal asymmetric function (LN) [20]:

A=A, exp| — 2 27 (1
In*(p)  a-v,

where A denominates the absorbance, 4, is the maximum absorbance, v is the wavenumber, v, is the peak position,
L expresses the asymmetry of the function defined as:

p = Ye = Vuin )

Vmax - V(‘

where v, and v, . represent the wavenumber values at half-absorbance. The parameter a designates the limiting

max

wavenumber:
(vmax - vmin ) ) p
— (3)

a=v,+
p -1

c

Molecular docking studies

To define the most energetically favorable binding sites for the examined dyes on the lysozyme amyloid fibrils, the
molecular docking studies were performed using the the AutoDock (version 4.2) incorporated in the PyRx software
(version 0.8) [21]. To further characterize the nature of the dye-protein interactions, the protein-ligand interaction
profiler PLIP was used [22]. The dye structures were built in MarvinSketch (version 18.10.0) and optimized in Avogadro
(version 1.1.0) [23,24].The crystal structures of hen egg white lysozyme (PDB ID: 3A8Z) was taken from the Protein
Data Bank. The lysozyme model fibril was built from the K-peptide, GILQINSRW (residues 54—62 of the wild-type
protein), using the CreateFibril tool as described previously [25].
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RESULTS AND DISCUSSION
Fluorescence spectra of trimethines in the unbound state and in the presence of the native and fibrillar lysozyme are
presented in Figure 2.
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Figure 2. Fluorescence response of trimethine cyanine dyes to the non-fibrillar and fibrillar lysozyme. The dye and protein
concentrations were 0.5 uM and 3.4 uM, respectively.

The photophysical properties of the examined cyanines in the buffer solution were examined previously and
summarized in the Table 1. Specifically, the trimethines AK3-1, AK3-3, AK3-5 and AK3-7 exhibit a negligible
fluorescence in buffer solution with the emission maxima located between 640 and 651 nm, depending on the dye
chemical structure [15]. Besides, trimethines AK3-8 and AK3-11 are characterized by a negligible fluorescence intensity
in buffer and do not show clear emission and excitation maxima [15]. The addition of the non-fibrillar lysozyme to the
AK31, AK33, AK38 and AK3-11 in the buffer solution was accompanied by a significant enhancement of the dye
fluorescence intensity along with a slight bathochromic shift (1-6 nm) of the excitation and emission maxima. In turn, the
association of AK3-5 and AK3-7 with LzN was followed by a slight fluorescence increase coupled with a ~ 70-nm shift
of the dye excitation maxima to the shorter wavelengths. Simultaneously, a ~ 15 nm bathochromic shift of the AK3-5 and
AK3-7 emission maxima was observed in the presence of non-fibrillar lysozyme. As shown in Figure 2 and Table 1, the
spectral response of the trimethine dyes (except AK3-8) to the fibrillar lysozyme lies in a strong increase of the dye
fluorescence (/, ) as opposed to that in buffer ( /) and in the presence of nonfibrillar protein ( /, ), with a magnitude of



216
EEJP. 4 (2022) Olga Zhytniakivska, Uliana Tarabara, et al

the fluorescence intensity increase depending on the dye chemical structure. The fluorescence maxima of the trimethines
are shifted by approximately 9-15 nm towards longer wavelengths compared to those observed either in the non-
aggregated proteins or in the buffer solution, as illustrated in Table 1.

Table 1. Spectral characteristics of the trimethine cyanine dyes in the presence of native and fibrillar lysozyme

Free dye Control protein Fibrillar protein

Dye 1

( ex) A (M) Fy,(au) A4, (am) A4, (aom) F,,(auw) A, (nm) 4, (om) F,,(au) ADF

nm
AK3-1 627 644 3470 627 653 14420 640 654 34701 5.84
AK3-3 626 646 1827 634 656 13928 637 656 16066 1.17
AK3-5 631 645 7423 559 661 8586 635 653 63481 7.39
AK3-7 628 642 2052 559 661 9364 634 654 33768 11.90
AK3-8 n.d.* 651 2212 625 650 19945 668 676 17232 -1.22
AK3-11 n.d.* 658 1070 630 656 14832 668 677 23654 8.24

A, —maximum of the excitation spectra; A4,, —maximum of the emission spectra; n.d.”— not determined because of negligible fluorescence intensity;

I,, I,,and [, —fluorescence intensity of the dyes in buffer and in the presence of control and fibrillar proteins, respectively

By analogy with the insulin model protein, we determine the specificity of the examined trimethines also to the
lysozyme amyloid fibrils. Therefore, we calculated the amyloid detection factor (ADF) (Table 1) characterizing the ability
of a dye to selectively detect the fibrillar state over its native structure relative to the background fluorescence of the dye
in buffer [15, 26]:

1,-1,
' : “

0

ADF =

It appeared that the trimethines under study (except AK3-8) are characterized by the positive ADF values in the
presence of the fibrillar lysozyme, being indicative of their higher sensitivity to the fibrillar protein aggregates compared
to the non-aggregated state. Although the enchanced fluorescence was observed for AK3-8 in the presence of LzF, the
magnitude of fluorescence intensity increase was higher in the presence of monomeric lysozyme, as judged from the
negative amyloid detection factor for this dye. In the presence of lysozyme fibrils the amyloid specificity was found to
decrease in the row AK3-7 — AK3-11— AK3-5 — AK3-1 — AK3-3— AK3-8. It appeared that AK3-7, possessing the
lowest sensitivity to the insulin amyloid fibrils [15], has demonstrated the largest ADF value in the presence of the
lysozyme amyloid fibrils. The relatively high amyloid detection factors were observed in the presence of lysozyme for
AK3-11 and AK3-5 dyes. Remarkably, these dyes were highly sensitive also to the insulin amyloid fibrils [15]. However,
the ADF values of the trimethines were found to be significantly higher in the presence of insulin amyloid fibrils
(ADF values exceeded 15 for all cyanines except AK3-7 in the presence of insulin fibrils [15]) compared to lysozyme,
suggesting a sensitivity of the examined cyanines to the fibril morphology.

To interpret the observed fluorescence responses and the binding data of the cyanine dyes, in the following studies
we analyzed their absorption spectra free in buffer solution as well as in the presence of control and fibrillar protein
(Figure 3). For a more detailed analysis (by analogy with the data obtained for the insulin fibrils), we performed the
decomposition of these absorption spectra using the log-normal asymmetric function (Eq. 1) [20].

The absorption spectra of AK3-5 and AK3-3 in buffer solution were represented as a sum of two separate bands,
with a short-wavelength and long-wavelength spectral components corresponding to the dimeric and monomeric dye
species, respectively. The corresponding absorption spectra of AK3-1, AK3-7, AK3-8 and AK3-11 in aqueous phase
were deconvoluted into three bands representing the dye monomers, dimers and higher order aggregates (Figure 4). The
deconvolution of the absorption spectra allowed us to calculate a set of parameters, viz.: i) the amplitude 4__ (Table 2):

i) the peak position V,, related to the environmental polarity [20] (Table 3); ii) the full width at half-maximum of the
band (FWHM) (Table 4); and iii) the peak asymmetry parameter p (Table 5).

max

Table 2. The amplitude of the bands in the absorption spectra of cyanines

Band AK3-1 AK3-3 AK3-5 AK3-7 AK3-8 AK3-11

buffer I 40000 97000 50000 84168 20739 15353
solution II 8500 35171 33680 39000 8816 9711
1II 14000 - - 8000 27500 18934

LzN I 43112 22100 70503 50720 27768 14355
II 11652 9935 52474 52102 24562 5360

111 7895 11434 - 2224 9627 30784

LzF I 52327 32383 74203 46437 44261 53443
II 13891 6468 60928 54887 25834 22866

11 4918 1757 - 39 2091 7296
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Figure 3. Deconvolution of trimethines absorption spectra in buffer solution and in the presence of the non-fibrillar and fibrillar

lysozyme. Band I is marked red, band II — blue, band III — green.

The incubation of AK3-1, AK3-5 ta AK3-8 (Table 2) with the non-fibrillar lysozyme resulted in the following
changes of the amplitude of the bands in comparison with those observed in the buffer solution: i) the rise in the amplitude
of the bands I (a 1.1-fold, 1.4-fold and 1.3-fold increase) and II (a 1.4-fold, 1.6-fold and 2.8-fold increase); ii) the drop of
the amplitude of the band III for AK3-1 (1.8 times) Ta AK3-8 (2.9 times) and the band narrowing; iii) a 3.3-fold, 1.7-fold
and 1.1-fold decrease in the amplitude of the band I for AK3-3, AK3-7 and AK3-11, respectively; iv) the rise in the
amplitude of the bands IT (AK3-7) and band III (AK3-11). It should be noted that the absorption spectra of AK3-3 in the
non-fibrillar lysozyme were deconvoluted into three separate bands, where for the short- (dimeric dye form) and long-
wavelength (monomeric dyes form) bands the 3.5-fold and 4.4-fold drop of the amplitude was observed. Likewise, the
incubation of AK3-3 with the non-fibrillar lysozyme resulted in the appearance of the III short-wavelength band of
H-aggregates, the intensity of which even exceeded the amplitude of the band II.
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Table 3. The position of the band (v, , cm™ ) in the buffer solution and in the presence of non-fibrillar and fibrillar lysozyme

Dye Band buffer solution LzN LzF
I 16007 16024 15924

AK3-1 I 18100 18056 17943
111 19300 18780 18764

I 15900 15608 15516

AK3-3 II 17900 17025 17115
111 - 18858 18434

I 15900 15858 15778

AK3-3 11 17200 16930 16692
I 15900 15888 15854

AK3-7 II 17000 16636 16494
111 19000 18921 19000

I 15700 15871 15681

AK3-8 I 17300 16622 16717
111 19100 18041 18302

I 15550 15691 15100

AK3-11 I 17000 16934 16500
111 18300 18289 17800

Furthermore, while comparing the V. values (Table 3), it can be seen that monomeric lysozyme produced a

hypsochromic shift of the monomer band I (AK3-3), dimer band 11 (all dyes except AK3-1), and the H-aggregates band II1
(AK3-1, AK3-7 and AK3-8). In turn, the position of the band I for AK3-8 ta AK3-11 shifted to the higher wavenumbers.
Moreover, the incubation of AK3-1, AK3-5 ta AK3-8 with the LzN resulted in the increase of the asymmetry parameter
(Table 5) and the full width at half-maximum (Table 4) of the band II (AK3-1 and AK3-7). In the meantime, the presence
of the non-fibrillar lysozyme led to the decrease of the full width at half-maximum of the band I (Table 4). Taken together,
we can conclude that the trimethine dyes AK3-1, AK3 5, AK3-7 and AK3-8 bind to the native lysozyme mainly in the
form of monomers and dimers, while AK3-3 and AK3-11 show a tendency to aggregate in the presence of the non-fibrillar
lysozyme.

The deconvolution of the absorption spectra of the trimethine dyes demonstrated that the dominating dye species in
the presence of the lysozyme fibrils are the dye monomers and dimers. More specifically, the incubation of AK3-1, AK3-5,
AK3-8 Ta AK3-11 with the fibrillar protein resulted in a 1.3, 1.8, 2.1 and 3.5-fold increase of the relative integral intensities
of the band I along with 1.6, 1.5, 2.9 and 2.4-fold enhancement of the amplitude of the band II, respectively (Table 2).
This effect was accompanied by the drop of the amplitude of the band III for AK3-1 (2.8 times), AK3-8 (13 times) Ta
AK3-11 (2.6 times) (Table 2). At the same time, it can be seen that the lysozyme fibrils produced a significant attenuation
in FWHM of the band I (AK3-1, AK3-5, AK3-8 ra AK3-11) and band II (AK3-5, AK3-11), whereas in the case of AK3-1
and AK3-8 this parameter showed a slight increase for the bands IT (AK3-1, AK3-8) and III (AK3-8) (Table 4).

Table 4 The full width at half-maximum of the band (FWHM, cm-1) in the buffer solution and in the presence of non-fibrillar and
fibrillar lysozyme

Dye Band Buffer solution LzC LzF
I 1767 1314 1405
AK3-1 11 910 1647 1747
111 3795 3378 2931
I 1422 1436 2077
AK3-3 II 2000 1383 1623
il - 4544 2183
I 1000 891 979
AK3-3 1l 3251 2696 2471
I 1000 862 883
AK3-7 11 2159 2243 2185
111 4803 10385 3448
I 2347 863 1052
AK3-8 II 1750 2138 2181
il 1832 1461 2054
I 1582 2256 1353
AK3-11 11 2027 922 1568
111 2935 2475 2356

This effect was accompanied by the lowered V., values of the bands I and II for AK3-1, AK3-5 and AK3-11

presumably arising from the reduced environmental polarity of the dye monomers and dimers associated with the fibrillar
lysozyme (Table 3). On the contrary, the insulin fibrils did not exert influence on the position of the band III for AK3-1,
AK3-8 and AK3-11. Remarkably, the higher amplitude increase of he band I for AK3-5 and AK3-11 indicates that the
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binding of monomers is more favorable for these dyes. The complexation of AK3-3 with the fibrillar lysozyme, similar
to the non-aggregated protein, led to the rise of the relative contribution of the bands III and II to the overall spectrum
(Table 2). Besides, the relative integral intensities of the bands II and IIT were 1.5 and 6.5 times lower than those observed
in the presence of the non-aggregated lysozyme. Moreover, the incubation of AK3-3 with the lysozyme fibrils resulted in
a 1.5-fold increase of the monomer band. This effect was accompanied by the lowered V, values of the band I. Taken

together, the above findings indicate that AK3-3 binds to the lysozyme amyloid fibrils presumably in the form of
monomers. The incubation of AK3-7 with the fibrillar lysozyme resulted in the significant drop of the amplitude of the
bands II and III in comparison with those observed in the buffer and control protein. The band III corresponding to the
dye H-aggregates was almost indistinguishable. Furthermore, the enhancement of the amplitude of the band I along with

the lowered V., values of the band I indicate that bound monomers are the dominating dye species in the presence of the
lysozyme fibrils.

Table 4. The asymmetry of the function ( o , cm™) ) in the buffer solution and in the presence of non-fibrillar and fibrillar lysozyme

Dye Band Buffer solution LzC LzF
I 0.42 0.62 0.66
AK3-1 I 1.02 1.82 1.56
I 1.53 1.48 1.73
I 0.54 0.81 1.00
AK3-3 I 0.81 0.81 0.66
I - 2.00 2.30
I 0.67 0.66 0.88
AK3-5 1 1.05 0.91 0.85
I 0.67 0.75 0.85
AK3-7 I 0.59 1.21 1.27
I 2.66 4.84 3.95
I 0.45 0.72 0.84
AK3-8 II 0.75 1.20 1.03
111 1.00 0.70 1.35
I 0.91 1.69 0.83
AK3-11 I 0.76 0.77 0.61
I 1.54 1.21 1.59

At the next step of the study the molecular docking technique was used to identify the trimethine-lysozyme binding
sites. As represented in Figure 4, the trimethines tend to form the most stable complexes with deep cleft of the native
lysozyme.

ic
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Figure 4. Most favorable modes of interactions between AK3-3 (A, C), AK3-11 (B, D) and native lysozyme obtained using the
AutoDock (panels A, B) and PLIP (panels C and D). The grey dashed lines and green dashed line on the panels C and D represent
the hydrophobic interactions and zn-stacking contacts between the dye molecule and the lysozyme residues, respectively.



220
EEJP. 4 (2022) Olga Zhytniakivska, Uliana Tarabara, et al

The free energy of cyanine — LzN binding was found to follow the order: AK3-11 (-8.18 kcal/mol) > AK3-1
(-7.90 kcal/mol) > AK3-3 (-7.78 kcal/mol) > AK3-7 (-7.42 kcal/mol) > AK3-5 (-7.34 kcal/mol) > AK3-8 (-7.01 kcal/mol).
As judged from the PLIP analysis, the hydrophobic interactions play a significant role in the binding of cyanines to the
non-aggregated lysozyme and involve Asn 44 (only AK3-11), Gln 57 (except AK3-5, AK3-11), Ile 58 (except AK3-8,
AK3-11), Asn 59 (AK3-1), Trp 62 (AK3-5), Trp 63 (AK3-5, AK3-7, AK3-8), Leu 75 (AK3-5), Ile 98 (except AK3-8),
Asp 101 (except AK3-7, AK3-11), Asn 103 (except AK3-8, AK3-11), Ala 107 (except AK3-7, AK3-8), Trp 108 (except
AK3-7, AK3-8), Val 109 (AK3-8, AK3-11) and Ala 110 (AK3-11). Moreover, the trimethines were found to form
n-stacking contacts between aromatic or cyclopentane ring of the cyanine and Trp in position 63 (in the case of AK3-1,
AK3-3, AK3-5) and 108 (except AK3-7, AK3-8). The AK3-7, AK3-8 complexes with the native lysozyme are
additionally stabilized by hydrogen bonds between the OH-groups of the trimethines and acceptor atoms of
Asp 101 (AK3-7) and GIn 57 (AK3-8) of LzN.

Figure 5 represents the energetically most favorable cyanine complexes with the groove Gly 2-Leu 4/Ser 8-Trp 10
of the lysozyme fibril core, which are stabilised by hydrobhobic contacts with Leu 4, Trp 10 as well as n-stacking
interactions between cyanine dyes and the side chains of the groove residues (Figure 5, panel B). In addition, the
complexes of AK3-7 and AK3-8 with LzF are stabilized by hydrogen bonds involving Ile 3 (AK3-7, AK3-8) and
Arg 9 (AK3-8). The binding energies appeared to be comparable with the native lysozyme and follow the order:
AK3-11 (-7.78 kcal/mol) > AK3-3 (-7.11 kcal/mol) > AK3-1 (-6.74 kcal/mol) > AK3-5 (-6.59 kcal/mol) > AK3-7
(-6.43 kcal/mol) > AK3-8 (-6.13 kcal/mol).

AK3-11
A XLV AK3-8 LEU4D
::: N T LEU4B
X \\\gi 7 yﬁ'@AK.}J Iydrophobic
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Figure 5. The complexes of trimethine dyes with the fibrillar lysozyme obtained using the AutoDock (A). Representative
interactions between AK3-11 and groove Gly 2-Leu 4 / Ser 8-Trp 10 of the lysozyme fibril revealed by PLIP (B). The grey dashed
lines on the panel B represent the hydrophobic interactions between the dye molecule and the groove, while the green dashed
line and blue solid line display the n-stacking contacts and hydrogen bonds, respectively.

CONCLUSIONS

To summarize, in the present study the optical spectroscopy and molecular docking techniques were used to
investigate the interactions between the trimethine cyanine dyes and lysozyme in the non-fibrillar and amyloid states. It
was found that all cyanines under study are capable of distinguishing between the non-aggregated and fibrillar protein
forms. The dyes AK3-7, AK3-5 and AK3-11 appeared to possess the highest amyloid sensitivity due to: 1) significant
fluorescence enhancement in the presence of LzF produced by the binding of the dye monomers to fibrillar lysozyme;
ii) the lower binding affinity of the dye monomers to the nonfibrillar lysozyme in comparison with the aggregated protein.
In turn, significantly lower ADF values observed for AK3-3, AK3-1 and AK3-8 were interpreted as arising from the
binding of dye monomers to the nonfibrillar lysozyme. The fluorescence response of cyanines in the presence of lysozyme
fibrils led us to conclude that the trimethine dyes under study are sensitive to the fibril morphology.
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JETEKTYBAHHS AMUIOITHUX ®IBPUJI JI3OLIMMY 3A IOIIOMOI'OIO TPUMETUHIIAHIHOBUX
BAPBHMKIB: CHEKTPOCKOIIYHI JOCJIJKEHHA TA MOJEKYJISIPHAMA TOKIHT
Oubra XKurnsikiscbka?, Yasna Tapadapa?, Anarac Kypyroc<, Karepuna Byc? , Basepiss Tpycosa?, I'anuna I'opGenko?
“Kaghedpa meouurnoi ¢izuxu ma 6iomeouynHux Hanomexnonozitl, Xapkiscvkuil Hayionanvhul yHisepcumem imeni B.H. Kapa3zina
M. Ce0600u 4, Xapxis, 61022, Ykpaina
bluemumym opeaniunoi ximii ma gimoximii Axademii Hayx Boreapii, Byn. Axao. Bonueea, 9, 1113, Cogis, Boreapis,
‘Kagpeopa papmayesmuunoi ma npuknaonoi opeaniunoi ximii, @axyremem ximii ma gpapmayii,
Codhiricokuii ynieepcumem imeni Ce. Knumenma Oxpuocwvkoeo, 1164, Coghisn, Boneapis;

3aBasky cBOIM yHIiKaIbHUM (HOTO(DI3UYHNAM i (POTOXIMIYHUM BIIACTHBOCTSIM, @ TAKOX IX BHCOKIH YyTJIMBOCTI 10 OeTa-CKIIaq4acTHX
MOTHBIB, 1iaHiHOBI OAPBHHUKH LIMPOKO 3aCTOCOBYIOTHCS SIK MOJEKYJLSIPHI 30HIAM AJIs ineHTHdIKalil Ta XapakTepH3alil aMioiTHIX
¢GiOpun in vitro Ta Bi3yamizauii aMinoiHUX BKIIIOYEHb in vivo. B maHiii po0OTi, 32 AOMOMOIOK0 CHEKTPOCKOIYHHX METOIIB Ta
MOJICKYJISIPHOTO JIOKIHTY JOCIIIKEHO aMUTOiTHY crielniYHICTh Ta MEXaHi3MHU B3a€EMOIi1 MK TPUMETHHIIIaHIHOBIMHU OapBHUKAMH Ta
HatuBHUM (LzN) 1 ¢pi6punsapuanm (LzF) mizormmmom. Betanosneno, 1o acoriamnis TpuMeTuHy 3 HeiOpusipHIM 1 GiOpmIsipHUM O17IKOM
CYIPOBOKYETHCS 3MIHOIO CTYIEHs arperarii 6apBHHKIB. JIOCIIiDKEHHS MOJICKYJIIPHOTO JOKIHTY MK TPHMETHHOBUMH OapBHHKAMHU
Ta Ji30IMMOM y HAaTHBHOMY Ta aMiNOITHOMY CTaHaxX IOKa3ylOTh, IO: 1) TPHMETHHU MAlOTh TEHJCHIIIO yTBOPIOBAaTH HAMOUIBII
ctabinpHi komiuiekcu 3 «deep clefty HaTtuBHOrO JnizonmMmy; ii) 3B’s3yBaHHs OapBHHKA 3 HEGIOPUISIPHHM OIIKOM DPEryJIFOETHCS
rigpooOHNMH B3a€EMOJIISIMH, T-CTEKIHI'OM MK apOMaTHYHKMM a00 LUKJIONEHTaHOBUM KijibleM LiaHiHy Ta Trp y monoxenHi 63 abo
108 ta BommeBumu 3B’si3kamMu Mixk OH-rpymamu tpumeTuHiB i akuentopuumu atomamu Asp 101 (AK3-7) i Gln 57 (AK3-8);
iii) 1iaHiHOBI GAPBHUKH YTBOPIOIOTH CHEPreTHYHO HAWOLIBLI CIPUSTINBI KoMIUIeKkcH 3 6oposenkoro Gly 2-Leu 4/Ser 8-Trp 10 siapa
¢iopumn mizoumMy; iv) B3aemonis wiaHiHU-LzF crabimisyerscs TiapodoOHMMH KOHTaKTaMH, T-CTEKIHTOBOIO B3a€MOJIEI0 Ta
BoHEBUMU 3B’ si3kamMu. bapBauku AK3-7, AK3-5 ta AK3-11 Oynu oOpaHi sik HaifO1LIbII IEPCIEKTUBHI aMiIOiTHI 30HIH.

Kumiouosi ciioBa: TprMeTHHOBI IiaHIHOBI 30H]TH, JII30IUM, aMioinHi Giopumm
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The paper presents the description of a demonstration bench, which includes a mathematical model and analysis tools for understanding
the features of phase transitions of the first and second kind. The advantage of this demonstration bench is the rejection of all
phenomenology and the obvious limitation of the application of various approximations and hypotheses. The description is formed on the
well-known equations of hydrodynamics, which are well-tested and are a reliable basis for the construction of realistic models. The Proctor-
Sivashinsky model, which was used to describe the process of convection development in a thin layer of liquid with poorly conductive
heat boundaries, is the basis for the demonstration bench. Exactly this model allows to observe phase transitions of the first and second
kind. The feature of the model is that it allocates one spatial scale of interaction, leaving for the evolution of the system the possibility to
choose the nature of symmetry. All spatial disturbances of the same size but of different orientation interact with each other. This allows
us not to distract from the main task of this work, which is to demonstrate the process of structure formation as a result of a cascade of
phase transitions. The mechanism of phase transitions associated with the presence of minimums of the interaction coefficients of modes
of the spectrum of the instability. There are a large number of structural defects, which appear as attributes of phase transition. The
instability spectrum modes interference is the reason of the high rate of correlations in the propagation of a new phase.

Keywords: demonstration, phase transitions of the first and second kind, Proctor-Sivashinsky equations
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INTRODUCTION

The process of convection development in a thin fluid layer has been considered in [1,2]. In this case a system of
toroidal convective structures is formed, providing a significantly stronger heat transfer in the system. The authors of [3]
noticed instabilities in this system, which were described by the Proctor Sivashinsky equations obtained in [1,2]. The Swift
- Hohenberg equation, which was a simplification of the Proctor - Sivashinsky equations (instead of vector nonlinearity, the
scalar one was used [4]) discussed the first kind phase transition in this description model. In this work and in work [5] the
process of phase transition was discussed when from amorphous state of disorderly convection, the structure of convective
rolls was formed, which in turns turned out to be unstable with formation of hexagonal convective cells.

By the way, the equations of the Proctor Sivashinsky model, after the instability of the primary structure - convective
rolls, formed a system of square convective cells The question of the appearance of a phase transition of the first kind did
not need to be discussed, but it remained unclear what the instability of the primary structure of convective shafts is and
whether this process is a phase transition of the second kind. This is exactly what was found out later in [6-13], where the
state function whose values determined the type of topology of emerging spatial structures was found and verified, the
process of their formation was shown and thus it was proved that the that transition is nothing but a phase transition of
the second kind (see also [14], which results in the formation of a more stable field of convective square cells [15-19]).

The aim of the work is to create a mathematical model and means of describing the bench to demonstrate the features
of phase transitions of the first and second kind The advantage of this bench is the rejection of all phenomenology and
the obvious limitation of the application of various approximations and hypotheses. The description is formed on the well-
known equations of hydrodynamics, which are well-tested and are a reliable basis for the construction of realistic models.

1. MATHEMATICAL MODEL OF CONVECTION DEVELOPMENT IN A THIN LAYER
OF LIQUID OR GAS WITH POORLY CONDUCTIVE HEAT BOUNDARIES

Below we consider the Proctor-Sivashinsky model [1-2], which was used to describe the process of convection
development in a thin layer of liquid with poorly conductive heat boundaries. The feature of the model is that it allocates one
spatial scale of interaction, leaving for the evolution of the system the possibility to choose the nature of symmetry. All
spatial disturbances of the same size but of different orientation interact with each other. This allows us not to distract from
the main task of this work, which is to study the process of structure formation as a result of a cascade of phase transitions
Consider the simplest and most convenient representation of the Proctor-Sivashinsky model to describe this convection:

04,
8; :Aj _ZVU |A1 |2 Aj +f 5 (1)
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where the interaction coefficients are defined by the relations
— - = \2
V=1, 14,:(2/3)(1—2(@1{,) ):(2/3)(1+2cos2 3,) )

and , — angle between the vectors lgl and IE ; - If we require zero values at the boundaries, the spatial dependence of each

n - th mode will be 4, ,, sin(2nnx) sin(2wrmy) where n, m (they can be represented as n = N - cos s, m = N - sin ;) —
are integers, and N2 = n? + m?.

Expressions (1) - (2) must be supplemented with the initial values of the spectrum amplitudes A;. That is A; | t=0 = 4j,.
The width of the instability interval in k-space represents a ring — whose average radius is equal to one, and whose width is
of the order of the value of the relative overthreshold /, i.e., much less than one. From the results of preliminary studies [3]
it became clear that in the system, besides the initial amorphous state, the existence of at least two long-lived solutions in the
form of a roller structure (rolls) (see Fig. 1a), and in the form of a field of square cells (see Fig. 1b) is possible.
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Figure 1. Convective structures: rolls (a) and square cells (b)

2. TOOLS TO DESCRIBE PHASE TRANSITIONS
Numerical analysis of the model allowed us to confirm the presence of structural-phase transitions. The state

function turned out to be the quadratic form of the spectrum [ = %Z ] Af.
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Figure 2. Behavior of the derivative state function 1 /0t

After the first burst of the derivative d1/dt an amorphous structure is formed - a system of convective rolls, and up to
the second burst the value of I = 0.75 changes little. State function I — 1 in the formation of a quasi-stable roller structure,
later I = 1.2 - corresponds to the formed field of square cells. Characteristic transient times 7; = 1.6 — the time of
occurrence of the “amorphous” state 7, = 4.4 — time of formation of pronounced roller-shaped structures 73 = 5.6 — the
time of cell system formation for one of the realizations of the process of establishing convective motion.

It can be seen that the formation times of the states 7,, is inversely proportional to the difference between the values

of I = ¥; A? after the structural-phase transition I = (¥; A2)") and before this transition I = (3; 497 . That is,

T, oc{(ZAfJ v —(ZA[ZJ ()} =Al. A3)

It is easy to see that T753/7, =~ Al,/Al;, faster phase transitions precede slower ones. By tracking the values of the
state function, we can see at what stage of the process development the convective layer is.
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3. VISUALIZATION OF PHASE TRANSITIONS PROCESSES
The demonstration model must form a physical intuition, so the role of visualization of the phase transition process
is very important. Consider the view of large fragments of the field of convective structures, calculated [20] using the
mathematical model outlined in Section 1.

Figure 3. Temperature field distribution of convection on the layer surface

Segment (a) shows what happens after the first-order phase transition with the formation of convective rolls. The
next segment (b) shows the dynamics of transverse modulation of the rolls. This is already the initial stage of the phase
transition of the second kind. Segment (¢) shows the process of nucleation of a new phase - formation of domains - a
metastable spatial structure, after destruction of the roll system, Segment (d) demonstrates formation of a stable
convective structure - square convective cells.

4. CONCLUSIONS
Thus, there are three states in the Proctor-Sivashinsky model of description of convection. The times of phase transitions
between metastable states are much shorter than the times of their existence. Characteristic size of convective structures in the
regime of extended instability in accepted order units 27t /k o« 27 and the length of the wave vectors of the order of one.
Interaction potential of spatial modes V;; = (2/ 3)(1 + 2 cos? 9, j) has a deep minimum for corners ¥;; = ¥; — J; between

the vectors lgl and k , of two spatial modes 9;; = + /2. Exactly these minima generate the unstable structure of rolls. For the

existence of a minimum V;; allows modes with relatively small amplitudes to continue their growth, while suppressing the
neighboring disturbances.

‘When approaching a stable or metastable state, the spatial structure gets rid of many defects.

Defects occur mostly on the boundaries of homogeneous areas - domains. There is a correlation between the relative
proportion of visually observed (geometrically) structure defects and the defectiveness value, defined as the ratio of the squares
of the amplitudes of the spectrum modes that do not correspond to the square cell system to the total sum of the squares of
amplitudes (see [12, 13]).

Thus, in the model of convection, Proctor-Sivashinsky it is possible to observe both the process of phase transition
of the first kind and the process of phase transition of the second kind. This description of phase transitions did not use
phenomenological approaches and various speculative considerations, which allows us to consider in detail the nature of
the transition processes by the example of this model.

It is important to note that the correlation speed of spatial perturbations in this case is extremely large. The process of
phase transformations covers not separate local regions, but at once the entire convection zone, the spatial structure in
different places of the convective layer being a consequence of interference of a set of eigenfunctions of the task. That is, the
observed significant rate of these correlations is due to phase changes and is not related to the energy-momentum transfer.
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JEMOHCTPALIMHUI CTEH 1JI1 MPEJICTABJEHHSA XAPAKTEPY ®A30BUX IEPEXO/IIB
HNEPIIOIO I IPYTOI'O POAY
I.B. I'ymuun
Xaprxiecvkutl nayionanvHuti ynieepcumem imeni B. H. Kapasina, Xapxis, Yxpaina
nn. Ceoboou 4, m Xapxis, Ykpaina, 61022

B poGoTi npencraBieHO ONHMC JEMOHCTPALIMHOTO CTEH[y, II0 BKJIIOYAE MAaTeMaTHYHy MOJENb 1 3aco0M aHaji3y Uil PO3yMiHHS
0COOIMBOCTEH (ha30BUX MEPEXOIB MEPIIOTo i apyroro poxay. [lepeBarorw mporo IEMOHCTPAIIMHOTO CTEH/IY € BiZIMOBA BiJl OyIb-SIKOT
(eHOMeHOJIOTIT Ta 04YeBUIHA OOMEKEHICTh 3aCTOCYBaHHS Pi3HHX HaOIMKeHb Ta rimore3. Onuc OyAyeThCsl HA BIIOMHX PIBHSHHSX
rigpoauHaMiky, siki 1oOpe anpoboBaHi Ta € HaAiHOI OCHOBOIO [UIsl HOOYJOBH peaicTHYHUX Moelell. B ocHOBY neMoHCTpariitHoro
CTEHJy NOKJIaJeHO Moienb IIpokropa-CHBaLIMHCHKOTO, Sika BUKOPUCTOBYBAIACS ISl OLIMCY MPOLIECY PO3BUTKY KOHBEKIIT B TOHKOMY
mIapi piguHU 3 MEKaMHU, 110 TOTaHO MPOBOIATH Teruio. CaMe I MOAEIb T03BOJISIE CIIOCTepiraTu (ha3oBi MepeXoar MEPUIOTO Ta APYTOro
pony. OcobnuBicTh MOZENTI Y IILOMY, IO BOHA BHIUISE OJMH IPOCTOPOBHI MaclITad B3aEMO/Ii1, 3aJTUILIAIOYH ISl CBOJIOLIT CHCTEMH
MOXJIMBICTE BUOOpPY XapakTepy cHMeTpii. YCi mpocTopoBi o0ypeHHsI OTHOTO po3Mipy, ajie pi3HOi opieHTaIii B3a€MOJIIOTH IPYT 3
onuuM. lle no3Bonsie He BigBOJIIKATUCS BiJ OCHOBHOTO 3aBJaHHS JaHOi poOOTH — JEeMOHCTpamii MpOIecy CTPYKTypOYTBOPSHHS
BHACJIIJJOK Kackaay (a3oBUX mepexofiB. MexaHi3aM (a30BHX MEpeXo/liB IOB'I3aHHUH 13 HASBHICTIO MiHIMyMiB Koe(illi€HTIB B3aeMoxil
MOJI CIIEKTPY HecTiikocTi. € BennKa KilbKICTh CTPYKTYPHUX Je(EeKTiB, sIKi BUSBISIOTHCS 03HAKH (a30oBoro nepexoxy. Intepdepeniis
MOJI CIIEKTPY HECTAOIIbHOCTI € IPUYUHOIO BUCOKOI IIBHUKOCTI KOPEIISLii MOMIMPEHHs HOBOT (a3u.

KurouoBi ciioBa: 1eMoHcTparis, Gpa3oBi mepexoan IepIoro Ta APyroro poxay, piBHsHHs [IpokTopa-CHBaIIMHCHKOTO
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