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Trigonometric Rosen-Morse Potential is employed as a mesonic potential interaction. The extended Nikiforov-Uvarov method is
used to solve the N-radial Fractional Schrodinger equation analytically. Using the generalized fractional derivative, the energy
eigenvalues are obtained in the fractional forms. The current findings are used to calculate the masses of mesons such as
charmonium, bottomonium, and heavy-light mesons. The current findings are superior to those of other recent studies and show good
agreement with experimental data as a result, the fractional parameter is crucial in optimizing meson masses.
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INTRODUCTION

Hadrons are made up of quarks and gluons, which are more fundamental particles. Quantum chromodynamics
(QCD) is the quantum theory of these particles. This theory has vital properties such as asymptotic freedom,
spontaneous symmetry breaking, and confinement. Because of the asymptotic freedom, perturbative QCD calculations
work in high-energy physics. The low-energy effective field theory is used to examine non-perturbative QCD
phenomena. The properties of the heavy and light hadrons can be studied in two ways: the relativistic quark models [1-
4] and the non-relativistic quark models [5-10]. The Schrodinger equation (SE) is used as a non-relativistic quark
model. As a result, the SE solutions are critical for computing quarkonium masses. For specific potentials, numerous
methods have been utilized to find exact and approximate SE solutions, such as the Nikiforov—Uvarov (NU) method
[11-13] among others [14-16]. The trigonometric Rosen-Morse potential (TRMP) has recently gained popularity as a
useful potential for QCD. The potential is used in one-dimensional space according to references [17, 18]. Deta et al.
[19] used the NU approach to expand the investigation to D-dimensional space. According to Abu-Shady and Ezz-Alarb
[6], the trigonometric quark confinement potential is an effective tool for quark model estimates of heavy meson
properties using exact-analytical iteration method.

The fractional calculus has recently garnered attention in various domains of physics that feature nonlinear,
complex phenomena, such as Refs. [11, 20] where the authors used the conformable fractional derivative to solved
the fractional N-dimensional radial SE with extended Cornell potential by using the extended Nikiforov-Uvarov
(ENU) method. Recently, Abu-shady and Kaabar [21] suggested a new definition for fractional derivative called the
generalized fractional derivative and it coincides with classical fractional derivative and also a simple tool for
fractional differential equations.

This work aim to employ the TRMP to calculate the mass spectra (MS) of heavy and heavy-light meson in the
framework of fractional SE by using the generalized fractional extended Nikiforov—Uvarov method (GFD-ENU).

TRIGONOMETRIC ROSEN- MORSE POTENTIAL
The features of TRMP is discuss in this section, and it takes the form [6, 22].
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where a = 1,2,3,and z=r/d. u,b,d are parameters to be determined later.
We expand the potential in a Taylor series for small z and have:
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Figure 1. Plot of TRMP for the exact and approximate potential

The plot of the TRMP as a function of r is shown in Fig.1, we note that TRMP has two features the Coulomb
potential (CP) and confinement potential, the short distance is described by CP and the long distance is describe by the
confinement force. The approximate and exact potentials concise at point up to 0.8 fm. Therefore, TRMP is a good
potential for the depiction of quarkonium interaction.

GENERALIZED FRACTIONAL DERIVATIVE OF THE SCHRODINGER EQUATION
The SE in the N-dimensional space is of the form [7].

d*> N-1d L(L+N-2
R )+2ﬂ(Enz—V<r>)‘w(r)

0, “

where L, N, and p are the angular momentum quantum number, the dimensionality number, and the reduced mass,
respectively.
1-N

We set the wave function w(r) =r 2 R(r), and Eq. (4) takes the form

N-2)* 1
d? (L+ 2 J 4
F-FZ/J(E”/—V(I”))— R(l”)=0, (5)
r
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By substituting Eq. (2) into Eq. (5), we obtain the following equation
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Eq. (6) is compact in the form
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2
C1:2uC+[L+ J —%, D, =2uD. )

To put Eq. (7) in the fractional form, firstly, we introduce the dimensionless form by introducing Z = ” where W
w

is scaler quantity measure in 1 GeV

2
1 2 3 4
{?Jrz—z(gz +A4z-Bz -C -Dz')|R(z)=0, (10)
where
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We write generalized fractional derivative Eq. (10) as in [21],
[D"D“ +%(522“ +Az" -B 7 ~C - Dz* )J R(z)=0, (12)
z

where the potential defines in Eq. (2) is replaced by

V(z)= -ia+Bz“ +%+Dz2“, (13)
z z
by using the generalized fractional derivative in Ref. [21] and also Ref. [13].
| DR(z)] = 2° [ (1-a)2 R (2)+s" >R (Z)} : (14
where
r
g:—(ﬁ) with 0<a <1 and with 0< <1, s)
L(f-a+1)

By substituting Eq. (14) into (12), we get
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where
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By using ENU-CFD method [11], we obtain 77 r

2
1
= %i \/aT_T(g”’Zza +AZ" ~BZ* ~C,~DZ")+2G(z), (18)

To choose the function form of G(z). We then find a function G(z) = S + Pz*~' + Qz**”' that makes the function
under the root in the above equation to become quadratic

a B 2
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then
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Substituting G(z) in Eq. (18) and then equating the coefficients in Eqs. (18 and 20). To find the constants
S,P,0,4,,B,, and F,
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By using Eqgs. (23-26), we have
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from Eq. (28), we obtain the energy spectrum of the TRMP

2 [ _ 2
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MASS SPECTRA OF HEAVY AND HEAVY-LIGHT MESONS
The MS of the heavy and heavy-light mesons is predicted in the 3-dimensional (N=3), by applying the
relation [23,24].

M=m +m,+E,, (30)

where m is bare quark mass for quarkonium.
Plugging Eq. (29), into Eq. (30) gives:
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RESULTS AND DISCUSSION
Using Eq. (31), we determined the MS of charmonium for the states 1S to 4S as displayed in Table (1). The
experimental data (ED) are used to fit the free parameters of the current computations, B, D, and C. Additionally, bare
quark masses may be found in Ref. [6]. By calculating total error in comparison with ED, we observe that estimations
of charmonium masses are in good agreement with ED and are improved over Refs. [6, 25, 26] that used different
potentials and methods. Table (2) show that the bottomonium spectrum masses for states 1S to 4S coincide with ED and
that the current calculations are more accurate than those in Refs. [6, 25-27], with a smaller total error.

Table 1. Mass spectra of charmonium (in GeV), (m, =1.275GeV [31], u=0.638GeV , D=0.2630GeV™", B=1.4925GeV”,
N=3,a=01, f=1, C=4.7598)

State Present paper [25] [26] [27] [6] N=4 Exp. [31]
1S 3.096 3.078 3.096 3.078 3.239 3.352 3.096
1P 3.421 3.415 3.433 3415 3.372 3.533 3.525
28 3.649 4.187 3.686 3.581 3.646 3.675 3.649
1D 3.757 3.752 3.767 3.749 3.604 4.158 3.769
2P 3.899 4.143 3.910 3.917 3.779 3.715 3.900
3S 4.040 5.297 3.984 4.085 4.052 4.684 4.040
4S 4.399 6.407 4.150 4.589 4.459 5.463 4.415
Total Error 0.00521 0.9513 0.11065 0.11152 0.05788 0.09147

Table 2. Mass spectra of bottomonium (in GeV), (m, =4.18 GeV [31], ©#=2.09GeV , D=0347GeV"', B=0.5231Gel?,
a=0.1, C=-0.0154, g=1)

State Present paper [25] [27] [26] [6] N=4 Exp. [31]
1S 9.445 9.510 9.510 9.460 9.495 9.552 9.444
1P 9.915 9.862 9.862 9.840 9.657 10.458 9.900
28 10.023 10.627 10.038 10.023 10.023 10.567 10.023
1D 10.162 10.214 10.214 10.140 10.161 10.453 10.161
2P 10.246 10.944 10.390 10.160 10.26 10.564 10.260
3S 10.355 11.726 10.566 10.280 10.355 10.473 10.355
4S 10.553 12.834 11.094 10.420 10.579 10.654 10.579
Total Error 0.000917 0.488529 0.09777 0.08207 0.09612 0.03086

For states from 1S to 3S, we use the 2m = my+m, part of Eq. (31) to calculate the MS of heavy-light (bC) mesons.
We notice that the 1S and 2S states are closer, but the ED for the other states is not known. By calculating the sum error
for these works, we can see that the current predictions of the bc mass are better than those in Refs. [6, 28, 29]. Using
the 2m = mc+mj, part of Eq. (31), we compute the MS of the ¢S mesons from the 1S to the 1D state in Table (4). Close to
ED are 1S and 2S. By computing the total error for each potential, other states are enhanced in contrast to the screened
potential and phenomenological potential [30].

In the current work, we observe that for every state, as shown in Tables (1,2,3,4), the MS increase as N is
increased at N = 4 for various states. This resulted in the restriction of non-relativistic quark models for higher
dimensional.

Table 3. Mass spectra of bc meson (in GeV) (m,=4.18GeV, m =1275GeV , u=0976GeV, D=023GeV™",
B=2.1150GeV?*, a=0.1, f=1, C=8.0028)

State Present paper [28] [29] [6] N=4 Exp. [32]
1S 6.274 6.349 6.264 6.268 6.543 6.274
1P 6.711 6.715 6.700 6.529 6.680 -

28 6.872 6.821 6.856 6.895 7.250 6.871

2P 7.103 7.102 7.108 7.156 6.818 -

3S 7.179 7.175 7.244 7.522 8.127 -
Total 0.00002 0.01922 0.00377 0.00444 0.0490 Exp.[32]

Table 4. Mass spectra of ¢c§ meson in (GeV) (m, =1.275GeV ,m =0.419GeV , u=0.315GeV , B=5319GeV*, D=0.23GeV ",
=01 =1, C=275338)

State Present paper [6] Screened Phenomenological N=4 Exp.[32]
1S 1.968 1.969 1.9685 1.968 2.122 1.968
1P 2.211 2.126 2.7485 2.566 2.364 2.112
2S 2.318 2.318 2.8385 2.815 2.556 2.317
3S 2.834 2.667 3.2537 3.280 3.153 2.700
1D 2.359 2.374 2.797 2318

Total Error 0.02827 0.04392 0.73081 0.64471 0.13502 Exp.[32]
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The plots of the eigenvalues against the principal quantum number (7 ) are shown in Figures (2-5). In Fig. (2), it
was noticed that as the dimensional number increases, the curves of the energy increase at different values of #. In
addition, the curves of energy are shifted to higher values by increasing N. The variation of eigenvalues of cC against n
for different values of ¢ =0.2, @ =0.5, and @ =0.7 is shown in Fig. 3. We note the energy increases when n is

increased. Also, we note that an increase in the fractional parameter leads to decreasing energy eigenvalue for bc meson
and cs meson as in Figs. (4, 5). Thus, the fractional parameter makes the energy more stable.
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Figure 4. Variation of the energy eigenvalue of bc meson with ~ Figure 5. Variation of the energy eigenvalue of ¢§ meson with n
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CONCLUSION
In this study, the TRMP is model to interact in a quarkonium system and the solutions of SE were obtained using
the GFD-ENU method that displayed in Refs. [21, 13, 33]. The energy spectrum was obtained and used to predict the
MS of the HMs and heavy-light mesons. The results obtained showed an improvement when compared with the work of
other researchers and excellently agreed with ED with a total error less than the errors obtained from other results as
shown in Tables 1-4. Also, the figures show that the decreasing fractional parameter leads to lower the energy
eigenvalues which makes the state more stable in the fractional model.
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MACH BAKKOI'O TA BA’)KKOT'O-JIETKOI'O ME3OHY B PAMKAX TPUTOHOMETPUYHOI'O TIOTEHIIAJTY
PO3EHA-MOP3E 3 BAKOPUCTAHHAM Y3ATAJBHEHOI JPOBOBOI TOXITHOT
Moxamen A0y-Ilani®, Etixo I1. Iubsaur®
“Daxyrbmem mamemMamuxy ma iHpopmamuxy, Gaxyibmem npupooHuyux Hayx, Yuieepcumem Menygis, €2unem
bdaxynemem izuxu, Hayionanvnuii eioxpumuil ynisepcumem Hizepii, [loica6i, A6yooca, Hizepis

Tpuronomerpuunnii morennian Posena-Mop3e BHKOPHCTOBYETHCSI sSK IIOTCHIial Me30HHOI B3aemonisi [l anHamiTH4HOTO
BupimenHs: N-paxiansHoro apo6osoro piBHsHHA Illpeninrepa BukopucroByeThest posmmpennii meton Hikidoposa-YBaposa.
BukopuCTOBYIOUH y3araJbHEHY JPOOOBY MOXIiJHY, BJIAaCHI 3HAUCHHS E€HEPrii OTPHUMYIOTh y ApoOoBiit Gopmi. CyuyacHi pe3ynbTaTu
BHUKOPHCTOBYIOTBCS JUIsl PO3PAaXyHKY Mac ME30HIB, TAKUX SK YapMOHIiH, OOTTOHiyM 1 Bakki-aerki me3oHH. [IoTO4HI BHCHOBKH
MePEeBEPIIYIOTh PE3yIbTAaTH IHIIMX HEAABHIX JOCIIDKEHb 1 MOKa3yIOTh XOPOIIY Y3TOMKEHICTh 3 SKCIIePUMEHTAbHUMHU TaHUMHU,
ToMy (pakuiiHuil mapaMeTp € BUPIIIATbHUAM JJIs ONTHMI3aLil Mac ME30HIB.
KurouoBi ciioBa: TpuronoMeTpuuHuii noteHian Pozena-Mopse, posmmpenuit metox HikidopoBa-YBaposa, yzaranpHeHa ApoOoBa
oXi/tHa
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In this study, the energy equation and normalized wave function were obtained by solving the Schrédinger equation analytically
utilizing the Eckart-Hellmann potential and the Nikiforov-Uvarov method. Fisher information and Shannon entropy were investigated.
Our results showed higher-order characteristic behavior for position and momentum space. Our numerical results showed an increase
in the accuracy of the location of the predicted particles occurring in the position space. Also, our results show that the sum of the
position and momentum entropies satisfies the lower-bound Berkner, Bialynicki-Birula, and Mycieslki inequality and Fisher
information was also satisfied for the different eigenstates. This study's findings have applications in quantum chemistry, atomic and
molecular physics, and quantum physics.
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1. Introduction

With various analytical techniques, such as the Nikiforov-Uvarov (NU) method [1-10], the asymptotic iterative
method (AIM) [11], the supersymmetric quantum mechanics method (SUSQM) [12], the Nikiforov-Uvarov functional
analysis (NUFA) method [13-16], the series expansion method [17-21], the WKB approximation [22-24], and so on [25],
the Schrodinger equation (SE) can be solved for a variety of potentials. Our knowledge of the underlying cause of a
quantum system is significantly influenced by the analytical solutions to this equation with a physical potential. This is
due to the fact that the eigenvalues and eigenfunctions convey essential information about the quantum system under
investigation [26, 27]. However, the exact bound state solutions of the SE are possible in some cases [28]. One can solve
the SE using appropriate approximation approaches, such as the Pekeris, Greene and Aldrich, and others [29-31], to
obtain the approximate solutions when the arbitrary angular momentum quantum number is not equal to zero. The
eigenvalues and eigenfunctions are of great importance in the study of mass spectra of heavy mesons [32], thermodynamic
properties of the system [33], and the quantum theoretic information entropies [34] among others. According to the
fundamental principle of information theory put forward by Claude Shannon, the global measures of Shannon entropy
and Fisher information are crucial to quantum information-theoretic measures [36]. As a result of its numerous
applications in physics and chemistry, scientists have actively investigated Shannon and Fisher entropies in various fields
in recent years. The theory of communication is one field in which Shannon and Fisher entropies are applied [37,38]. The
theoretical foundation of Fisher information was obtained much earlier [39], but the application was unknown until
Sear et al.,[40], found a link between Fisher information and the kinetic energy of a quantum system. The significance of
the global measure is to investigate the uncertainty associated with the probability distribution [41,42]. The position and
momentum spaces of the Shannon entropy have an entropic relation derived by Berkner, Bialynicki-Birula and
Mycieslki [43] and expressed as s, +5, 2 D(1+ Inz), where D is the spatial dimension. In view of this, many scholars

have studied the Shannon and Fisher entropies [44-46], for instance, Edet et al., [47] used a class of Yukawa potential to
study the global quantum information-theoretic measurements in the presence of magnetic and Aharanov-Bohm (AB)
fields. Also, Olendski [48] used the quadratic and inverse quadratic dependencies on the radius to study the Shannon
quantum information entropies, Fisher information, and Onicescu energies and complexities in the position and
momentum spaces for the azimuthally symmetric two-dimensional nano-ring that is placed into the combination of the
transverse uniform magnetic field and the AB flux. For time-dependent harmonic vector potential. Onate et al.[49] found
the exact solution to the Feinberg-Horodecki equation. Explicitly, the quantized momentum and its corresponding un-
normalized wave functions were obtained. Using the Hellman-Feynman theory, expectation values of time and
momentum were used to determine the Fisher information (for time and momentum) and variance (for time and
momentum). Also, Under the influence of an improved expression for the Wei potential energy function, Onate et al., [50]
obtained an approximate solution of the one-dimensional Klein-Gordon equation. By using specific mappings, it was
possible to derive the solution of the SE from that of the Klein-Gordon equation. The computation of expectation values
was used to study the Fisher information for position space and momentum space. Furthermore, Onate et al., [51] obtained
an approximate bound state solution of the three-dimensional SE for a potential family together with the corresponding
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wave function, after which the Fisher information for a potential family was explicitly obtained via the methodology of
expectation value and the radial expectation value. Also, some uncertainty relations that are closely related to Heisenberg-
like uncertainty were obtained and numerical results were generated to justify the relations and inequalities. Onate et al.,
[52], obtained the solutions of the SE with Tietz-Hua potential using the Parametric NU method. The Shannon entropy
and information energy were computed. Idiodi and Onate [53] studied the Shannon and Renyi information entropy for
both position and momentum space and the Fisher information for the position-dependent mass SE with the Frost-Musulin
potential. Onate et al [54], solved the approximate analytical solution of the SE in the framework of the parametric NU
method with a hyperbolical exponential-type potential. Using the integral method, the Shannon entropy, information
energy, Fisher information, and complexity measures were calculated. Edet et al., [55], investigated quantum information
by a theoretical measurement approach of an Aharanov-Bohm (AB) ring with Yukawa interaction in curved space with
disclination. They obtained the Shannon entropy through the eigenfunctions of the system. Ikot et al., [56] solved the SE
for the Mobius square potential using the NUFA method. The Shannon entropy, Fisher information, Fisher-Shannon
product and the expectation values for the Mobius square were investigated in position and momentum space.
Amadi et al. [S7] solved the SE with screened Kratzer potential to study the Shannon entropy and Fisher information.
Their results showed that the sum of the position and momentum entropies satisfies the lower-bound Berkner, Bialynicki-
Birula and Mycieslki inequality. Ikot et al., [58], solved the approximate solutions of the SE with the generalized Hulthen
and Yukawa potential within the framework of the functional method. The obtained wave function and the energy levels
are used to study the Shannon entropy, Renyl entropy, Fisher information, Shannon-Fisher complexity, Shannon power
and Fisher-Shannon product in both position and momentum spaces for the ground and first excited states. Ikot et al. [59],
studied the Shannon entropy and the Fisher Information entropies were investigated for a generalized hyperbolic potential
in position and momentum spaces through the solutions of SE using the NUFA method. The position and momentum
spaces for Shannon entropy and the Fisher Information entropies were calculated numerically.

Eckart potential [60], was proposed in 1930, and its application cut across molecular physics and other related areas.
Numerous authors in the references [61-63] took into consideration the bound state solutions for this potential. Numerous
scholars have extensively used the Hellmann potential [64] to obtain bound-state solutions in studying the condensed
matter, atomic, nuclear, and particle physics [65-69]. Recently, a lot of scholars have expressed interest in the pairing of
at least two potentials. The main goal of combining at least two physical potential models is to include additional physical
applications and comparative analysis with previous studies [58,70,71]. Inyang et al.,[70] proposed Eckart and Hellmann
potential (EHP) to study selected diatomic molecules. Furthermore, they adopted the potential to study the mass spectra
and thermal properties of heavy mesons [71]. In this research, we aim at obtaining the approximate bound state analytical
solutions to the SE with the Eckart plus Hellmann potential (EHP) using the NU method. The obtained energy eigenvalues
and eigenfunctions will be applied to study the Shannon entropy and Fisher information. The combined potential takes
the form [60,64].

—ar A —ar A A —ar
V(iry=- A(’ef e -2+ i
- (l—e‘“’) r r

) )

where A4, 4,,4,,and 4, are the strength of the potential, & is the screening parameter and 7 is inter-particle distance.

This paper is organized as follows: In Sect. 2 we solve the Schrodinger equation with the Eckart plus Hellmann
potential to obtain the energy equation and normalized wave function. In Sect. 3, the derived eigenfunctions will be used
to obtain the numerical computation of the Shannon entropy and Fisher information. In Sect. 3, we present the results and
discussion. Conclusions are given in Sect. 4.

2. Analytical solutions of the Schrodinger equation with Eckart plus Hellmann potential
In this study, we adopt the NU method [1] which is based on solving the second-order differential equation of the
hypergeometric type. The details can be found in Appendix A. The Schrédinger equation of a quantum physical system

is characterized by a given potential V(r) takes the form [72,73]
d’w(r) | 2u
+ —_

dr’ "

(&, -v)- i =0 @

2
7

E,, is the energy eigenvalues of the quantum system, / is the angular momentum quantum number, z is the reduced

mass of the system, 7 is the reduced Planck's constant and 7 is the radial distance from the origin.

Equation (2) cannot be exactly solved using the adopted potential. To deal with the centrifugal barrier, we thus
employ an approximation approach suggested by Greene-Aldrich [29]. This approximation is a good approximation to
the centrifugal term which is valid for & <<1, and it becomes

2
et ©)
r (1 —e )

Substituting Egs. (1) and (3) into Eq. (2), Eq. (4) is obtained as
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By using the change of variable from 7 t0 § , our new coordinate becomes
s=e . 5)
We substitute Eq. (5) into Eq. (4) and after some simplifications; Eq. (6) is gotten as
d*W(s) L 1o dw (s) L1
ds'  s(l=s) ds  §(1-s)

| ~(e+8)s +(26-B-B-B-B)s—(e-B-B7)|W(s)=0. (s

where

2uE,
e P

2uA,
a’h?’

zﬂAl 2/.1142 2/,1143
B = . B = .y =1(I+1)p. 7
2h2 2 hZ 3 hZ }/ ( ) ()

B =

Comparing Eq. (6) with Eq. (A1) we obtain the following parameters

#s)=1-s, o(s)=s(1-5), & (s)=1-2s

. ®)
6-(5) = _(g+ﬂ3)52 +(25_:Bo _:B| _ﬁz _ﬂs)s_(g_ﬂo _ﬁz +7)
Substituting Eq. (8) into Eq.(A9) we have
ﬂ(s)z—%i\/(PO—k)sz +(R,+k)s+0, » ©)
where
1
E):Z+g+ﬂ3’ROZ_(zg_ﬂO_ﬂl_ﬂz_ﬂ3) (10)

Oy =¢-B,-p+r

To find the constant k&, the discriminant of the expression under the square root of Eq. (9) must be equal to zero. As such

we have that
—(B- Py -yt By +27) -2 By - +7«/§”+ﬂ1 (11)

Substituting Eqs. (10) and (11) in Eq. (9) we have

T (S)__ \‘[\/ bty + _+7+ﬂ1] ﬂz J . (12)
Differentiating Eq. (12) gives
' 1 1
”_(S):_E_{\/‘g_ﬂo_ﬂ2+7/+ Z+7/+ﬂ1J . (13)
Substituting Eqs. (11) and (13) into Eq.(A10) gives
fl 1 1
:ﬂo_ﬂl+ﬂ2_ﬂ3_27_2\/5_ﬂ0_:82+7 Z+7+ﬂ1 _5_{\/5_:80_ﬂ2+7/+ Z"'V"’ﬂlJ' (14)
With 7(s) being obtained from Eq.(A7) as
7(s)=1-2s-2\Je =B, — B, +ys—-2 %+}/+ﬂls+2 e=py—p+7. (15)

Differentiating Eq. (15) yields

¢ (s)=—2—2[,/g—ﬁ0—/32+y+ %+y+/31]. (16)
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And also taking the derivative of o'(s) with respect to § from Eq. (8), we have
o'(s)=-2. (17)

Substituting Eqgs.(16) and (17) into Eq.(A11) and simplifying, yields

/1n:nz+n+2n,/5—ﬂ0—ﬂ2+y+2n,f%+7+ﬁl. (18)

Equating Egs. (14) and (18) and substituting Eq. (7) yields the energy eigenvalues equation of the Eckart plus Hellmann
potential as

2

2
n+%+ (1+l] 2An —2A°ﬂ+2A‘ﬂ—2A2ﬂ+2A3#+(l+lz)

a2h2(1+12) ol 4 a’h’ W al® al’
E =— 4 —Aa—"2 . (19)
n+—+ || —+1] +
2 4 o’

2.1. Special cases
1. Weset 4, =4 =0 and obtain the energy eigenvalues for Hellmann potential

2

2
n+%+ [1+IJ —2A2ﬂ+2A3’u+(l+lz)

A1 (1412 2 2 4 al® ol
g, ST, v . 20)
! ’ (1 JZ
n+—+ Z+l

2. Weset 4, =4, =0 and obtain the energy eigenvalues for Eckart potential

2

2
n+%+ [iHJ e —2A°ﬂ+2A‘ﬂ+(l+lz)

e (1+12) o a’n’ K
Ez[ = _AO - . (21)
2u 8u 1 (1 ) 24u
n+§+ Z+l + 2%2
a

3. Weset 4, =4 =4, =a =0 and obtain the energy eigenvalues for Coulomb potential

AZ
E, =—— 2 22)
2h°(n+1+1)

4. Weset 4, =A4 = A4, =0 and obtain the energy eigenvalues for Yukawa potential

2
SNE (S +2A32ﬂ+(l+lz)
2\l 4

(23)

2.2. Wave function
To obtain the corresponding wavefunction, we consider Egs. (A4) and (A6) and upon substituting Egs. (8) and (15)
and integrating, we get

#(s) = gVEPPary (1 _ S)%h %+7+ﬂ1 ’ (24)
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Equation 25 is known as the weight function.
By substituting Egs. (8) and (25) into Eq. (AS) we obtain the Rodrigue’s equation as

ot d" pia [
y, (S) _ Bnls—z e=Po-P+r (1—S) 2 4+7+ﬁ| F\‘ Sn+2 e—Bo—Paty (1—5‘) +2 4+;/+ﬂI ’ 26)
s
where B, is normalization constant.
Equation (26) is equivalent to
2\e=Po—Pr+7 2, l+7+ﬁ'l]
Pn[ to(1-2s), 27
where p “")is Jacobi Polynomial
The wave function is given by
L [2\/£—ﬂ0—ﬂ2+y,2\ l+7+/}1]
W, (s)=B,s" "7 (1-5)2 Jirh P o (1-2s). (28)

Using the normalization condition, we obtain the normalization constant as follows

f

0

v, (| dr=1. (29)

From our coordinate transformation of Eq. (5), we have that

1
=

v, ds=1. (30)

By letting, y =1-2s, we have

2
BZ[ 1 l_y 2\e+fy-Bity 1+y 1*%/&: [2 g+ﬂ0—ﬂl+}/,2\/%TyJ

dy=1. 31
> y G

n

a -1
Let
=1+2 l+ -1=2 l+
é \'4 > 1 \4 s (32)

u=2Je+p,-p+y

Substituting Eq. (32) into Eq. (31) we have

B_,flr -y | [1+y]”
a i\ 2 2

According to Ebomwonyi et al. [74], integral of the form in Eq,(33) can be expresses as

[ })n(Zu,ﬂ—l)y:| 2 dy=1. (33)

— * Y 2
J* I-p|"[1+p |:Pn(2x,2y—l)p:| dp = AW +n+DI(y+n+l) (34)
a2 2 nIxl(x+y+n+1)
Hence, comparing Eq. (33) with the standard integral of Eq.(34), we obtain the normalization constant as
nlual’ (u+n+n+1)
= . (35)
2ZlM(u+n+DI(n+n+1)

2.3. Shannon Entropy for the Eckart plus Hellmann potential
Entropy is a thermodynamic quantity representing the unavailabity of a systems thermal energy for conversion into
mechanical work [53]. The Shannon entropy is defined in position and momentum spaces as [75]
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S, =] ptr)inp(rydr | (36)
and
s, = p(pinp(p)dp . (37)

where S, is the position space Shannon entropy, S » is the momentum space Shannon entropy,

2
)

p(r)=w(r) (38)

and

p(p)=lw(p)’, (39)

are the probability densities in the position and momentum spaces, respectively. w(p)is the wave function in the
momentum coordinate obtained by the Fourier transform of (7). The Shannon entropic uncertainty relation proposed
by Beckner,Bialynicki-Birula and Mycielski(BBM) takes the form [43]

S, =8, +8, > D(1+Inx), (40)

where D is the spatial dimension.

The probability density's logarithmic functional measure of randomness and uncertainty in a particle's spatial
localization is called Shannon entropy. The lower this entropy, the more concentrated is the wave function, the smaller
the uncertainty and the higher is the accuracy in predicting the localization of the particle [74].

Using Egs. (28) and (35) we obtained the total wavefunction as

v (s)= nlual (u+7n +n+1) N e (l—e‘“’ );+W P[zm,zm] (1 —Ze“”) )
" 20(u+n+)0(n+n+1) " .

The normalized wave function for two low lying states 7 = 0,1 is given as

"4 (S) = uar(u+ /s 1) e””m (1 —e )%+1’}I+7+ﬂ1 (42)
’ 20(u+ 1) +1) ’
and
(s)— ! ”a(1+2(‘9_ﬁ0 _ﬁz +7))F(u+77+2)
Y G B~ B+ )\ (= By — B+ 7)2Tw+ n+ DL+ n+1) “3)

1 1
A (e )E*\]T”ﬂ (1-2¢)
where T'(x) is the gamma function given as I'(x) :F t e dx [76].
0

The corresponding normalized wave function in the momentum space for two low lying states » = 0,1 is obtained
as [77]

1 .
l//<,(p)=ﬁ]: wo(r)e " dr, (44)

Poe_p5_ iy
W(p)er[a” A /”Z”Jm” hobt) s
0 2w+ DC(n +1) \/ﬁal—{l-kip-kg—ﬂo_lgz_}_]/J >
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v (p) =ﬁf V(e dr (46)
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ip
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a

(47)

2.4. Fisher Information theory for the Eckart plus Hellmann potential
We examine the Fisher information in position and momentum spaces. Fisher information is the sole component of
the local measure, and is mainly concerned with local changes that occur in probability density [57,78]. Density functional
is important for the investigation of Fisher information [79]. It is stated as:

2
o ) o
1=] ()_d”:“f v’ 0 dr =& p*) 2020+ 1)) (“48)
pr
' 2
‘p (p) N R 2
1= —dp=4] v (] dp=4r) ~2(20 4 1) ) (49)
p(p)
Fisher information inequality becomes [80]
2
2/ +1
I1 >9| 2- >36. 50
r 1(1+1)|m| 0

We solve Egs. (48) and (49) numerically, which are complicated to solve analytically due to the form of the integral.

3. RESULTS AND DISCUSSION

In this section, we will discuss our numerical results. For both cases, the screening criterion was setto 0.1< « <0.9.
These parameters were selected in order to compare results [57].

Our results were obtained numerically. Fisher information and Shannon entropy give important details about the
precision and degree of uncertainty in particle localization predictions. Lower Shannon entropy denotes greater stability,
higher localization, and reduced uncertainty. The kinetic energy and Fisher information are related, and more Fisher
information indicates greater localization and energy fluctuation. For the various values of « , the numerical results for
Shannon entropy and Fisher information are shown in Tables 1 and 2, respectively.

Table 1. Numerical values of Shannon entropy for Eckart plus Hellmann potential

a Sr Sp ST
0.1 5.78107 0.692356 6.4734260
0.2 5.97095 0.498294 6.4692440
0.3 6.20766 0.267158 6.4748180
0.4 6.49426 -0.017446 6.4768131
0.5 6.85881 -0.378718 6.4800920
0.6 7.34806 -0.856921 6.4911890
0.7 8.03556 -1.529530 6.5060300
0.8 9.09978 -2.571370 6.5284100
0.9 11.0879 -4.524130 6.5637700
1 0.1 9.67144 -2.915280 6.7561600
0.2 11.7253 -5.091890 6.6334100
0.3 11.4772 -4.873510 6.6036900
0.4 8.71251 -2.048560 6.6639500
0.5 7.39803 -0.709438 6.6885920
0.6 6.50485 -0.198122 6.3067280
0.7 5.82308 0.887327 6.7104070
0.8 5.26825 1.445710 6.7139600
0.9 4.80376 1.914240 6.7180000

The Shannon entropy values show a deceasing order in the position space, which signifies a lower uncertainty and
higher accuracy in predicting localization and the stability. This is complimented in the momentum space by an increasing
Shannon entropy. Forn =1, it increased and decreased afterward. This similar behavior is also observed in the momentum
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spaces. Negative values mean that the Shannon entropy is highly localized [57]. The numerical analysis of Fisher
information for n=0and n =1 is shown in Table 2. Similar phenomena are seen in momentum spaces as well and
negative values indicate a strongly localized Shannon entropy. Table 2 displays the numerical analysis of Fisher
information for n=0and » =1 indicating ground and first excited states respectively. Here, there was a similar pattern
of behavior, and the alternative increase and decrease for n =1 are noticed. The increasing Fisher information observed
in these different states implies an increasing localization. In both cases, the Shannon entropy uncertainty relation
condition is satisfied as seen in Eq. (40) and Fisher uncertainty relation is satisfied as seen in Eq. (50).

Table 2. Numerical values of Fisher information for Eckart plus Hellmann potential

n a I I I,
0.1 1.195670 334215 39.96108
0.2 1.052470 38.0402 40.03616
0.3 0.903119 44.4792 40.17001
0.4 0.748496 54.0185 40.43263
0.5 0.590304 69.2190 40.86025
0.6 0.431695 96.4388 41.63214
0.7 0.278445 154.136 42.91839
0.8 0.141132 318.584 44.96239
0.9 0.038628 1212.07 46.81983
1 0.1 0.137107 465.101 63.76860
0.2 0.032212 1782.30 57.41144
0.3 0.037720 1516.76 57.21218
0.4 0.251035 241.175 60.54336
0.5 0.606999 100.787 61.17761
0.6 1.108780 55.6926 61.75084
0.7 1.753940 35.4030 62.09332
0.8 2.542350 24.5121 62.31833
0.9 3.473940 17.9847 62.47776
4. CONCLUSION

In this research, the Schrodinger equation is solved with the Eckart plus Hellmann potential to obtain the energy
equation and normalized wave function. We studied the charactertic properties of Shannon entropy and Fisher information
for the position and momentum spaces for ground state and first excited state. Our results was presented numerically. We
observed a similar behavior for Shannon entropy and Fisher information values. This behavior is related to the probability
density distribution’s concentration. Our findings showed that several eigenstates had negative values in the position
space. This implies a higher localization for the collective potential models. The potential models also show increasing
accuracy in predicting particle localization in the position space of Shannon entropy and Fisher information. This research
can be extended to other global measures, such as Renyi entropy, Tsallis entropy etc.
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APPENDIX A
Review of Nikiforov-Uvarov (NU) method
The NU method was proposed by Nikiforov and Uvarov [1] to transform Schrodinger-like equations into a second-
order differential equation via a coordinate transformation s = s(r) , of the form

1,//” (s)+ £(s) I,Z/’ (s)+ 5 (s) w(s)=0, (A1)
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where &(s), and o-(s) are polynomials, at most second degree and 7(s) is a first-degree polynomial. The exact solution

of Eq.(A1) can be obtained by using the transformation.
w(s)=¢(s)(s). (a2)

This transformation reduces Eq.(A1) into a hypergeometric-type equation of the form

rr

O'(S)y (s) +T(s)y' (S)+/1y(s) =0. (A3)

The function ¢(x) can be defined as the logarithm derivative

J(s)_7ls) "

With 7z(s) being at most a first-degree polynomial. The second part of l//(S) being y(s) in Eq. (A2) is the

hypergeometric function with its polynomial solution given by Rodrigues relation as

_ B, d"
y(S)_p(S) ds"

" ()(s)] (A5)
where By is the normalization constant and ,D(S) the weight function which satisfies the condition below;

(o(s)p(s) =7(s)p(s). (A6)
where also
z(s)=7(s)+27(s). (A7)
For bound solutions, it is required that
7 (s)<0. (A8)

The eigenfunctions and eigenvalues can be obtained using the definition of the following function ﬂ(S) and parameter

A, respectively:

n(s):o- (s)—f(s)+ o (s)—f(s) —6'(s)+k0'(s), (A9)

and

/1=k,+7ri(s). (A10)

The value of & can be obtained by setting the discriminant in the square root in Eq. (A9) equal to zero. As such, the new
eigenvalues equation can be given as

z+nr'(s)+@a" (s)=0,(n=0,1,2,...) . (A1)
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AHAJIITUYHI PIINEHHSA PIBHAHHS IIPEAIHTEPA 3 MOJEJIAAMU KOJIEKTUBHOT'O ITIOTEHHIAJTY:
3ACTOCYBAHHSI IO KBAHTOBOI TEOPII IH®@OPMAUIT
®dyuminaiio Aiienyn, Etino I1. Inssaur, Edionr A. I6anra, Konasosie M. JlaBan
@axynomem ¢hizuxu, Hayionanenuii 6ioxpumuii ynieepcumem Hieepii, /[ocabi, A6yooica

VY 1poMy TOCIIKEHHI NIIIXOM aHAJTITHIHOTO po3B’si3aHHs piBHSHHS [lpexinrepa 3 BukopuctanHsM noteHmianry Exapra-I'ensmana
ta Metony Hikidoposa-YBapoBa Oyim oTpumaHi piBHSHHS €Heprii Ta HopMaii3oBaHa XBHIbOBa (QyHKIs. JocmimpkeHo iHpopmaio
®imrepa ta enrpornito lllennona. Harri pe3ynpraTi okas3ain XxapakTepHy HOBEIIHKY BUIIOTO TOPSIKY JUIS TOJI0XKEHHS y IPOCTOPI Ta
iMmynbcy. Hamri uncenbHi pe3yapTaTy oKa3aiy MiBUILEHHS TOYHOCTI BU3HAUCHHS MICIIsI pO3TallyBaHHS Iepe10adyBaHUX YaCTHHOK,
10 3yCTPIYalOThCS y MOJIOKEHHI B mpocTopi. KpiM Toro, Hamii pe3ysnbTaTd MOKa3yloTh, IO CyMa EHTPOMiM Mo3ulii Ta iMIIyJbey
3aJJ0BOJIbHSIE HIDKHIO MEXY HepiBHOCTI bepkuepa, bsamuninpkoro-bipyni Ta Midecki, a iHpopmaris Dimepa Takoxk 3aJ0BOIBHIETHCS
JUIS PI3HUX BIIACHUX CTaHiB. BUCHOBKHM IBOTO JTOCITIHKEHHS 3HAHAYTh 3aCTOCYBaHHS B KBAaHTOBIM XiMii, aTOMHIN 1 MOJEKYIAPHIN
(izuni Ta KBAaHTOBIN (hi3UIIi.

Karwuosi caoBa: piusHas Illpeninrepa; norenmian Exapra-I'enbmana; [adopmarnis dimepa; entpomis Lllennona; Meton
Hikigoposa-YBaposa
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The well-known inputs for determining the reaction cross section are nuclear level density (NLD) and y-ray strength functions. In this
work, effects of y-ray strength functions and NLD models on photoneutron reactions of 747778Se isotopes are analyzed by using the
latest version of TALY'S computer code. For y-ray strength functions, macroscopic and microscopic options which are available in the
TALYS, are used in the calculations. Kopecky-Uhl and Brink Axel y-ray strength function models as macroscopic options, Hartree-
Fock BCS tables, Hartree-Fock Bogolyubov tables and Goriely’s hybrid model as microscopic options are preferred. The statistical
analysis is carried out to determine the y-ray strength function that reproduces the experimental data quite well. And then, calculations
of photoneutron cross section are redone by using the determined y-ray strength function via the NLD models. The Constant
Temperature Model (CTM), Back Shifted Fermi Gas Model (BSFGM) and Generalized Superfluid Model (GSM) are preferred to use
in NLD calculations. The predictions are compared with each other and the available experimental data. EXFOR library is used to take
all experimental data.

Keywords: Nuclear level density models; Cross section; y-ray strength functions; Photoneutron reactions; TALY'S

PACS: 21.10.Ma, 25.20.-x

The proton induced reactions are commonly used in variety of applications from astrophysics to transmutation of
nuclear waste and can give beneficial knowledge about the data estimation of nuclear reactions. The most important
channel of these reactions is gamma emission channel, which is defined by gamma ray strength functions. This channel
can be observable in all other reactions and can called as universal channel. Therefore, it has a great importance to describe
this channel. The well-known and useful inputs for theoretical calculations of the photon induced reactions are NLD and
y-ray strength functions. These functions can be selected as an optional input in the computer codes [1,2]. There are many
theoretical [3-6] and experimental [7-10] works for photon induced reactions in the literature using these codes.

In the photon induced reactions, giant dipole resonance (GDR) is dominant at energies below 30 MeV. It is
observable in the energy range 10—15 MeV, and 20—25 MeV for heavy and light nuclei, respectively. In GDR energies,
maximum photoabsorption and cross section of other photonuclear reactions are observed. The aim of the work is to study
the effect of the nuclear level density and y-ray strength function on cross section of photoneutron reactions. To analyze
these effects, best known computer code TALY'S is used for the theoretical calculations [11-19]. This code is widely used
code in the reaction analysis. The effect of y-ray strength function is investigated by using Kopecky-Uhl generalized
Lorentzian, Brink-Axel Lorentzian, Hartree-Fock BCS table, Hartree-Fock Bogolyubov tables and Goriely’s hybrid
models. The y-ray strength function which give the closest result to the experimental data, is determined with the
statistical calculations. Then, best strength function is used together with nuclear level density models and calculations
are reperformed using TALYS code for each reaction. To analyze the effect of nuclear level density models, Constant
Temperature Model (CTM), Back-Shifted Fermi Gas Model (BSFGM, and Generalized Superfluid Model (GSM) are
used. The predictions are presented and discussed with the experimental data taken from EXFOR [20] library. The best
combinations of models are decided by evaluating the statistical analysis.

The rest of this paper is organized as follows: In section “Materials and Methods”, calculation method is presented.
In section “Results and Discussion”, I represent my results and their discussions. Finally, in section “Conclusion”, I give
some concluding remarks.

MATERIALS AND METHODS
For the gamma induced nuclear reactions, y-ray strength functions are the key input. This function is used to
calculate the reaction cross section with the statistical theory and defines the transmission coefficients.
The phenomenological model, Brink Axel is used to determine the y-ray strength functions for E1, E2 and M1
modes [21,22]. According to this model, gamma ray strength function is given as a standard Lorentzian form below as

_ 1 UXlEyF}?l
le(EV) " (u+)n2h2c? (EZ-Ey))+ERrg) M

where oy, is the strength, Ey; is the energy, and I, is the width of resonance. They are the giant dipole parameters.
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For E1 radiation, this standard Lorentzian form is generalized and written as

og1TE1 E, Tg1(Ey) 0.7T g1 42 T2
= , 2
fe1 (B, T) (21+1)m2h%c? [(EZ E2,)+E2Tg,(E,)° Efy @
where g, (E,) is temperature and energy dependent width [23] and given as
~ EZ+4m2T?
r'151( ) =g L 5z 3)
E1

where T is a nuclear temperature and written below

_ EntSp—6-Ey
T=J"as @

where § is the pairing correction, E,, is the neutron energy, S,, is the neutron separation energy, and a is the nuclear level
density parameter.

Bardeen Cooper Schrieffer (BCS) [24] model is a microscopic option for E1 radiation. It can be found a detail
information for this model and the other microscopic gamma ray strength function models (Hartree-Fock Bogolyubov
and Goriely’s hybrid) from Reference input Parameter library (RIPL-3) database [25].

Nuclear level density is the number of excited levels around an excitation energy. The first model of nuclear level
density has been proposed by Bethe [26] called as Fermi gas model. According to this model, nucleons do not interact
with each other, have equispaced single particle states, and collective levels are absent. The total nuclear level density
formulation is given as

1 exp[2Val]
ptot(U) = T3v5e ail/tusi ®)]

where a is the main variable of the nuclear level density and called nuclear level density parameter, U is the excitation
energy, and o is the spin-cutoff parameter.

The default option of TALYS computer code is Constant Temperature Model (CTM) [27]. This model considers
the energy region in two parts as low and high. For Back-Shifted Fermi Gas Model (BSFGM) [28] Fermi gas expression
is used for all energy range. The other nuclear level density model, Generalized Superfluid Model (GSM) [29] based on
BCS theory has a pairing correlation, and is characterized by a phase transition.

y -ray strength functions and nuclear level density models are inputs to calculate the reaction cross sections.
Therefore, if these two inputs are used together in the calculations, successful results can be obtained.

TALYS computer code is used for all calculations. It is a computer program which simulates nuclear reactions,
which are caused by light particles such as gamma, proton, neutron, triton etc. from 1 keV to 1 GeV. y -ray strength
functions and nuclear level density models can be used as an optional input in TALYS.

RESULTS AND DISCUSSION
In this work, cross sections of 7°Se(g,n)”>Se, "’Se(g,n)’®Se, and 78Se(g,n)"’Se reactions are calculated with different
y -ray strength functions and nuclear level density models by using TALY'S computer code. The predictions are shown
in Figs. 1-6, and statistical results are presented in Tables 1 and 2.
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Figure 1. Comparison of gamma ray strength function Figure 2. Comparison of nuclear level density calculations with
calculations with the experimental data for 7*Se(g,n)”>Se the experimental data for 76Se(g,n)’>Se

76Se(g,n)"*Se reaction cross section calculations with y -ray strength functions are given in Fig. 1. The results of
Hartree-Fock BCS tables show two humps at the giant dipole resonance region. Hartree-Fock BCS and Hartree-Fock
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Bogolyubov display the predictions far from the experimental data. According to the statistical analysis given in Table 1,
Goriely’s hybrid model are chosen the best y -ray strength function, which reproduces the experimental data.

Table 1. Statistical analysis of (g,n) reaction cross section calculations using gamma ray strength functions.

Target Kopecky-Uhl Brink Axel Hartree-Fock BCS | Hartree-Fock Bog. Goriely’s hybrid
76Se 0.7179 0.7858 0.4743 0.8006 0.8127
77Se 0.2166 0.7157 0.7780 0.8126 0.6675
78Se 0.5019 0.4028 0.2210 0.6114 0.5925

The calculations for 7*Se(g,n)”>Se reaction are redone by using Goriely’s hybrid model with nuclear level density
models. The calculation results with nuclear level density models are given in Fig. 2. All models have close predictions.
However, statistical analysis for nuclear level density models given in Table 2 is presented that for this reaction, best
combination is Goriely’s hybrid model and BSFGM.

Table 2. Statistical analysis of (g,n) reaction cross section calculations using nuclear level density models

Target CTM BSFGM GSM
76Se 0.8127 0.8467 0.8142
"7Se 0.8126 0.8433 0.8750
8Se 0.6114 0.6526 0.5826

In Fig. 3, comparisons of 7’Se(g,n)’*Se reaction cross section calculations with y -ray strength functions are shown.

All predictions have higher peaks at 15 MeV-20 MeV energies. According to the statistical analysis table for y -ray
strength functions, Kopecky Uhl generalized Lorentzian form is the worst model, and Hartree-Fock Bogolyubov model
has the best result compared the others. The cross sections are recalculated using Hartree-Fock Bogolyubov model with
nuclear level density models. Predictions are compared with the experimental data and shown in Fig. 4. According to the
statistical analysis for nuclear level density models, GSM has the best prediction to reproduce the experimental data.
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Figure 4. Comparison of nuclear level density calculations with
the experimental data for 7’Se(g,n)”¢Se
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For 7Se(g,n)”’Se reaction, calculations are performed with y -ray strength functions and compared with the
experimental data in Fig. 5. All models have similar geometries after 18 MeV gamma energy. Hartree-Fock BCS and
Hartree- Fock Bogolyubov models are far away from the experimental data at between 13 MeV-18 MeV energies.
According to the statistical analysis table, Hartree-Fock Bogolyubov is the closest model to the experimental data. After
y -ray strength function model is determined, calculations are redone for nuclear level density models and represented in
Fig. 6. According to Table 2, BSFGM can be chosen as a suitable nuclear level density model for this reaction.

CONCLUSION
The photoneutron cross sections of 7%773Se isotopes are analyzed using available y-ray strength functions and
nuclear level density models in TALY'S computer code. The following concluding remarks can be written as:
e The results of nuclear level density model calculations performed with y -ray strength function models agree with
the experimental data for all reactions in this study.
e For all investigated reactions, microscopic y-ray strength functions are more successful to reproduce the
experimental data than the others.
e  Hartree-Fock BCS is the worst model to explain the experimental data for all calculations.
e All nuclear level density models have close predictions with each other.
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JOCJIIIKEHHS ®OTOHEUTPOHHUX PEAKIIIN 3A IOIOMOI'OI0 CTATUCTUYHOI'O AHAJII3Y
Henis Kanoyna®, Bopa KanoynaP®
“Pakynvmem mexHoao2ii anomepHamueHux odxcepen enepeii, Yuisepcumem Manicu Yenan baap, Manica, Typeuuuna
b®daxynemem xomn omeproi inocenepii, Yuisepcumem Manicu Yenan Basp, Manica, Typeuuuna

Jobpe BimOMUMH BXiTHMMH JAaHHMH JUIS BU3HAUCHHS MEPETHHY peakuii € MmiibHICTh saepHoro piBHs (NLD) i cmmosi ¢yHKuii
y-IpoMeHiB. Y wiif poGOTi 3a ZOIOMOT0I0 OcTaHHBOI Bepcil koMt 1otepHOro koay TALYS mpoananizoBaHO BIUIMB CHIIOBHX (DYHKINIH
y-BunpomintoBanus ta Mmogeseil NLD na porouneiirpounni peakuii isoromnis 7%7778Se. st cunosux GpyHKIil y-IIPOMEHIB y po3paxyHKax
BHUKOPUCTOBYIOTBHCSI MAKPOCKOIIIYHI Ta MiKpocKoIiuHi mapamerpu, noctymsi B TALYS. Mogeni ¢ynkuii cuuin Korneki-Yiia ta bpinka
AxceJs SIK MakpocKoniuHi Bapianty, Tabmuni Xaprpi-®oka BCS, tabnuui Xaprpi-doka Boroarobosa ta ridpunna moxens ['opini sk
MIKpOCKOIIiYHI BapiaHTH. [IpoBeACHO CTATHCTHYHHMN aHAIi3 IS BU3HAYCHHS CHJIOBOI (YHKIII Y-TIPOMEHIB, sIKa IOCHTH 100pe
BIZITBOPIOE EKCIIEPUMEHTAIbHI MaHi. [IoTiM po3paxyHKH MOMEPEUYHOrO Mepepizy (POTOHEHTPOHIB MEPEPOOISIOTHCS 3a JTOTOMOTOI0
BHU3HAUCHOT (DYHKIIIT CHJIM Y-BUIIPOMIHIOBaHHS 3a foromororo mojeneir NLD. B NLD po3paxyHkax Kpaiie BAKOPHCTOBYBATH MO/ICITb
noctiitaoi Temnepatypu (CTM), monens razy depwmi 31 3cyBom Hazaa (BSFGM) 1 y3aransHeny Haarekydy monens (GSM). [Ipornosu
TIOPIBHIOIOTECS MiX COOOI0 Ta HasBHHMH CKCIICPHMCHTAJBbHUMU NaHUMHU. I OTpUMaHHS BCIX EKCIICPHMEHTAIbHUX JaHUX
BHUKOPHCTOBY€EThCs OibmioTeka EXFOR.
KorouoBi ciioBa: Mojeni T'yCTHHU siICPHHX DIBHIB; HOIEpeYHH nepepi3; cuiioBi (QyHKIIT Y-IpOMeHIB; (OTOHEUTPOHHI peakiil;
TALYS
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The problem of convective instability in a horizontal dielectric couple stress fluid layer with electric field modulation is investigated.
The horizontal dielectric upper boundary layer is cooled, and the lower boundary layer is subjected to an isothermal boundary condition.
The regular perturbation method is used to calculate the critical Rayleigh number and the corresponding wavenumber based on the
small magnitude of the modulation. The strength of the system is characterised by a correction Rayleigh number, which is calculated
as a function of the thermal, electrical, and couple voltage parameters and the frequency of the electric field modulation. Some of the
well-known findings are taken up as special cases in this study. It is shown that the onset of convection can be accelerated or delayed
by proper adjustment of various control parameters. The results of this study have potential implications for controlling
electroconvection with a time-dependent electric field.

Keywords: Convection, Couple Stresses, Dielectric fluid, Electric field, Modulation.

PACS: 47.55.P-, 46.25 Hf, 77.84.Nh, 77.22.-d, 41.20.-q, 47.65.-d

1. Introduction

Electrohydrodynamic deals with the justice of the motion of fluids under the influence of electric energy. In
microchannels, the interaction of electric fields with fluid flow has led to a variety of complex and interesting unstable
events. In addition, the use of electrical energy to control fluids has been shown to be a very effective way to achieve
many goals and functions in microfluidic devices.

When we add additives to oils or liquids, the energy contained in the liquid conflicts with the strength of the
additives. This conflict leads to less fluid, which in turn leads to more stress for the couple. Couple stress fluid is the name
for this type of fluid. The particular effects of couple stress fluid pressure on fluid is considered [1-3], and the basic
statistical calculations for forcing couple stress are presented. Couple stress slows the onset of convection, while central
infiltration accelerates the onset of convection [4-6], which allows to conclude that the system of stability exchange was
heated in the couple stress fluid below the perforated area. As we have seen [7], the instability thresholds are changed
when the fluid filling the porous medium exhibits pair-voltage behavior. They also assume that porous behavior is subject
to small amplitude perpendicular oscillations. The convection variability of a chemically reactive fluid with coupling
stresses in a porous medium heated from below is studied using a modified Darcy model by Taj et al. [8]. Coupling
stresses improve system stability, and the stabilizing effect of coupling stresses is not diminished by the counteracting
influence of chemical reactions and vice versa. In Maxwell-Cattaneo law [9], George & Thomas studied the consequences
of gravity modulation and formation in the early phase of modulation within couple voltages. It is shown that by
controlling the various regulating factors, the execution of convection transfer can be enhanced or postponed. The
horizontal connection emphasizes the effect of the horizontal wavenumber and coupling stress fluid factors on the fluid
layer, while the perforated parameters have a strong influence on the predominant fluid layer [10].

Analysis of convective instability in a horizontal viscoelastic dielectric fluid layer under the synchronous action of
a direct alternating electric field with a precise temperature gradient was dealt with by Takashima & Ghosh [11]. It has
been demonstrated that oscillatory processes of uncertainty occur only when the density of the fluid layer is less than 0.5
mm, and that the power of the current source in such a thin layer is more important than renewable energy. Sharma &
Thakur [12] studied a porous material using a bottom heated conductive coupling voltage fluid in the absence of a
homogeneous magnetic field. The coupling fluid and magnetic field retard the onset of thermal convection in a downward
heated coupling stress in a porous medium in hydromagnetism, while the permeability of the medium accelerates it.
Rayleigh-Bénard and Marangoni convection in dielectric fluids was studied by Maruthamanikandan [13]. This statement
refers to the effects of the same internal heat dissipation and radiation. Thermorheological and electrical effects are
considered in the management of the actual viscosity, such as the temperature function and the magnitude of the electric
field. Rudraiah et al. [14] used a power method to study the stability of an electrohydrodynamic linear conductor flowing
a pair of viscous fluid streams across a perforated medium in the presence of a uniform flexible electric field. It has been
shown that the interaction of the electric current with the pair voltage is more efficient in stabilizing the pair voltages than
for the conventional viscous Newtonian fluid. Shivakumara et al. [15] discuss the conjugation effects of electric body
force, buoyancy force, Coriolis force and couple stress of the fluid in the formation of EHD instability. It is shown that
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the influence of the couple stress parameter as well as Taylor number of the system of stability properties is considered
in the situation of isothermal boundary. Using the method of small perturbation [16], the influence of variations of thermal
conductivity on the onset of Rayleigh-Bénard instability in a horizontal layer of a Cattaneo-dielectric fluid under the
simultaneous action of an alternating electric field and a temperature gradient was studied. The Rayleigh-Bénard solution
of the Cattaneo-diclectric fluid layer is more stable than the Fourier dielectric fluid problem. Nagouda &
Maruthamanikandan [17] studied the effect of radiation on Darcy electroconvection in the presence of an alternating
electric field. It has been shown that the system is more stable in the presence of radiative heat transfer.

The Navier-Stokes equations in the Boussinesq approximation and the heat conduction equation in the presence of
rigid boundary conditions are explored by Andreeva & Tkachenko [18] and Patochkina [19] as a linear steady-state system
of equations. At the onset of Rayleigh-Bénard convection, gravity migrates in a weakly conducting couple stress fluid
with a saturated porous layer, as shown by Sameena & Pranesh [20]. Shankar et al [21] found that the buoyancy of a
vertical dielectric fluid layer between vertical surfaces maintained at constant but different temperatures drive the
combined influence of a couple stress and a horizontal AC field on the accompanying shear flow stability in the horizontal
direction. The effect of radiant heat on a dielectric fluid filled with an anisotropic porous medium is evaluated according
to the Milne-Eddington standard and treated by Myson and Nagouda [22]. They showed that the conduction and radiation
parameters stabilize the system. In addition, the critical Darcy-Rayleigh number shows the effects of stabilization when
there are no coupling stresses and dielectric boundaries. The suitability of the stability exchange policy is evaluated and
it is found that the marginal strength is a preferred mode over the oscillatory mode. The effect of intermittent temperature
fluctuations in the open unstable surface of the semiconductor layer of the fluid leading to the instability of the first quasi-
equilibrium fluid is studied by Smorodin & Gershuni [23]. They found that if the Marangoni and Rayleigh numbers do
not vanish, the results depend on the accuracy of the set temperature.

Smorodin & Velarde [24] and Smorodin [25] found that destabilization and stabilization of the basic state is possible
depending on the frequency of the electric field and the number of Rayleigh numbers. In the horizontal layer, only the
positive response to the outgoing electric field is considered, since the dielectrophoretic force does not depend on the
direction of the electric field and consequently does not change its direction during the fluctuation period. The stability
of a viscous incompressible conductive cylindrically structured fluid in the external magnetic field of a vacuum arc current
flowing through it may be utilized to investigate many features of such processes [26] and [27]. Rudresha et al. [28]
investigated the effect of electric modulation on the onset of electrothermal convective instability of the horizontal
dielectric porous layer using a stability analysis based on the assumption that the amplitude of the peripheral power is
very small.

In many practical scenarios, it is possible to postpone or accelerate the onset of convection by modifying one of the
determining factors. Several studies of the effects of modulation have shown that by applying the proper transitions to a
control parameter, the conduction state can be stabilized or destabilized. As a result, the concept of applying transitions
to a control parameter is critical because it provides an effective tool for addressing the problem of Raleigh-Bénard
convection in a pair of stress fluids, which is particularly relevant to engineering applications. Many heat transfer
applications involving these couple stresses as a function now recognize that this can improve or reduce heat transfer in
parallel with the final Newtonian convection. In this paper, we have investigated the effects of modulating an electric
field on the boundary at the onset of convection in the dielectric fluid layer with couple stresses.

2. MATHEMATICAL FORMULATION
The problem at hand considers boundless horizontal dielectric fluid layer of couple stress fluid of thickness d. The
lower surface and the upper surfaces are z = 0 and z = d and they are sustained at constant temperatures T; and T,
respectively and modulation electric potential ¢ = +U(n, + 1, cos w t) is retained on boundaries (see Figure. 1), where
U is the magnitude of the modulation of the potential, w is the frequency of modulation and 7, and 7, are the relative
amplitudes of the components of constant and reciprocating potential difference.

¢=—U(n1 +17,c0s@1) s—d
T=T
Zz
g Couple stress
fluid «
v
T=T,
¢=U(; +nycosm 1) z=0

Figure 1. Schematic Diagram

The relationship between the shear tension and the flow field within a large fluid class is different from that of
Newtonian fluids. These fluids are non-Newtonian in nature. The problem of Raleigh-Bénard couple stress fluid
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convection is particularly relevant in terms of technical applications. In heat transfer applications concerning this fluid as
a functioning medium, it is now recognized that this might have improved or decreased heat transmission associated with
the conventional Newtonian fluids. The relevant fundamental equations in the Boussinesq approximation [8], [11], and
the dielectric constant are assumed to be linear functions of temperature.

V- G=0, (1)
0G - - , . N_L(5 g
po{a—‘tﬁ(q-V)q}=—Vp+pg+(us2q—ﬂcV44)—5(E'E)V5’ @
oT B}
pe——+pc(G-V)T=kV’T, )

ot

where § = (x,y,2z) is the velocity vector, T and E are temperature and root mean square value of the electric field, p is
the improved pressure, € and p are respectively dielectric constant and the fluid density, iy and . are viscosity of the
fluid and constant of the material which determines the couple stress attribute called couple stress viscosity, k is thermal
conductivity, g is the gravity acceleration, p, is the density.

For most dielectric fluids, the dielectrophoretic force dominates the coulomb force. Hence the coulomb force has
been omitted in Eq. (2). Consequently, the applicable Maxwell equations are

v | £E]| =0, )
VxE=0=E=-V§, )
p:po[l—a(T—TO)], (6)
g:go[l—e(T—TO)} @)

where « is the thermal expansion coefficient, ¢ is average quadratic value of the electric potential modulation. e (> 0)
is dielectric steady-state thermal expansion coefficient, which is tiny.

The fundamental condition is quiet and is provided by ¢ = ¢, (2) = 0; & = &,(2); T = T, (2); ¢ = ¢pp(2); 0 = pp(2);
p = pp(2); and E = E, = [0,0, E,(2)], index b is a basic state and using these constraints we obtain

=2U\n+n, coswt
dp = I(Eg(l+eﬁd) )log(1+eﬂz)+U(771+772 cosa)t), ®
and
E, = (771 chosa) )(1_652). o

In order to investigate the stability of the basic state, we place over a negligible perturbation of the fundamental state
of the form §=q =@, v, w)e=¢e,+&;p=p,+p;T=T,+T; E=E,+E'and ¢ = ¢, +¢', where
W', v',w), T, p', &, ¢ and E' are the velocity, temperature, pressure, dielectric constant, potential and electric field
disturbances, respectively. Substituting these quantities into eqn. (1) to (7), and keeping the vertical component, the
pressure from the momentum equation is removed. The resultant equations are nondimensionalized by using scalings
(x,y,2) = (dx_*dy*dz_*); ¢ =20, +nycoswt)eAT¢*; T = ATT*; t =d?t*/x;andw = k w*/d. By eliminating
@', v',w"), T',p',&',¢" and E' from the perturbation equations and to facilitate tilde suppression, we get the following
nondimentionalized equations:

1 0 2 4)g2 2 2 2 20 (g2
(EE—V +C,V jv w=RVIT+R,(14n5cosmt) ViT+R,(1+n;cos ot ) E(V‘ ¢), (10)
) or
A P 1
( 8ZJ¢ Oz (b

0 o2)p_
[E \% jT_w, (12)
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where R = ap,gd3AT/ sk is the thermal Rayleigh number, Pr = v/k is the Prandtl number, C; = u./ ,ufdz is the
couple stress parameter, R, = 4e?U?Be,ATdn?/ urk is the electrical Rayleigh number, 3 = 71,/7, is the ratio of the
amplitudes.
The assumed boundaries are stress-free and isothermal; therefore, the boundary conditions are given as follows.
02w
w= 2:T:¢=0 at z=0 and z=1. (13)
Oz

After eliminating the coupling between the Eqns. (10) to (12) we obtain the single equation for vertical component
of velocity in the form

[%% —1+CSV2][% —vzjvﬁ w:[sz +R V(1475 f)zJVf w, (14)

where f =cosat .

Also, the boundary conditions of the fluid layer are supposed to be isothermally free at temperature disturbances
with decreasing couple stress and the following are the boundary conditions [28]:

2 4 8 10
w=? ;V:a :V:a ;V:a S =0atz =0, 1. (15)
oz oz oz oz

3. METHOD OF SOLUTION
We wish to determine the value of w and R of Eq. (14) by utilizing the control quantity n;. Thus, the values proper
to the current problem differ from those of the ordinary orders of Bénard convection of magnitude ;. We wish to come
up with the solution Eq. (14) by way of

w=wgn+7]3 W1+7]32 Wo F s
X , (16)
R:R0+7]3R1+773 R2+ .................

where R, is the unmodulated Rayleigh number (; = 0), and R; (i = 2) are the modulation adjustments to the critical
Rayleigh number.

The odd powers of n; appearing in the second equation of (16) are not addressed because altering the sign of 75 just
alters the temporal origin, which has no effect on the stability problem. Therefore, R is independent of 73, and any odd
powers of n; should be equal to zero (see [28]). To get the following system of equations, the extension (16) is changed
into Eq. (14) and the coefficients of the different powers of 15 are assimilated into one or another of the equations.

Lwy=0, a7
_ 22 2
Lw; =RV V{wy+2R, fViw, (18)
Lwy=R\V2VEw + Ry VEVEwg+2R, [V, wy, (19)
where

1 o 2\ O 2 lg6 22 4
L=|——-1+CV~° || ==V~ |V°=RyV V" =R,V . 20
e R a

Each of w,, is necessary to meet the boundary criteria (15). The marginal stable solution to the problem is overall
solution of Eq. (17), i.e.

Wwo =sinzz. 21)

In the deficiency of electric field modulation, the zeroth order solution is like the Rayleigh-Bénard problem of the
dielectric fluid with couple stress fluid. Shivakumara & Akkanagamma [15] carefully examined Rayleigh Bénard analysis
of linear and nonlinear electroconvection in couple stress fluid without modulation. The system of stability is explored in
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the absence of electric field modulation by introducing a vertical temperature perturbation with w, corresponding to the
lowest mode of convection and the related eigenvalue. The associated eigenvalues are provided by

Rg =( 052 _(052 :I’lzﬂ'z)' (22)

3 4
a2+n2ﬂ'2) +C (a2+n27r2) R o?

The least eigenvalue occurs at n = 1 for a fixed value of the wave number and is given by

3 4
(a2+7z2) +CS(a2+7z2) R,a?
Ry = - . 23)
a? (a2 +7r2)

The solution to Eq. (18) is inhomogeneous due to the inclusion of reverberation factors. To satisfy the solvency
condition, the time-independent element of the right part of Eq. (18) must be orthogonal to wo. R; L, V2V2wy is the time
free term on the right side, hence R; = 0, as a result, all the odd coefficients, in other words, Ry, R3, Rs, ... ... in Eq. (16)
should disappear. If we expand the right-hand side of Eq. (18), we obtain

e8]
Lw; =2R, a"* R, [Z e " sin I’liZZ]. (24)

n=1

We get w; by flipping the operator L term by term, as in

4 0 e—iwt
wi=2R,a" R sinnzz |, 25
1 e eal nZ::lL(wa”) ( )

where

2 2 4 5
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L(w,n)=—| Pr —iw (n ™ t+a ) {1+—}+Cs(n “+a ) .

Pr
+R o’ (n27l'2 +a2)+Re at

A term proportionate to sin(1z) is intervened in the solution of the homogenous equation corresponding to Eq. (24).
Including this term for the overall solution of Eq. (24), on the other hand, it is equal to the reconfiguration of w;, as all the
equals of sin(mz) may be combined to describe the new w, with the same meanings of w;, w,, ... As a result, we may
conclude that wy is orthogonal to all other w,,’s. We find from Eq. (19)

Lwy = RyV2V 2wy +2R, [V wy. (26)

We don't need to solve this equation; we just need to know R, the first nonzero adjustment to R. The stable
component of right-hand side should be orthogonal to sin(rz) for the solvability requirement to be met. Thus,

2RZa® | 2 C
chzﬁ ZD” , 27
(0! + ) n=1 n
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2 2 4 5
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4. RESULTS AND DISCUSSION
The perturbation procedure method is used to study the stability condition of a modulated dielectric fluid layer with a
couple stress and an electric field. This approach is used to determine the Rayleigh number, wave number, and correction
Rayleigh number. The present analysis assumes that the amplitude of the electric field modulation is very small in comparison
to the central electric field, that convective currents are weak, allowing indirect effects to be ignored, and that the dielectric
constant is considered to be a linear function of temperature. When the modulating frequency w is low, violating these
assumptions has a major impact on the outcomes. This is because the perturbation technique requires that amplitude of n;w;
not exceeding that of wy, resulting in the condition w > 73. As a result, the validity of the results is dependent on the modulating
frequency value. When w << 1, the modulation time is large and impacts the full volume of the fluid. The impact of the
modulation decreases at high frequencies because the electric force takes an average value, resulting in an unmodulated
equilibrium state. Consequently, modulation has a significant effect only in small and moderate quantities of w.

Before delving into the results displayed in Fig. 2-4, it is worth noting that the oscillatory mode will not be present
in couple stresses (see [8]), and these figures demonstrate the fluctuation of R, versus w for various parameters. As we
can observe that, R, is always positive for entire array of w values, showing that the effect of electric field modulation
and couple stresses are causing the system to stabilize. Convection occurs later in the modulated system than in the
unmodulated system. Fig. 2 depicts a plot of the critical correction Rayleigh number R, vs frequency modulation w for
different electrical Rayleigh number R, values. In this picture, we see that the amplitude of the correction Rayleigh
number R, decreases positively as the electrical Raleigh number R, climbs. This shows that R, decreases the stabilizing

effect for low values of frequency w. However, the same pattern is seen for high values of w. For large values of
frequency, the modulation effect vanishes.
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Fig. 3 depicts a plot of the critical correction Rayleigh number R, vs frequency w for a different value of the couple
stress parameter Cs. We observe from this graph that when the couple stress parameter C; grows, so does R, stabilizing the
system. The concentration of suspended particles is represented by Cs. An explanation can be given to elucidate the impact
of Cs on R, using Einstein's rule on suspension viscosity. Einstein's equation for suspended particles is 4 = py(1 + 2.5a6),
where 1 and 1 are the viscosity of the suspension and clean fluid, respectively, « is the form factor, and § is the volume
ratio of suspended particles. a equals 1 for spherical particles and exceeds 1 for other structures such as ellipsoids, rods,

etc. To comprehend a change in the viscosity of a suspension with concentration, remember that the viscosity of any fluid

is related to the intemperance of mechanical energy into heat inside the fluid. Other parameters influencing suspension

viscosity include the viscosity of the carrier liquid, particle contact, particle stiffness or deformability, temperature, and

electrical conductivity. We simply assume that the viscosity of a suspension is greater than the viscosity of the carrier
liquid. For low concentrations, the assumed viscosity concentration relation holds true. In the event of larger
concentrations, the Einstein relation must be supplemented with a quadratic term. Given the preceding explanation, we
believe that the Prandtl numbers of fluids containing suspended particles are greater than those of fluids without suspended
particles. The modulation effect, on the other hand, fades away at a high frequency. This is because the electric force
adopts a mean value, resulting in the unmodulated case's equilibrium condition. As a result, in our research, we only
employed a moderate value. It should be noted that the value of the Prandtl number is assumed to be larger than that of
clean fluid due to the existence of suspended particles in the fluid and Einstein's connection to viscosity.

Fig. 4 depicts the R, against w for various Prandtl numbers Pr. When Pr increases for small values of w, R,

decreases, but increases for moderate and large values of frequencies, indicating that the effect of Pr on the electric field
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modulation on a couple stress fluid is to reduce the stabilizing effect for small values of w, and to increase the stabilising
effect for large values of w.

5. CONCLUSIONS
We conclude from the research carried out that the effects of electric field modulation and couple stress fluid on the
commencement of electroconvection in a dielectric fluid layer cause convection to be delayed. Depending on frequency,
the electrical Rayleigh number has a stabilizing and destabilizing impact. The system stability is strongly influenced by
the couple stress parameter, and the Prandtl number diminishes the stabilizing impact. At intermediate frequencies, this
impact is stronger. Finally, it is discovered that electric field modulation may either stabilize or destabilize the system
depending on the values of the parameters, and that it disappears for high frequency values.
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BILIMB MOAYJIALI EJIEKTPUYHOI'O MOJISI HA IOYATOK EJTEKTPOKOHBEKIIIT
B ITAPHIN HAIIPYKEHIN PUIUHI
Yauapanna Pynpema, Yanapamexkap banamxi, Benkarem Binbs Ipi, Coxkaninram Mapyramanikanaax
Daxynomem mamemamuru, Inoxcenepna wxona, Ipesudenmcokuil ynigepcumem, Beneanypy, Hois

JocnipkeHo mpodieMy KOHBEKTUBHOI HECTIHKOCTI B TOPU3OHTAIBHOMY MiCNEKTPHIHOMY MApHOMY HANpyXKEHOMY IIapi piuHH 3
MOIYJISIIIEIO €IEKTPHYHOTO 10 ['OpH30HTaIBHUN ieNeKTPUIHUH BepXHIH T'PAHUIHUH MIap OXOJIOMKYEThCS, a HIKHIM TpaHUIHAN
LIap MiIaeThes i30TePMIYHUM FPAaHUYHUM yMOBaM. JI1si 00UHCIICHHs] KpUTHYHOTO unciia Pernest Ta BiIOBIHOTO XBHIBOBOTO YHCIIA
BUKOPUCTOBYETBCSI METOJ PEryJsipHHX 30ypeHb Ha OCHOBI Mayoi BEIMYMHM MOAYJSILil. MIIHICTh CHCTEMH XapaKTepU3YEThCS
KOPUI'yBaJIbHUM YHCIIOM Peies, sike po3paxoByeThes K (yHKIis TEIIOBUX, eIEKTPUYHHUX IapaMeTpiB, HapaMeTpPiB HANPYTH Mapy Ta
YaCTOTH MOJLYJIALT €IEKTPHYHOTO MoJisl. B 1iboMy ociimkeHHi esKi 3 100pe BiTOMUX BUCHOBKIB PO3IJIAIAIOTHCS SIK OKPEMi BUIIA/IKH.
INokazaHo, IO MOYAaTOK KOHBEKIil MOXHA IMPUCKOPUTH ab0 BiACTPOUNTH HAICKHMM HAJAIITYBaHHAM pI3HHUX KOHTPOIBHUX
mapameTpiB. Pe3ynbTaTé 1IbOr0 AOCHIIKEHHS MAarOTh MOTCHLIHHI HACTIAKK IS KEpyBaHHS EJEKTPOKOHBEKIIEIO 33 JOMOMOTOIO
3aJIe)KHOTO BiJl 9acy eIEeKTPHYHOTO IO,

KoniouoBi c10Ba: KoHBeKIisl, TapHA HANpyTa, AiJICKTPUYHA PiUHA, €ICKTPUIHE TI0JIe, MOTYJISAIISL
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The problem of buoyancy-driven convection in a ferromagnetic fluid saturated porous medium with the Maxwell-Cattaneo law and
MFD viscosity is investigated by the method of small perturbation. The fluid motion is described using the Brinkman model. It is
assumed that the fluid and solid matrices are in local thermal equilibrium. For simplified boundary conditions, the eigenvalue problem
is solved exactly and closed form solutions for stationary instability are obtained. Magnetic forces and second sound were found to
enhance the beginning of Brinkman ferroconvection. However, ferroconvection is hampered when the porous parameters are increased.
The results show that MFD viscosity inhibits the beginning of Darcy-Brinkman ferroconvection and that MFD viscosity stabilizing
effect is decreased when the magnetic Rayleigh number is significant. Furthermore, it is demonstrated that oscillatory instability arises
before stationary instability, assuming that the Prandtl and Cattaneo numbers are sufficiently large.

Keywords: Ferrofluid, MFD viscosity, Porous Media, Magnetic Field, Second Sound

PACS: 47.65. Cb; 83.80. Gv; 47.56. +r; 47.65Cb;

1. INTRODUCTION

The term "ferromagnetism" refers to materials that have a significant magnetic attraction to other materials that have
permanent magnetic characteristics. The presence of spontaneous magnetization caused by the parallel spin alignment of
molecular magnetization causes significant magnetism in ferromagnetic materials. In 1907, Weiss suggested
an instrument for the appearance of spontaneous magnetic induction. He believed that ferromagnetic materials have an
effective field called the molecular field. As a result of their extraordinary physical features, the thermoconvective
instability of magnetic fluids is becoming more important. The viscosity of ferrofluid appears to be a well-defined concept.
Magnetic liquids are used in a variety of fields, including variable-speed machine tools, pharmaceuticals, high-speed
noiseless printers and other equipment. Convective phenomena are studied in high-capacity capacitor devices because
ferrofluid is used as both a core material and a transformer coolant.

When an external magnetic field is imposed on a horizontal layer of ferromagnetic fluid having a changing attractive
susceptibility, Finlayson [1] described how a temperature gradient generates an unequal attractive body force, which leads
to thermomagnetic convection. Gotoh and Yamada [2] looked into the fluctuation of a uniform magnetic fluid layer that
was confined between strong magnets and heated from below. In the presence of a uniform vertical magnetic field and a
strong vertically attractive field, Stiles and Kagan [3] studied the heat conductivity instability of flat film ferrofluids.
Venkatasubramanian and Kaloni [4] explored how rotation affects the initiation of convection in a horizontal layer of
ferrofluids revolving about their vertical axis and heated from below. Sekar et al. [5] analyzes the linear theory, which
has been applied to how rotation affects ferrothermohaline convection. When comparing the stationary and oscillatory
modes for heat transfer, it was discovered that the stationary mode is favored.

Porous media is a substance composed of a solid matrix with a network of voids. The firm structure would either be
stiff or slightly deformable. In a natural porous medium, the arrangement of pores is unusual in terms of shape and size.
Natural porous media include beach stone, mudstone, granite, rye bread, wood and the human lung.

Lapwood [6] investigated the distribution firmness of a fluid layer in a permeable material exposed to a vertical
temperature gradient as well as the prospect of convective movement. Wooding [7] explores the circumstances that lead
to instability. Kordylewski and Karjewski [8] studied the relationship between synthetic reactions and free advection in
permeable media scientifically. Using the Brinkman model, Vaidyanathan et al. [9] analyzed the performance of MFD
viscosity on ferroconvection. Ramanathan and Suresh [10] studied the impact of MFD viscosity on the initiation of
ferroconvection in an anisotropic, closely packed porous material. Nisha Mary Thomas and Maruthamanikandan [11]
studied the effect of a time-periodically varying gravity field on the initiation of convective flow in a magnetic fluid-
saturated porous surface. The value of the Darcy-Rayleigh number and the resultant wavenumber are estimated using the
regular perturbation method based on the tiny amplitude of modulation. Sekhar et al. [12] investigates the effect of
throughflow on the beginning of thermal convection in ferromagnetic liquids with temperature and magnetic field

7 Cite as: V.S. Venkatesh, R. Chandrappa, B. Chandrashekar, M. Sokalingam, East Eur. J. Phys. 4, 112 (2022), https://doi.org/10.26565/2312-4334-
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dependent viscosity for all feasible barrier configurations. Soya Mathew and Maruthamanikandan [13] discuss the subject
of ferroconvective porous medium uncertainty using an inverse linear viscosity-temperature relationship. The Galerkin
procedure is utilized to govern the critical values of porous media magnetic volatility under more accurate boundary
circumstances. Vidya Shree et.al [14] study the effect of variable viscosity on the convective instability of a fluid saturated
a porous medium subject to gravitational filed.

Thermal wave propagation is also known as the second sound effect. The non-classical Maxwell-Cattaneo heat flux
law employs wave-type heat transport to avoid the physically unacceptable problem of infinite heat propagation speed.
The energy equation in this study is essentially a damped wave equation, making it hyperbolic rather than parabola.
Knowledge of second sounds has provided a rich source of information through the study and understanding of the
superfluid state. Sound is not a sound wave in any sense, but rather a temperature or entropy wave. It was recently
discovered that this is more than just a low temperature, but that it has important applications in fields such as skin burns,
phase changes, biological materials, and nanofluids.

Gurtin and Pipkin [15] investigated a general principle of thermal conduction in nonlinear analysis, including
memories, a concept having a finite propagation speed. Straughan and Franchi [16] address Benard advection when the
Maxwell-Cattaneo heat flow law is utilized in place of the ordinary Fourier theory of thermal conductivity. Dauby et al.
[17] studied the impact of applying general Fourier equalities instead of Fourier’s regulation. The problem of thermal
convection is investigated for a layer of fluid when the heat flux law of Cattaneo is adopted by Straughan [18]. Soya
Mathew [19] studied free convection in a ferrous liquid-filled porous material subjected to the non-classical Maxwell
Cattaneo law, focusing on how the presence of both pore spaces and second sound affected the stability threshold for the
onset of ferroconvection. Mahanthesh [20] examines the instability caused by the Maxwell-Cattaneo heat flux, along
with internal heat generation and absorption, in non-Newtonian Casson dielectric fluid. Soya Mathew and
Maruthamanikandan [21] are exploring the problem of porous medium convectional fluctuation in a second sound
ferromagnetic fluid in order to investigate the possible range of variables that might result in oscillatory porous medium
ferroconvection.

Under these conditions, the current paper is devoted to investigating qualitatively the effect of thermal wave
propagation on the onset of ferroconvection in a horizontal porous layer. The normal mode technique is used in the linear
stability analysis. The Galerkin technique is used to determine the critical values of porous media thermomagnetic
instability while taking into account more realistic boundary conditions. The modified Darcy-Brinkman law is used to
model the momentum equation, and the heat flux model of Cattaneo is used to account for a thermal wave of finite speed.

2. MATHEMATICAL FORMULATION
A Cattaneo magnetic fluid saturated permeable film is considered, which is surrounded by two infinitely long
horizontal surfaces of finite thickness. From Fig.1, the liquid film is cool at a temperature of T, from above and hot at a
temperature of T; from below. A magnetic field behaves as though it is equal to the vertical z-axis and gravity is a
vertically behaving downward force.
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Figure 1. Schematic of the Problem
The problem of governing equations is as follows:
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In equations 1-6, numerous physical quantities appear and the fundamental assumptions have their usual meaning.
Finlayson [1], Soya Mathew and Maruthamanikandan [11]. Following examination, Maxwell's approximations suitable
for the problem exist.

V- B=0, VxH=0, B:yo(ﬁ+1\7[) (7

3. Stability analysis
The following dimensionless equations can be obtained by applying the stability analysis of small perturbations
encompassing normal modes (Finlayson [1], Soya Mathew and Maruthamanikandan [13]).

P£<D2 ~a® )W =~(R+N)a*0-Da"'g(z)(D* ~a* )W + Na* D¢
r
12128 (z)(D* +a* )W —2AVg* (z)(D* -a’ ) DW (8)

+Ag(z)(D2 —az)W
(1+2Co)(A00-W)+C(D* -a*)~(D* -a* )6 =0 ©)

(DZ—M3a2)¢—D¢9=O (10)

where N is the magnetic Rayleigh number, R is the thermal Rayleigh number, Da™?! is the inverse Darcy number, A is

the Brinkman number, C is the Cattaneo number, Pr is the Prandtl number, M3 is the magnetization parameter.
The boundary conditions encompassing Rigid-Rigid and isothermal surfaces are

W=DW=0=0 at z=i%

Dp+- o =L (11)
I+y 2

D¢ — af =0 atz=—l
I+y 2

4. Stationary instability
It can be shown that the principle of exchange of stabilities is valid. Hence the onset of the stationary mode of
convection (o = 0), has been analyzed.

Ag(z)(D* =@ )W -24vg’ (z)(D* —a’ ) DW +24V°g* (z)(D* +a* )W

(12)

~Da'g(z)(D* ~a’ )W ~(R+ N)a*0+ Na’Dg =0
W-C(D*-a’ )W +(D*~a*)0=0 (13)
(D*-Mya*)$p-DO=0 (14)

5. Method of Solution
The governing equations (12) — (14) together with the boundary condition (11) constitute an eigenvalue problem
with R and N as an eigenvalue. To solve the resulting eigenvalue problem, Galerkin method is used. According, the
variables are written in a series of trial functions as

i+l i

W;, 8; and ¢; will be represented by the power series satisfying the respective boundary conditions.
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RESULTS AND DISCUSSION

The research concerns the effects of MFD viscosity on Darcy-Brinkman ferromagnetic instability with the Maxwell-
Cattaneo heat conduction law. The non-classical Maxwell-Cattaneo heat flux law includes a wave type heat transfer and
does not suffer from the physically unacceptable drawback of infinite heat propagation speed. The eigenvalues are
obtained for rigid-rigid, isothermal boundary conditions. The thermal Rayleigh number R, describing the stability of the
system, is taken as a function of the different parameters of the study. The fixed values of C, M3, Da™t, V, y, A are
taken to be 0.001, 5, 5, 0.5, 3 and 3 respectively. The numerical implementation package MATHEMATICA is used to
define the eigenvalue expressions and the associated critical numbers. The numerical values are given in tables 1 and 2
respectively.

Fig. 2 depicts the dependency of the critical thermal Rayleigh number R, on the magnetic Rayleigh number N for
varying values of C and fixed values of M5, Da™, V, ¥ and A respectively. The ratio of the magnetic and dissipative
forces is known as the magnetic Rayleigh number. It is shown that R, reduces monotonically as N and C levels rise,
illustrating that N and C both enhance ferroconvection at lower values of R,.. As a result, the two physical mechanisms,
second sound and magnetic mechanism destabilize the system. In other words, the existence of a magnetic field and
second sound improves heat transport and hence speeds up the commencement of Darcy-Brinkman ferroconvection. It is
important to note that the effect of C enhances the destabilizing effect of N simultaneously. The destabilizing effect of C
is due to the fact that the energy equation under consideration is functionally a damped wave equation and so hyperbolic

rather than parabolic.
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The magnetic equation of state's departure from linearity is represented by the parameter M5 (See Fig. 3). We observe
that when M; increases, R, monotonically decreases. As the magnetic equation of state gets more nonlinear, the threshold
of ferroconvection in a porous layer with second sound advances. Furthermore, when N is small, the destabilizing effect
of M3 is almost minor.

Figs. 4 and 5 show how porosity factors Da™! and A affect the start of ferroconvection. When both Da~? and A are
raised, the onset of ferroconvection is significantly inhibited. It could be attributable to the fact that increasing Da™*
reduces the permeability of the porous material, which slows fluid movement. However, it is important to emphasize that
the Brinkman model is based on an effective viscosity fi; that differs from the fluid viscosity pf denoted by the Brinkman
number. As a result, increasing A increases the viscous effect, which slows fluid movement. Therefore, in the presence
of a Darcy-Brinkman porous medium, greater heating is necessary to initiate ferroconvection. It is worth noting that when
both Da™?! and A are large, the ferrofluid layer is slightly destabilized by the magnetic process.
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Fig. 6 demonstrates that an increase in the magnetic susceptibility y results in the same trend for R, indicating that
the stabilizing effects confining nature is minimal. Computations also show that the convection cell size is more sensitive
to the porous parameters A and Da~!, while the magnetic parameters M3 and y are the inverse.

In Fig. 7, the magnetic field dependent variable viscosity parameter increases from 0 to 1, it stabilizes the system. If
we increase the variable viscosity, the critical thermal Rayleigh number also increases. This is because the magnetization
of the magnetic fluid increases as the strength of the magnetic field increases.
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Figure 6. Variation of R with N for different values of Figure 7. Variation of R with N for different values of
magnetic susceptibility ¥ . variable viscosity V.
Table 1. Dependence of a, with N and C
N e
C=0 C =0.001 C =0.01
0 3.1267 3.1485 3.3324
20 3.1278 3.1496 3.3337
40 3.1288 3.1507 3.3349
60 3.1299 3.1517 3.3363
80 3.1309 3.1528 3.3377
100 3.132 3.1539 3.3389
Table 2. Dependence of a, with N and VV
aC
N V=0 V=05 V=1
0 3.1443 3.1485 3.1653
20 3.1454 3.1496 3.1663
40 3.1466 3.1506 3.1673
60 3.1477 3.1517 3.1683
80 3.1488 3.1528 3.1693
100 3.1499 3.1539 3.1703
CONCLUSIONS

The effect of variable viscosity in non-classical heat conduction on the onset of Rayleigh-Bénard instability in a
horizontal layer of Darcy-Brinkman porous medium saturated with a Boussinesq-Cattaneo-ferromagnetic liquid and
subjected to the simultaneous action of a vertical magnetic field and a vertical temperature gradient is studied analytically
using the small perturbation method. A linearized convective instability analysis is performed since both the magnetic
and buoyancy mechanisms are operative. Because the principle of exchange of stabilities applies to the current
investigation, instability criteria are derived in terms of the stationary Rayleigh number R, wavenumber a, Cattaneo
number C and magnetic and porous properties. The following conclusions have been reached:

e Inasparsely dispersed porous layer, the Cattaneo heat flow equation has a significant effect on ferroconvection. For
a Maxwell-Cattaneo ferromagnetic fluid, the Rayleigh-Bénard problem is always less stable than for a Fourier
magnetic fluid.

e  The flow is significantly influenced by magnetic and porous effects in the presence of a second sound.

e As the magnetic field strength and Cattaneo number increase, the threshold of the stationary instability drops. Thus,
magnetic forces and second sound destabilize the system, causing convective motion to occur at shorter wavelengths.

e The inverse Darcy number and the Brinkman number are increased, which strengthens the ferromagnetic fluid's
stability.

e The aspect ratio of the convection cell is particularly sensitive to the porous medium influence.

e  The onset of convection is always advanced due to the presence of variable viscosity.
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BILJIMB 3AJIEXKHOI BIIl MATHITHOT'O TTOJIS B’I3KOCTI HA ®EPOKOHBEKIIIIO JAPCI-BPIHKMAHA
3 IPYI'UM 3BYKOM
Binbs llpi Benkarem, Yanapanna Pyapema, Yanapacexap banapxku, Conikanram Mapyramanikanaan
Daxynomem mamemamuxy, Inocenepna wikona, Ilpesuoenmcokuii ynieepcumem, baneanop 560064, Inois

MetomoM Masoro 30ypeHHs JOCHIKECHO 3a7ady MPO KOHBEKIHIO MiJ i€ IUIABYYOCTI B HACHYCHOMY (DEpOMATHITHOIO PiIWHOIO
MIOPUCTOMY cepelnoBHUII 3 3akoHOM MakcBeuia-Karraneo Ta M®J] B's3kictio. Pyx pinmvHM ONMCYETBCS 3a IOIOMOIOK MOJENi
Bpinkmana. [Tepenbavaerncest, o pinka i TBepAa MaTPUL 3HAXOAATHCS B JIOKANBHIN TEIUIOBiH piBHOBA3I. JJis CHIPOIICHNX TPAaHUYHHX
yYMOB 1po0JieMa BIIaCHUX 3HaYCHb PO3B’SI3YETHCSI TOYHO i OTPUMaHi pO3B’sI3KH 3aMKHYTOT ()OpMH ISl CTallioOHApHOI HecTiiKkocTi. Byio
BHSBJICHO, IO MATHITHI CHWJIM Ta JPYTHil 3BYK MiACWIIOIOTH TMOYaToK (epokonBekuii bpinkmana. OmHak (epoKOHBEKIis
YCKIIQJHIOETBCS. TIpH 30UTBIICHHI MapaMeTpiB MOPHCTOCTi. Pe3ymprath mokaszymoTh, mo B’s3kicte MFD ramemye mouatok
(epoxonsekiii dapci-bpinkmana i mo edexT crabimizamnii B’ s3kocTi MFD 3MeHIyeThCs, KOJH MarHiTHe 4uciio Penes € 3HauHUM.
Kpim Toro, mokasaHo, o KoJMBaJbHa HECTIHKICTh BUHHUKAE IIEPE CTalliOHApHOIO HECTIHKICTIO, 3a MPUITYIIeHHS, 1o yncia [Ipanntis
i Karraneo € 1octaTHbO BEIUKHMHU.

Kurouosi ciioBa: depopinnna, B’s3kicte M®/], mopucre cepeoBuIIe, MarHiTHE MOJIE, APYTHHA 3BYK
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Titanium dioxide (TiO2) has gained a lot of research interests due to its applicability in electronic materials, energy, environment,
health & medicine, catalysis etc as a result of its high permittivity, refractive index, efficiency, low-cost chemical inertness, eco-
friendliness, photocatalytic activity, photostability and ability of decomposing a wide variety of organic compounds. In this study,
the effect of silver nanoparticles (AgNPs) deposited through Successive Ionic Layer Adsorption and Reaction (SILAR) on the
optical, structural and morphological properties of TiO2 was explored systematically. The investigation was achieved via a
combined effect of UV-vis spectroscopy, Scanning Electron Microscope (SEM) and X-ray Diffractometer (XRD) characterizing
tools. As illustrated from the SEM micrographs, introduction of AgNPs result to enhanced nucleation and films growth with
presence of shining surface which can be seen to contribute to good photon management through enhanced light scattering. The
XRD results showed that, the presence of AgNPs on TiO: results to peaks corresponding to that of the TiOx crystallographic planes
with no silver peaks detected due to its low concentration in the nanocomposite which shows that it was just homogeneously
distributed on the surface of the TiO2 nanoparticles. The UV-Vis results show a red shift to higher wavelength, showing an increase
in visible light absorption which can be ascribed to the strong field effect of the Localized Surface Plasmon Resonance (LSPR).
There was a decrease in band gap edge with introduction of AgNPs which indicated an increase in the optical conductivity of the
AgNPs modified film.

Keywords: AgNPs, TiO2, Nanocomposites, LSPR Effect, SILAR

PACS: 61.05.C-, 78.20.-¢, 68.37.-d, 81.07.-b, 88.40.H-, 87.64.Ee

1. INTRODUCTION

The wide band gap energy of titanium dioxide prevents it from being active under ultraviolet (UV) light [1-3].
The solar spectrum is composed of 3—5 % UV light and around 40% visible (Vis) light [4]. As such, the photocatalytic
properties of TiO, observed under sunlight irradiation is less active. There is need for modification of TiO, to improve
its photocatalytic efficiency under sunlight visible irradiation. Several works have been done to improve TiO» so as to
render it active in the visible light (400-800 nm) [5-7]. These include: (a) sensitization of TiO, with photosensitizers
to absorb light in the visible region [8-12], (b) doping TiO, with metallic nanoparticles (MNPs) [13,14], and (c) doping
TiO, with non-metals [15]. Presently, most researchers focus their attention on the MNPs approach by incorporating
the metallic nanoparticles to the dense surface of TiO, to increase the photoactive wavelength range and enhance the
photocatalytic activity under UV irradiation [5-7,13]. Among the doped metals (Ag, Au, Cu, Pt, Nb, AL, B, S, N,
Zn, etc), noble metals have attracted significant attentions because of their enhanced properties through Surface
Plasmon Resonance (SPR) effect [5,6]. These noble metals serve as scattering centers and sub-wavelength antennas in
which the confined electromagnetic energy based on LSPR may greatly improve the absorption factor of the active
medium surrounding the NPs [5,13].

Some current reports have shown that metal nanoparticles, such as Ag nanoparticles, augment the catalytic
movement in the visible region of the electromagnetic spectrum [16,17]. The results disclosed that the existence of AgNPs
is accountable for increasing the photocatalytic activity of TiO; in the visible region of sunlight [18].

There are some contradictory results that also reported showing the decreased activity of silver modified
titania [12,19]. This may be due to their preparation method, nature of organic molecules, photoreaction medium, or
the metal content and its dispersion. Even though there are many studies show the photocatalytic activity of silver
doped titania [20-22], the exact mechanism and the role of silver is under debate. In this paper we reported a systematic
study of photons initiated photocatalytic activity of screen-printed titania with silver nanoparticles. We discussed the
effect on the optical and structural properties and the results show that the introduction of silver nanoparticle in the
TiO, enhances the optical-response and contributes to the band gap narrowing and also enhances nucleation and grain
growth.

" Cite as: D. Thomas, E. Danladi, M.T. Ekwu, P.M. Gyuk, M.O. Abdulmalik, and I1.O. Echi, East Eur. J. Phys. 4, 118 (2022),
https://doi.org/10.26565/2312-4334-2022-4-11
© D. Thomas, E. Danladi, M.T. Ekwu, P.M. Gyuk, M.O. Abdulmalik, 1.O. Echi, 2022


https://orcid.org/0000-0001-5109-4690
https://orcid.org/0000-0002-3250-7864
https://doi.org/10.26565/2312-4334-2022-4-11
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334

119
Effect of Silver Nanoparticles Silar Cycle on TiO, Nanoparticles Thin Film... EEJP. 4 (2022)

2. MATERIALS AND METHODS
2.1. Preparation of the Cationic Precursor
The AgNPs was prepared by dissolving 0.05 g of silver nitrate in 30 ml of deionized water. Ammonium hydroxide
(NH4OH) was added dropwise. When small amount of NH4OH was added, Brownish precipitate appears which resulted
in silver (I) oxide (Ag>Os)) formation:
24gNO

3(aq)

+2NH,0H,, —Ag,0,

o, +2NH,NO

3(aq)

(aq) +H20(1) (1)
When excess NH4OH was added to silver (I) oxide (Ag»Oys)), colorless solution of diammine silver complex ion was
formed:

48,0, +4(NH, H,0),,, ~2[Ag(NH,),|0H,, +3H,0,, )

)
The equation that describes the ionic state of the complex system is given as:

[4g(NH,),]OH,,, <>Ag" + OH +2NH, (3)

)

2.2 Preparation of the anionic precursor
0.1m (1.13g) Tin (II) chloride was added to 50 ml of distilled water resulting to insoluble Sn(OH)CI,:

SnClz(_y) +H,0 <Sn(OH)Cl , + HC ) O]
2 ml of HCI was added in excess:
28n(OH)Cl,, +2HCI,,,, <28nCly,, +2H,0 ©)
where
SnCly,,, —>Sn** +2CI° (6)

2.3 Deposition of TiO:
The TiO; was used as received at its analytical grade level. The TiO, was deposited using screen printing technique
where a 120 mesh device was used to directly screen print Ti-Nanoxide D/SP on four glass slides. They were dried at
150°C then annealed at 450°C.

2.4 Deposition of AgNPs using SILAR procedure
The glass slide with TiO, was immersed in [4g(NH,),]" solution for 2 minutes which describes the adsorption

process, then rinsed with distilled water for 1 minute to remove excess adsorbed ions from the diffusion layer, and
thereafter, it was then transferred to the tin chloride solution for 2 minutes which describes the reduction process. At this
point the film turns brownish due to the reduction from Ag+ to Ag, it was then rinsed in distilled water for 1 minute to
remove excess unreacted specie. This process is called one (1) SILAR cycle and is as shown in Figure 1 below. The
process was repeated for two and three SILAR cycles.

VEERY AT i

2 minutes 1minute_) 2 minutes |L_Lminute

Adsorption Rinsing Reaction Rinsing

Figure 1. Demonstration of SILAR procedure

3.0 RESULTS AND DISCUSSION
3.1 Scanning Electron Microscopy (SEM)

Figure 2a-d show the micrographs of TiO, and TiO, with 1, 2 and 3 SILAR cycles of silver nanoparticles. The image
of the TiO, film in Figure 2(a) demonstrates a dense and compact surface which shows a uniformly distributed
nanoparticles with pores for infiltration of introduced materials. As shown from the images (Figure 2b-d), there are
presence of shining surfaces which shows a distinct difference with the surface without AgNPs. The presence of the
shining particles is an indication of the photocatalytic properties of the introduced AgNPs and also show that it can act as
subwavelength antenna to channel incident photons for activation of semiconductor in the visible region for photon
management.
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Figure 2. SEM images of: (a) bare TiO2, (b) TiO2/1cycle, (c) TiO2/2cycle, and (d) TiO2/3cycle at operating voltage of 10 Kv

This AgNPs can broaden the active area of TiO, through the introduction of localized surface plasmon resonance
(LSPR) effect. When 1 SILAR cycle of AgNPs is introduced, a relatively symmetric distribution of shining particles were
observed which can be speculated to contribute to good photon management through enhanced light scattering. The result
demonstrates a sample size in the range of 25-55 nm as obtained from Isolution image analyzer with a smooth surface
with no aggregated islands. Increasing the number of SILAR cycle from 2 to 3 cycles resulted to formation of significant
islands with inhomogeneous distribution of nanoparticles leading to lesser transmittance of light.

3.2. X-ray Diffractometer (XRD)
The XRD pattern of TiO,, TiO, with 1, 2 and 3 SILAR cycles are as shown in Figure 3a-d.
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Figure 3. XRD Pattern of: (a) bare TiOz, (b) TiO2/1AgNP, (c) TiO2/2AgNP, and (d) TiO2/3AgNP
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It shows clearly the major peaks at the 2 theta (2 6) angle of 25.36°, 37.87°, 47.97°, 54.93° and 55.45° which
corresponds to the planes (101), (004), (200), (105) and (211) respectively. This agrees with the anatase phase of TiO; in
accordance with JCPDS Card No. 89-4921 with unit cell parameters of 4.9619 A for TiO,. This result clearly shows that
the TiO nanoparticles were preferentially oriented with (101) face [23]. The anatase phase of TiO, is preferred over rutile
and brookite for photocatalytic degradation of organic compounds [6,24]. The Fermi level of anatase is ~0.1 eV which is
considered higher than that of the rutile phase and as such preferred as a photoelectrode material due to its generation of
higher photovoltage over the rutile [25].

After depositing AgNPs on the TiO, nanoparticles surface, the observed peaks at the 2 theta angles correspond to that
of the TiO; crystallographic planes. The peaks due to AgNPs was not detected due to its low concentration which shows that
it was just homogeneously distributed on the surface of the TiO, nanoparticles [6]. Hence, the peaks are identical for TiO»
and TiO, with 1, 2 and 3 SILAR cycles of AgNPs which shows that TiO, was effectively passivated with the AgNPs.

3.3. Optical study

The optical absorbance, transmittance, and reflectance bands of pure TiO, and TiO, with 1, 2 and 3 SILAR cycles of
AgNPs are shown in Figure 4a-c. The measurement was taken at room temperature over the wavelength range of 200-1200 nm.

1.6 2.8
(a) —=—TiOp 24 (b) 1‘. —=—TiOy 024(C)pe
1.2 1\ —e—TiO5/1eycle ﬁ —+—TiOp/1cycle 0.0 1
= H Tiog/zeycle| | 5 207 i Tiogl2eycle ||~ -
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ry 8 i1 o 04 L —a-TiO,
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S 0al g S12 it £ o6l “\_p o~ TiOgHcycle
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< 0.0 = o ] 2
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H 3
0.4 vi 0.0 -1.24
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Figure 4 (a) absorbance, (b) transmittance and (c) reflectance against Wavelength

As shown in Figure 4a, the pure TiO, can be seen to be absorbing in the UV region with peak around 317 nm which can
be attributed to its high refractive index. This property displayed suggests that, modification of the TiO, is desirable to make it
activated in the visible region. Furthermore, Figure 4a also shows a red-shift towards higher wavelength after introducing
AgNPs. This enhanced behavior can be seen to arise significantly through the introduction of LSPR from the deposited AgNPs.

Figure 4(b) presents typical transmittance spectra, which was obtained from the absorbance plot using equation (7).

T=10" (7)

where T is transmittance and A is absorbance.

There was a relatively constant transmittance in the visible to infrared region from 580 nm for TiO, and TiO, with
1 SILAR cycle of AgNPs. For the 2 SILAR cycle, the constant transmittance was observed from 650 nm. In TiO»/3cycles
nanocomposite, we observed variation in transmittance from the wavelength range of ~739 nm to ~ 1025 nm. It was
observed generally, that transmittance intensity was inversely proportional to increase in the AgNPs SILAR cycle. For the
reflectance properties, the reflectance was obtained from Equation (8).

R=1-(4+T) ®)

As observed in the micrographs, there was presence of valleys and peaks in the profile with cycle increase. The red shift
and the increase in optical path length is attributed to the non-uniform aggregation of the dispersed AgNPs forming the
clusters [26] and the effect of interstitial dominance due to introduction of localized defect states during film formation [18].

The refractive index, Extinction coefficient and optical conductivity against photon energy (hv) is as shown in

Figure 5a-c.
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Figure 5. (a) optical refractive index, (b) extinction coefficient, and (c) optical conductivity against photon energy
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The refractive index (7 ) shows the frequencies within a range in which films are not absorbing strongly [27]. The
refractive index is crucial in characterizing photonic materials and it was estimated using equation (9), where R is the
reflectance.

- ©)
azf (10)
k:% (1)
— (12)

The optical behavior of refractive index against photon energy of TiO, and TiO, with 1, 2 and 3 SILAR cycles of
AgNPs is shown in Figure 5a. The results obtained show that the refractive index decreases with the increasing photon
energy slightly before maintaining a constant value after 2.3 eV. The observation that the refractive index decreases with
increasing photon energy is attributed to the dispersion of light at various interstitial layers present in the composite films.

Figure 5b shows the extinction coefficient versus photon energy as calculated from equation (11), where « is the
coefficient of absorption obtained from equation (10) and A is the wavelength.

The extinction coefficient is referred to the measure of the fractional light loss as a result of scattering and absorption
per unit distance of the medium of penetration [27].

It is seen from Figure 5b that the extinction coefficient of all AgNPs modified TiO; increases with the increase in
the photon energy up to 2.5 eV before it starts decreasing to form a valley at 3.4 eV. This decrease indicates that the
fractional loss of light as a result of scattering and absorbance decreases between the range of 2.5 and 3.4 eV. It can also
be noted from the figure that the value of extinction coefficient maintains a constant value from ~3.7 to 4.9 eV.

The Optical Conductivity was calculated from equation (12), where o is the optical conductivity, « is the

coefficient of absorption, 7 is the refractive index and ¢ is the speed of light with magnitude of 3x10° m/s.

The variation of optical conductivity with the incident photon energy is shown in Figure Sc. The rise in optical
conductivity when the energies of the photon is increasing can be attributed to high absorbance of the films in regions
with higher photon energies and also due to increase in absorption coefficient. This can also be seen to arise from increased
in density of localized states in the boundaries due to the rise in new defect states [28].

The energy bandgap has been evaluated from the absorption spectra.
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The photocatalytic ability of TiO photocatalyst under visible light is determined by lower bandgap energy ( £, ) or
absorption in visible light. The energy bandgap ( £, ) was determined based on the wavelength of maximum absorption
(1) according to equation (13).

1240
£ =20 (13)
here, the maximum absorption wavelength is obtained from the absorption wavelength data.

The E, was obtained in the formula describes as Tauc plot [29]. The £, can be obtained from extrapolation of the

linear part, (ahv)2 versus /v or (ahv)l/ *versus hv plotto hv = 0.

Figure 6a-d show the optical band gap of TiO, and TiO, loaded with 1, 2 and 3 SILAR cycle of AgNPs. As shown
from the results, increase in number of SILAR cycles of AgNPs leads to decrease in band gap of the film. A reduction in the
band gap demonstrates an increase in the optical conductivity of the material, this is because the electrons will require less
energy to cross the fermi energy level of the material [7]. this shows that, a reduction in the band gap energy of the modified
samples will yield a better electron transport capability to the conduction band of the pure TiO,. The band gap of TiO,,
TiO,/Ag, TiO2/2Ag, and TiO»/3Ag nanocomposites are: 3.23 eV, 2.27 eV, 1.88 eV and 1.74 eV.

4. CONCLUSION

The optical, structural and morphological properties of TiO, and TiO, with 1, 2, and 3 SILAR cycles were
investigated using the combined effect of UV-vis spectroscopy, Scanning Electron Microscope and X-ray Diffractometer.
The results obtained show that TiO, was significantly enhanced to absorb photons at higher wavelength with silver
nanoparticles inclusion which is attributed to localized surface plasmon resornance phenomenon from AgNPs. The band
gap of TiO, was dramatically reduced from 3.23 to 1.74 eV when AgNPs was introduced. The morphological structures
of the prepared samples show improved film with uniform distribution of nanoparticles. The structural analyses of the
fabricated films show prominent diffraction peaks at 25.36°, 37.87°, 47.97°, 54.93° and 55.45 © which corresponds to the
planes (101), (004), (200), (105) and (211) respectively. This agrees with the anatase phase of TiO, with unit cell
parameters of 4.9619 A for TiO,. These results clearly show that silver nanoparticles can enhance optical and structural
properties of TiO».
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BIIVINB CUWJIAPHOI'O HUKJTY HAHOYACTHHOK CPIBJIA HA TOHKY ILJIIBKY
HAHOYACTHUHOK TIO2: OITUYHE TA CTPYKTYPHE JOCJIIIKEHHS
Henien Tomac?, Exi Janaani®, Mepi T. ExBy¢, ®inioyc M. I'ox?, Myxammen O. A6gyamadik?, Inokenriii O. Eui¢
“@izuunui paxyromem Jlepocasnozo ynisepcumemy Kaoyna, Kadyna, Hicepis
bDisuunuii haxyrmem Dedepanvhozo ynisepcumenty nayk npo 300poe’s, Omykno, wmam benye, Hizepisn
“@izuunuii paxynomem, Texnonoeiunuil incmumym BIIC, Kaoyna, Hizepis
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Hiokcnn tutany (TiO:) BHKIMKaB 3HAYHUHA JOCHIAHHIBKHK IHTEpec depe3 IOro 3acTocyBaHHA B EIEKTPOHHHX MaTepianax,
CHEpreTHIli, HaBKOJIMIIHEOMY CEPEeIOBHINI, 30pOB’I Ta MEIWLHHI, KaTaji3l, IO € pe3yJbTaTOM HOro BHCOKOI IielNeKTPHYHOL
MIPOHUKHOCTI, MOKa3HHUKA 3aJOMJICHHS, e(eKTHBHOCTI, HU3bKOI BapTOCTI XIMIYHOI iHEPTHOCTI, €KOJOTIYHOCTI, (OTOKATAIITUIHOT
AKTHBHOCTI, (HOTOCTAOLIBHOCTI 1 3MATHOCTI PO3KIANATH IMUPOKHN CHEKTP OPraHIYHUX CHOJYK. Y IbOMY JOCITIIKCHHI Oyio
CHCTEMaTHUYHO JOCII/PKEHO BILIMB HAHOYACTHHOK cpibia (AgNP), HaneceHux nuisxom mocnigoBHoi afncopoOuii Ta peakuii (SILAR),
Ha ONTHYHI, CTPYKTYpHi Ta Mopdooriuni Bractusocti TiOz2. HocinimkeHHs 0yI0 TO0CATHYTO 3a AOMOMOr0I0 KOMOIHOBaHOTO e(eKTy
yabTpadioneToBol CIEeKTPOCcKomii, ckaHyrouoi enekTpoHHoi mMikpockomii (SEM) i penrtreniBeskoi qudpakromii (XRD). Sk BuamHo 3
Mmikpogortorpadiit SEM, BeenenHs AgNPs mpu3BOAWTE A0 MOCHICHOTO 3apOKEHHS Ta POCTY IUTIBOK i3 HASBHICTIO ONHCKYyYOi
MTOBEPXHI, 5Ka, K MOXKHA MOOAYNTH, CIPHUIE XOPOIIOMY YIPaBIiHHIO (POTOHAMH Yepe3 MOCHIICHE PO3CiIOBaHHA CBiTIa. Pesympratn
XRD noxazanu, mo HasBHICTE AgNPs Ha TiO2 npu3BoANTS 10 MIKiB, IO BiANOBIAAIOTH MiKaM KprcTaiorpadiyanx mrommH Ti02, 6e3
MKIiB cpibia depe3 HM3BKY KOHIEHTpAMilo cpibjla B HAHOKOMIIO3MTI, IO IOKAa3ye, IO BiH MPOCTO PIBHOMIPHO PO3MOJIICHUH Ha
noBepxHi HanoyacTHHOK TiO2. Pesynbratn UV-Vis noka3yoTh 4epBOHHH 3CyB Y OiK BUILOT TOBXXUHN XBHIIi, TOKa3yl04X 30IbIICHHS
MOTJIMHAHHS BHAMMOIO CBITJA, SIKE MOXKHAa BIJHECTH 10 CWJIBHOTO e(eKTy OJMKHBOrO MO Ta e(PeKTy AAIbHBOIO IT0Js
JIOKaJIi30BaHOTO MMOBEPXHEBOTr0 M1a3MoHHOro pe3onancy (LSPR). CriocTepirasnocs 3MeHIIEHHS Kpato 3a00pOHEHOT 30HH 13 BBEACHHIM
AgNP, 110 BKa3ye Ha 301IbIICHHS ONTHYHOI IPOBIAHOCTI TUTiBKH, Mou(ikoBaHoi AgNP.

Kurouosi ciioBa: AgNPs, TiO2, Hanokommo3utu, LSPR edekr, SILAR
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The toxic lead component as well as the expensive and less stable spiro-OMeTAD in perovskite solar cells (PSCs) pose a great deal of
hindrance to their commercial viability. Herein, a computational approach towards modeling and simulation of all inorganic cesium tin-
germanium triiodide (CsSnGels) based perovskite solar cell was proposed and implemented using solar cell capacitance simulator
(SCAPS-1D) tool. Aluminium doped zinc oxide (ZnO:Al) and Copper lodide (Cul) were used as electron and hole transport layers (ETL
and HTL) respectively. The initial device without any optimization gave a power conversion efficiency (PCE) of 24.826%, fill factor (FF)
of 86.336%, short circuit current density (Jic) of 26.174 mA/cm? and open circuit voltage (Voc) of 1.099 V. On varying the aforementioned
parameters individually while keeping others constant, the optimal values are 1000 nm for absorber thickness, 10'* cm for absorber layer
defect density, 50 nm for ETL thickness, 10'7 ¢m™ for ETL doping concentration and 260 K for temperature. Simulating with these
optimized values results to PCE of 25.459%, Vo of 1.145 V, Ji of 25.241 mA/cm?, and a FF of 88.060%. These results indicate that the
CsSnGels is a viable alternative absorbing layer for usage in the design of a high PCE perovskite solar cell device.

Keywords: Perovskite solar cells, SCAPS—1D, CsSnGels, hole transport material, electron transport material

PACS: 41.20.Cv; 61.43.Bn; 68.55.ag; 68.55.jd; 73.25.+1; 72.80.Tm; 74.62.Dh; 78.20.Bh

1. INTRODUCTION

Metal halide perovskite solar cells (PSCs) belong to one of the most promising photovoltaic technologies for next-
generation solar cells. The PSC works based on the following principles: (i) excitons generation when photon energy is
absorbed, (ii) excited electrons being drifted into the conduction band (CB) of the electron transport layer (ETL),
(iii) holes transferred into the hole transport layer (HTL), and (iv) holes injection into the back-metal electrode [1].

The high power conversion efficiency exceeding 25% from its original value of 3.8% and simple fabrication process
of PSCs have triggered the interest of researchers in the photovoltaic community [2—5]. The remarkable performance of
PSCs are attributed to high absorption coefficients, a balanced excitons transport, high charge carrier mobilities, long
carrier diffusion lengths, and direct and tunable band gaps [6, 7]. However, the presence of toxic lead in perovskite
absorber is considered as one of the significant impediments towards its commercial exploitation. In an attempt to replace
lead with other less or non-poisonous materials, researchers have considered other divalent metal cations such as tin (Sn")
and germanium (Ge*"), which have an oxidation state of +2 with an outer layer properties similar to that of Pb** 8, 9].

The radius of Sn*" (1.35 A) which is smaller than that of Pb?" (1.49 A), has resulted to non-distortion of the
perovskite nano crystal structure when it is replaced as a divalent cation in lead-based perovskite absorber [10].
Furthermore, due to its narrow band gap of 1.3 eV, it allows high theoretical PCE value to be obtained [11]. A study by
Sabba et al. [12] using CsSnls, CsSnl,Br, CsSnIBr; and CsSnBr; as absorbing materials, an interesting band gap of
1.27 eV with outstanding optoelectronic properties for CsSnls; was obtained. High PCEs were obtained with the lead-free
inorganic absorbing material [13, 14]. But Sn* oxidizes to Sn*" very easily. Therefore, the Sn-based PSCs are susceptible
to degradation under ambient environment and hence their efficiencies are affected. The formation energy of Sn vacancies
is very low. The formation energy and the change in oxidation state from Sn*" to Sn*" leads to self-doping and also brings
about a p-type metallic behaviour [15]. Another candidate for the replacement of Pb?" as a divalent metal cation is Ge*"
which has a smaller ionic radius (0.73 A) than that of Sn>* and Pb*. Higher conductivity is shown by Ge-based perovskites
as compared to the Pb-based perovskites and Sn-based perovskites. Better conductivity and other optoelectronic
properties are expected when Ge-Sn alloy is used as replacement of Pb. Chen et al [16] reported a perovskite absorbing
material, CsSnGels by alloying CsSnl; with Ge (I). The device demonstrated excellent stability in air and it outperformed
the CsSnl; and CsGels pristine counterparts, with a PCE of 7%.

The instability caused by organic compounds in PSC has been a major concern for researchers [17, 18]. The vastly
used state-of-art hole transport material (HTM), Spiro-OMeTAD demonstrates hygroscopic nature, tendency to crystalize,
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and vulnerability to both moisture and heat, as such must be replaced with a cost-effective and stable HTM having high
hole mobility with ease of synthesis [19, 20].

The ETL influences the PCE of PSCs by blocking holes, thereby minimizing the charge carrier recombination from
the perovskite active layer and hence, providing the photogenerated electrons a pathway to the electrode [21]. A high
performing ETL have attributes of high electrical conductivity and high electron mobility which should be comparable to
those of the perovskite layer. The most commonly used ETLs are metal oxides such as TiO,, ZnO and SnO,, their
electrical properties can be tailored by doping [22]. The impact of Aluminium (Al) on zinc oxide (ZnO) as ETL in PSCs
was studied by Alias et al [23]. In their study, only the properties of the ETL and interface were explored and a PCE, up
to 17.59% was obtained for 1 mol% Al concentration in ZnO. Several properties of PSCs can be studied to give better
performance as such necessitated this research.

In the present work, an inorganic, CsSnGels-based PSC was studied by utilizing inorganic HTM (Cul) and inorganic
electron transport materials (ZnO:Al). By optimizing various properties like thickness of the perovskite absorbing layer,
its defect density, the thickness of the electron transport layer, the doping concentration of the electron transport layer,
the back-metal contact and temperature, a PCE of 25.459%, with an open circuit voltage of 1.145 V, a short circuit current
density 0f 25.241 mA/cm?, and a fill factor of 88.060% were obtained. The present work may be helpful in designing and
implementing eco-friendly lead free Sn-Ge-alloyed-based PSCs in the future.

2. THEORETICAL METHODS AND DEVICE STRUCTURE
Device simulation is a powerful tool that gives an insight for understanding the electrical and optical properties of
solar cells and ultimately providing useful information for design of photovoltaic devices experimentally. In this study,
we used the SCAPS-1D software version 3.3.10 to carry out our simulation. This software is designed to simulate
multilayer (up to seven layers) solar cells, in which holes and electrons transport are considered by solving the basic
semiconductor equations: the Poisson equation and the continuity equation of both charge carriers (holes and electrons)
under steady-state condition.

Au

ETM (ZnO:Al)
FTO

T

|AM 1.5G (1000 W/m?)|

Figure 1. Device structure

This simulation was carried out in the n-i-p configuration of FTO/ZnO:Al/CsSnGels/Cul/Au, which is represented
in Figure 1. Starting from illumination point, fluorine-doped tin oxide (FTO) is used as a front contact, ETL as ZnO:Al,
the absorber layer as CsSnGels, HTL as Cul, and gold (Au) as the back metal-electrode. The work function of the front
and counter electrode are 4.4 €V and 5.1 eV, respectively. The simulation was done with A.M. 1.5 spectrum (1000 W/m?)

light source, the temperature of the simulation was set at 300 K, the frequency at 1x 10'® Hz, and a scanning voltage of
0-1.50 V. The details for each layer is as summarized in Table 1. The properties of the defect interface ZnO:Al/CsSnGels
and CsSnGels/Cul are shown in Table 2.

Table 1. Parameters used for simulation of perovskite solar cell structures using SCAPS-1D [19, 23-26]

Parameters FTO ZnO:Al CsSnGels Cul
Thickness (um) 0.4 0.22 1.50 0.10
Band gap energy £, (eV) 3.5 3.25 1.50 2.98
Electron affinity y (eV) 43 4.0 3.9 2.10
Relative permittivity ¢ 9 9 28 6.5
Effective conduction band density N (cm™3) 2.2x10'8 2.0x10'8 3.1x10'8 2.8x10"
Effective valance band density N, (cm™) 1.8x10" 1.8x10" 3.1x10'8 1.0x10"°
Electron thermal velocity (cm/s) 1.0x107 1.0x107 1.0x107 1.0x107
Hole thermal velocity (cm/s) 1.0x107 1.0x107 1.0x107 1.0x107
Electron mobility p, (cm? V'1s™) 2.0x10! 3.0x10? 9.74x10? 1.69x10*
Hole mobility p, (cm? V' s 1.0x10! 2.5x10! 2.13x102 1.69x10
Donor concentration Np (cm™) 1.0x10'8 7.25%10'8 0 0
Acceptor concentration N (cm™) 0 0 1x10" 1x10"8

Defect density N; (cm™) 1x1013 1x10" 1x10"! 1x10'?
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Table 2. Defect parameter values of the interfaces of the device

Parameters Zn0O:Al/CsSnGels CsSnGels/Cul interface
interface

Defect type Neutral Neutral

Capture cross section for electrons (cm?) 1x10°13 1x10718

Capture cross section for holes (cm?) 1x10°13 1x10°1®

Energetic distribution Single Single

Energy level with respect to £, (eV) 0.600 0.600

Characteristic energy (eV) 0.1 0.1

Total density (cm™) 1x10!" 1x1012

3. RESULTS AND DISCUSSION

3.1. Performance study of the initial device, quantum efficiency and energy band profile
The current-voltage (J-V) characteristics of the initial perovskite solar cell device simulated under illumination is

shown in Figure 2(a).
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Figure 2. (a) J-V curve of PSC with initial solar cell characteristics, (b) quantum efficiency against wavelength, (c) quantum

efficiency against photon energy and (d) energy profile band diagram

Under illumination, a Vo of 1.099 V, Ji. of 26.174 m/Acm?, FF of 86.336%, and PCE of 24.826% were obtained.
Comparing these solar cell characteristics with simulated work on CsSnGels perovskite obtained by a group of
researchers [26], comparable V.. (1.00 V) and Ji (25.75 m/Acm?) were obtained. In our simulation, we obtained
appreciable values of FF, PCE which are higher than those from their simulated research work. This could be attributed
to the increase in conductivity of the ETL due to doping and different HTL used. Figure 2b & c¢ shows the quantum
efficiency against wavelength and photon energy. It is within the range of 300 to 900 nm, which has maximum attained
value of 98% observed at 360 nm. It sweeps across the visible region which satisfies the device’s requirement. The strong
absorption at the visible region of the QE curve is a factor that determines the light absorption strength at the various
wavelengths of light and the cut-off region at 850 nm which certified the band gap of 1.5 eV for CsSnGels [25]. Figure 2d
shows the energy band diagram of ETL/perovskite/HTL materials in the device structure, with the interface conduction
and valence band offset at the ZnO:Al/CsSnGels interface of 0.45 eV and 2.17 eV while at the CsSnGels/Cul interface,
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the interface conduction and valence band offset are 1.41 eV and 0.08 eV respectively. These values are beneficial for
flow of charge careers within the interface and subsequently result to enhanced device performance.

3.2. Effect of the absorbing layer thickness

The absorbing layer thickness is one of the important parameters having a significant impact on the device’s
performance. A good choice of this thickness is very essential to determine better device’s performance. In order to study
its impact on the perovskite solar cell, the CsSnGels layer thickness was varied in the range of 100-1000 nm while keeping
all other parameters untouched as detailed in Tables 1 and 2. The J-V curve and the quantum efficiency of the performance
with varied device is shown in Figure 3a & b. The effect of the variation of the absorbing layer thickness on the device
parameters; Vo, Js, FF and PCE are shown in Figures 3¢ & d.

The V, and Ji rise sharply with corresponding increase in thickness of absorbing layer up to a thickness of 500 nm,
and rises steadily from 600 to 1000 nm as shown in Figure 3(d). PCE of the device is low when thickness of the absorbing
layer is too small as shown in Figure 3(c), which is evident to poor absorption of light by the material. As the thickness
of the absorbing layer increases, the number of photo-generated charge careers increases leading to greater PCE of device,
due to more photons being absorbed by the material [27].
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Figure 3. (a) J-V curve with varied absorber thickness under illumination, (b) QE curve with respect to wavelength, (c) PCE and
FF with respect to thickness and (d) Jsc and Voc with respect to varied absorber thickness

The fill factor decreases rapidly from 100 to 200 nm of absorbing layer thickness, before increasing slightly to a
peak value of 400 nm of thickness, and finally decreases steadily when the absorbing layer thickness increases beyond
400 nm. The decrease in the value of FF in relation to absorber layer thickness is due to an increase in series
resistance [28].

Therefore, the optimal thickness of the CsSnGel; in our research work was 1000 nm and as such considered for
further simulation. The device performance at that thickness gave the following metric performance: PCE = 24.122%,
FF = 86.345%, Jsc = 25.466 mA/cm?, and Vo, = 1.097 V.

The quantum efficiency versus wavelength plot for the device with varied thickness is shown in Figure 3b. The QE
increases with increasing thickness of CsSnGels from 80% at 100 nm to 99.4% at 1000 nm. The strong QE is due to
increase in absorption coefficient as the thickness increases [20].

3.3. Effect of absorbing layer defect density
The surface and bulk of the absorbing layer are prone to defects which are unavoidably present. In perovskite layers, lattice
vacancy, interstitial, schottky, and frenkel defects are such defects which can be found as point defects [29]. When PSCs absorb
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light, the absorbing layer in turn generates photoelectrons, and if the film quality is poor, there will be an increase in defect
density, leading to quenching losses in absorbing layer which is a determining factor for the Vi of the solar cell [19]. From
research findings, in lead-free perovskites films, minimal grain boundary length and the carrier recombination occur due to their
improved quality crystal grains. Long carrier diffusion length is responsible for decrease in further recombination which is
observed in perovskite films with lesser defects [30, 31]. The Shockley-Read-Hall (SRH) recombination model can be used to
study the impact of the absorbing layer defect density on the performance of a solar cell [32].

The defect density (V) of the absorbing layer was varied from 10'* to 10" ¢cm™ and its impact on the device
photovoltaic parameters is explored systematically. The J-V curve and QE for varied N, is shown in Figures 4a & b.
Figures 4c & d show the correlation between PCE, FF, Js and V. with N, Increase in defect density of the absorbing
layer, results to decrease in the photovoltaic parameters of the cell. This can be attributed to increase in the carrier
recombination of the device [19]. From the values of 10'® to 10'7 cm3, slight decrease was observed across all
photovoltaic parameters. From the values of 10'7 to 10'® cm™ of defect density, a sharp decline across all photovoltaic
parameters were observed, and finally a drastic fall in the performance of the device from 10'® to 10'° cm 3. The optimized
value of absorbing layer defect density was chosen as 10'* cm™ with photovoltaic parameters: Vo. of 1.099 V, Ji. of
26.213 mA/cm?, FF of 86.336%, and PCE of 24.866%.
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Figure 4. (a) J-V curve with varied absorber defect density under illumination, (b) QE curve with respect to wavelength, (c¢) PCE
and FF with respect to absorber defect density and (d) Jsc and Voc with respect to varied absorber defect density

3.4. Effect of ETL thickness

The thickness of ETL can greatly affect the performance of solar devices [33]. The function of the ETL is tasked
with blocking holes, extraction and transporting the photo-electrons in the absorbing layer and prevention of the charge
carrier recombination of holes and electrons in the front electrode in the absorbing layer [34]. This parameter is very
important for device optimization in order to enhance the performance of PSCs. The thickness of ETL was varied from
50 to 500 nm and the resulting variation in device photovoltaic parameters is shown in Figures Sa-d. Figures 5a & b show
the J-V plot and QE curve with varied ETL thickness while Figures 5¢ & d show the correlation of photovoltaic parameters
with ETL thickness. It is observed that as the thickness of ETL increases, the performance of the device for simulated
PSCs decreases. Steady decrease was observed through the Ve, Js, and PCE of the device, as the thickness of the ETL
increases. However, the FF increases steadily as there was increment in the ETL thickness. Optimal values were observed
at the thickness value of 50 nm with V. of 1.099 V, Ji. of 26.190 mA/cm?, FF of 86.336%, and PCE of 24.841%. The
optimal value was used for further simulation.
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Figure 5. (a) J-V curve with varied ETL thickness under illumination, (b) QE curve with respect to wavelength, (c) PCE and FF
with respect to ETL thickness and (d) Jsc and Voc with respect to varied thickness

The chances of recombination are increased as the thickness of the ETL is increased, for the fact that charges take
longer route of travel for diffusion to occur, leading to reduction in the PCE of the device. The efficiency decrease at a
certain rate with corresponding increment in the ETL thickness, is apparently due to an increase in recombination [35,36].
Selecting the thickness from 50 to 500 nm results to spectral overlap in the QE versus Wavelength curve which is
attributed to unchanged optical absorption efficiency within the selected values of thickness as shown in Figure 5b.

3.5. Effect of ETL doping concentration

Current generation is enhanced as electrons are being accelerated as a result of doping concentration of the ETL.
The charge carrier conductivity is enhanced as there is an effective suppression of the ETL/absorber interface defects due
to the introduction of n-type Al dopant in the ZnO ETL to replace the Zn?*". The introduction of a donor level at 120 meV
below the conduction band can lead to an appropriate band alignment, and an increase in the free carrier
concentrations [37].

The doping concentration was varied from 10'! to 10" cm™ for the ETL. Figures 6a & b show the J-¥ behaviour
and QE properties of the simulated device with varied ETL doping concentration while Figures 6¢ & d show the variation
of performance parameters with doping concentration of ETL. There was a decrease in the Vo, PCE and FF of the device
as the doping concentration increased; steady decrease was observed in the V. before a rapid decrease was observed from
10"8 to 10! cm3. The PCE of the device experiences an increase from the values of 10! to 10'7 cm™, before following a
declining path. The FF of the device experiences an increase from the values of 10" to 10'® cm™, before following a
declining path. The Js. of the device experiences an increase from the values of 10" to 10'” cm™. The optimized values
of photovoltaic parameters were chosen at a Voo of 1.149 V, Ji. of 25.922 mA/cm?, FF of 88.260%, and PCE of 26.280%
for an ETL doping concentration of 10'7 cm?. There was spectral overlap at the QE plot which shows an unchanged
optical absorption within the selected doping concentration values.

3.6. Effect of back-metal contact work functions on the device
The back-metal contact is deposited over the perovskite absorber or HTM, for holes collection from the external
circuit. The formation of an ohmic contact is vital to facilitate proper majority charge carrier collection (holes via the
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back-metal contact). The work function of different back-metal contacts was studied to understand their effect on the
performance of the device. The back-metal contact work functions studied were; Carbon (C) of 5.00 eV, Gold (Au) of
5.1 eV, Palladium (Pd) of 5.30 eV, and Platinum (Pt) of 5.65 eV.
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Figure 6. (a) J-V curve with varied doping concentration under illumination, (b) QE curve with respect to wavelength, (c) PCE and
FF with respect to doping concentration and (d) Jsc and Voc with respect to doping concentration

The impact of the back-metal contact work functions on the performance of the device is shown in Figures 7a-d with
Figure 7a showing the J-V curve, 7b showing the QE and 7c¢ & d showing the performance correlation with metal back
contacts. As observed, when the back-metal work functions increased from 5.00 to 5.65 eV, there were no changes
observed in the Jc and V. values. The FF values increased from 86.277 to 86.344%, and PCE from 24.809 to 24.828%.

From the results obtained, it can be seen that, as the back-metal work functions increases, there is efficiency
enhancement improving the performance of the device in turn. For this device, it can be concluded that a high PCE can
be achieved when the back-metal work function is not less than 5.1 eV. The optimized values of photovoltaic parameters
were chosen at a V. of 1.097 V, Ji. of 26.174 mA/cm?, FF of 86.344%, and PCE of 24.828% for the back-metal contact
of Pt with a work function of 5.65 eV for this device. There was spectral overlap at the QE plot which shows an unchanged
optical absorption within the selected back-metal contact.

3.7. Effect of temperature on the device

Solar cells are generally installed outdoors, and the temperature will increase due to continuous solar radiation even
higher than normal room temperature of 300 K. Therefore, it is necessary to understand the performance of the device
with these variations in temperature. The device was varied from an operating temperature of 260 to 350 K subjected to
constant illumination. The effect of temperature on the J-V curve is shown in Figure 8a. The correlation between the PCE,
FF, Jsc and Vo with temperature is shown in Figures 8b & c. From observation, as the temperature increases from 260 to
350 K, the V. decreases linearly from 1.150 to 1.034 V, the FF decreases steadily from 87.926 to 84.093%, and PCE
decreases from 25.172 to 23.942%. However, the Ji. of the device increases steadily with temperature increase from
24.897 to 27.538 mA/cm>,
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The behavior exhibited by the Ji is due to the metastable nature of the device at higher temperatures [38]. The
electrons absorb enough photons and hence recombines with positive charge carriers that have been already generated,
becoming a site for recombination, leading to an unstable state [38]. The decrease in V, is attributed to the increase in
defects as the temperature of the device increases. Change in the resistance of the device occurs as the temperature
increases which affects electron and hole mobilities, and the carrier concentration leading to a decrease in PCE.

3.8 Performance study of the initial and optimized device
The J-V characteristics of the initial and optimized perovskite solar cell device simulated under illumination is shown in
Figure 9. Under illuminated condition, the performance of the optimal PSC is as follows: Vo.=1.145V,
Jse = 25.241 mA/cm?, FF = 88.060% and PCE = 25.459%. Upon comparing with the initial device, an appreciable
improvement of ~4.20%, ~2.00% and ~2.56% in V., FF and PCE respectively were observed.
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Figure 9. Initial and optimized of J-V curves the device

4. Conclusion
In this paper, the numerical investigation of lead-free CsSnGels-based perovskite solar cell was performed using
SCAPS-1D simulation software. The device performance was studied to achieve better efficiency with respect to (i) effect
of the absorbing layer thickness, (ii) effect of absorbing layer defect density, (iii) effect of ETL thickness, (iv) effect of
ETL doping concentration, (v) effect of back-metal contact work functions and (vi) effect of temperature on the device.
Our study revealed that better photovoltaic parameters were obtained when the optimal values of the absorbing layer
thickness was 1000 nm, the absorbing layer defect density was 10'* cm ™, the ETL thickness was 50 nm, the ETL doping
concentration was 10'7 cm™ and the best performing back-metal contact was Pt with a work function of 5.65 eV. Also,
the CsSnGels-based perovskite solar cells are very sensitive to temperature with an optimized value of 260 K. There was
significant degradation of PV parameters as the temperature of the device increases, adversely affecting material
conductivity. The optimized device (FTO/ZnO:Al/CsSnGels/Cul/Pt) gives PCE of 25.459%, V. of 1.145 V, Js of
25.241 mA/cm?, and fill factor of 88.060%. A 2.56% improvement in PCE and 4.20% improvement in ¥, were obtained
over the initial device. This numerical simulation paves better understanding on the choice of parameters leading to a
high performing PSCs, stability enhancement and characterization.
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YUCEJBHE JOCJIIKEHHA 25,459% JJETOBAHOI'O HEOPTTAHIYHOT'O BE3CBUHIEBOT'O COHAYHOI'O
EJIJEMEHTA HA OCHOBI IEPOBCKITY CsSnGels IIIJIIXOM CUMYJIALIL IPUCTPOIO
Myxammen O. Aoayamanik?®, Exai Janmani?, Pira C. O6aci¢, ®@inioyc M. I'ok?,
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“Dizuynuil paxyremem, Haykogo-mexronoeiunuil ynisepcumem Kownghnroenc, Ocapa, wmam Koei, Hieepisn
bDisuunuii paxyromemDedepanviuii ynicepcumem nayx npo 300poe s, Omyxno, wmam Benye, Hizepis
Jenmp pozeumxy cynymuuxogux mexuonocitt NASRDA, A6yooica, Hicepis
ADizyunuti paxynomem, Yuisepcumem wmamy Kaoyna, Kaoyua, Hizepis
¢@akynomem enekmponixu ma indicenepii 36's3xky, Hieepiticoka ob6oponna axademis, Kaoyna, Hicepis
'Onepayitinuii nioposoin, Starsight Energy, Hizepis

Tokcu4HUI CBUHIEBUI KOMIIOHEHT, @ TaKOX JOpOoruil i Menin ctabiapHui spiro-OMeTAD y mepoBCKITHUX COHSYHHX €IeMEHTax
(PSC) cTBOpIOIOTH BENUKY MEPEIIKONy A iX KOMEPUIHHOI KHUTTE3NATHOCTI. Y HBOMY AOCTIMKEHHI OYJIO 3alpONOHOBaHO Ta
peanizoBaHO OOYHCITIOBATIBHAN MiIXig A0 MOAETIOBAHHS Ta CUMYJIALIi BCIX HEOPTaHIYHUX MEPOBCKITHHX COHSIYHHX CIIEMCHTIB Ha
ocHOBI 1e3ifo onoBa-repManito (CsSnGels) 3a 10MOMOro0 iHCTPYMEHTY iMiTaTtopa €eMHOCTI coHsHHX eneMeHTiB (SCAPS-1D).
JomnoBanuii amominieM okcuj DUHKY (ZnO:Al) i Hogua mini (Cul) BHKOPHCTOBYBAIHCS SIK TPAHCHOPTHI IIapH €JIEKTPOHIB 1 AipoK
(ETL i HTL) Bignosinuo. ITouatkoBuii npuctpiii 6e3 Oyxab-skoi ontuMizauii gaB edexTuBHicTh neperBopeHHs notyxHocti (PCE)
24,826%, xoediuient 3anosnenns (FF) 86,336%, IiIbHICTL CTPYMY KOPOTKOT0 3aMuKaHHSA (Jsc) 26,174 MA/cM? i HanpyTy X0JIOCTOTO
xo1y (Voe) 1,099 B. Tlpu 3MiHi BUIE3a3HAYCHUX TapaMeTpiB iHAMBIyalbHO, 30epiraloun iHII HE3MIHHUMHM, ONTHMAJbHI 3HAUYSHHS
ctaHoBIATh 1000 HM /s TOBINMHH moriuHaua, 10'* cM? mns mimbHOCTI nedexriB mapy nornuuava, 50 um mis toBmuan ETL,
10" cm? nis koHuenTpanii geryBanus ETL i 260 K ais Temmeparypu . MonenoBaHHs 3 UMMM ONTMMi30BaHMMH 3HAYEHHAMM
npusBoauth 10 PCE 25,459%, Voc 1,145 B, Jsc 25,241 MA/cm? i FF 88,060%. 11i pesysbratu BKasyioth Ha Te, mo CsSnGels €
KHUTTE3NATHUM AITBTEPHATHBHUM IOTJIMHAIOYMM IIapoM Ul BUKOPUCTaHHS B KOHCTPYKIii MEPOBCKITHOTO COHSYHOTO €JIEMEHTa 3
ucoxkuM PCE.

Kurouosi ciioBa: neposckitHi constuni enementn, SCAPS—1D, CsSnGels, 1ipkoBHii TpaHCIIOPTHUI MaTepiall, eeKTPOTPAHCIIOPTHHI
Marepiai
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In this paper, the characteristic points were used as input data in five different explicit models based on Lambert W-function for the
extraction of model parameters of three DSSCs. Moreover, these model parameters for given values of voltages were used to obtain
the corresponding currents for the simulation of the DSSCs. The results show that the sign of the model parameter does not matter for
methods that do not have series resistance and shunt resistance. However, when Rsh was negative the five-parameter single-diode model
failed to yield good curve fit except when Rsh was neglected and four-parameter model used. Moreover, all the model parameters for
DSSCs with bitter gourd dye were regular and yielded good curve fit for all the models. On the hand, DSSCs with Rsh values negative
were handled with four-parameter model to obtain good curve fit. Thus, the sign of model parameter matters in simulation of DSSC
using single-diode model.

Keywords: Model parameter, Explicit model, Lambert W-function, Characteristic points, DSSC, Curve fit

PACS: 2010: 88.90.+t, 88.40H-, 88.40.hj, 42.79.Ek.

INTRODUCTION

Nowadays, renewable energy plays a great role in reducing fossil resources consumption [1] due to problems arising
from the use of fossil resources such as global warming, climate change, and air pollution [2] to mention a few. Presently,
among the various renewable energy sources, solar energy is likely the most applicable, as it is clean, safe, and
unlimited [3,4]. In one year, the amount of solar energy received from the sun is 10* times greater than the world’s energy
consumption [4]. It has been revealed the installed photovoltaic power increased from 100.9 GW in 2012 to 230 GW in
2015, rising to 400 GW in 2017 [1, 5]. This rate of increase has been feasible due to a new brand of solar cells that permit
production growth while reducing costs and environmental impact [6].

Modeling has become a crucial step for photovoltaic system design and development, as it permits appropriate and
accurate energy production forecasts [7]. The modeling of solar cells/panels is usually performed by using equivalent
circuit models represented with mathematically implicit equations which are not easy to solve. However, the Lambert W-
function has been identified as a useful tool to solve these equations.

The purpose of this paper is to present simplified model expressions in terms of the Lambert W-function, which is
usually applied in photovoltaic devices, and depicts how this function is needed to solve equations connected to these
systems. The desired model expressions were obtained by matching famous mathematical equations (exponential
functions, polynomials, hyperbolic functions) to points on the Lambert W-function calculated numerically with the
highest available accuracy.

The approach presented in this paper is to apply simplified model equations based on the Lambert W-function that
can be solved easily with a pocket calculator, to model and simulate DSSC systems behavior.

MATERIALS AND METHODS
Modeling and simulation of solar cells

A host of researchers have reported that ideal solar cells behave like a current source connected in parallel with a
diode [7-9]. This ideal model is achieved with resistors to represent the losses and sometimes with additional diodes
that takes into account other phenomena [10,11]. The most common circuit equivalent to a solar cell consists of a
current source, one diode and two resistors; one in series and one in parallel [12-19]. It is worth noting each of the
element in the equivalent circuit one parameter has to be calculated except two in the case of the diode whose behavior
is represented by the Shockley equation [20]. Thus, five parameters are required to be determined when applying this
method [21-33]. This simple equivalent circuit has been used quite well to reproduce the current-voltage curve or
simply I-V curve. Three important points of the I-V curve known as characteristic points namely: short circuit,
maximum power, and open circuit points are used as input data. These representative points depend on temperature,
irradiance of the photocurrent source, characteristic points and usually the normal information included in the
manufacturer’s datasheets.

7 Cite as: A. J.B. Yerima, D. William, A. Babangida, and S.C. Ezike, East Eur. J. Phys. 4, 136 (2022), https://doi.org/10.26565/2312-4334-2022-4-13
© J.B. Yerima, D. William, A. Babangida, S.C. Ezike, 2022
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The conventional equation (1) describes a simple diode with a distinctive I-V curve

|4
=1, (eE - 1), (1)

where a is the modified ideality diode factor (quality factor or emission coefficient) which varies with the nature of diode
is determined according to the fabrication process and the semiconductor material.

When the semiconductor is illuminated, it will produce a photo-generated current I,», which will result in a vertical
translation of the I-V curve of a quantity that is almost entirely related to the surface density of the incident energy.
The equivalent circuit solar cell containing series resistance Rs, shunt resistance Rgn, photocurrent I, diode saturation
current I,, modified diode ideality factor, a is depicted in Fig. 1.

Diade A%

|

The single-diode model assumes an ideal cell is pictured as a current generator that is linked to a parallel diode with
an [-V characteristic which is mathematically defined by Schokley equation (2)

|

Figure 1. Electrical equivalent circuit of the single-diode solar cell

b (2)

I=lp—1, (eV+;Rs 3 1) _ V+IRg

where [ and V are the terminal current and voltage respectively, I, the junction reverse current, a is the modified junction
ideality factor, Rs and Ry, are the series and shunt resistance respectively.

Equation (2) is transcendental in nature hence it is not possible to solve for V in terms of I and vice versa. However,
explicit solutions can be obtained using the principal branch of the Lambert W-function W, [21, 34-37].

Rsp

| = Rsh(lph'”o)_v _ iVVO ( RsnRslo e <RshRs(1ph+Io)+VRsh>>, 3)
Rsn+Rs Rs a(Rsp+Rs) a(Rsp+Rs)
Iyp+lo=1
V = Ra(Ipn +1,) — (Rg+Rsp)I — aW, {% e )} 4)

One can directly find the current for a given value of voltage using equation (3) or the voltage via (4), which makes
the computation easy and robust in contrast to (2). The Lambert W function is readily available in all computation
procedures [21, 35]. Finally, for simulation purpose the current can be calculated for each model by plugging the
appropriate model parameters for any given value of V into equation (3) and vice versa for V for any given value of I in
equation (4). However, if the curve fit fails due to parameter irregularity, for example Rg, negative or complex we neglect
Rgn=c0, the last term in equation (2) vanishes reducing the five-parameter model to four-parameter model. Therefore,
equation (3) reduces to equations (5)

Rgly Rg(Ipp+Iip)+V
I=1n+1, _RisWo (Te (M)) (5)

a

Furthermore, if equation (5) fails to yield good curve fit then R; is neglected and equation (2) reduces to the ideal
diode equation (1) representing a three-parameter model. Thus, equations (1), (3) and (5) can be used for simulation of
three-, four- and five-parameter models respectively.

The explicit model equations based on the Lambert W-function
There are many explicit models to study the current-voltage behavior of a solar cell [38]. Notwithstanding, the results
do not sustain any of the physical appearance of the photovoltaic conversion process, they are attracting great attention
and accurate enough to produce recent discoveries from time to time [39]. Some of the explicit models with solutions
based on the Lambert W-function include:

I. The El-Tayyan model [40]. The proposed El-Tayyan model equation for generating I-V characteristics of solar
cell or PV module is in the form

=1 - el () 1), (©)
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where C; and C; are coefficients of the model equation. These coefficients are given by [41]as

ISC
G = BED) (7
1-e\ C2
and, if V,./C, >> 1:
€= — ®)

oc \(Im ’
woa((1-725)(72))
However, Babangida [42] have shown that the relationships between the conventional model parameters (I, and a) and
the El-Tayyan coefficients (C;, C») are given by equations (9) and (10)

Voc

I, =Ce ©, (€))
a=_¢,. (10)

Thus, a and I, in equations (9) and (10) are the two model parameters for the El-Tayyan model.

I1. The Karmalkar and Haneefa model [43]. This model presents the current-voltage relation as

== (11 () - ()"} (an

where the model parameters are:

W_1
— 1
m= ln(l:/":f) + m +1, (13)
K = M. (14)

II1. The Das model [44]. The current-voltage for this model is given by

k
I L)
I - Isc [1+h(VLM)l’ (15)
where the coefficients are:
Im Vm
k= W_1[<T§))ln( st)] (16)
= —n(vmp) s
Voc
V, 1 1
h= () (e -3-1) a7

IV. The Saetre [45] and Das model [44]. This model was proposed independently by Das [41] and Saetre [42]
given by the following equation

1

Ay ]E
I =l |1—(— 18
wli- )T ()
where the model parameters f and g are estimated with output current measurements at V=0.8V,. and V=0.9V .
. . . ... . ai B Vimp
Using the maximum power point conditions, (v, i) = (@, B) and p» lmp = — =, such that & = and B =
oc

I . . .
#, the following equations are obtained:
sc

B9 =1—-al, (19)
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9B = fa’. (20)
Assuming of<<1, then

glnp = —a’. 21

Therefore, plugging equation (21) into equation (20), the equations for f and g are finally given by

= e
f=w(55) (22)
—af

g= % (23)

V. The 1-diode/2-resistors equivalent circuit model. The mathematical form of this model is already defined by
equation (2) whose solution for I or V in terms of Lambert W-function is given by equation (3) or (4) respectively. Many
researchers like [35] have published a solution of equation (2) based on the Lambert W-function which requires the diode
ideality factor n as an input, say n=1.1 for the silicon cells studied and R; is determined via equation (24).

R, = A[W_,(Be®) — (C + D)]. (24)
where W_; is the lower branch of the Lambert W-function and A, B, C, and D auxiliary parameters defined as:

_a Vimp (Isc=2Imp)
A= Imp’  [VmplsetVoc(lmp=1sc)’ (2)
C = Voc—2Vmp Vmplsc—VocImp D= Vmp—Voc (26)
- a [Vmplsc“'Voc(Imp_Isc)]’ - a ’
Most often the modified diode ideality factor a in terms of n and the thermal voltage Vr is defined by equation (27)
a=nVr
27
such that Vr is also defined by equation (27)
Vp=" 28)

where k is the Boltzmann constant, T is the absolute temperature and q is the electron charge. In another vein, [43] avoided
the assumption of the value of n instead he deduced that the modified diode ideality factor a is equal to the second
El Tayyan coefficient C; i.e he set a=C, given by equation (29)

a=—mploc (29)
()

Furthermore, the parameter Rq is calculated via [21] equation (30)

_ (Vmp_lmp Rs){Vmp_Rs(Isc_Imp)_a}

Ry, = (Vinp—ImpRs)(Isc=Imp)—almp 30)
Finally, the remaining parameters I, and I, are found by equations (31) and (32) respectively
Rs Vo]  =Voc
Iy = [lse (14 72) = 2] 7", 31
Rs
Iph = Isc (1 + a) (32)

In this paper, equations (24) and (29-32) are used to extract the five model parameters (a, Rs, Rq, Lo, and L) to study
the performance of DSSCs.

RESULTS AND DISCUSSION
Table 1. The characteristic points for three DSSCs
Source of natural dye Characteristic points
English Name Scientific Name Isc (mA) Imp (mMA) Vimp (V) Voe (V)
Bitter gourd Momordica charantia 9.244 6.450 0.4 0.536
Bougainvillea Bougainvillea 3.450 2.783 0.3 0.484
Mango peel Mongifera indica 2.51 2.130 0.4 0.618
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In Table 1, the characteristic or representative points namely the short circuit point (Is, 0), open circuit point (0, V)
and the maximum power point (Imp, Vmp) Were obtained from the I-V curves of measured currents and voltages for three
DSSCs are included. These points were used as input data for the modeling and simulation of the DSSCs studied.

Table 2. The El Tayyan model parameter for three DSSCs

Source of natural dye Parameter model
English Name Scientific Name Ci C2
Bitter gourd Momordica charantia 0.009245 0.060353
Bougainvillea Bougainvillea 0.003927 0.229684
Mango peel Mongifera indica 0.002760 0.257501

Table 2 contains the two parameters for the 2-parameter El Tayyan model and both parameters are positive and less
than unity. This means the parameters are regular parameters. The two parameters are inversely proportional to each other.

Table 3. The Karmalkar and Haneefa model parameter for three DSSCs

Source of natural dye Parameter model
English Name Scientific Name Y m K
Bitter gourd Momordica charantia 0.758887 9.611764 -1.12783
Bougainvillea Bougainvillea 1.846619 1.777069 -0.69538
Mango peel Mongifera indica 1.394703 2.453534 -0.71120

Table 3 depicts the three parameters of the Karmalkar and Haneefa 3-parameter model. Two of the parameters,
y and m, have positive values whereas the parameter K has all values negative. This implies that y and m are regular
parameters and K is irregular parameter. The three parameters are inversely proportional to one another.

Table 4. The Das model parameter for three DSSCs

Source of natural dye model parameter
English Name Scientific Name k h
Bitter gourd Momordica charantia 8.584082 0.428833
Bougainvillea Bougainvillea 2.024451 -0.410257
Mango peel Mongifera indica 2.293207 -0.398095

Table 4 contains the two parameters (k and h) for the 2-parameter Das model. The parameter k has positive values
for all DSSCs while h negative value for DSSC with bitter gourd dye and positive values for DSSCs with bougainvillea
and mango peel dyes. This means k is regular parameter for all dyes whereas h is regular for bitter gourd dye and irregular

for bougainvillea and mango dyes. The parameters are directly proportional to one another.

Table 5. The Saetre and Das model parameter for three DSSCs

Source of natural dye model parameter
English Name Scientific Name f g
Bitter gourd Momordica charantia 2.746442 1.235772
Bougainvillea Bougainvillea 0.990796 2.897765
Mango peel Mongifera indica 0.393542 5.133096

In Table 5, the Saetre and Das model parameters f and g are included. Both parameters are positive and therefore
they are regular. Also, fand g are inversely proportional. However, the DSSCs with bougainvillea and mango dyes exhibit

parameter irregularity in Rg, and Iy

Table 6. The Single diode circuit 5-parameter model for three DSSCs

Source of natural dye model parameter
English Name Scientific Name A Rs (W) | Rau (W) Io (mA) Iph (MA)
Bitter gourd Momordica charantia 0.060353 11.2 189.6 9.6755x10 9.7879
Bougainvillea Bougainvillea 0.229684 35.5 -18.6 2.7823x1073 -3.1223
Mango peel Mongifera indica 0.257501 34.6 -99.5 7.1220%10* 1.6378

In Table 6, the single-diode model parameters (a, Rs, Rsh, Lo, and L) are included. The DSSC with bitter gourd dye
have all the parameters positive and hence they are regular. Similarly, the other DSSCs show parameter irregularity in Ry,
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and I, for DSSC with bougainvillea dye and only Ry, for DSSC with mango dye. Also, a and I, are inversely proportional
to Ry and R respectively.

Table 7. Some common features of the five models studied

Model Year MP OB PI SM (Rsh=00)
El Tayyan 2006 2 6 0 2-parameter model
Karmalkar & Haneefa 2008 3 9 3 3-parameter model
Das 2011 2 6 2 2-parameter model
Saetre and Das 2011 2 6 0 2-parameter model
Shockley single-diode 1949 5 15 3 4-parameter model

Table 7 depicts the 2wnumber of model parameters (MP), observations (OB), parameter irregularities (PI), and
simulation model (SM) that produced good curve match for all the DSSCs studied.

In all cases, the model parameters were used in appropriate model equations for the simulation of the DSSCs
investigated. In this work, the five-parameter model was used to simulate DSSC with bitter gourd dye with regular
parameters whereas the four-parameter model for the remaining DSSCs with irregular parameters yielded good curve fits
Figs. (2a-6a) on the left and their corresponding error distributions in Figs.(2b-6b) on the right.
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CONCLUSIONS

In this study, solutions of five explicit model equations based on the Lamber W-function were used to model and
simulate the behavior of three DSSCs. The major conclusions resulting from this work are:

* The input data was the experimental data (short-circuit, maximum power and open circuit) of three DSSCs.

* The nature or sign of model parameters did not affect curve fit for models that neglect resistances (Rs and Rq;) as
opposed to those depending on the resistances.

* The five-parameter single-diode model relies on resistance with poor curve fit when Ry, was negative.

o If n is the number of irregular model parameters, then the model that produced good curve fit is 5-n parameter
single-diode model i.e., if Rq, is neglected we have 4-parameter single-diode model; if Ry and Rg, neglected we have
3-parameter single-diode model; etc.

* The single-diode model is more rigorous, time consuming, higher number of model parameters and hence provide
more information about the system than the other models.

* The proposed models have provided overall curve fits between the simulated and experimental data.
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OLIIHIOBAHHS IBHUX MOJIEJIE HA OCHOBI W-®YHKIIIi JAMBEPTA JIJIsI MOAEJTIOBAHHS
TA BIATBOPEHHS PI3HUX CEHCUBIVIN30BAHUX BAPBHUKAMMUW COHAYHUX EJIEMEHTIB (DSSC)
Haxamy B. €pima?, Jlynama Binbam®, Aakaai Ba6anrina®, Caéacrin C. E3ike?
“Dizuynuii paxyromem Yuisepcumemy Modi66o Adama ¢ Hona, Hizepis
b@arynomem mamemamuru, Yuisepcumem Mooi66o Adama Hona, Hizepis
“/lenapmamenm naykoeoi oceimu, COE Azare, wumam bayui, Hizepis

V wiii cTaTTi BUKOPUCTOBYBAJIKCS XapaKTepHi TOUKH SIK BXiJHI JaHi B I1’SITH Pi3HUX SIBHUX MOJeNsIX Ha ocHoBi W-¢dyHkuii JlamGepra
JUIsL BUJTy4eHHs nmapamerpiB Mozneni Tppox DSSC. Kpim Toro, i napamerpu Mozemi uis 3alaHuX 3Ha4eHb HAIpyT Oy BUKOPHCTAHI
JUIsL OTPUMAHHS BIZNMOBIIHUX CTpyMiB Juis MoaetoBanHs DSSC. PesynbraTn 0Ka3yIoTh, 110 3HaK HapaMeTpa MOJeli He Mae 3Ha4YCHHS
JUISL METO/IIB, sIKi HE MAlOTh MOCIIZOBHOrO OMOpy Ta omnopy yHTa. OnHak, konu Rsh OyB Bix’eMHHM, S-mapaMeTpudHa OJHOMIOIHA
MOJIETIb HE JaJla XOPOIIoi BiIMOBIIHOCTI KPUBOi, 32 BUHATKOM BHUITAJKIB, KOJH HEXTYBaJIU Rsh Ta BUKOPUCTOBYBAJIH 4-TIapaMeTpHUIHY
Mozenb. binpe Toro, yci mapamerpu Mozeni st DSSC 3 rapOy30BuM OapBHHKOM OyiH pETYIAPHAMHE Ta Jajd XOPOIIYy BiAMOBITHICTH
KpHBiii 1711 Beix Mozeneii. 3 inmoro 6oky, DSSC 3 HeraruBHIMH 3Ha4eHHSIMH Rsh 00p0OIISsITHCS 32 JOIIOMOTOI0 YOTHPUTIApaMETPUIHOT
MogeIi A1 OTPUMAaHHS XOPOIIOl BiJIIOBITHOCTI KpuBOI. TakuM YMHOM, 3HAaK IapaMeTpa MOAENI Mae 3HAYCHHs IIPU MOJETIOBAaHHI
DSSC 3 BUKOpHCTaHHSAM OJJHOMIOHOT MOJEIII.

Kurouosi ciioBa: mapamerp mozedni, siBHa Mozens, W-¢ynkuis JlamOepra, xapakrepHi Touku, DSSC, minronka kpusoi
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The present modelling study reports the performance of defected CIGS pseudo-homojunction thin film solar cell (P-HTFSC) and
determines its optimum parameters for high performance using the Scaps-1D software under the AM1.5 illumination and the operating
temperature of 300 K. To focus the discussion on the optimal parameters (thickness, doping concentrations, deep/interface defect
concentrations and bandgap) for the ZnO, CdS, ODC and CIGS thin film layers, cross sectional (1D) simulations have been performed
on the ZnO/CdS/ODC/CIGS P-HTFSC device for obtaining its optimal structure that confers high light-into-electricity conversion
efficiency. The four light J-V characteristics (short-circuit current: Jsc, open-circuit voltage: Voc, fill factor: FF and conversion
efficiency: m) have been used as indicators to evaluate the device performances. Simulation outcomes have proved that for a best
performance for CIGS P-HTFSC device, the optimal thickness for CIGS and ODC layers should be small than 2 pm and few nm,
respectively, while the optimal defect concentration within the layer should be 10'* cm™ and between 10" em=-10'8 cm, respectively.
Keywords: CIGS, ODC, Pseudo-homojunction, J-V characteristics, Scaps-1D.

PACS: 02.60.Pn, 85.60.—q, 84.60.Jt, 79.60.Dp, 72.40.+w, 73.63.—b, 68.55.Ln

In recent decades, hiring photovoltaic devices in human being daily life has known an upward trend worldwide;
especially in countries that have acquired photovoltaic technology and have use it to solve the problems associated with the
dominance of fossil fuels on their growth and to prevent climate change as well. Generally, three generations have been
developed and distinguished on the basis of used materials as active layers in photovoltaic device. CIGS, the abbreviation
for copper indium gallium selenide materials are considered excellent active layers for the second generation, namely thin
film solar cells (TFSC) that take into account the use of small amounts of raw materials that can be easily processed with
little of time and energy [1-2]. Regardless of the material composition, the current record efficiency of CIGS thin film solar
cell reaches 23.3 % achieved by National Renewable Energy Laboratory (NREL) under AM1.5 spectrum (1000 W/m?) at
temperature of 25° [3]. This record efficiency stays away by more than five-ones from the theoretical limit efficiency of
CIGS solar cells that estimated between 28-30% [4]. Such theoretical limit is due to the optimal bandgap of CIGS
semiconductor materials that ranges between 1.0-1.7 eV [1-2]. In addition, it was found that, since CIGS materials have
high optical absorption coefficient, they absorb light strongly through thin layers not exceeding few (~2) micrometers and
thus generate high currents and voltages. At the same time, the few nanometers of the few micrometers of CIGS layer at
n-buffer/p-CIGS interface are highly defected region because of the Cu leakage towards the CIGS material and thus this
part of the CIGS transforms from p-type to n-type and is named by the Ordered-Defect-Compound (ODC) part and, for
example, is a compound of CulnsSes or CulnsSeg or CuzlnsSes, etc [1,2]. Therefore, the junction formed between the ODC
layer and the CIGS layer is an accidental junction that occurs during the fabrication process and is named the ODC/CIGS
pseudo-homojunction. To study the impact of the work function on the overall performance of the superstrate CIGS TFSC,
Bouchama et al. [5] inserted a significant n-type ODC layer between the In,Ses and CIGS layers. At the end of the study,
they obtained an outstanding efficiency of 20.18%. When photovoltaic community looks at the diversity of features that
distinguish the CIGS material among others, they discover that CIGS still needs to more development to make the
performance of CIGS solar cells more perfect and challenging to other photovoltaic devices in terms of large-scale
manufacturing. Therefore, they have used software tools (AMPS-1D [5], SILVACO-TCAD [6], etc) that were developed
in parallel with the development of solar cell devices to facilitate and streamline the manufacturing procedure.

The present article targets and analyses the light-to-electricity conversion performance of ZnO/CdS/ODC/CIGS
pseudo-homojunction thin film solar cell (P-HTFSC) using a computer simulator named Solar Cell Capacitance
Simulator (Scaps-1D) [7]. This leads to assess the performance of targeted device through the current density-voltage
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(J-V) characteristics, which consisted of short-circuit current (Jsc), open-circuit voltage (Voc), fill factor (FF) and power
conversion efficiency (n), against input settings, which includes the thickness, acceptor/donor concentration,
interface/bulk defect and band gap of different device layers (ZnO or CdS or ODC or CIGS). As a result, the outcome
of this study may be an optimized device that ensures to achieve the highly efficiency/cost ratio.

DEVICE AND SIMILATION TOOL
The following Figure 1(a) schemes the structure of the CIGS P-HTFSC, which is composed from the top to the
bottom of: an aluminium (Al) metal fingers as an ohmic contact from the front side of the device; a zinc oxide (ZnO)
thin film as a transparent conducting oxide (TCO) window layer; a cadmium sulphide (CdS) thin film as a buffer layer;
an ordered defect compounds (ODC) layer, a copper indium gallium selenide (CIGS) thin film as an absorber layer; a
molybdenum (Mo) metal as an ohmic back contact coated on the glass substrate.

(a) ®)

hv  hv

[ actionpanel - o x

r—Working point: —Series resistance

Font contact

ﬁ
[ right (n-side)

[ dark i .
ZnO window Wignt "uminated fom: ot (p-cide)

Spectrum file:

e o e s
Temperature (K)| 5 o
Voltage (V) 40.0000 Number of points 52

Frequency (Hz) 21.00E+6

Incident (bias) light power (W/m2)

[ by absorption of light

determined I from fle

Select C:\Program Files sun of

CdS buffer

I «— O D C

yes °
Spectrum cut off ’\- e

ion (%) $100.000 after ND

Neutral Dens. 50.0000

o number
™~ Pause of points.

™ Gurrent voltage V1 (V) 20.0000 V2 (V)  -0.8000 <17 | 20.0500

CIGS absorber

increment (V)

I~ Capacitance voltage Vi (V) 2-0.800 V2(V) 20800 233 | 20.050

I~ Capacitance frequency 11 (Hz) 21.00E+2 2(Hz) *100E+6 | 321 | $5.00 points per decade

™ Spectral response WLT (am) 3300 WL2 (nm) 3900 361 | 210 | increment (nm)

[ e soup) € Do Bach Gl

caiculzis continue <top J graphs | clear previous | saveall |

. o i

Figure 1. (a) Scheme of CIGS P-HTFSC Structure & (b) Scaps-1D graphical interface

In order to better address and analyse the light-to-electricity conversion efficiency of targeted device presented by
Figure 1(a), Scaps-1D will be used as simulator tool [7]. This simulating tool resolves the dipolar problems in one
dimension across layers of semiconducting devices by governing the equations of Poisson and electron/hole continuity.
Moreover, it is featured by an easy graphical interface, as shown in Figure 1(b) that allows inputting and varying, either
individually or collectively, the different properties of each layer, for example, thickness, bandgap energy, and
donor/acceptor/defect concentrations. In addition, SCAPS-1D is equipped by different solar irradiation spectra, for
example, the AM1.5 spectrum which will be used to radiate an incident power of 100mW/cm? towards the targeted
device, while the reflection will be ignored during all simulation processes, meanwhile the operating temperature will
be in contrast fixed at 300 K. While, each row in the Table 1 represents electrical and optical settings for a

semiconducting layer in the proposed device shown in Figure 1(a), Table 2 represents the defect settings for CIGS
layer.

Table 1. Settings for ZnO, CdS and CIGS layers used in SCAPS-1D simulation

Parameter Symbol (unit) Zn0O CdS CIGS
Thickness w (um) 0.01~0.3 0.04~1 02~15
Dielectric constant L) 10 10 10
Electron affinity xe (V) 4.6 4.3 4.5
Electron mobility tn (cm?V-ish 100 100 100
Hole mobility Up (cm?V-sh 25 25 25
Bandgap Eq (eV) 3.3 2.45 1.01 ~1.56
Donor / Acceptor concentration Na/ Na (cm™) 1012 ~4 x 10?! 102~ 4 x 10! 10'2 ~ 10?2
Effective density of states in CB Ne (em) 4x1018 2x1018 2x10'8
Effective density of states in VB Ny (cm?) 9x10'8 1.5 x10" 2x10'8
Table 2. Defect settings for CIGS absorber layer

Parameter Symbol (unit) Value

Defect density N: (em™) 1 x10"3

Standard deviation (eV) 0.1

Electron cross-section (cm?) 53 x 10713

Hole cross-section (cm?) 5x 10713
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RESULTS AND DISCUSSION

Optimal Thickness of CIGS Absorber Layer

The photovoltaic community has long sought an increased focus on thin film technology, which fulfils the
criterions of high photon absorption and low quantity materials to improve the cost-efficiency ratio of the solar cell
devices. Based on this approach, Figure 2 summarizes the evolution of J-V characteristics against the change in
thickness of the CIGS absorber layer from 0.2 pm to 15 pm, starting with small steps of 0.2 pm to 0.5 um to 1 pum as
the CIGS layer thickness is increased; the important thing is that sharp increase was observed at first 2 pm of thickness
in both Jsc, Voc, FF and efficiency (1), which take almost unchanged value along the remaining 13 pm.
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Hence, at 2 pum, both Jsc, Voc, FF and
efficiency achieved 39.75 mA/cm?, 0.73 V, 83.56 %,
and 24.43 %, respectively, while at 15 pm they
achieved 40.98 mA/cm?, 0.74V, 83.83%, and
25.59 %, respectively. As a result, the convergence
of the obtained values of J-V characteristics at 2 pm
and 15 pm emphasized that a few um of CIGS layer
are sufficient for an absorber layer in a solar cell
device to absorb the penetrating photons to the
fullest. This was also supported by the included inset
histograms in Figure 2, which emphasized that an
approximately 2 pm of CIGS thin layer is necessary
and sufficient to perform best cost-efficiency ratio.
This sufficiency at 2 pm thickness is due to the high
absorption coefficient (10° cm™) of CIGS material in
the fundamental region of solar spectrum [8], where
the absorbed energy of photons is responsible to
generate hole-electron pairs, which will be separated
by the space charge region (SCR) that is formed due
to the metallurgical junction between parts of p-
CIGS layer and n-CdS layer. Subsequently, the CIGS
layer offers the bulk which through it will journey
the separated holes to the back contact (Mo), while
the electrons will journey through the buffer (CdS) to
the window (ZnO) to the front contact (Al). The
performed simulations subject to the conditions
listed in Table 1 and 2 have proved that the
extravagance of using 15 pm of the CIGS material
for absorber layer will rise the manufacturing cost
compared to the improvements it can achieve in the
performance of the solar cell device, and sufficiency
of using 2 um or a little less of a CIGS absorber
layer gives to ZnO/CdS/ODC/CIGS P-HTFSC the
ability to perform an efficiency of about 24.43%.

Optimal Acceptor Concentration into CIGS
Absorber Layer

Figure 3 summarizes the evolution of J-V
characteristics against the change in acceptor
concentration (N,) within CIGS absorber layer from
102 em™ to 10?2 cm; the important thing is that the
efficiency reaches its maximum value of 25.24% at
4x10'7 cm™ of acceptor concentrations into CIGS
absorber layer that it was coincided with the
achievements of 36.08 mA/cm?, 1.02 V and 68.31%
for both Jsc, Voc and FF, respectively, as shown by
the intersections of the dashed orange lines with the
curves in Figure 3. However, the efficiency
experienced weak or deteriorated behaviour on the
right and left of the orange dashed line

(at N, = 4x10'7 cm™ in Figure 3) due to the deterioration of the Voc at lower acceptor concentration (left of N,) and the
deterioration of both Jsc, Voc and FF at higher acceptor concentration (right of N,). The deterioration of the Voc at
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higher acceptor concentration is due to an increase in recombination rate at rear surface of CIGS absorber layer. While
the highly Jsc at low acceptor concentration is induced by the high carrier mobility and high carrier life time, which
induce good collection of the photo-generated carriers, the drop of the Jsc at higher acceptor concentration is attributed
to the increase of recombination rate of the photo-generated charge carriers that takes place within the CIGS bulk. As a
result, in order to obtain best performance in term of efficiency (25.24%) for ZnO/CdS/ODC/CIGS P-HTFSC, the
optimum acceptor concentration within CIGS absorber layer should be around N, = 4 x 10'7 cm™, which is slightly
larger than what was mentioned by the experimental studies in both Lee et al [9] and Yiiksel et al [10].

Optimal Bandgap of CIGS Absorber Layer
Culn;«GaSe, (CIGS: copper, indium, gallium and diselenide) materials are I-III-VI semiconducting alloys that
mutate from CulnSe; (CIS: x=0) alloy to CuGaSe, (CGS: x=1) alloy according to x value (0 ~ 1) of Ga, as documented
in Table 3.

Table 3. CIGS alloys and their bandgap energies

X concentration Bandgap energy, E; (eV) CulnxGaixSe2
x=0 1.01 CuGaSe>
x=0.31 1.176 Culno.31Gao.69Se2
x=0.45 1.260 Culno.4sGao.ssSe2
x = 0.66 1.398 Culno.s6Gao.34Se2
x=1 1.65 CulnSe>

This wide range of x value means that the
CIGS alloys can be tuned in terms of stability
and miscibility of the embedded materials,
34.76 % at —..- therefore, tuning the optical bandgap energy
(E;) of CIGS alloys over a wide range
(1.01 eV ~ 1.65 eV) is possible and sometimes
even demanded (see Table 3). As mentioned in
the literature, the bandgap of CIGS material is a
direct optical feature, which allows to strongly
absorbing the photons of fundamental range of
e the solar spectrum [4].

O L C Figure 4 summarizes the evolution of
Bandgap E, of CIGS material (eV) power conversion efficiency (n) for
Figure 4. Efficiency (1) for ZnO/CdS/ODC/CIGS P-HTFSC versus ZnO/CdS/ODC/CIGS TFSC against the change
bandgap (Eg) of CIGS material in bandgap energy of CIGS absorber layer from
1.01 eV to 1.65 eV; the important thing is that
36.6 1 0.884 1—— the efficiency reaches its maximum value of
osss] i 34.76% at 1.26 eV of bandgap energy as shown
36.23 mAjem? at — - - — ossz [ 0.88Vat —-- — by the intersection of the dashed blue line with
the curve in Figure 4. As a result, in order to
obtain best performance in term of efficiency
(34.76%) for ZnO/CdS/ODC/CIGS P-HTFSC,
the optimum bandgap energy for CIGS absorber
layer should be around 1.26eV, which
corresponds the x of 0.45 for Ga content.
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S0%4 . Optimal Thickness of CdS Buffer Layer

L@ Figure 5 summarizes the evolution of JV
; 79.98%at == characteristics against the change in the
i thickness of the CdS buffer layer from 40 nm to
E 1 um starting with small steps of 20 nm (at first
! 80 nm) to 50 nm as the CdS layer thickness is

2564 ;- 80.1 4

25.57 % at = - - =

2554 ifl 79.8

25.4 79.5

(%)
FF(%)

25.3 79.2
increased; the important thing is that while the
performances in both Js¢, Voc, FF and
efficiency were low or deteriorated at
A A R A A A S AR AR thicknesses less than 80 nm and more than 100
nm, they were excellent and even improvements
were achieved at thicknesses over 80 nm and
less than 100 nm, as shown by the curves

outlined in the yellow areas in Figure 5.
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Figure 5. J-V characteristics versus thickness of CdS buffer layer
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Figure 7. J-V characteristics versus thickness of ZnO window layer

Optimal Thickness of ZnO

While the poor efficiency of CIGS
solar cell with a CdS buffer layer of some
only tens of nanometres thick (<80 nm) is
due to Voc and FF deteriorations, which
are attributed to the low bandgap of CdS
material that cause an excessive
absorption of photons in the blue
wavelength range [11], the poor
efficiency of CIGS solar cell with a CdS
buffer layer of thickness over than 100
nm is due to Jsc, Voc and FF
deteriorations, which are attributed to the
high recombination rate of charge carrier
during its journey through CdS buffer
layer. As a result, a sufficiency of using
100 nm or a little less of a CdS buffer
layer gives to ZnO/CdS/ODC/CIGS P-
HTFSC the ability to perform high Jsc,
Vos, FF and efficiency of 36.23 mA/cm?,
0.88V, 79.98 % and  25.57 %,
respectively.

Optimal Donor Concentration into
CdS Buffer Layer

Figure 6 summarizes the evolution
of J-V characteristics against the change
in donor concentration (Ng) within CdS
buffer layer from 1x10%cm3 to
4x10?! cm?; the important thing is that
the efficiency reaches its optimum value
of 25.57% at 1x10'7 cm? of donor
concentration into CdS buffer layer that it
was coincided with the achievements of
36.23 mA/cm?, 0.88 V and 79.98% for
both Jsc, Voc and FF, respectively, as
depicted by the intersections of the
dashed orange lines with the curves
shown in Figure 6. The sharp increase in
all J-V characteristics at 1x10'7 cm™ of
donor concentration is attributed to
increase in collection rate of minority
carrier charge. The slight increases of
0.59 mA/cm?, 2.6 mV, 0.01% and 0.5%
in both Jsc, Voc, FF and efficiency,
respectively, despite the big jump in
donor concentration from 1x10'7 cm? to
4x10%' cm™ confirm that the 1x10'7 cm
concentration is the optimum donor
concentration for CdS material to be a
highly performant buffer layer for the
ZnO/CdS/ODC/CIGS P-HTFSC. This
optimized concentration means that the
CdS buffer layer do not need to reaches
its  effective  density of  states
(2x10'® cm™) to do best performance.

Window Layer. Figure 7 summarizes the evolution of JV characteristics against the change in the thickness of the
ZnO window layer from 10 nm to 300 nm starting with small steps of 10 nm to 20 nm as the ZnO layer thickness is
increased; the important thing is that there was no significant change in all J-V characteristics performances, as shown
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by the curves outlined in the yellow areas in Figure 7, where small decreases of 0.29 mA/cm? 1.1 mV, 0.08% and
0.21% were recorded in both Jsc, Vos, FF and efficiency, respectively.
This slight decrease is attributed to the

020 (b) wide optical bandgap (3.3 eV) of the ZnO
0%y ¥ . material that prevents the absorption of
il RN N photons that have less energy than their
‘E 255 ] +0.18 mA/em? = 0.87 1 . 0_0362 7 bandgap. As a result, a sufficiency of using
< sso :50-86- few manometers of a ZnO layer gives to
3 0.85 - ZnO/CdS/ODC/CIGS P-HTFSC the ability
34.5 0.84 ] to perform high Jsc, Vos, FF and efficiency
34.0 0.83 of about 36.32 mA/cm?, 0.88 V, 80% and
v e I 25.65%, respectively.
SEESEFSSEES SEEFESESEE Optimal Donor Concentration into ZnO
T Window Layer
a1 ' N Figure 8 summarizes the evolution of
80 1 02729-99-00-99-29-09-99-309 J-V characteristics against the change in
791 ) o.:s% donor concentration (Ng) within ZnO
£ 252 £ 75 window layer from 1x102c¢m? to
} — “ 7] 4x10?! cm; the important thing is that there
761 was slight changes of +0.18 mA/cm?,
24.8 75 ] +6.2 mV, -0.46% and +0.15% in both Jsc,
T . % Voc, FF aqd efﬁcienpy, respectively, despite
.\+’§.\+’§3,\+’§‘\+§ $8 ﬁ@g,\ﬁ\& < +"§»\+'§"\+'§w>§ +\§~§\;§:§N§ th.e h1gh increase  in donor concentration
N NN N within ZnO window layer. Based on what
N, into ZnO layer (cm”) N, into ZnO layer (cm™) summarized in Figure 8 that both Jsc, Voc,
FF and efficiency achieved 36.25 mA/cm?,
Figure 8. J-V characteristics versus donor concentration Ng 0.88V, 79.94%, 25.58%, respectively, at
into ZnO window layer 10" cm™ of donor concentration and based
on what is mentioned in the literature that
36.6 0.895 —— the elaborated ZnO thin films are
sl & 0890 ! semiconductors. with s.toichiome.try
B oses] | controlled carrier concentration ranging
g 29! , from 10%cm? to 10'em™ [12], the
3 ! ¢ 5 03804, I S 10 cm™ is  the optimum  donor
36.04 | - 0.198 mA/cm? 0 1 . . - .
& : > 0875 : concentration within ZnO window layer that
= 358- i s i gives the  best performance  for
.l 36.35 mAlom2 at) = 5 . . o - ZnO/CdS/ODC/CIGS P-HTFSC.
I I
L e M Optimal Thickness of ODC Layer
While Section (3.1.) has studied the
T effect of the overall thickness of the CIGS
TR Voo material used inside the solar cell structure,
78 : this section will study the effect of the last
: few nanometres of the CIGS layer near the
g R e S CdS/CIGS  interface  side.  Figure 9
- i = 729 -6.07% summarizes the evolution of
B gk g0 i J-V characteristics against the change in
o 26.69 % at —..— ol ! 80.14 % at —-- thickness of ODC layer from 6nm to
: ! 100 nm; the important thing is that there
St T s e oo s o A T T A e were small changes of +0.198 mA/cm?,
) +4.2mV, -6.07% and -1.82% in both Jgc,
ODC layer thickness (nm) ODC layer thickness (nm)

Voc, FF and efficiency, respectively. The
Figure .9 J-V characteristics versus thickness of OCD layer negative chjdnges n JSC and  hence
efficiency (Figure 9) is may be due to the

increase in recombination rate at the CIGS/CdS interface due to the inadequacy of passivation effect of the ODC layer.

Study of Defects in CIGS Pseudo-Homojunction Structure
Effect of defect Concentration into CIGS Absorber Layer. Figure 10 summarizes the evolution of
J-V characteristics against the change in defect concentration N; into CIGS absorber layer from the concentration
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10 cm™ to the concentration 4x10'7 cm™, which represents the optimum acceptor concentration for the CIGS
pseudo-homojunction cell; the important thing is that the efficiency achieved its maximum value of 25.57% at
103 cm™ of defect concentration into CIGS absorber layer that it was coincided with the achievements of
36.23 mA/cm?, 0.88 V and 79.98% for both Jsc, Voc and FF, respectively. However, both Jsc, Voc, FF and efficiency
began to deteriorate once the defect concentration began to decrease, reaching their lowest levels of 9.57 mA/cm?,
0.53 V, 43.37% and 2.19%, respectively, once the defect concentration reaches 4x10'7 cm™. This J-V deterioration
behaviour is attributed to the reduction in generated carrier journeying through the bulk of the CIGS absorber layer
because of the high defect concentration within it, which means that for the CIGS pseudo-homojunction cell to

perform well, the defect concentration must be lowered to 10" cm™.
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Figure 10. J-V characteristics versus defect concentration Nt into CIGS absorber layer
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Figure 11. J-V characteristics versus defect concentration N into OCD layer

Effect of defect concentration into ODC
Layer. Figure 11 summarizes the evolution
of J-V characteristics against the change in
defect concentration N; within ODC layer
from 10" cm? to 10?? cm™; the important
thing is that while increasing defect
concentration from 103 c¢cm™ to 10'® cm
there was slight decreases of 0.33 mA/cm?,
2mV, 0.11% and 0.35% in both Jsc, Voc,
FF and efficiency, respectively. After
achieving  considerable  values  of
35.89 mA/cm?, 088V, 79.77% and
25.22% (Figure 11) in both Jsc, Voc, FF
and efficiency, respectively, at defect
concentration of 10'8 cm33, all
characteristics experienced deterioration
down to their minimum values 10??> cm? of
defect concentration. As a result, limiting
the defect concentration 10 cm?™ to
10" cm within the ODC layer leads the
ZnO/CdS/ODC/CIGS P-HTFSC device to
the best performance.

CONCLUSIONS

Through the present simulation study,
the feasibility of CIGS material for thin film
solar cell device has been investigated
through  numerical  simulation  using
Scaps-1D software. CdS/CIGS
heterojunction and ODC/CIGS pseudo-
homojunction have been systematically
investigated, and the influences of bandgap,
thickness, carrier concentration, defect
concentration and the performance of layers
within the ZnO/CdS/ODC/CIGS P-HTFSC
device have been discussed in more details.
It was found that for a CdS/CIGS
heterojunction, an efficiency of 25.57% can
be obtained, with a CIGS layer at 4x10'7 cm
3 of acceptor concentrations, 103 cm of
defect concentration and 2 um of thickness.
And if an ODC layer is considered at the
CdS/CIGS interface to form a new
ODC/CIGS  pseudo-homojunction,  an
efficiency of 25.22% can be obtained, with
an ODC layer of 1013-1018 cm™ of defect
concentration and 100nm of thickness.
These results-out performances are very
promising for further improvements for
CIGS thin film solar cell.
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JOCJIAXKEHHS ICEBJOTOMOITIEPEXOAY CIGS TOHKOIIJIIBKOBOI'O
COHSIYHOTI'O EJIEMEHTA 3 BUKOPUCTAHHSAM SCAPS-1D
Camax Byayp?, Inpic Byuama®¢, Camixa Jlaiigyai¢, Banig Bexxayi®, Jleiina Jlamipi?, Yadin Bearep6i®, Cixam Asisf
“Hayxoso-oocnionuii yenmp npomucnosux mexronoziu CRTI, P.O. Box 64, Yepaea, 16014, Anorcup
bEnexmponnuii paxyromem, mexnonoziunuii paxynemem, Ynisepcumem Mcina, Anicup
Jlocrionuyvkuil 6i00in Hoeux mamepianie (RUEM), Ynisepcumem ®@epxama Ab6aca, Cemich, Anorcup
dYnisepcumem Moxamed Env Bawup, Env 16paximi Bopooic-By Appepioac Env-Anaccep, 34030, Anocup
¢@akynomem mawunobyoyeanns, Yuisepcumem bickpu, B.P.145, 07000, Bickpa, Ansxcup
THayroeo-mexniunuti docrionuyskuii yenmp @izuxo-ximiunozo ananizy CRAPC
npomucnosa 3ona, 1om Ne30, by-Icmain, Tunaza 42415, Anocup

VY oMy JOCHIPKEHH] HOBIIOMIISIETECS IIPO MOZAENIOBAHHS NPOAYKTUBHICT] HOIIKOKEHOI IICEBJOIOMOIIEPEXiTHOT TOHKOILITIBKOBOT
consiunoi 6atapei CIGS (P-HTFSC) i BusHawaroTbes ii onTHManbHi MapamMeTpH Ul BHCOKOI NMPOAYKTHBHOCTI 3a JOIOMOTOIO
nporpamHoro 3abesnedenus SCAPS-1D npu ocsitnenni AM1.5 i pobouiit Temnepatypi 300 K. II[o6 3ocepenutn muckycio Ha
ONTUMAaJBbHAX TNapaMeTpax (TOBILIMHI, KOHIIEHTpAIifX JETYBaHHA, KOHICHTpAIsAX NeQeKTiB Ha TIHOMHI/iHTepdelci Ta mMpHHi
3a00poHEHOI 30HM) A TOHKOIUIiBKoBUX miapiB ZnO, CdS, ODC rta CIGS, 0yno BUKOHaHO MOJETIOBAHHS MONEPEYHOTO Mepepi3y
(1D) ma ZnO/CdS/ Mpucrpiit ODC/CIGS P-HTFSC ju1s oTprMaHHS ONTHMaJILHOT CTPYKTYPH, SIKa 3a0e31edye BUCOKY e(heKTHBHICT
NIePETBOPEHHS CBITJA B €IeKTPUKY. YoTHupy CBITIIOBI XapakTepHcTHKU J-V (cTpyM KopoTkoro 3amukanHs: JSC, Hampyra X0JI0cToro
xoxy: VOC, xoeoimienT 3anmoBHeHHS: FF Ta edekTHBHICTP NMEpETBOPEHHS: 1)) BHUKOPHUCTOBYBAIWCS SIK IHAWKATOPH Ui OLIHKU
XapaKTepPUCTHK IPHUCTPOI0. Pe3ynbTaTi MOAETIOBaHHS ITOKA3alH, Mo I Halkpamoi npoxykruBHocTi npuctporo CIGS P-HTFSC
ontumanbHa ToBimuHA miapie CIGS i ODC noBuHHA OyTH BIANOBIIHO MEHIIOK 3a 2 MKM 1 JICKiJIbKa HM, TOJi SIK ONTHMAalibHa
KOHLIEHTpawis AeeKTiB y mapi nopuHHa cranoBuTu 103 cm>-10'8 cm™, Bignosiano.

Kuarouosi ciioBa: CIGS, ODC, nceBnoromonepexin, J-V xapakrepuctuku, SCAPS-1D.





