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The article deals with the influence of negative factors of working conditions on the health status of NSC KIPT personnel when working with
beryllium. Beryllium and its compounds render a general toxic, allergenic and carcinogenic effect on the organism. The high biological activity
and toxicity of Be is due to its chemical activity and penetrating ability. The chronic professional disease such as berylliosis occurs as a result
of prolonged systematic exposure on the organism of adverse factors. Elemental analysis of biosubstrates provides important information, that
in combination with symptoms and other laboratory parameters, can help in the early diagnostics of physiological violations associated with
metabolic disorders and exposure of toxic elements. The blood and hair samples were taken from 28 people, among which 5 patients were
selected as a control group, and a group of 23 people were former employees of the beryllium production. The content of chemical elements
in the biological substrates (blood and hair) of employees was determined by nuclear-physical methods. An elemental analysis was performed
on the analytical nuclear physics complex appliance “Sokol”. The methods based on registration of characteristic X-ray radiation of atoms and
y-radiation of nuclei excited by accelerated protons is used. After measurements, data arrays were obtained on the content of 14 chemical
elements (N, Na, S, CI, K, Ca, Ti, Mn, Fe, Cu, Zn, Br, Sr, Pb) in blood and hair. The processing of data arrays was carried out using the
principal component method which is related to chemometrics technologies. As a result of the work, an analytical program was composed in
MATLAB codes which were used to determine the content of elements in biosubstrates that are most sensitive to changes in external
conditions. This made it possible to identify certain groups of patients who have different health state indicators, as well as to see the similarities
or differences between patients depending on the different concentrations of chemical elements in the blood or hair.

Keywords: elemental analysis, biological substrates, berylliosis, characteristic X-ray radiation of atoms, chemometrics, principal
component method.
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Despite compliance with safety regulations, which practically exclude the interaction of personnel with harmful
substances, the problem of professional diseases remains very relevant. Since the existence of the nuclear industry,
NSC KIPT employees have been working with beryllium (Be). Be has high strength, heat capacity and heat resistance,
high anti-corrosion properties, resistant to radiation, and has used as addition to metal alloys. Under production conditions,
employees are exposed to soluble and sparingly soluble Be compounds, which differ significantly in their toxicological
properties. The main intake of Be occurs by inhalation. With oral intake, sparingly soluble Be compounds are formed in
the intestine. With the inhalation route of intake of soluble compounds, most part of Be remains in the lungs and
tracheobronchial lymph nodes, a smaller part is distributed in the bones, liver, and kidneys.

Beryllium is determined in biological substrates both in practically healthy people who have worked in contact with
the metal or its compounds, and in people who have undergone intoxication with its compounds, in patients with
berylliosis and in people who lived in coal mining areas with a high Be content. Beryllium and its compounds can have
a general toxic, allergenic and carcinogenic effect on the body. The high biological activity and toxicity of Be is due to
its chemical activity and penetrating ability.

An essential toxicological feature of insoluble Be compounds is the lack of correlation between the dose of the
affecting substance and the possible development of the disease. The development of berylliosis is often observed in
people who worked with metal or its alloys, the content of which in the air did not always exceed the maximum allowable
concentration. The occurrence of the disease is possible both after short-term contact with metal (from 6 hours to 2-3
weeks), and after long-term contact (within 10-20 years).

The chronic occupational disease such as berylliosis occurs as a result of long-term systematic exposure of the body
to adverse factors. Berylliosis is characterized by diverse clinical symptoms with a predominance of signs of lung damage,
a recurrent course of the disease, and damage to many organs.

For the correct diagnosis of professional disease, it is especially important to carefully study sanitary and hygienic
working conditions, the patient's history, his "professional route", which includes all types of work performed by him
from the beginning of his labor activity [1]. Currently, there is a group of professional patients with berylliosis among the
former and current employees of the NSC KIPT.
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Heavy metal compounds can enter the body in various ways such as inhalationly, orally, parenterally, as well as
through the skin and mucous membranes. They are excreted most often very slowly, through the kidneys, liver, salivary
and sweat glands, mucous membranes, which is accompanied by damage to these organs.

Recently, along with blood tests, there has been increasing interest in the study of hair to identify the state of
microelement metabolism in the body and the toxic effects of individual heavy metals [2-6]. The available data show that
the content of elements in hair reflects the elemental status of the organism as a whole, and hair samples are an integral
indicator of mineralogical metabolism.

Spectral analysis of hair for trace elements is a study of the content of "useful" and "harmful" chemical elements in
the human body by hair. Such chemical elements as K, Ca, Fe, Cu, Zn, Cr, Se are "useful" minerals that ensure the normal
functioning of the body, but a toxic elements of industrial origin Hg, Cd, Pb, As are poisonous.

An elemental analysis of biosubstrates (blood and hair) provides important information that, in combination with
symptoms and other laboratory parameters, can help in the early diagnosis of physiological disorders associated with
metabolic disorders and exposure to toxic elements.

The aim of this work is a comprehensive assessment of the biological substrates of a group of professional patients
by chemometric and nuclear physic methods.

SUBJECT OF STUDY AND INPUT DATA

The content of chemical elements in biological substrates (blood and hair) of employees was determined by nuclear-
physical methods. Blood and hair samples were taken from 28 people, among which 5 patients were selected as a control
group, and a group of 23 people were former workers in the beryllium production (9 women and 14 men). The age of the
examined patients was from 52 to 78 years. Samples were prepared according to standard technology. The measurements
were carried out at analytical nuclear physics complex “Sokol” of the NSC KIPT [7]. Methods based on the registration
of the characteristic X-ray radiation of atoms (it is method1) and y-radiation of nuclei excited by accelerated protons (it
is method 2) were used. Elements with an atomic number of 16 or more were determined using the method 1, elements
with an atomic number less than 16 were determined by the method 2. The spectra were measured at a proton beam energy
of 1.7 MeV, a current of 20..50 nA, and a proton charge on the target of 100..150 pC. The radiation was recorded by Si
(Li) and Ge (Li) detectors. After the measurements, data arrays were obtained on the content of elements in the blood and
hair. In the range of elements from N to Pb, 14 elements (N, Na, S, Cl, K, Ca, Ti, Mn, Fe, Cu, Zn, Br, Sr, Pb) were selected
for further processing.

SPATIAL ANALYSIS METHODS

Currently, when processing large data arrays, the possibilities of chemometrics are often used. Chemometrics is a
scientific discipline that applies mathematical, statistical and other methods based on formal logic to construct or select
optimal measurement methods and experimental designs, as well as to extract the most important information in the
analysis of experimental data [8]. One of the main objects that chemometrics works with is chemical data. However, over
time, chemometrics has become an independent discipline. Two circumstances contributed to this such as the
complication of the mathematical apparatus used in chemometrics, and the emergence of numerous applications in which
the chemometric approach is successfully applied in areas far from chemistry [9].

Chemometrics is closely related to mathematics. Therefore, chemometrics has found numerous applications in
various fields related to and far from chemistry, for example, in multivariate statistical control of processes [10], in image
analysis [11], and in biological applications [12]. It is used in physical chemistry to study kinetics [13], in organic
chemistry to predict the activity of compounds based on their structure (QSAR — quantitative structure-activity
relationship) [14], in polymer chemistry [15], in theoretical and quantum chemistry [16] .

Data is the main object that chemometrics works with. The simplest case is one-dimensional data, i.e. just one
number. A more complex case is multidimensional, unimodal data, i.e. a set of results from several measurements related
to the same sample. The next most common data type is bimodal data, which is represented by a 2D matrix, a table of
numbers with I rows and J columns. Recently, much attention has been paid to three (or more) modal data. The main task
of chemometrics is to extract the necessary information from the data. The concept of information is key in chemometrics.
What is information depends on the purpose of the problem being solved. For example, in some cases it is sufficient to
know that the desired substance is present in the system, while in others it is necessary to obtain quantitative values. All
data contains noise, such as errors that hide useful information.

The principles of the chemometric approach to data analysis: 1) the use of a multidimensional approach in designing
experiments and analyzing their results; 2) the definition of what is considered noise and what is information is decided
taking into account the goal and the methods used to achieve it.

The traditional approach to processing measurement results is to identify individual, especially significant quantities.
To select useful information in chemometrics, data compression methods are used. The idea behind this approach is to
represent the original data using new hidden variables. In this case, two conditions must be met. Firstly, the number of
new variables should be significantly less than the number of original variables, and, secondly, the losses from such data
compression should be comparable to the noise in the data. Data compression methods allow you to present useful
information in a more compact form that is convenient for visualization and interpretation.
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The most popular method of data compression is principal component analysis (PCA), which underlies some other
similar chemometric methods [17].

From a mathematical point of view, the method of principal component analysis is a decomposition of the original
2D matrix X, i.e. its representation as a product of two 2D matrices T and P [18]:

X=TP‘+E=Ztap;+E, (1)

where T is the score matrix; P is the load matrix; E is the matrix of residuals.

The transposition operation is denoted by the superscript t. The number of columns t, in matrix T and p, in matrix P
is equal to the effective rank of matrix X. A is the number of principal components, and it is less than the number of
columns in matrix X.

To illustrate a method PCA, a dataset should be considered. It is containing only two variables x; and x, that are
strongly correlated. On Figure 1 (a) these data are presented in original coordinates. On Figure 1(b) the same data are
shown in new coordinates. The load vector p; of the first principal component (PC1) determines the direction of the new
axis along which the greatest data change occurs. The projections of all initial points onto this axis make up the vector t;.
The second principal component p; is orthogonal to the first, and its direction (PC2) corresponds to the largest change in
the residuals by segments which are perpendicular to the p; axis (it is shown on Figure 1 (b)).
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Figure 1. Graphical representation of the data set in the method of principal components: a) data in the initial coordinates
of the variables x1 and x2; b) data in principal component coordinates [18]

An application of principal components analysis method is carried out sequentially, step by step. At each step, the
residuals E, are examined, and among them the direction of the greatest change is selected. The data are projected onto
this axis, new residuals are calculated, and so on. This algorithm is called non-linear iterative projections by alternating
least-squares (NIPALS) [19].

Principal component method can be interpreted as the projection of data onto a subspace of lower dimension. The
residuals E arising in this case are considered as noise that does not contain significant information.

When examining data using the PCA method, special attention is paid to the graphs of accounts and loads. They
carry information useful for understanding how the data is structured. On the score chart, each sample is depicted in
coordinates (t;, tj), most often as (t1, t2). The proximity of two points means their similarity, i.e. positive correlation. Points
located at right angles are uncorrelated, and diametrically opposite points are negatively correlated.

If the score chart is used to analyze the relationship of samples, then the load chart is used to study the role of
variables. On the load graph, each variable is displayed as a dot in the coordinates (p;i, p;), for example (pi, p2). By
analyzing it in a similar way to a graph of accounts, one can understand which variables are related and which are
independent. However, the most informative is the joint study of paired graphs of scores and loads [18].

RESULTS OF THE RESEARCH

The processing of data arrays obtained by nuclear-physical methods was carried out in order to determine the content
of elements in human biosubstrates that are most sensitive to changes in external conditions. Based on the analysis of the
obtained data, it was supposed to study the possibilities of using nuclear-physical methods for analyzing the composition
of a substance for diagnosing certain types of diseases.

For a comprehensive assessment of the data obtained by nuclear-physical methods, the Analytica program has been
developed, which implements the selection in a given factor space of the initial features of the m main components, or
generalized features.
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The Analytica program was created in MATLAB package codes. The process of data processing using the program
includes the following steps:

1) a calculation of probabilistic-statistical values: mean, variance, deviation, variation;

2) a determination of the correlation matrix and correlation coefficients;

3) a calculation of eigenvalues for the correlation matrix;

4) using the NIPALS function, the obtaining a matrix of loads and a matrix of accounts;

5) a construction of graphs of accounts and loads.

When processing the obtained data, it was revealed that the hair is a more informative object, therefore, it is for this
object the application of the principal component method is illustrated.

In the general case for biological objects it is rather difficult to determine the content of elements in the norm. Even
when labeled, this value varies greatly for the control group as well. But the ratio of the contents of a number of elements
is characteristic and is very constant. It is these relationships that can serve as an indicator of changes in the body's
metabolism. In the process of data processing, various pairs of elements were selected, but normalization to the content
of total N turned out to be the most informative. When processing the initial data for hair with normalization to N, a 28 x
13 matrix was compiled, where 28 is the number of patients, 13 is the number of chemical elements. Not included in the
statistical processing of As and Cd, because the content of these elements is at the boundary and below the limits of
detection.

According to the developed data processing algorithm, the eigenvectors (or load vectors) in the new coordinate
system were determined. The coordinates of the samples for each component were calculated, which shows in what logic
this or that component determines the structure of the samples and their position relative to each other.

The calculations were made for all components, allowing you to see how the samples relate to each other in one-
dimensional (within one component) and two-dimensional spaces (planes formed by two components). The position of a
single sample on a particular component was examined, as well as the percentage of features for the sample that explains
the component. By varying the various main components, results were obtained linking the ratio of the content of separate
elements in the hair with the presence of professional disease.

Considering the load vectors, we can conclude that in the first vector the load of element S is 86.2%, in the second
vector the load Ca is 80%. Therefore, within the framework of component 1, the S index (it has the largest positive weight)
acts as the most significant index. Within the framework of component 2 it is Ca, i.e. the following chemical elements
predominate in the hair: S, Ca.

On Figure 2 shows the projection of the structure of hair samples in terms of elemental composition onto the plane
of the principal components (1 comp and 2 comp).
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Figure 2. Chart of accounts for the data array on the content of chemical elements in the hair of 28 patients

On the given graph of scores, all points are located along the first principal component and form three groups. Group
number 2 includes patients of the control group who do not have deviations in their state of health. They are characterized
by a relatively low content of Ca and S. The first group of patients has a high content of Ca and low S and located apart.
Based on the data set on the composition of the hair of these patients, it could be assumed that their hair was dyed (this
was later confirmed). The third group includes patients with a certain professional disease. They are characterized by an
increased content of S in the hair.

An application of the principal components method allows us to draw a conclusion about the microelemental state
of the human body. Any pathology or any deviation in health is caused either by a deficiency of vital (essential) elements,
or an excess of both essential and toxic microelements. Such imbalance of macro- and microelements has received its
unifying name as microelementosis [20]. For example, it follows from the processed data that a group of patients with a
professional disease is characterized by a higher content of N, K, Fe in the blood than in patients of the control group.
The information [21] that an excess of Zn can lead to a deficit of Cu and Fe is confirmed, and, conversely, an excess of
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Fe leads to a deficiency of Cu and Zn. For patients with a professional disease, there is an increased content of S in the
hair than in patients of the control group.

The majority of patients (when examining hair samples) have approximately the same Ca/Mn ratio, in patients with
an professional disease the Mn content is slightly increased. Ca content remains approximately the same as in patients in
the control group. In the composition of the hair of patients with a professional disease, the content of Fe is increased,
while the content of Ca is the same as in patients of the control group. It has been confirmed that an excess of calcium in
the hair occurs when it is intensively excreted from the body [21].

CONCLUSIONS

The content of chemical elements in biological substrates (blood and hair) of 28 employees with a professional
disease was determined by nuclear-physical methods. After the measurements, data arrays were obtained on the content
of elements in the blood and hair. In the range of elements from N to Pb, 14 elements (N, Na, S, Cl, K, Ca, Ti, Mn, Fe,
Cu, Zn, Br, Sr, Pb) were selected.

For complex data evaluation, the Analytica program has been developed, which implements the principal component
method. The principal component method is effective in identifying the content of the main components of each sample and
allows you to present useful information in a more compact form that is convenient for visualization and interpretation. Thus,
with the help of graphs of accounts, certain groups of patients who have different indicators of health status are clearly
identified. From the processed data, it follows that the group of patients with professional diseases is characterized by a
higher concentration of N, K, Fe in the blood and an increased content of S in the hair than in patients of the control group.

It follows from the obtained results that hair is a more informative object than blood. Unlike blood, the chemical
composition of hair is more stable. The study of hair shows the level of not only vital, but also conditionally essential, as
well as toxic and potentially toxic trace elements.

The use of nuclear-physical methods and the mathematical apparatus of chemometrics made it possible to obtain
information on the microelemental state of professional patients. As a result of the study, a conclusion was made about
the possibility of using nuclear physics methods in the diagnosis of professional diseases.
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KOMIIJIEKCHA OIIHKA BIOJIOT'TYHUX CYBCTPATIB I'PYIIM TIPO®XBOPUX
XEMOMETPUYHUM TA SIAEPHO-®I3BUYHUM METOJAMU
M.®. KoxeBHikoBa, B.B. JleBeneusp, O.I1. OmenbHuk, A.O. Illyp
Hayionanenuii naykosuii yenmp «Xapxiecokuil gizuxo-mexniunuil incmumymy, HAHY
1, eyn. Axaodemiuna, 61108, Xapxis, Yrpaina

B po6oTi po3risinaeTscs BIUIMB HETATUBHHUX (DAKTOPiB BUPOOHMYMX YMOB Ha cTaH 310poB's nepconary HHL XDTU mpu pobori 3
OeprntieM. beprutiii Ta foro cromyku 3aiHCHIOIOT 3aTAIBHOTOKCHYHHH, allepreHHuil Ta KaHI[epOreHHUH BIUTUB Ha opraHi3M. Bucoka
0i0JIOTiYHA aKTUBHICTH Ta TOKCHYHICTH OEPHILIiI0 00YMOBIICHA HOT0 XiMIYHOIO aKTHBHICTIO Ta MPOHUKAIOYOIO 3/[aTHICTIO. XpOHIUHE
npodeciiiHe 3aXBOPIOBaHHS OEPHUILTIO3y BUHUKAE SIK PE3yJbTaT TPUBAJIOTO0 CHCTEMAaTHYHOTO BIUIMBY HAa OpPraHi3M HECHPHUSTINBHX
¢dakTopiB. EnemenTHuii ananmiz 6iocyOcTpaTiB Hagae BaxiIuBY iH(OpMaIlilo, siKa B TMOEAHAHHI i3 CHMITOMAMH Ta IHIIMUMH
n1abopaTOpPHUMH TTOKa3HUKAMH, MOXE JONOMOITH B paHHii miarHoctHii (i3ioNoriyHUX MOPYIISHb, MOB’3aHUX 13 MOPYIICHHIMU
00MiHy pEYOBHH Ta BILTHBOM TOKCHYHHX eeMeHTiB. [Ipo6u kpoBi Ta Bojoccst oTobpano y 28 mioieid, cepe/ sKuX 5 namieHTiB 00paHo
B SIKOCT1 KOHTPOJIBHOI TPYIIH, a rpyma 3 23 Jto/iei — KOJUIIIHI MPalliBHUKKA OepHILTieBOTO BUPOOHUITBA. S nepHO-(Di3HIHUMEI METOJaMU
BH3HAYEHO BMICT XIMIYHHX €JIEMEHTIB y 010J10TiYHNX cyOcTpaTax chiBpoOiTHUKIB (KpOB 1 Bosoccsi). EneMeHTHUIT aHaNi3 BUKOHAHO Ha
aHANITHIHOMY siiepHO-(iznaHOMy KomImiekci «Coko». BHKOpHCTOBYBaIMCh METOIH, 3aCHOBAHI Ha peecTpalii XapaKTepuCTUIHOTO
PEHTTeHIBCHKOTO BUIIPOMIHIOBAHHS aTOMIB 1 Y-BHIIPOMIiHIOBaHHS SAEP, IO 30yKYIOTHCS MBUIKAME MpoToHaMU. [licis mpoBeaeHHS
BHMIpIOBaHb OTPHMAaHO MAaCHBH JaHUX 110 BMicTy 14 ximiunux enementi (N, Na, S, CL, K, Ca, Ti, Mn, Fe, Cu, Zn, Br, Sr, Pb) B kpoBi
Ta Bojyocci. OOpoOka MacHBIB JaHMX IPOBOAWIACH IIPH BUKOPUCTAHHI METOIY TOJIOBHHX KOMIIOHEHTIB, SKHIl Ma€ BiIHOIICHHS IO
TEXHOJIOT1H xeMoMeTpukH. B pe3ynbraTi poboTn Oyna ckinanena nporpama Analytica B kogax MATLAB, sika BUKOPHUCTOBYBaJIach JUIst
BH3HAYEHHS BMICTY B 6iocyOcTpaTax eJIeMeHTiB, HalOiIbII Yy TIMBHX 10 3MiHH 30BHILIHIX YMOB. L{e 703BOJIMIIO BUSIBUTH ITE€BHI IPYITH
MALi€HTIB, SKi MAIOTh Pi3Hi HOKA3HUKH CTaHY 3/I10POB’sl, @ TAKOXK MOOAYUTH CXOXKICTh 200 BIIMIHHICTD MiX MALli€EHTAMH B 3QJISKHOCTI
BiJl KOHIIEHTpAL[iT XIMIYHHUX EJIEMEHTIB B KPOBi 4H BOJIOCCI.

Kuro4oBi ci10Ba: eeMeHTHUIT aHami3, 61010T14HI cCyOcTpaTH, OepuinTio3, XapaKTepUCTHYHE PEHTIT€HOBCHKE BUITPOMIHIOBAHHS aTOMIB,
XEMOMETpPHKA, METOJI TOJIOBHUX KOMIIOHECHTIB.
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The influence of technological processes and manufacturing of uranium dioxide fuel pellets for fuel elements for experimental fuel
assembly (FA-X) which was designed as an alternative fuel for the nuclear research installation (NRI) "Neutron Source Controlled
by Electron Accelerator" were investigated. Unlike standard production processes of UO: pellets, the special feature fabrication
process of this nuclear fuel type is production of uranium dioxide powder with enrichment of 4.4 %wt. of 2*°U achieved by mixing of
two batches of powders with different uranium contents: 0.4 %wt. 2°U and 19.7%wt. 23°U, as well as ensuring the required tolerance
of fuel pellets without the use of machining operations. A set of design and process documentation were developed in the R&D
Center at NSC KIPT. Experimental stack of fuel pellets, fuel elements and a pilot fuel assembly FA-X were fabricated and designed
to be compatible and interchangeable with VVR-M2 fuel assembly adopted as a standard assembly for the first fuel loading at the
"Neutron Source Driven by an Electron Accelerator" FA. As opposition to the variant of VVR-M2 fuel assembly which consisted of
three fuel rods of tubular shape with dispersion composition UO2-Al, FA-X accommodates six fuel rods of pin-type with UO: pellet
which located in the zirconium cladding (E110) as the closest analogue of fuel rods of VVER-1000 power reactor. Inside cladding
locate a 500 mm high fuel stack which is secured against displacement by a spacer. In the basic variant of FA-X the fuel pellets are
made of UO2 with 235U enrichment near 4.4 %wt.

Keywords: fuel rod, pellet, fuel assembly, powder, uranium dioxide, enrichment, mixture uniformity, density, microstructure.

PACS: 28.41.Bm, 28.50.Dr, 29.25.Dz, 47.51.+a, 81.05.Je, 81.20.Ev, 83.50.Xa

SUBCRITICAL ASSEMBLY OF THE “NEUTRON SOURCE” NUCLEAR FACILITY
The subcritical assembly (SCA) of the "Accelerator Driven Neutron Source" nuclear facility serves to multiply
primary neutrons from the fission of uranium-235 and includes: a core of fissile material, a moderator and reflector of
neutrons, and a coolant [1].
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Figure 1. 3D model of the subcritical assembly (a) [1]: 1 - baseplate; 2 - neutron-forming target;
3 - VVR-M2 type fuel assembly; 4 - beryllium reflectors; S - graphite reflector; 6 - neutron channel;
7 - vacuum channel of electron beam; standard fuel assemblies of VVR-M2 type (b) [2]
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DESCRIPTION OF FA-X DESIGN

As an analog of fuel element for VVER-1000 reactor was choose a good approbated with characteristics was
selected a fuel element FA-X (Fig. 2a, c¢) [3]: the length of the fuel element was decreased from 3800 mm to 600 mm,
the height of fuel stack - from 3530 mm to 500 mm. Similar parameters of fuel elements are as follows: material and
diameter of cladding - zirconium alloy E110, @ 9.1 mm, type of the fuel composition - UO,, enrichment of pellets with
uranium-235 isotope — 4.4 %. Productions of UO, pellets according with technical requirements [4], must have
specified characteristics (Fig. 2b): appearance, geometry, density, uranium content, oxygen coefficient, enrichment, and
chemical composition.

As part of project R515 "Design and technology for fabrication of fuel pellets and fuel assemblies for subcritical
assembly and testing for reliability and safety" the laboratory technology for fabrication of uranium dioxide pellet fuel with
the required set of characteristics including pellet geometric dimensions, enrichment, density, uranium content was
developed.

The peculiarity of the fabrication process of fuel pellets with content of 2°U near 4.4%wt. for FA-X is the
preparation of uranium dioxide powder by mixing of two powder batches with enrichment: 0.4%wt. >*°U and 19.7 %wt.
235U. Another peculiarity of the technology was obtaining of samples with required geometric dimensions within the
tolerance range without additional mechanical operations.

fuel element fuel pellet
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diameter 7.48-7.60 mm
height 8-11 mm
density 10.30-10.60 g/cm’
enrichment 4.40-4.43% wt. 235U
uranium content — more 87.4%
oxygen coefficient 1.92-2.05

b c

Figure 2. Fuel assembly (FA-X) (a — common view, ¢ - 3D-model); UOz pellet and main requirements (b)

MATERIALS AND RESEARCH METHODS
Uranium dioxide powders with different 25U content - 19.905+£0.224 %wt. and 0.454+0.044 %wt. were used as
starting materials. Fuel pellets were formed by two-sided cold pressing in a steel mold with a diameter of 10 mm. Fuel
pellets were sintered in furnace with graphite heater at 1700 °C in vacuum with preliminary annealing of binder at 600 °C.
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The control of the uranium dioxide powder mixtures and fuel pellets enrichment with isotope 23U was carried out
according to the methodology Ne07-123:2011 "Uranium and its compounds. Methods for measuring the mass fraction
of uranium-235 using semiconductor gamma spectrometer CANBERRAGL-0515R and MGAU program". The
enrichment value is calculated from the ratio of intensities of the obtained hardware gamma spectra of >*°U and 233U in
the energy range of 89-100 keV using the program of multigroup analysis MGAU. The technique was validated for the
relative error of measurements of 4 % at the confidence probability P = 0.95.

The powders were mixed in a rotating steel drum mixer. The homogeneity (quality) of the powder mixture was
estimated by methods of mathematical statistics, by the so-called key-component — the 233U content.

The non-uniformity coefficient in % (Fig. 6) determined from the ratio was used as the mixture uniformity
criterion:

10 1 -

where ¢; mass or volume fraction of the key-component in the i-sample; ¢ - the average value of the mass or volume
fraction of the key-component in the i-samples; # - the total count of samples taken from the mixture.
The homogeneity M was determined as (%):

M =100-V. 2)

The quality of the mixture is considered satisfactory at V. = 6-8% (homogeneity M=92-94%), good at V= 4-6%
(M=94-96% ) and ideal at V.<4% (M>96%).

The homogeneity of the obtained mixtures, located in a cube-shaped container with a side of 40 mm, was
controlled in five different "source-detector" geometries. Four measurements were carried out with the detector against
the side surface of the container with a mixture of uranium dioxide powders, each measurement differed from the
previous one by rotating the container by 90°. The fifth measurement was carried out with the detector against the end
surface of the container.

To control the homogeneity of the mixture, the heterogeneity factor was calculated by formula (1), where the
values of the content of isotope 2**U obtained by processing five gamma-spectra with the MGAU software were used as
and values.

In addition, another approach was used to control the homogeneity of the obtained mixtures. The results of the

processing of five spectra for each mixture were subjected to statistical analysis: the mean values (E) of the content of
isotope 23°U, the standard deviation of s(£;) and the standard deviation of the mean s(E):
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E—;;Ei ’ 4)
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2
= _ S (E)
s(E) = ) Q)
where 7 is the number of measurements; E; is the value of uranium isotope content obtained by processing the i-th
spectrum.
Then we calculated the confidence interval for the confidence probability P = 0.95 using the relation:

A=(s(E)xt)’ +5° (7

where ¢ - is the Student coefficient for a given confidence probability and number of measurements, equal to 2.776, & -
statistical variance of the random variable of the MGAU program.

Control of trace impurities in fuel pellets was performed using the methodology Ne47:2018 from 28.06.2018
"Methodology for measuring the mass fraction of elements in uranium oxides, metallic uranium and its alloys by
inductively coupled plasma mass spectrometry”. Measurements are performed using an ELEMENT 2 type mass
spectrometer. The technique covers measurement of mass concentration of such elements as uranium, chromium, iron,
calcium, molybdenum, tungsten, silicon and vanadium.

The density of fuel pellets was determined by hydrostatic weighing in distilled water. The oxygen coefficient was
determined by the calculation method based on weighing powders or UO; pellets before and after their calcination at
1000 °C in a muffle furnace.
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INFLUENCE OF TECHNOLOGICAL PARAMETERS FUEL PELLETS PRODUCTION
ON THEIR CHARACTERISTICS

Many years of worldwide experience in nuclear fuel fabrication have developed the basic technological methods
for producing uranium dioxide powders and fuel pellets using them, as well as methods for their control. Pressing and
sintering of pellets are typical technological operations. A decisive role is also played by the preparation of powder
materials before pressing, the type and amount of binder, and the method of mixing. Apart from the characteristics of
powders themselves, the quality and characteristics of obtained fuel pellets depend on the design of used equipment and
peculiarities of the technological process at all its stages.

Uranium dioxide powder with a nominal enrichment of 0.4 wt.% was used to develop the modes of pressing and
sintering fuel pellets 2*3U.

As a result of studies of the influence of the type of organic plasticizer (binder) in the form of polyethylene glycol
and calcium stearate on the characteristics of pressed and sintered pellets, the optimal pressure, which provides the
integrity and a necessary density of formed pellets was determined. Fuel pellets were formed at a pressure of
2.1-4.1 t/em? (Fig. 3). Pressure exceeding 4 t/cm’ negatively affects the quality of the pellets due to the appearance of
cracks and delamination when pressing them out.
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- ® Consignment B-CS
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Figure 3. Dependence of the compressed (raw density) pellets on the pressing pressure and type of binder
(in [5-7] literature data are given for comparison)

The optimal pressing pressure was 3 t/cm?, at which two experimental batches of fuel pellets were subsequently
pressed: V-CS (15 pcs.) and V-PEG (46 pcs.). The obtained data on the density of compressed tablets are in good
agreement with other experimental data [5—8]. Sintered pellets were characterized by uniform shrinkage in height and
diameter at the level of 20.2+0.6%, had no chips or cracks. Their appearance is satisfactory, which corresponds to the
technical requirements of TR No. 12-1-081 [4] (Fig. 4).

Figure 4. Appearance of raw (a) and sintered (b) pellets
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The results of measuring the geometric dimensions and density of fuel pellets are shown in Fig. 5.

Fuel pellets pressed on a dry binder - calcium stearate (B-CS batch), having an initial density of ~ 5.5 g/cm?®, after
sintering have a density of 10.3-10.4 g/cm?. Tablets pressed on a liquid binder - polyethyleneglycol (B-PEG batch),
having an initial density of ~ 5.9 g/cm?, after sintering have a density of 10.3-10.6 g/cm? (Fig. 5 b).
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Figure 5. Diameter (a) and density (b) of sintered pellets UO2

It follows from the data obtained that a significant part of them meets the technical requirements for diameter
(07.54+0.06 mm) and density (10.45+0.15 g/cm?). It follows from the conducted studies that in order to obtain the
maximum density of fuel pellets, a liquid plasticizer, polyethyleneglycol, should be used as a binder. A study of the
effect of isothermal holding time of 2 and 4 hours at 1700 °C in vacuum did not reveal a significant increase in the
density of sintered pellets. The average value of the density of tablets sintered at 1700 °C for 4 hours for the B-PEG
batch was 10.5 g/cm®, and for the B-CS batch — 10.4 g/cm?. The study of the microstructure of the pellets showed a
uniform distribution of pores in their volume, the grain size was 2-7 pm, and the microhardness was 6-7 GPa.

Thus, the studies carried out made it possible to establish the optimal modes for obtaining fuel pellets, as well as to
develop and manufacture molds in order to ensure the required tolerance for their diameter. The results of these studies
made it possible to proceed to the manufacture of pilot batches of fuel pellets from a mixture of uranium powders with a
given enrichment in U according to the developed scheme. The results of measuring the 23U content in the initial
UO; powders were 19.905 + 0.224 wt.%. and 0.454+0.044 wt.%.

Based on the obtained data, the mass of the initial powders was calculated to obtain a powder mixture with an
enrichment of 4.4% wt. by 233U. Figure 6 shows the results of monitoring the homogeneity of the mixtures obtained at
different mixing times of the powders.
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Figure 6. Dependence of the value of the coefficient of heterogeneity and the degree of mixing of UO2 powders on time
(continued on next page)
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Thus, in this approach, the criterion for the homogeneity of the obtained mixtures of powders is the maintenance
of the condition & <4 % which will indicate that the possible inhomogeneity of the distribution of the 2**U isotope in
the mixture is lower than the relative measurement error of the technique used.

Additional measurements of the enrichment of sintered fuel pellets located in the container amounted to

4.382+0.078% wt. by 2°U.
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Figure 7. Diameter (a) and density (b) of sintered fuel pellets UO2
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The pellets after sintering had a diameter of 37.48-7.60 mm (Fig. 7a) and a height of 8.6-10.7 mm. The density of
sintered pellets was in the range of 10.4-10.6 g/cm?® (Fig. 7b). The appearance of the pellets is satisfactory, there were
no chips on the chamfers, and their microstructure is shown in Fig. 8.

100 mkm

Figure 8. Microstructure of fuel pellets UO2

The measured enrichment of fuel pellets was 4.395+0.058% weight 2>°U (Table 1). The additionally measured
average fuel enrichment of the experimental FA-X was 4.420.18 wt%. 23°U.

Table 1. Results of measurements a fuel pellets enrichment

Measured enrichment Instrumental .
No measurement error, Statistical parameter Value
value, X d

1 4.392 0.049 Number of measurements, n 5.000

2 4.391 0.048 Mean, Xcp 4.395
3 4.415 0.048 Standard deviation, S 0.026

4 4.355 0.048 Standard deviation of the mean values, Scp 0.012
5 4.420 0.049 Student's coefficient for P=95%, ¢ 2.776

6 4.392 0.049 Average instrumental error, dep 0.048

Confidence interval, D 0.058

At the measuring of impurities concentration in fuel pellets, it was found that the concentrations of such impurities as
iron (Fe), chromium (Cr), molybdenum (Mo), tungsten (W) and others are quite low and do not exceed the limit values
established by the ASTM standard [9], as well as the technical requirements of TR No. 12-1-081 [4] (Table 2). The limits
of the relative error in measuring the mass contents of the analyzed elements do not exceed + 20% at P = 0.95.

Table 2. Elemental composition of fuel pellets

Element . Element content, %wt.
Requirements Ne 12-1-081 Measurement

U >87.4 87.7

Cr <0.01 0.0086
Fe <0.03 0.0239
Na <0.01 0.0033
Mn <0.01 0.0065
Mo <0.01 0.0039
w <0.01 0.0047
Ca <0.015 0.0075
Si <0.01 0.0084
v <0.01 0.0006

CONCLUSION

Some characteristics of the subcritical assembly of the nuclear facility "Source of Neutrons" are given, as well as a
description of the standard fuel assembly of the WWR-M2 type, used during the first fuel loading of the core, and the
experimental FA-X, developed for subsequent loads.

A description of the technological scheme for the manufacture of fuel pellets with an enrichment of 4.4% by
weight is presented on the 233U isotope by mixing two powders with different uranium content: 0.4% wt. 2**U and
19.7% wt. 25U.
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The influence of technological regimes and parameters for the manufacture of fuel pellets from the obtained
mixtures on their characteristics, such as enrichment, geometric dimensions, density, established in the design and
technical documentation, has been studied.

On the basis of the conducted studies, the correctness of the choice of the technological scheme for the
manufacture of fuel pellets and fuel rods of FA-X was shown.
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OCOBJIMBOCTI BUT'OTOBJIEHHS I XAPAKTEPUCTUKHU MAJIMBHUX TABJIETOK I3 JIOKCHUAY YPAHY

IS CTPUJKHEBHUX TBEJIB HNIAKPUTAYHOI 3BIPKI
LO. Yepuos?, A.B. Kymrum?, B.P. Tarapinos?, JI.B. Kyruiii
Hayko6o-mexniunuti KOMnjiexkc « 10epHuti nanusHuti yukiy
bHaykoso-mexuiuna crysichba a0epnux mamepianie i eKCnopmmozo KOHmMpoo
Hayionanvnoeo naykosoeo yenmpy «Xapkiecokuii (izuko-mexHiuHuil ihcmumymy
eyn. Akademiuna, 1, m. Xapxis, 61108, Yxpaina
JlocImiKeHo BIDIMB TEXHOJOTIYHMX PEKHUMIB BHTOTOBJICHHS MANIMBHUX TaOJETOK 13 MIOKCHAY ypaHy Ui TBEIiB pO3pOOIIIOBAHOI
JOCHIAHOT TerIoBUALIBHOT 30ipku TB3-X, npu3HavueHoi B SKOCTI albTEpPHATHBHOTO MaJMBa IS JOCIIAHUIBKOI SAepHOI YCTaHOBKU
(1Y) «lxepeno HEHTPOHIB, sIKe KEPY€EThCA MPUCKOPIOBAYEM CIICKTPOHIB». Ha BiMiHY BiJ CTAaHOAPTHUX TEXHOJOTIYHHUX HPOLECIB
BurorosieHHs TabneTok UO2, 0COOIMBICTIO BUTOTOBIICHHS JTaHOTO THITY SIAEPHOTO NMANINBA, € OJICP>KaHHS IIOPOIIKY TIOKCHIY YpaHy
3i 30arauenssm 4.4% Bar. no 233U uuisxoM 3MillyBaHHsS JBOX [apTiil MOPOLIKIB 3 pi3sHUM BMicToM ypany: 0.4% Bar. U i 19.7%
Bar. 233U, a Takox 3a6e31eueHHs HeoOXiIHOro JOMyCKy NMaIMBHUX TableToK 0€3 3acTOCYBaHHs OIepaliii MexaHiuHoi oOpoOku. Y
HTK AT HHI] X®TI po3pobiieH0 KOMIUIEKT KOHCTPYKTOPCHKOT Ta TEXHOJIOTIYHOT IOKyMEeHTallii, BATOTOBJICHI €KCIIEPUMEHTAIbHI
3pa3Ky NaIMBHUX TabJIETOK, TBEIIB Ta A0OCHifHOT TeIuIoBUALNBHOT 30ipku TB3-X, sika cripoekToBaHa CyMICHOIO Ta B3a€MO3aMiHHOIO 3
TB3 BBP-M2, sika mpuiiHATa B SKOCTi IITATHOTO HPH IMepIIoMy HanuBHOMY 3aBaHTaxkeHHI B JISIY «Jlkepeno HEWTpOHIB, sike
KepYEThCsl IPUCKOPIOBaYeM eNeKTPOHiB». Ha BiaMiHy Bix Bapianty TB3 tumy BBP-M2, mo cknamaeTscs 3 TppOX TBEINiB TpyOUacToi
¢dopmu 3 mucnepciitHoro manuBHO Kommosuiieo UO2-Al, B TB3-X posmimieHi micTe TBENiB CTPMKHEBOTO THILY 3 TaOIETKOBUM
namuBoM UO2 B o6oroHni 3 mupkonieBoro cmiaBy E110, sk Halibmmkdoro anamora TBena eHepretudHoro peaxropa BBEP-1000.
BeepenuHi 000JOHKHM PO3TAIIOBaHHMH CTOBI TMAIWBHUX TaOJNETOK BUCOTOIO 500 MM, sikuid 3adikCOBaHW BiJ IMEpeMIlCHHS
po3nipHOIO BTYNKOW. B ocHoBHOMy BapianTi TB3-X nanusHi Tabnetku Burotosieni 3 UO:2 3i 36aradennam mo 2°U 4.4% sar.
KorouoBi ci1oBa: TeIUIOBUAIIEHUN €IEMEHT, TEIUIOBHUIbHA 30ipKa, HOPOLIOK, AIOKCH]I ypaHy, 30araueHHs, OXHOPIHICTb CyMillli,
LIJIBHICTB, MIKPOCTPYKTYpA.
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This study is a follow up to our previously published article on “Numerical Simulation of Copper Indium Gallium Diselenide Solar
Cells Using One Dimensional SCAPS Software”. Five more parameters were optimized which are: absorber band gap, absorber
electron affinity, buffer layer band gap, buffer layer electron affinity and working temperature using the same simulation tool initially
used. When the absorber bandgap was varied between 0.8 eV and 1.6 eV, the efficiency of the solar cell increases until it reached its
peak at 27.81%. This occurred at absorber bandgap of 1.4 eV. Other photovoltaic parameters at this optimum value are: Vocof 1.00 V,
Jsc of 31.99 mA/cm? and FF of 87.47 %. On varying the absorber electron affinity from 4.20 eV through 4.55 €V, we obtained an
optimum value of 4.45 eV at Voc of 0.82 V, Jsc of 37.96 mA/cm?, FF of 84.99 % and an efficiency of 26.36%. The optimization of
buffer bandgap resulted in an optimal value of 3.0 eV, when the buffer bandgap was varied between 1.6 eV and 3.2 eV. The photovoltaic
parameters at this optimal value are: Voc of 0.80 V, Jsc of 37.96 mA/cm?, FF of 85.22 % and an efficiency of 25.86%. The effect of
buffer electron affinity was studied by varying its value between 4.00 ¢V and 4.40 eV and its best value was found to be 4.05 eV at
photovoltaic parameters with a Voc0f 0.82 V, Jsc 0f 37.96 mA/cm?, FF of 84.98 % and an efficiency of 26.36 %. These optimized values
in all parameters were used to simulate a solar cell which resulted to device with performances: Vocof 1.11 V, Jsc of 31.50 mA/cm?, FF
of 88.91 % and an efficiency of 31.11 %. On varying the working temperature on the optimized solar cell, the optimized device with
its best performance at 270 K with Photovoltaic (PV) values of Voc0f 1.15 V, Jsc of 31.55 mA/cm?, FF of 88.64 % and an efficiency of
32.18%. The results obtained were encouraging and can serve as a guide to those involved in practical development of solar cells.
Keywords: SCAPS, Buffer Layer, Solar cells, photovoltaic

PACS: 61.43.Bn; 68.55.ag; 68.55.jd; 73.25.+i; 72.80.Tm; 41.20.Cv

1. INTRODUCTION

The process of getting energy from sources like fossil fuels which has been a major source of power for most
countries of the world, has been found to pose a wide range of dangers (causing health concerns, ozone layer depletion,
enhanced greenhouse effect, etc.) to human existence. Considering the very important role of electrical energy in the
technological advancement of the society, its demand is far greater than ever in developed and developing countries.
Nations without natural deposits of oil and gas are likely to find it very difficult in the nearest future to get supplies of
these products since they are expensive, fast diminishing and politically regulated [1]. A good alternative to oil and gas
sources for the production of electrical energy would have been found in nuclear energy sources such as uranium and
plutonium but accidents in nuclear power plants and disposal of nuclear waste are a great challenge.

The search for a renewable and clean source of energy for industrial, technological and domestic purposes has led
to the ongoing efforts at exploiting energy from the sun which is known alternatively as solar energy. Over the years,
researchers have been finding the most efficient ways to harness solar energy and this has led to the development of the
solar cell. In order to be able to understand the operation of solar cells, numerical modeling has been used in a number of
instances and it has proven to be a very important tool in this regard [2,3].

As a follow up to our previously published article [3], we made use of SCAPS to optimize additional five parameters
which include: absorber band gap, absorber electron affinity, buffer layer band gap, buffer layer electron affinity and
working temperature.

2. DEVICE MODELLING AND SIMULATION
In line with the initial device set up demonstrated in our previous work [3], we utilized a solar capacitance simulation
software based on the poisson and continuity equation to achieve the desired objective. The details of the set-up and
simulation can be obtained in Lawani et al. [3]. In this study, similarly, a defect from double acceptor with a gaussian
energy distribution, value of concentration of 1.0E + 14 cm™ defect, and level of energy of 0.1, 0.4, eV slightly above
valence band, were introduced into the CIGS (absorber) layer. The defect can be seen to arise as a result of Cumy defect

" Cite as: G.J. Ibeh, C.O. Lawani, J.O. Emmanuel, P.O. Oyedare, E. Danladi, and O.0. Ige, East Eur. J. Phys. 3, 67 (2022), https://doi.org/10.26565/2312-
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which is most times noticed in CIGS absorbers [4]. The absorber band gap was varied from 0.8 — 1.6 eV, absorber electron
affinity was varied from 4.20 — 4.55 ¢V, buffer layer band gap was varied from 1.6 — 3.2 eV, buffer layer electron affinity
was varied from 4.00 — 4.40 eV. The simulated device structure is as shown in Fig 1. All other parameters were kept
constant while varying the aforementioned parameters.

l l lDirecﬁonofincidentlight

Front contact Al

Window layer Zn0: Al
Buffer -
Abszorber CIGS

Back contact Pt

Figure 1. Model of the simulated solar cell [3]

3. RESULTS AND DISCUSSION
3.1. Effect of varying CIGS (absorber) bandgap
The effect of absorber band gap was investigated by varying the CIGS layer band gap from 0.8 ¢V through 1.6 eV.
Figure 2 shows the variation of CIGS solar cells’ photovoltaic parameters with increasing absorber layer bandgap.
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Figure 2. Variation of Voc, Jsc, FF and 7 with increasing CIGS bandgap

It was observed that Jsc decreased with increasing bandgap energy. This decrease occurs because part of the solar
spectrum was not harvested by the solar cells [5]. An absorber with high bandgap energy absorbs photons with low
wavelengths to release electrons from the valence band to conduction band in accordance with Einstein’s equation [6,7]
given in equation 1 below:

hc

Bg =35 )

where h is Plank’s constant, c is the velocity of light and A, are wavelength which matches the band gap of the absorber.
Voc s seen to increase with increasing bandgap of the absorber.
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According to Scheer and Schock [8], decreasing the bandgap of the absorber increases photocurrent but causes a
decrease in Voc. This is clear when the relationship between Voc and bandgap in equation 2 is considered.

_ Eq | AKT _Jsc 7I(Voc))
Voc =22 +%2In ( Jse2vo0) @
where A is the solar cells’ quality factor, q is the elementary charge, E, is the activation energy of Jo (and is approximately
equal to the absorber bandgap [8]), Jois saturation current density and Joo is the reference current density of the solar cell.

The observed increase in efficiency is due to the increase in Voc and fill factor [9], but as the Jsc drops with increasing
bandgap of absorber, the efficiency begins to fall since light absorption reduces. This is detrimental to the solar cells as
their performance goes down. Table 1 gives the dependence of the solar cells’ performance on CIGS layer bandgap. It
shows that the highest efficiency achieved after variation of CIGS absorber band gap is 27.81 % and this occurred at a
bandgap of 1.4 eV. Other photovoltaic parameters at this optimized value of band gap are: Voc of 1.0 V, Jsc of 31.99
mA/cm? and FF of 87.47 %.

Table 1. Dependence of solar cells’ performance on absorber layer bandgap

CIGS bandgap (eV) Voc(V) Jsc(mA/cm?) FF (%) n (%)
0.8 0.41 53.13 76.20 16.55
0.9 0.51 50.83 79.51 20.50
1.0 0.61 47.43 81.92 23.52
1.1 0.70 42.86 83.76 25.22
1.2 0.80 37.96 85.22 25.85
1.3 0.90 34.76 86.45 26.94
1.4 1.00 31.99 87.47 27.81
1.5 1.10 27.86 88.31 26.82
1.6 1.20 2445 89.02 25.82

The J-V curves in Figure 3(a) show that as bandgap of the absorber increases, the Jsc of the solar cells decreases but
the open circuit voltage increases. Figure 3(b) depicts the QE as a function of wavelength for corresponding CIGS layer
bandgap. For device with wavelength within the range 300 nm — 1600 nm the absorption efficiency remains the same.

The arrangement of the curves (curves corresponding to lower bandgaps are outermost, while those curves
corresponding to higher bandgaps are innermost) show the inverse relationship existing between the various bandgaps
and their corresponding wavelengths, as given in Equation 1.
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Figure 3. (a) J-V curves and (b) QE of CIGS solar cell with various values of absorber layer bandgap

3.2. Effect of varying electron affinity of CIGS (absorber) layer
Table 2 shows the dependence of solar cells’ performance on electron affinity. In the case where the electron affinity
of the n-type layer is smaller than that of the p-type layer, a positive conduction band offset (also known as a spike) given
in equation 3 is formed otherwise a cliff is formed [10]

AEc- Ecn-Ecp >0, 3)

where Ec, is conduction band energy for n-type layer and Ecpis conduction band energy for p-type layer.

From Table 2, Voc increases until it saturates at a bandgap of 4.35 eV (Figure 4). The increase in Vo is very likely
caused by a spike which reduces the occurrence of recombination (This is good for the solar cells as recombination
degrades their performance.). This also explains the rise in efficiency of the CIGS solar cells as electron affinity of
absorber increases. Jsc remains constant but fill factor rises to its optimum value and begins to fall due to the formation
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of high spikes [11]. The optimum value of electron affinity for the absorber was found to be 4.45 eV and the metric
parameters are: Voc of 0.82 V, Jsc of 37.96 mA/cm?, FF of 84.99 % and a PCE of 26.36 %.
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Table 2. Dependence of solar cells’ performance on electron affinity of absorber layer

CIGS electron affinity (eV) Voc (V) Jsc (mA/cm?) FF (%) N (%)
4.20 0.77 37.96 85.06 24.83
4.25 0.80 37.96 85.22 25.85
430 0.81 37.96 85.13 26.22
4.35 0.82 37.96 85.04 26.32
4.40 0.82 37.96 85.00 26.35
4.45 0.82 37.96 84.99 26.36
4.50 0.82 37.96 84.98 26.36
4.55 0.82 37.96 84.97 26.36
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Figure 5. (a) J-V curves and (b) QE of CIGS solar cell with various values absorber (CIGS) electron affinity

The J-V curves in Fig. 5(a) show that for all values of electron affinity of absorber, Jsc remains the same while Voc
increased until it attained its optimum value and remained constant (this is shown in areas where the curves overlap).
Figure 5(b) is the representation of QE as a function of wavelength for the selected values of CIGS electron affinity.

As demonstrated, within the wavelength range of 300 nm — 1200 nm, an overlap in the QE curves was observed
which is attributed to the unchanged absorption efficiency within the selected values of the CIGS electron affinity. This
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spectral response proves that absorber (CIGS) electron affinity has only a slight effect on the metric parameter of CIGS
solar cells investigated.

3.3. Effect of varying InzS; (buffer) bandgap
Figure 6 shows the variation of photovoltaic parameters with buffer layer bandgap. The buffer bandgap was varied
from 1.6 eV through 3.2 eV.
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Figure 6. Variation of Voc, Jsc, FF and 77 with increasing CIGS Electron Affinity

It was discovered that while Voc was unaffected by this variation, Jsc and FF rose to their peaks and remained
constant thereafter. The efficiency also rose to its optimum value and then dropped. Although Jsc remained constant for
higher values of buffer bandgap, it increased initially with an increase in buffer layer bandgap because more photons were
allowed to reach the absorber layer and create more electron-hole pairs [12]. This translates to an increase in efficiency
and fill factor but efficiency eventually drops beyond buffer bandgap of 3.0 eV because as bandgap goes higher, photons
cannot achieve the needed amount of energy to create enough electron-hole pairs [13] which is needed to increase
efficiency. The performance of the solar cells then drops. The best value of buffer bandgap after optimization is 3.0 eV
and this occurs at Voc of 0.80 V, Jsc of 37.96 mA/cm?. FF of 85.22 % and efficiency of 25.86 % (see Table 3).

Table 3. Dependence of solar cells’ performance on buffer layer bandgap

Buffer bandgap(eV) Voc (V) Jsc (mA/cm?2) FF (%) 1 (%)
1.6 0.30 37.95 85.21 25.84
1.8 0.30 37.95 85.22 25.85
2.0 0.80 37.95 85.22 25.85
2.2 0.80 37.96 85.22 25.85
2.4 0.80 37.96 85.22 25.85
2.6 0.80 37.96 85.22 25.85
2.8 0.80 37.96 85.22 25.85
3.0 0.80 37.96 85.22 25.86
3.2 0.80 37.96 85.22 25.85

Figure 7(a) shows the curves for short circuit current density against the open circuit voltage for the different values
of buffer bandgap used in this study. It reveals overlapping curves and these overlaps are more prominent as the curves
drop to meet the voltage axis. This means that while Jsc experiences slight variations, Voc remains constant for all values
of buffer layer band gap.

Figure 7(b) is a representation of the QE versus wavelength for the selected values of buffer (In,S;) layer bandgap.
Selecting the range of wavelength to be 300 nm — 1200 nm, results to spectral overlap. We therefore speculate that In,S;
layer bandgap has negligible or no effect on the performance of CIGS solar cells studied.
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Figure 7. (a) J-V curves and (b) QE of CIGS solar cell with different values of buffer (In2S3) layer bandgap.

3.4 Effect of varying electron affinity of In2Ss(buffer) layer
Figure 8 shows the variation of photovoltaic parameters with an increase in the electron affinity of the buffer layer.

Jsc is observed to be constant until it experiences a slight increase beyond an electron affinity of 4.4 eV.
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Figure 8. Variation of Voc, Jsc, FF and 7 with increasing electron affinity of buffer layer

This is due to the formation of cliffs which pose no barrier to photogenerated electrons. This would have been good
for the solar cells’ performance but as a cliff helps to boost Jsc it causes recombination between electrons injected from
buffer layer and the interface defects [11]. We therefore see that Voc, and efficiency, begin to decrease while fill factor
remains unchanged. After optimization, the best value of buffer electron affinity is seen to be 4.05 eV at Voc of 0.82 V,
Jsc of 37.96mA/cm?, FF of 84.98 % and efficiency of 26.36 % as shown in Table 4.

The J-V curves (Figure 9(a)) show that between buffer electron affinities of 4.00 eV and 4.15 eV, the open circuit
voltage is the same but it varies thereafter, with the curve for the highest electron affinity appearing innermost (this
indicates that the open circuit voltage is least for the highest electron affinity). The short circuit current density shows

little or no change.

Figure 9(b) depict the QE versus wavelength of electron affinity values selected for buffer layer (In,S3). Choosing
within a range of 4.00 eV and 4.15 eV, there is a clear overlap in the QE curves.
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Table 4. Dependence of solar cells’ performance on electron affinity of buffer layer

In28s ele(cg(,’;l affinity Voc(V) Jse(mA/cm2) FF(%) (%)

4.00 0.82 37.96 84.98 26.36
4.05 0.82 37.96 84.98 26.36
4.10 0.82 37.96 84.98 26.35
4.15 0.82 37.96 84.98 26.32
4.20 0.81 37.96 84.98 26.22
4.25 0.80 37.96 84.98 25.85
4.30 0.77 37.96 84.98 24.83
4.35 0.73 37.96 84.98 23.24
4.40 0.68 37.97 84.98 21.40
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Figure 9. (a) J-V curves and (b) QE of CIGS solar cell different values of buffer (In2Ss3) layer electron affinity

3.5 Performance of optimized parameters
In accordance to the optimized parameters obtained in this research and those sourced from our previous work [3]
(see Table 5), an efficiency of 31.13 %, current density of 31.55 mA/cm?, voltage of 1.11 V and fill factor of 88.91 %
were obtained (see Figure 10 and Table 6). These photovoltaic parameters obtained from optimization agree very much
with those of the theoretical limits quoted by Ruhle [14]. Compared with the experimental data obtained in literature [15],
which shows a PCE value of 22.6 %, the optimized device in this work demonstrates an enhanced value of ~37.74 % in
PCE over the reported [15].

Table 5. Optimized parameters of the device

Optimized parameters Absorber Buffer
Multivalent defect density(cm™) 1E +10 [3] -—--
Thickness (um) 1.20 [3] 0.01[3]
Bandgap(eV) 1.40 3.00
Electron affinity (eV) 4.45 4.05

Table 6. photovoltaic parameters corresponding to optimized parameters of the CIGS solar cells compared with those of experimental
researches and the maximum theoretical limit for solar cells with absorber bandgap of 1.4 eV

Simulation Voc (V) Jsc (mA/cm?) FF (%) N (%)
Initial 0.79 37.96 85.22 25.85
Optimized multivalent defect density (cm™) 0.82 37.96 86.04 26.81
Optimized absorber thickness (um) 0.81 37.75 85.27 25.94
Optimized absorber bandgap(eV) 1.00 31.99 87.47 27.81
Optimized electron affinity of absorber (eV) 0.82 37.96 84.99 26.36
Optimized buffer thickness (um) 0.80 37.96 85.23 25.98
Optimized buffer bandgap (eV) 0.80 37.96 85.22 25.86
Optimized electron affinity of buffer (eV) 0.82 37.96 84.98 26.36
Final optimization 1.11 31.55 88.91 31.13
Maximum theoretical (Shockley-Queisser) limit 1.12 32.88 89.30 32.91 [14]
Experimental data 0.76 34.80 79.10 20.80[16]
Experimental data 0.74 36.70 80.50 22.00[17]
Experimental data 0.74 37.80 80.60 22.60[15]
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Figure 10. J-V curve of CIGS solar cell with optimized parameters

3.6 Effect of working temperature on the optimized device

Solar panels are usually installed in an open environment [18] and so the temperature under which they operate
could affect their performance. When sunlight falls on solar cells, their temperatures rise. In this research the working
temperature of the optimized cell was varied from 260 K through 340 K. Table 7 shows the dependence of solar cells
performance on working temperature while Figure 11 gives the variation of photovoltaic parameters with increasing
temperature. Jsc remains constant (Figure 11(b)) but Voc keeps decreasing because of an increase in reverse saturation
current with temperature. The fill factor reaches its peak at a temperature of 280 K and then begins to drop. This fall is
due to light induced degradation [19]. The efficiency attains its optimum value at 270 K and also drops because when
operating temperatures get higher than this optimum value, the electrons in the solar cell gain energy but instead of
boosting electricity generation, they become unstable and recombine before they are collected [20]. Figure 12 shows the
J-V curves of the CIGS solar cells with increasing temperature.

Table 7. Dependence of optimized solar cells’ performance on temperature

Temperature (K) Voc (V) Jsc (mA/cm?) FF (%) n (%)
260 1.16 31.55 84.14 30.90
270 1.15 31.55 88.64 32.18
280 1.14 31.55 89.14 31.98
290 1.12 31.55 89.11 31.59
300 1.11 31.55 88.91 31.13
310 1.10 31.55 88.60 30.64
320 1.08 31.55 88.25 30.14
330 1.07 31.55 87.90 29.64
340 1.05 31.55 87.52 29.12
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Figure 11. Variation of Voc, Jsc, FF and 77 with increasing temperature
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Figure 12. J-V curves of CIGS solar cells with increasing temperature

4. CONCLUSION

This research work investigated the influence of absorber bandgap, absorber layer electron affinity, buffer bandgap
and buffer electron affinity by means of SCAPS simulation. The efficiency of the initial device which was set up in line
with our previous work yielded an efficiency of 25.85% and on optimization of the aforementioned parameters, optimal
values of 1.4 eV, 4.45 eV, 3.0 eV and 4.05 eV respectively, were obtained. These values were used together with optimum
values of multivalent defect density (1E + 10 cm™) in absorber, absorber layer thickness (1.2um) and buffer layer
thickness (0.01 pm) obtained in our previously published work, to simulate a solar cell which turned out to be the best
device having photovoltaic parameters with a Voc of 1.11 V, Jsc of 31.55 mA/cm?, fill factor of 88.91 %. and efficiency
of 31.13 %. Except for Jsc, these values are higher than those obtained in our paper, where the best device had photovoltaic
parameters with Voc of 0.83 V, Jsc of 37.75 mA/cm?, fill factor of 86.26 % and an efficiency of 27.00 %. This clearly
shows that the cumulative effect of optimizing more parameters of the absorber and buffer layer produces better
performing solar cells (as three parameters were used to produce the optimized solar cell in our former paper whereas in
this work, seven were used). Lastly, the effect of working temperature on the optimized solar cell was investigated. The
study showed that the best performance of the optimized device was achieved at 270 K and the photovoltaic parameters
corresponding to this optimum working temperature are; Voc of 1.15 V, Jsc of 31.55 mA/cm?, FF of 88.64 % and an
efficiency of 32.18 %. At 270 K, this best device would work optimally in cold countries of the world like Russia and
Canada were temperatures can get as low as 268 K.
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MOKPAIIIEHA IMTPOAYKTUBHICTh COHAYHOI BATAPET Culni«G\Se2 3ABJISAKHA ONITUMI3AIIIT
BJIACTUBOCTEN ABCOPBEEPA TA BY®EPHOI'O IIIAPY 3A JIOMIOMOT' OO SCAPS-1D
Toagin k. 16e?*, Cenin O. JlaBani?, JIzxacona O. Emmanyenn, ITitep O. Oiienape®, Exi Janaanid, Oxymine O. Ire?
“Qisuunuu paxynomem Hizepiticoroi o6oponnoi akademii, Kaoyna, Hicepis.
bBiooin ghynoamenmanvux nayx i sazanvnux docrioocenn, Dedepanvhuti konedic mexanizayii icosozo 2ocnooapcmea, Kaoyna, Hizepis
“/lenapmamenm naykosux rabopamopuux mexronozii, Pedepanvua norimexuixa Ede, wumam Ocyn, Hieepis
ADisuunuii haxyromem, Pedepanvuuii ynieepcumem nHayk npo 300poe’a, Omykno, wmam Benye, Hizepis

Le mocnimkeHHs € IPOAOBKEHHAM HaIIoi paHime omry0IikoBaHoI cTaTTi Ha TeMy «UHcenbHe MOIETIOBAaHHS COHSYHUX €JIEMEHTIB 13
JMCEIICHITy Mifi, iHAIH-Tanio 3 BAKOPUCTAHHAM OJHOBUMIpPHOTO IporpaMHoro 3abesnedennss SCAPSy. Byio ontumizoBaHo 1mie 1’ th
rapaMeTpiB, a came: MIUPUHY 3a00pPOHEHOT 30HH TIOINIMHAYA, CIIOPIJHEHICTh 0 €JIEKTPOHIB MOIJIMHAYa, NINPUHY 3a00POHEHOT 30HU
OydepHOro miapy, CopiTHEHICTh J0 eIeKTPOHIB Oy(pepHOro mapy Ta pobody TeMIEpaTypy 3a A0MOMOI0K TOTO CAMOT0 iHCTPYMEHTY
MOJICJTIOBaHHS, SIKMI BUKOPUCTOBYBaBCs crovaTky. Koy mupuna 3aboponeHoi 30HH moriuHaya 3miHoBanacs mixk 0,8 eB i 1,6 eB,
edexTUBHICTh COHSYHOI OaTapei 3pocraina, MOKH He pocsria coro miky B 27,81 %. Ile cranocs npu mmpuHi 3a00poHEHOT 30HU
nornunaya 1,4 eB. Inmi poToenekTpuuHi HapaMeTpH IIPH HEOMY ONITUMAILHOMY 3Ha4eHHi: Vo 1,00 B, Jic 31,99 MA/cm? i FF 87,47 %.
3MIHIOIOYH CIIOPITHEHICTh A0 eNeKTpoHiB mornuHava Bif 4,20 eB mo 4,55 eB, mu otpumanu ontumansHe 3HaueHHs 4,45 eB mpu
Vo 0,82 B, Jsc 37,96 MA/cm?, FF 84,99 % i edexrusnicts 26,36 %. OnTumiszanis muprnu 3a60poHeH0i 30HM 6ydepa npussena 10
onrtuMaibHOro 3HadeHHs 3,0 eB, xomm mmpunHa 3a00poHeHOI 30HU Oydepa 3miHroBamacs Mik 1,6 eB i 3,2 eB. doroenexrpuyuni
napameTpy IpU [[OMY ONTUMAILHOMY 3Ha4eHHi: Voc 0,80 B, Jse 37,96 MA/cm?, FF 85,22 % i KK]I 25,86 %. Bruus Gydepuoi
CJICKTPOHHOI CIIOP1IHEHOCTI JOCIIIXKYBaIH, Bapitorouu ioro 3naueHHs Mixk 4,00 eB 14,40 eB, 1 0y10 BcTaHOBIICHO, 1110 HOTO HalKparie
3Ha4eHHs cTaHoBuTh 4,05 €B npu doroenextpuunux mapamerpax 3 Voe 0,82 B, Jsc 37,96 mA/cm?, FF 84,98 % i KK]II 26,36 %. Lli
ONTHMI30BaHi 3HAYCHHS BCiX MapaMeTpiB OyJau BUKOPUCTaHI Ul MOJEIIOBAHHI COHSYHOI OaTapei, 0 HNPH3BENO IO MPUCTPOIO 3
xapakrepuctukamu: Voe 1,11 B, Jse 31,50 mA/em?, FF 88,91 % i KKJI 31,11 %. 3minoroun poGody TEMIEPATYpy ONTHUMi30BaHO
COHSYHOI Oarapei, ONTUMI30BaHUN TPUCTPii Mae Halkpanry npoxykruBHicTh mpu 270 K i3 poroenexrpuunnmu (PV) 3HaueHHAMHI
Voe 1,15 B, Jsc 31,55 MmA/cm?, FF 88,64 % i edpextupricTio 32,18 %. OTpumani pe3yasTaTi Oyau 0OHAIIHIMBHMH i MOYKYTh CITyKHUTH
KEPiBHULITBOM JUIsl THX, XTO Oepe y4acTh y NPaKTHYHHX PO3POOKAX COHSYHUX CICMCHTIB.

Kurouosi cioBa: SCAPS, 6ydepHuii map, COHSIUIHI eeMEeHTH, (POTOCIEKTPHIHI
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The paper presents the results of the study of slow surface electromagnetic waves directed along the flat mu-negative metamaterial
slab surrounded by ordinary dielectric material. It is considered the case of isotropic and homogeneous metamaterial without losses.
This metamaterial possesses the positive permittivity and the negative permeability over a definite frequency band. It is found that
two surface modes of TE polarization can propagate along such waveguide structure. The dispersion properties, the spatial
distribution of the electromagnetic field, as well as the phase and group velocities of these slow modes are studied. The first mode is
a conventional forward wave, and has a lower frequency and lower phase velocity than the second mode. The second mode may have
zero group velocity at a certain frequency. Characteristics of these surface modes for different values of the mu-negative slab
parameters have been studied. The studied surface electromagnetic waves can be used for practical applications as in laboratory
experiments, as in various technologies.

Keywords: mu-negative metamaterial; electromagnetic surface wave; wave dispersion properties; spatial wave structure

PACS: 52.35¢g, 52.50.Dg

In recent years it was carried out the intensive study of the artificially created materials with special extraordinary
electromagnetic properties — so called metamaterials. Such metamaterials are the innovative composite materials that
consist of artificially constructed periodical structure of small-size units that play the role of atoms for electromagnetic
waves. The main aim of creation of such innovation is to get definite combinations of electromagnetic characteristics
that do not occur in nature. Firstly, the main attention of researches was paid to the double negative (so-called left-
handed) metamaterials, with simultaneously negative value of permittivity and permeability [1,2]. These left-handed
metamaterials are mainly interested with the possibility of realizing a negative refractive index for the creation of ideal
lenses and other devices which contain such metamaterials [3-9]. Next, for these purposes there were also created
mono-negative metamaterials, for example, with positive permittivity and negative permeability values — so called mu-
negative metamaterials [10,11]. No doubt that creating such mono-negative metamaterials is easier in comparison with
double-negative ones [2]. Just now it was found that along the interface between a medium with negative permeability
and vacuum the surface electromagnetic waves can propagate [11]. The real devices are spatially bounded, so it is
necessary to study the electrodynamic properties of the waveguide structure with flat mu-negative metamaterial slab
surrounded by ordinary dielectric material. In this paper we represent a new surface electromagnetic eigenmodes that
can propagate along such waveguide structure.

TASK SETTINGS
Let us study the electrodynamic properties of waveguide structure that is composed of mu-negative metamaterial
layer with thickness d with negative permeability u(®)<0 and constant positive permittivity . The coordinate axis

X is directed along this slab (Fig. 1).

X
Dielectric dT Eqs My

Metamaterial | g, p(@)<0

» Y
Dielectric 0 ?Z Eqs Hy

Figure 1. The geometry of problem

This metamaterial slab in immersed into ordinary unbounded dielectric without losses with permittivity ¢, and

permeability ;. Further study was carried out for the waveguide structure with permittivity ¢ =1, and permeability
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H(w) that depends on the circular wave frequency @ according to the following law, which is in accordance with the
experimental data [10]

Fo'’
wo)=1-————, )
W —a,

0
where @, — is the characteristic frequency of the metamaterial and in our case @,/27x =4ITn; the parameter

F=056.

Let study slow electromagnetic waves, that propagate along flat waveguide structure in the direction of the Z axis
(Fig. 1). It was assumed that the wave disturbances exponentially tend to zero far away from both boundaries. The
dependence of the wave components on time t and coordinates x and z are expressed the following form:

E,H « E(x), H(x)expli(kyz — wr)], ©)

here z lies at the separation plane, and x is the coordinate rectangular to the wave propagation direction and k, — is the
longitudinal wavenumber.

In the considered case it is possible to split the system of Maxwell equations in to two sub-systems. One of them
describes TE-waves and another — TM- waves.

Let us find the solution of the Maxwell system of equations for TE-wave that satisfy the boundary conditions at
the interface between the metamaterial and the dielectric. As a result, one can obtain the wave field components and the
dispersion equation of the eigen electromagnetic E-wave (TM-wave) of the considered planar structure.

The wave field components of the E-wave in the dielectric region x <0 can be written as:

H (x)=H (0)e"",
E (x)= H},(O)k3eh”c / (g, ), 3)
E.(x)=iH (0)h,e""c/(s, w),

where ¢ —is speed of light in vacuum.

The wave field components of the E-wave in the metamaterial region 0<x <d can be found in the following
form:

H, (x) =H, (0) cosh(/(x)-l,-hdth(Kx)}

&K
E, (x)=H,(0) g;k;w[gd/( cosh(xx)+h,e sinh(xx)], 4)
E_(x)=H (0) &:"ja) [ h,e cosh(xx)+e,xc sinh(kx)].

The wave field components of the E-wave (TM-wave) in the dielectric region x >d may be expressed as:

Ho(x)=H (O)e”“(_“d) e,k cosh(kd)+hye sinh(xd)
Y g &K '
E (x)=H, (())Czie”"("”d) [&,x cosh(Kkd)+he sinh(xd)], Q)
" ek
E (x)=-H, (O)ifieh“(_”d) [ &,k cosh(wd)+h,e sinh(xd)].
N e ke

The dispersion equation for the E-wave (TM-wave) has the following form:

2h,e, Kk cosh(/(d)Jr(hjg2 +gjic2) sinh(kd)=0, (6)

where h, = h,(k,,w)=+lki —&,-u, - k> — is transversal wave number in dielectric region, k = @/c — the wavenumber
in vacuum; « = x(k;,w) = \k; —&- u(w)-k> — the transversal wavenumber in metamaterial.

Analogous computations for TM- wave leads to the equations for the wave field components and the dispersion
equation of the eigen electromagnetic H-wave (TE-wave) of the considered flat waveguide structure.
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The wave field components of the electromagnetic H-wave (TE-wave) in dielectric region x <0 may be written as:
E (x)=E (0)e"",
H (x)= —E},(O)clgeh” /(u, o), @)
H.(x)=—i Ey(O)chdeh” 1 (u, ).

The wave field components of the electromagnetic H-wave (TE-wave) in metamaterial region 0< x <d has the
following form:

hyx h M Slnh(l(x)
E,(x)=E,(0)" Cosh(,(x)“—}

HyK
H (x)=-E,(0) K;f p, [k, cosh(kx)+h,u sinh(xx)], (®)
d
ic

H. (x)=-E,(0) [ uh, cosh(xx)+xu, sinh(xx)].

@

The wave field components of the electromagnetic H-wave (TE-wave) in dielectric region x >d can be written as:

Kty cosh(xd)+h,u sinh(xd)

E, (x)= E, (0) i+ [ x ,
d

ck,
K1 @

H, (x) =-E, (0) gli(+d) [Kﬂd cosh(l(d)+hd U sinh(lcd)], 9)

ich,

H_ (x)=E,(0) eh”(fwd)[lc,ud cosh(xd)+h, p sinh(xd)].

K o
The dispersion equation for the electromagnetic H-wave (TE-wave) can be written in the following form

2h, K, cosh(xd) Jr(hj,u2 +K7 4 ) sinh(xd)=0. (10)

RESULTS AND DISCUSSION
Let study the properties of the waves that govern by the dispersion equations (6, 10) for the arbitrary set of
parameters. It was shown that in the frequency range when the metamaterial is mu-negative the equation for the TM-
wave (6) has no solutions and only the equation (10) for TE-wave has the solutions. To study the properties of these
solutions let us introduce the following dimensionless quantities: the normalized circular frequency Q=w/w,,

normalized wavenumber [ = k,c/ @, and normalized thickness of the metamaterial layer A=d @, /c .

The solutions of the dispersion equation (10) for the TE modes for the such set of parameters: ¢ =1, ¢, =1,
u, =1, A=0.4 (the case of thin metamaterial slab) are presented at Fig. 2, 3. It was found that the dispersion equation
(10) possesses two eigen solutions that are shown at Fig. 2.

1.251q | / ng\
! 2 054 /2
H | ‘ Q

1.00 1.05 1.10 115 1.20 1.25

1.0
Vioh \
0.51
1 S 2 Q
1.0 15 2.0 25 30 35 4.0 1.00 1.05 1.10 115 1.20 1.25

Figure 2. The solution of the dispersion equation (10) for  Figure 3. The group V,, and phase ¥, normalized velocities of

TE-modes for &=1,¢,=1,4,=1, A=04. The TE modes presented on the Figure 2. The parameters set and curve
curves marked by the numbers 1 and 2 corresponds to the numbering are the same as for the Figure 2.

two eigenmodes of waveguide structure. Line marked by

the letter ‘s’ corresponds to the eigen wave of the

simplified model, presented in [12].
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The presented solutions (eigenmodes of TE-type) of the dispersion equation (10) for the studied model are marked
by the numbers 1 and 2. The line, marked by the letter ‘s’ corresponds to the single eigenwave of the simplified
waveguide model, presented in [12] under the same parameter set. The further analysis has shown that this solution for
the simplified model corresponds to the low frequency solution (curve 1) for the model considered.

The mutual location of the dispersion curves 1 and 2 in Fig. 2 indicates the existence of three different regions of the
frequency interval. In the Fig. 2 these regions are separated from each other by the dashed horizontal lines. In the first
frequency region 1.04 < Q <1.13 two modes of TE-type that corresponds to different solutions of the dispersion equation
(10) with the same frequency can simultaneously propagate in the considered flat bounded structure. In the second
frequency region 1.13<Q <1.215 the excitation of only one mode that corresponds to the solution 2 with harmonic
spatial dependence is possible. Finally, in the third frequency region 1.215 < Q <1.243, the propagation of two harmonic
waves that corresponds to the solution 2 with the same frequency, but with different wavelengths takes place.

Figure 3 presents the dependence of the group V,, =c'd w/d k, and phase V,,=o/(ksc) normalized velocities for

two eigen TE-modes upon the normalized frequency Q . The parameters set and curve numbering are the same as for the
Figure 2. One can see the analogous to Figure 2 three frequency regions that are separated from each other by the dashed
vertical lines in Fig. 3. In the first frequency region 1.04 < Q2 <1.13 one can observe two slow modes that simultaneously
propagate in the considered flat structure with the same frequency. These two modes possess group and phase velocities
that coincide in direction but have different values, respectively. In the second frequency range 1.13 <Q <1.215 it is
possible the excitation of slow mode 2 only. The phase velocity of this wave is about 0.9 of the speed of light, and its
group velocity decreases with the frequency increase from 0.5¢ down to 0.2¢ according to an almost linear law. In the
third frequency region 1.215 < Q <1.243 one can observe the propagation of two harmonic waves of the mode 2 with the
same frequency but different wavelengths. The group velocities of these waves are of different signs.

The spatial wave field structure of such waves is presented in Figs. 4, 5. The calculations are carried out for the
same parameters set as for the Figs. 2,3: e=1, ¢, =1, u, =1, A=0.4. The wave field components, normalized by

the £, (0) are calculated for £ =4 and obtained from the dispersion equation (10) eigen frequency value Q =1.1288
for the mode 1 (see Fig. 4), and for the Q2 =1.21496 for the mode 2 (see Fig. 5).

2.5 1Hx ¥ 2_5_Hx N~—

0.01 \ 0.01

=251 _\ | | g ooasl o~
11g] 11g]
0_

-1+ . : . ; X 0+ . ; . . X
O_HZ 2.51Hz

-2 0.0 1

X —-2.51 X

-10 -05 0.0 0.5 1.0 15 -10 -05 0.0 0.5 1.0 15

Figure 4. The wave field components normalized on the E ) (0) Figure 5. The wave field components normalized on the E ) (0)
for the mode 1 in the Fig. 2. The parameters set are the same as  for the mode 2 in the Fig. 2. The parameters set are the same as

was used for the Fig. 2. The wave field structure is calculated for was used for the Fig. 2. The wave field structure is calculated for
P =4 and eigen wave frequency Q =1.1288. f =4 and eigen wave frequency Q =1.21496.

The solutions of the dispersion equation (10) in the case of rather thick metamaterial slab for the TE modes for the
such set of parameters: ¢ =1, ¢, =1, y, =1, A=0.8 are presented at Fig. 6, 7. The numbering of the curve are the

same as for the Fig. 2.

The increase of the metamaterial layer thickness leads to the gradually convergence of the both curves 1 and 2 to
each other, and to the solution of the simplified waveguide model, presented in [12] under the same parameter set (see
Fig. 8). This figure presents the variation of the wave eigen frequency € obtained due to the solution of the dispersion
equation (10) when =1, g, =1, u, =1 for =4 while normalized metamaterial slab thickness varies from A =0.4
upto A=0.8.

Also, the increase of metamaterial thickness A leads to the frequency ranges change. So, for the increase of A
from 0.4 up to 0.8 results in the increase of the first frequency range and the decrease of the second, and especially third
frequency ranges where the only wave 2 can exist (see Fig. 6). The region where the TE mode 2 has negative group
frequency value became extremely small (see Fig. 7). So, one can effectively control the propagation properties of TE
modes due to the variation of metamaterial slab thickness.
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The wave spatial wave structure for the mode 2 for the parameters set analogous to that of Fig. 6 for the region,
where wave group velocity tends to zero: V,, ~0 (S ~2.804, Q~1.178) is presented at Fig. 8. This wave is of a

surface wavy type and can be treated as the standing wave due to superposition of two TE type 2 modes that have equal
both frequencies and wavenumber but propagate in opposite directions.

QF 2 ]
1.175 1 04 V9f2
1.150 1 :: 0.2 1 1
11251 |
! Q
: 0.0 1, ! ! t t t T >
1.1007 i 1.000 1.025 1.050 1.075 1.100 1.125 1.150 1.175
1.0751 } Lo
1.0501! N
1.025 1 0.51 )
I 1 ZfQ
3.0 3.5 4.0 1.000 1.025 1.050 1.075 1.100 1.125 1.150 1.175

10 15 20 25
Figure 7. The group Vg,, and phase Vph normalized velocities of

TE modes presented on the Figure 6. The parameters set and
curve numbering are the same as for the Figure 6

Figure 6. The solution of the dispersion equation (10) for
TE-modes for ¢ =1,¢, =1, u, =1, A=0.8. The curves
marked by the numbers 1 and 2 corresponds to the two
eigenmodes of waveguide structure.
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Figure 9. The wave field components normalized on the Ey(O)

for the mode 2 in the Fig. 6. The parameters set are the same as
was used for the Fig. 6. The wave field structure is calculated for

the region when ¥, ~0 (f~2.804, Q~1.178).

Figure 8. The variation of the normalized wave eigen
frequency (2 obtained due to the solution of the dispersion

equation (10) when € =1, &, =1, pu, =1 for f=4.
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Figure 10. The solution of the dispersion equation (10) for  Figure 11. The group V,. and phase V,, normalized velocities
TE-modes for £=1,¢, =1, p, =1. The curves marked by of TE-modes presented on the Figure 10. The parameters set and

the numbers 1 and 2 before point corresponds to the two  curve numbering are the same as for the Figure 10.

eigenmodes of waveguide structure. The numbers after the
point corresponds to different A value: 1 — 0.4, 2 — 0.5,
3-0.6, 4 — 0.8. Dashed curve corresponds to the eigen wave

of the simplified model, presented in [12].



82
EEJP. 3 (2022) Viktor K. Galaydych, Oleksandr E. Sporov, et al

The dependence of the normalized frequency 2 of the eigen TE waves of the considered structure versus
normalized wavenumber S for £=1,¢, =1, p, =1. The curves marked by the numbers 1 and 2 before point

corresponds to the first and second eigenwaves of waveguide structure. The numbers after the point corresponds to
different A value: 1 — A=04,2— A=05,3— A=0.6,4— A=0.8. Dashed curve corresponds to the eigen wave of
the simplified model, presented in [12]. It is shown, how gradually increase of metamaterial slab thickness leads to the
appropriate convergence of two eigen modes of the considered waveguide structure to the eigen wave of the simplified
model, presented in [12] for the same parameter set. It is necessary to mention the possibility of the effective control of
the frequency ranges where two or only one eigen mode of the considered waveguide structure exist due to the
appropriative choice of the metamaterial slab thickness.
The dependence of the group V, and phase V,

ph
normalized frequency Q for the same parameter set as for the Fig. 10 is presented in the Fig. 11.

The numbering of the curve is the same as for the Fig. 10. It is shown that due to variation of the metamaterial slab
thickness it is possible to manage of the frequency region size where the mode that propagates along the considered
structure is single and possess the negative group velocity.

normalized velocities for two eigen TE-modes versus the
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Figure 12. The dependence of the eigen TE wave normalized frequency Q2 when £ =1, u, =1, A=0.4

for =4 versus the &, value

The dependence of the obtained solutions of the dispersion equation (10) upon the permittivity constant of
ordinary dielectric &, for the following parameter set ¢ =1, 1, =1, A=0.4 and for f =4 is presented at the Fig. 12.

It is obtained that the increase of the &, parameter leads to the slight decrease of the wave frequency Q for both
modes.
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Figure 13. The solution of the dispersion equation (10) for  Figure 14. The group V,. and phase V,, normalized velocities of

TE-modes for &=1, u,=1, A=04. The curves TE modes presented on the Figure 13. The parameters set and

marked by the numbers 1 and 2 before point corresponds to  curve numbering are the same as for the Figure 13.
the two eigenmodes of waveguide structure. The numbers

after the point corresponds to different &, value.

The detailed analysis of the impact of the ¢, parameter on the dispersion properties of the TE eigen waves on the

waveguide considered is presented in Fig. 13. The calculations were made for the following problem parameter set:
e=1, u, =1, A=0.4. The curves marked by the numbers 1 and 2 before the point corresponds to the first and second

eigenwaves of waveguide structure. The numbers after the point corresponds to solutions for different &, value:
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1-¢,=1,2-5,=2,3-¢,=3,4-¢g,=4.1Itis shown, that the increase of the ¢, value results to the decrease and

even to the disappearance of the third, most high-frequency region of the frequency interval. At the same time the first
and the second frequency regions, where two eigen TE modes and one eigen TE mode waveguide structure can exist,
respectively, stay almost unchangeable. Also, the increase of the ¢, value leads to the essential decrease of the

maximum value of the wavelength of the surface modes that can propagate in this structure (see Fig. 13).
The dependence of the group V, and phase ¥, velocities for two eigen TE-modes versus the normalized

frequency Q for the same parameter set as for the Fig. 13 is presented in the Fig. 14. The numbering of the curve is the
same as for the Fig. 13. It is shown, that changing the ¢, parameter value leads to the substantial decrease of phase and

group velocities of the mode 2 and of the phase velocity of mode 1 (Fig. 14). The group velocity of the mode 1 remains
practically unchanged. It is necessary to mention that due to changing ¢, value one can effectively control the size of

the frequency region where the single mode 2 possesses negative group velocity (see Fig. 14).

CONCLUSION

It was studied the peculiarities of propagation of slow surface electromagnetic waves directed along the flat mu-
negative lossless metamaterial slab surrounded by the ordinary dielectric material. It was found that two
electromagnetic surface modes of TE can propagate at the interface between the mu-negative metamaterial layer and a
conventional dielectric. It was studied the dispersion properties, spatial distribution of electric and magnetic field
amplitudes of these eigenwaves of the considered structure for different problem parameters. It is necessary to mention
the existence of new mode, as compared with previously studied simplified model [9]. This new mode can propagate in
one mode regime and possesses the frequency range where its group velocity has a negative value. It was found that due
to variation or metamaterial slab thickness, or ¢, parameter value one can effectively control the size of the frequency

region where this single mode possesses negative group velocity. The obtained results can be useful for both modeling
and manufacturing of modern devices based on metamaterials.
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MNOBLJIBHI HOBEPXHEBI BJIACHI MO/JIM, 11O MNOIINPIOIOTHCS B310OBX
HIAPY MIO-HEI'ATUBHOI'O METAMATEPIAJTY
B.K. l'anaiinuny, O.€. Cnopos, B.I1. Ouedip, M.O. AzapenkoB
Xaprxiecvkutl HayionanbHutl yrieepcumem imeni B.H. Kapasina
VYxpaina, Xapris, nn. Ceoboou, 4

VY crarTi HaBeIEHO PE3yJbTATH JOCIHIDKEHHS MOBUIBHUX NMOBEPXHEBHX CJICKTPOMATHITHHX XBHJIb, CIPIMOBAHHMX Y3[JOBXK ILIOCKOI
MIO-HETaTUBHOI INIACTHHU MeTaMaTrepially, OTOUYCHOI 3BHYAaiHUM JIieTIEKTPUYHUM MaTtepianoM. PosrisiaeTsest BUIIaI0K i30TPOITHOTO
i omHOpigHOrO Meramarepianmy Oe3 BTpar. lleli meramarepianm Mae JOJATHIO €NEKTPHYHY Ta BiJl’€MHY MarHiTHY HPOHHKHOCTI y
MIEBHOMY Jiana3oHi 4acToT. BCTaHOBIEHO, IO B3IOBXK TAaKOi XBUIICBIAHOI CTPYKTYPH MOXYTH IOIIMPIOBATHCS JBi MTOBEPXHEBI MOAU
TE nomspu3zamii. JocmifmkeHo AnCIIepCiiiHI BIACTHBOCTI, MPOCTOPOBUH PO3MOALT €IEKTPOMATHITHOTO MOJISL, a TakoX (a3oBi Ta
IPYNOBI MIBUAKOCTI IMX MOBUIBHHUX Mox. Ilepmia Mona € 3BHYAifHOIO NMPSMOIO XBHIICIO 1 Mae HIDKUY YacTOTy Ta MeEHIIy (a3oBy
HMIBUJKICTB, HDK Jpyra Mmozaa. [lpyra Moma MoXe MaTH HyJIbOBY TpYNOBY LIBHAKICTH Ha NeBHiM dacrori. JlociimkeHo
XapaKTepHCTUKH LUX ITOBEPXHEBHX MOJ Ul PI3HHX 3HAa4YeHb MapaMeTpiB LIapy MIO-HEraTUBHOrO Meramarepiaiy. JlocmimkyBaHi
TIOBEPXHEBI EJIEKTPOMATHITHI XBHJII MOXKYTh OyTH BUKOPHCTaHI K B JaOOPaTOPHUX EKCIIEPHMEHTAX, TaK 1 B Pi3HUX TEXHOJOTIsX.
KirouoBi ciioBa: Mio-HeraTMBHHII MeTamarepiai; eJNeKTpOMarHiTHa I[IOBEpPXHEBA XBHJISL, MUCIEPCiHHI BIACTHBOCTI XBUII;
IIPOCTOPOBA CTPYKTYPa MOJH
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In this work, sodium-doped copper zinc tin sulfide (CZTS) thin films are prepared by depositing them on glass substrates at
temperature of (400+10) °C and thickness of (350+10) nm using Chemical Spray Pyrolysis (CSP) technique. 0.02 M of copper
chloride dihydrate (CuCl2.2H20), 0.01 M of zinc chloride (ZnClz), 0.01 M of tin chloride dihydrate (SnCl2.2H20), and 0.16 M of
thiourea (SC(NH2)2) were used as sources of copper, zinc, tin, and sulphur ions respectively. Sodium chloride (NaCl) at different
volumetric ratios of (1, 3, 5, 7 and 9) % was used as a dopant source. The solution is sprayed on glass substrates. XRD diffraction,
Raman spectroscopy, FESEM, UV-Vis-NIR, and Hall effect techniques were used to investigate the structural, optical, and
electrical properties of the produced films. The XRD diffraction results revealed that all films are polycrystalline, with a tetragonal
structure and a preferential orientation along the (112) plane. The crystallite size of all films was estimated using Scherrer's method,
and it was found that the crystallite size decreases as the doping ratio increases. The FESEM results revealed the existence of
cauliflower-shaped nanoparticles. The optical energy band gap was demonstrated to have a value ranging from 1.6 to 1.51 eV with
a high absorption coefficient (o >10* cm™) in the visible region of the spectrum. Hall measurements showed that the conductivity
of CZTS thin films with various Na doping ratios have p-type electrical conductivity, and it increases as the Na doping ratio
increases.

Keywords: CZTS thin films, Na doping, Structural properties, Optical properties, Hall effect.

PACS: 88.40.jn; 73.61.—1; 81.15.Rs; 61.82.Fk; 78.20.—¢

Cu,ZnSnS, has been considered an alternative to the well-known Cu(In,Ga)Se,(CIGS) materials for several years
because it is a quaternary semiconductor made up of non-toxic and earth abundant minerals. It is manufactured by
replacing the In/Ga in the CIGS system with Zn/Sn, making it a potential candidate for optoelectronic applications.
Despite similarities in crystal structure, absorption coefficient, optical band gap Eg, and device architecture between
(CZTS) quaternary compound and (CIGS) system, CZTS-based solar cells have a record efficiency of 12.6 %, which is
significantly lower than that of CIGS (22.6 %) [1, 2]. Sodium-doped thin films extend the life of defects by passivating
them, which has an impact on chemical composition by lowering ZnS development due to Sn loss inhibition [3]. Due to
its photoelectric features, such as high absorption coefficient, P type carrier, abundance of its constituents, and absence
of component toxicity, the quaternary Cu,ZnSnSs combination is a potential material for low-cost absorption bands in
solar cell applications [4, 5]. The efficiency of solar cells has been low in comparison to Cu (In, Ga)Se; so far, and this is
due to defects and secondary stages [6,7]. Chemical spray pyrolysis has attracted many researchers because it contributes
to the preparation of many thin-film materials at a low cost compared to other techniques that require high-cost and
complex devices, as well as the fact that it does not require substrates or targets with high quality [8, 9]. The aim of this
study is to deposit thin films of CZTS doped with sodium with various concentrations in order to enhance the properties
of the CZTS thin films and to compare the experimental results with those of previous studies to better understand the
effect of doping on the structural and optical properties of CZTS films.

EXPERIMENTAL PROCEDURE

Chemical spray pyrolysis was used to deposit CuxZnSnS4 (CZTS) thin films on soda-lime glass substrates at a
temperature of 400+10 °C and a thickness of 350+10 nm. The glass substrates are cleaned with ultrasonic waves in
distilled water, acetone, and distilled water for a period of no more than 10 minutes, and then dried with soft paper.
The spray solution is prepared by dissolving 0.02 M of copper chloride dihydrate (CuCl,.2H,0), 0.01 M of zinc
chloride (ZnCl,), 0.01 M of tin chloride dihydrate (SnCl,.2H,0), and 0.16 M of thiourea (SC(NH>)>) in distilled water.
Each powder is dissolved separately in a volume of (25 ml) of distilled water, and filtered separately before being
mixed together to get the final solution used to prepare the undoped films (CZTS). The doping solution of 0.1 M
concentration was made by dissolving 0.5844 g of NaCl in 100 ml of distilled water. This solution is added to the
quaternary solution at a volumetric ratios of (1, 3, 5, 7, and 9) % as shown in Table 1. The final solution is mixed for
15 minutes with a magnetic stirrer until a clear homogenous solution is obtained. For weighing powders, an electronic
balance (Mettler AE-160 type) with a sensitivity of 10 g was used. The spraying process is carried out for a period of
10 seconds and to prevent the substrate from losing its heat, the process is paused for 2 minutes. The process is repeated
until the desired thickness of the films is achieved. The resulting films are stable with good adhesion and having
thickness of 350+10 nm.

7 Cite as: N.J. Mahdi, and N.A. Bakr, East Eur. J. Phys. 3, 84 (2022), https://doi.org/10.26565/2312-4334-2022-3-11
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Table 1. Volumetric doping ratios of sodium chloride used in CZTS thin films preparation.

Volumetric Doping

Sample Ratio %
CZTS1 0 (undoped)
CZTS2 1
CZTS3 3
CZTS4 5
CZTS5 7
CZTS6 9
RESULTS AND DISCUSSION

XRD analysis
Figure 1 shows the X-ray diffraction patterns of Na-doped CZTS films. The figure reveals peaks located at
20 ~ 28.53°, 33.24°, 47.56° and 56.36°, assigned to the planes (112), (200), (220) and (312) of CZTS kesterite structure
respectively based on (ICDD) card number (26-0575) and this is in agreement with the results of previous studies [10-12].
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Figure 1. X-ray diffraction patterns of Na-doped CZTS thin films at different doping ratios

The peak appeared at 20 ~ 76.5° in the XRD pattern of the undoped sample (CZTS1) is assigned to (332) plane and
it disappears in the patterns of all doped samples. The X-ray diffraction patterns revealed that the films have multiple
diffraction peaks, indicating that the films are polycrystalline with a tetragonal crystal structure, with the preferred growth
direction (112) occurring at 20 ~ 28.5°, which is consistent with previous studies [10,11]. From tetragonal structure the
interplanar spacing (d) is given by [13]:

1 h2+ k? 1
= () +e

Where h, k and I are the Miller indices and a, b and c are lattice constants of the tetragonal unit cell. The lattice constants
were estimated and presented in the table (2). It can be seen that the extracted results are close to the standard values of
the lattice constants a =b = 5.42 A and c=10.84 A. The lattice vector (c/2a) ratio in the ideal tetragonal configuration is
1, and it can be seen that this ratio of all samples is very close to the ideal one. The crystallite size of the Na-doped CZTS
thin films is determined by using the Scherrer’s formula shown below [14]:

(M

D = KA/BCos®, 2)
where K is the Scherrer’s constant, A is the wavelength of the X-rays incident on the target with a value of (1.54056 A),
B is the full-width at half maximum (FWHM) in radians and 0 is the Bragg angle.

The resulting values for the crystallite size are shown in the Table 2. The maximum value of the crystals size is
12 nm belongs to the CZTS1 sample, and we can conclude that the increase in the Na-doping ratio affects the crystallinity
of the grown films. It is possible to summarize what happens to metal ions when Na is introduced into the CZTS host
network. Lattice distortion occurs due to the difference in the diameter of the ions and the arrangement of the valence
electron, and thus the results show that the distortion in the lattice of the samples was small [15].
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Table 2. Structural parameters of the XRD results of Na-doped CZTS thin films at different doping ratios.

FWHM

Lattice constants

20 (deg.) d D Unit cell volume
Sample (deg.) A) c/2a 3
a2 @ 1 m —= - (&)

CZTS1 28.53 3.129 0.6829 12.00 5.432 10.798 0.994 318.613
CZTS2 28.61 3.114 0.7064 11.61 5.431 10.862 1.000 320.383
CZTS3 28.80 3.107 1.0125 8.10 5.440 10.962 1.008 324.405
CZTS4 28.85 3.107 1.2951 6.33 5.408 10.863 1.004 317.704
CZTS5 28.90 3.112 1.2951 6.33 5.407 10.950 1.013 320.130
CZTS6 28.95 3.112 1.3000 6.31 5.410 10.994 1.016 321.773

Raman spectroscopy analysis

Raman spectroscopy is widely used to determine the presence of secondary phases in materials. In addition to the
presence of other less intense peaks that occur in the locations indicated in Table 3, the Raman spectra revealed that the
samples' main peak is located at ~ 337 cm’!, which has been attributed to the kesterite CZTS, and this is in agreement
with the conclusions of previous studies [11, 12].

Table 3. Results of Raman spectroscopy of Na-doped CZTS thin films at different doping ratios.

Sample Peak center (cm™) Peak width (cm™) Intensity (arb. u.)
287 8.15 7.50
CZTS1 237 8.04 69.65
366 5.55 3.01
287 9.14 10.41
CZTS2 337 9.09 69.52
366 6.55 7.61
288 15.79 5.81
CZTS3 337 10.07 60.3
366 8.17 3.18
286 17.99 5.68
CZTS4 337 12.11 59.15
289 26.6 7.32
CZTSS 337 16.17 59.27
288 28.33 8.06
CZTS6 336 24.30 57.01

Raman spectra of thin Na-doped CZTS films at different doping ratios are shown in Figure 2. Strain, phonon confinement,
defects, and nonstoichiometry of the size distribution are just a few of the factors that might influence the position of the Raman
peak [16]. The variation in Raman intensity is caused by the high frequency dielectric constant changing [17].
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Figure 2. Raman spectra of Na-doped CZTS thin films at different doping ratios
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Field Emission Scanning Electron Microscopy (FESEM) measurements
Figure 3 shows the FESEM micrographs (of 50 KX magnification) of the Na-doped CZTS thin films deposited in
the present study. It can be seen that the surface structure of the films has a cauliflower-like shapes in the nano-scale with
irregular particle size and distribution where the granular boundaries are clear. Also, there are a number of voids and
cracks resulting from crystal defects and secondary growth on the surface. It can be concluded that a new layer starts to
grow before the growth completion of the beneath layer.
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Figure 3. FESEM micro images of Na-doped CZTS thin films at different doping ratios

Optical measurements
The thin films optical absorption spectra were measured in the wavelength range of (300-900) nm using a UV-visible
spectrophotometer. The investigation of the absorption coefficient based on photon energy is performed in the regions of
high absorption to acquire thorough information about the energy band gaps of the films [18], and the absorption
coefficient (a) is computed from the following equation [19]:

a = 2.303A/t, 4
where (t) represents the thickness of the films and (A) is the absorbance.
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The optical energy gap (E;) of direct electronic transitions in films can be estimated from the absorbance spectrum
using the equation:

ahv = P(hv-E,)", (5

where (P) is a constant dependent on the nature of the material, (hv) is the photon energy in (eV) units, E, is the optical
energy gap, and (r) is an exponential coefficient based on the transition nature (r =2 for allowed direct transition).

A graph is plotted between (hv)? and the incident photons energy (hv) (Tauc’s plot) as represented in Figure 4. The
energy gap value is estimated from intersection at the photon energy axis at the point (ahv)?>=0. It can be noticed that the
energy gap value of CZTS thin films decreases by increasing the Na-doping ratio. The energy gap values are 1.6, 1.58,
1.57,1.53, 1.53 and 1.51 eV for the films CZTS1, CZTS2, CZTS3, CZTS4, CZTS5 and CZTS6 respectively.
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Figure 4. Tauc’s plots of Na-doped CZTS thin films at different doping ratios.

The defects caused by Na are responsible for the reduction in band gap. When sodium is doped into a crystal, lattice
distortion is induced leading to a change in the band gap. The substantial band gap decrease leads to the conclusion that
the Na-doping model in the CZTS compound is an interstitial dopant, as it is the only model that combines band gap
decrease and size reduction [20]. As a result, sodium acts to passivate defects in grain boundaries [21].

Electrical measurements
The Hall effect experiment was performed at room temperature to study electrical properties and specify the type,
mobility and concentration of the majority charge carriers. According to Hall effect studies, the CZTS films have P-type
conductivity, mobility of ~8.07 cm?/V.s, and a maximum conductivity of ~1.81 (Q.cm)™!, which corresponds to the films
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CZTS6 as shown in Table 4. Figure 5 shows the variation of Hall conductivity with the Na doping ratio of CZTS thin
films. Figure 6 shows the variation of the concentration and Hall mobility of the charge carriers as a function of Na doping
ratio. From the two figures it can be concluded that the Na doping has improved the electrical properties of the deposited

CZTS films.

Table 4. Results of the Hall effect experiment of Na-doped CZTS thin films at different doping ratios.

Sample Ru . B P N
P (cm®/C) (cm3)x1018 (cm?/V.s) (Q.cm) (Q.cm)’!
CZTS1 7.3724 0.8466 4.5521 1.6196 0.6174
CZTS2 7.0213 0.8889 5.4251 1.2936 0.7730
CZTS3 6.1636 1.013 6.1331 1.0046 0.9954
CZTS4 5.5114 1.132 7.8556 0.7019 1.4247
CZTSS 4.4735 1.395 8.043 0.5563 1.7975
CZTS6 4.4627 1.399 8.0711 0.5528 1.8089
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Figure 5. Variation of Hall conductivity of Na-doped CZTS
thin films at different doping ratios.

Figure 6. Variation of the concentration and Hall mobility of
the charge carriers of Na-doped CZTS thin films at different
doping ratios.

CONCLUSIONS

Na-doped CZTS thin films have been deposited successfully on glass substrates by chemical spray pyrolysis
technique. The XRD experimental investigation of the films shows that they have kesterite tetragonal structure in the
(112) favored direction. The crystallite size of all films was estimated using Scherrer's method, and it was found that the
crystallite size decreases as the doping ratio increases. With increasing the Na volumetric doping ratio from 1 to 9 %, the
optical band gap value decreases from 1.6 to 1.51 e¢V. Raman spectra of the films revealed a strong peak at ~ 337 cm™!
indicating the formation of the kesterite phase. On the other hand, all other observed low intensity peaks belong to the
same phase confirming the absence of secondary phases. The FESEM surface morphology of the prepared Na-doped
CZTS films was found to have cauliflower-like shapes in the nano-scale, with irregular particle size and distribution. Hall
effect experiment on Na-doped CZTS films revealed that they have a P-type electrical conductivity with a low
concentration of free holes. This test shows that the Na doping has improved the electrical properties of the deposited
CZTS films.
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BIIJINB JIETYBAHHS Na HA JESIKI ®I3UYHI BJIACTUBOCTI TOHKIX IIJIIBOK CZTS
3 XIMIYHUM HAITWJIEHHSAM
Hoypa J:x. Maxau, Ha0ine A. Bakp
Daxynomem ¢izuku, Hayrxosuii konedxc, Yuisepcumem /isina, [isna, Ipax

V wiit po6GoTi TOHKI IUIBKH Cynbdiny Mimi-iimHKy-osoBa (CZTS), jneroBaHi HaTpieM, OTPUMYIOTh IUISIXOM HaHECEHHs 1X Ha CKIISHI
niakaaaku npu Temnepatypi (400£10) °C i toBmuni (350+10) HM 3a 10MOMOro0 XiMi4HOrO po3muioBajibpHOro mipoinizy (CSP).
TexHika. Sk mxepeno BukopuctoByBanu 0,02 M auriapary xmopuay miai (CuClz,2H20), 0,01 M xnopuny umaky (ZnCla), 0,01 M
Jurigparty xinopuny onosa (SnCl,2H20), 0,16 M tioceuoBuru (SC(NH2)2). ioHM Mifi, IHHKY, 0JI0Ba Ta CipKH BiANOBITHO. SIK mKepero
JIETYI040i JOMIIMIKK BHKOpHCTOBYBaBcs xiopuj Hatpito (NaCl) y pizaux 06’emuux crmiBBigHomenusx (1, 3, 5, 7 ta 9) %. Po3unn
HAIWJIIOKTh Ha CKIISHI MigKnaaku. JJist JOCHiKEHHs CTPYKTYPHUX, ONTHYHUX Ta CJIICKTPHYHUX BIIACTHBOCTEH OTPUMAHMX ILTiBOK
BHUKOpHCTOBYBaincst MeTonun XRD-mudpakmii, pamanoscekoi cnekrpockomii, FESEM, UV-Vis-NIR Tta meromy edexry Xoimra.
Pesynpratn qudpakuii XRD nokaszanu, mo BCi IUIBKH € MOJIKPUCTATIYHUMH, 3 TETPArOHAJIBHOIO CTPYKTYPOIO Ta HMEPEBaXHOIO
opieHTauiero B3aoBxK mionmHu (112). Po3mip kpucTamiTiB ycix miBok Oysio oriHeHo 3a jgomomoroto Merony llleppepa, i Gymo
BUSIBJICHO, III0 PO3MIp KPUCTAIIITIB 3MEHIIY€EThCS 31 301IbIeHHsIM KoediuienTa jgeryBanus. Pesynsratn FESEM mokasanu icHyBaHHS
HaHOYACTHHOK Yy (opMmi LBiTHOI KamycTth. [TokazaHo, 110 mupruHa 3a00pOHEHOT 30HM ONTUYHOI eHeprii craHoBuTh Bix 1,6 1o 1,51 eB
3 BUCOKHM KoedinmieHToM nornuHaHHs (o0 >104 cm-1) y Bunumiid obmacTi criektpa. BuMiproBanHs Xoiia mokasaiy, II0 IpOBiIHICTE
ToHKHX TTBOK CZTS 3 pisHEMH KoedilieHTaMu JieryBaHHS Na Ma€ eleKTPONPOBIAHICTh P-TUILY, 1 BOHA 3pOCTA€ 31 30UTBIICHHAM
koedimieHTa neryBanHs Na.

Kunrouosi cioBa: Tonki miiBku CZTS, neryBaHHS HaTpieM, CTPYKTYpHI BIACTHBOCTI, ONTHYHI BIaCTUBOCTI, e(eKT XouIa.
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B pobori npeacraBieHo pe3yiabTaTH TOCTIHKEHHS CTPYKTYPHUX, ONTHYHHUX Ta CICKTPUYHUX BIACTUBOCTEH TOHKUX IUTIBOK rpadiTy
B 3amexxHocTi Bim TBephocTi crepxkHiB (2H, H, HB, B ta 2B) orpumanux meromoM “OmiBelb-Ha-HamiBIpoBigHUKY . Taki
JOCII/DKCHHS. MAlOTh BEJIMKE 3HAYCHHS U1 MOAAIBLIOI PO3POOKH BHCOKOC()EKTUBHHUX IPUIIAIiB HAa OCHOBI I'€TEPONEPEXOAIB IS
CJICKTPOHIKM 1 ONTOENEKTPOHIKU. 3a JOINOMOIOI0 CKaHYIOYOro EJIEKTPOHHOIO MIKpOCKOma OyIo Ofep:KaHO THIOBI 300pa’KeHHS
noBepxHi yTBopeHi Binobutumu enexrpoHamu (BSE) i nokasano npu tppox 36umsmenHsx (100x, 500x i 1000x). Ockinbku cTepkHi
JOCIIIJDKYBaHHUX OJIBIIB CKJIQNAIOTHCS 3 CyMillel TiMHH Ta rpadity Oyio mpoBeqeHO OiLIbLI NeTaabHUH aHali3 eJIEMEHTIB 3 SKHX
ckianarotees crepkHi. EDS aHani3 mokasas, 1[0 OCHOBHHMH CKJIQJIHHKAaMH IOCTI[DKYBaHUX CTEP)KHIB € OUHMIICHHH rpadiToBuii
nopomok, a Takox O, Al i Si mio BxoasaTh a0 ckiany kaoiiny ¢opmyna sikoro HsAlSi209, a6o Al203  2Si02 ¢ 2H20 - ronosHa
CKJIa0Ba YacTHHA 3BHYAaiHOI rMHHU. Takox Oyl0 BH3HAYEHO EJIEMEHTHUH CKJIaJ MIKpooO'eMy JOCIIKyBaHHMX 3paskiB. He
3Ba)Kal0uM Ha MOXHUOKY, ska BUHHUKae npu BusHadeHHi ckaamgy C i O (~ 12%) MoxHA CTBEpIKYyBaTH, IO BCE K TAaKH 30epiraeTbest
3aKOHOMIpHICTh MK BMicTOM Tpadity i TBepmicTio oiiBus. To6TO umM OLIBIINHA BMICT rpadiTy — THUM M'SKIINH CTEpIKEHB.
BuMiproBaHHS TOBIIMHH IUTIBOK rpadiTy MpOBEJEHO 3 BHKOpUCTaHHsAM iHTepdepomerpa MUI-4 3a cTaHAapTHOIO METOAUKOIO.
CepenHs TOBLIMHA BCiX JOCHIIDKYBaHHUX IUIIBOK cTaHOBWJIA ~ 150 HM, OCKUIBKM TOBIIMHA IUTIBOK OTPUMAHHMX TaKUM METOJIOM B
OCHOBHOMY BH3HAQUa€ThCs IIOPOXOBATICTIO MOBEPXHI CONsTHOT mifKiianky. HaprcoBaHi miiBky rpadiTy BOJIOJIFOTH BHIIMM ITHTOMUM
OMopoM HiX 00’€MHi 3pa3ku (CTEpXHi OJIBLIB) 3 AKUX BOHH Oynu BurorosneHi. Omip IUTBOK 3pocTae MpH 3pOCTaHHI TBEPAOCTI
OJIBLIB, 110 00YMOBIICHO 3POCTaHHIM KiIBKOCTI JOMIIIKK TJIMHU B Tpadirti, ska € IieJeKTPUKOM. BCTaHOBICHO, L0 3POCTAHHS
TBEPJOCTi OB MPU3BOJUT IO 3POCTAHHS IIPOIYCKAHHSI.

Ku1r040Bi c10Ba: «ouiBelb-Ha-HAMIBIPOBIAHUKY», TpadiT, MPOBIAHICTH, TIPOITYyCKaHHS, TOHKI ILTiIBKH.

PACS: 68.55.Ln, 71.55.Ak, 68.37.Hk, 68.37.—d, 78.20.Ci, 72.20. —1

VY rpadiry € O6araro nepesar B NMOPIBHSHHI 3 TpaJULiHHUMHU MeTanamu. ['padit Bojoie CTIMKICTIO 0 TepMidHOT
Jii, 3aBISKM MIIHUM 3B'i3KaM aToMiB Byriento, tomy Oap'epu IlloTTki Ha OCHOBI ILIBOK rpadiry 30epirarorb
BUNPSIMIISIIOUI  BIIACTMBOCTI IPHM JOCTaTHRO BHCOKMX TeMmmeparypax. Kpim 1mporo, rpadit MoxkHa JeryBartu
AKIENTOPHUMH JIOMIIIKaMH, 110 TPU3BOIUTH A0 3HIKEHHS piBHSI @epmi Ta 30imbirye Bucoty Oap'epy LLIoTTKi, Tomi sk
B MeTanax poboTa BUXO/Iy 3aBKIM HE3MIHHA Ta HE MOXe OyTH 3MiHEHaA JieryBaHHM [ 1,2].

MeTtoau BUTOTOBJICHHS TOHKHX IUTIBOK TpadiTy IMpPEACTAaBISIOTH BEIMKWN HAyKOBHHM Ta MpPAKTHYHMH iHTEpec,
o0yMOBIEeHUH iX yHIKQIPHUMH (I3WYHAMH BIACTHBOCTAMH, BHCOKOIO EIEKTPHYHOIO MPOBIIHICTIO, XOPOIIOIO
MIPO30PICTIO, BUCOKUMHU MEXaHIYHUMH BIIACTHBOCTSIMH, BUCOKOIO PYXJIMBICTIO €IeKTPOHIB mpu Temmnepatypi +20°C [3].
Texnouorist rpadeHy (0JHOATOMHOTO APy BYTJIELIO), IKMH MpeCTaBIsie COO00 JBOBUMIPHUIN HamiBIIPOBIAHUK [4,5]
oTpuMalia NIMPOKe MPaKTHYHE 3aCTOCYBAHHS.

HemaBHo ToHKI miiBky Tpadity 0yJI0 BUKOPUCTAHO JJIsi BUTOTOBJICHHS HOBITHIX, €KOJIOTIYHO YHCTHX 1 JCHICBHX
HaHOCTPYKTYPOBaHUX TOHKOILTIBKOBUX EJIEKTPOHHHUX MPWIAAIiB HOBOro MOKoJiHHS [6-9]. Kpim Toro, HemionaBHi
JIOCJIIJPKEHHS! TIOBEPXHI Ta CTPYKTYPHHX BJIACTUBOCTEH HAPHCOBAaHHUX IPpaiTOBUX TOHKHX IUIIBOK ITOKA3yIOTh, 10 BOHU
CKJIaZIAI0THCS 3 PO3YMOPSIKOBAHKX 3B’ s13aHUX IpadiTOBUX MIKpPO- Ta HAHOYACTOK, a TAKOXK 3 HAHOIIIACTIBIIIB MOHO- 200
nekinbka maposoro rpadeny [10,11]. Tomy Taki TOHKI ITUIIBKH SIBISIIOTBCS IBOX-BUMIPHUMH HaHOCTPYKTYPOBAHUMH
00’€eKTaMu.

OTKe, METOI0 POOOTH € JOCIIKEHHS BIUIMBY Ha CTPYKTYPHI, €JIEKTPUYHI i ONTHYHI BIACTHBOCTI TOHKUX IIIBOK
rpacdity TBepaocTi crepxHiB (2H, H, HB, B ta 2B), 06panux mist CTBOPEHHS JaHUX TUTiBOK.

EKCIIEPUMEHTAJIBHA YACTUHA
[Tepen mouaTKOM HaHECEHHs IUTIBOK rpadiry, (Cligyr4M 3a TEXHOJOTIEI0 — «OJiBel[b-HA-HAIMIBIPOBITHUKY»
[12-17]), oaHy 3 MOBEPXOHB CBIKOCKOJIEHOT MOHOKpHCTaIiuHOI comsinol miakianku (NaCl) mexaniuno nutidyBaiu 10
mopctkocTi R;=0,2 MkMm, R,=0,23 MM i Rmax=1,1 Mxm. SlkicHa rpaditoBa miiBka MalioBajiacs Ha MOIEPEIHBO

7 Cite as: S.I. Kuryshchuk, T.T. Kovaliuk, LP. Koziarskyi, and M.M. Solovan, East Eur. J. Phys. 3, 91 (2022), (in Ukrainian).
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MiJTOTOBJICHIN MOBEPXHI COJITHOT MiAKIAIKH 3a JOTIOMOI'0K0 YUCTOrO TpadiTOBOTO CTEPHs | MM y TiaMeTpi Ta OJIiBIIiB
3 pizHoto TBepaicTio 2H, H, HB, B ta 2B mnpu nocriiiHiii cuni nputicHenHs B 1 H. [lami 3pasku obGepexHO
PO3MIIIYIOTECS HA TIOBEPXHI IMCTHIILOBAHOT BOAM IUTiBKOO rpadity BBepx. CossiHa IiIKiIaaKa MOBHICTIO PO3UNHSIETHCS
y AWUCTWIBbOBaHIN Boai. BapTo BiAMITHTH, IO TaKUM YMHOM OTPUMYETHCS HapHcoBaHa rpadiToBa IUTIBKa, siKa HE
3B’s13aHa 3 MiJKJIaJKOI0, Ha sKii BoHa Oysla HapHcoBaHa. 3B'I30K MK HaHOYacTKaMH rpadiry, ski (opMyroTh
HapucoBaHy rpadiToBy TOHKY IUTIBKY, € JOCTAaTHIM a0l KOMIIEHCYBaTH CHIIy IOBEPXHEBOTO HaTATy Boau. OTxe, HeMae
HEOOXiHOCTI y BMKOPHCTaHHI JOAATKOBOTO 3aXWCHOTO IIapy Ha IUTIBLI A MiABHMINEHHSA ii MEXaHIYHOI MIIlHOCTI.
[TmaBatouy HamanbOBaHy IUTIBKY TpadiTy MOXHA JIETKO TEPEeHECTH Ha OyIb-sKy 1HIIy MiAKIagKy 3 TJIagkoo abo
HAHOCTPYKTYPOBAHOIO MMOBEPXHEI0. Y HAIIOMY BUIIAIKY IUTIBKH I'padiTy MEPEHOCHIHN Ha MIAKIAIKHA CUTAIy PO3MipaMu
5%10%0,5 MM U JOCIIKEHHS eNEeKTPUYHAX BIACTUBOCTEH Ta Ha CKIMHI migkiagkd po3mipamu 18c18x0,5 MM mms
JOCIIKSHHS ONITHYHUX BIACTHBOCTEH. Ilicis mepeHeceHHs ITiBKH BUCYIIYBAH y ToTomi rapsraoro nositps 80°C mms
BUJAJICHHsI 3JIMIIKIB BOJH Ta (JOPMYBaBCs SIKICHUIT ONTHYHUNA KOHTAKT 3 IJIaJKOI0 TOBEPXHEIO i IKIaKH.

JlocitipkeHHs] ONTHYHUX BJIACTUBOCTEH TOHKHX IUIIBOK TpadiTy MPOBOAMIMCH 32 JOIMOMOTrO0 crieKTpodoToMeTpa
C®d-2000, B obmacti gosxuH XBuiib 200-1200 HM.

Jocnipkenns Mopdoiorii MOBepXHi i BU3HAUYEHHS €JIEMEHTHOTO CKJIay ojiBLiB pi3Hoi TBeprocti (2H, H, HB, B Ta
2B) Oyso mpoBeneHO 3a JIONOMOrOI CKaHytodoro enekrtponHoro mikpockoma (MIRA3 FEG, Tescan) ocHarieHoro
nerekropoM BinouTtux enekrpoHiB (BSE) i eneproaucnepcaum penrtreniBecbkum aerekropom (EDX). [lns 3abe3nedeHss
EJIEKTPUYHOT0 KOHTAKTY 3 IIPEAMETHUM CTOJIMKOM 1 Jutst pikcanii crepxkHi omiBuis (2H, H, HB, B ta 2B) Oynu Biutamani i
3a(hikcoBaHi 3a JJOTIOMOTOIO IPOBITHOTO BYTJIEHIEBOTO CKOTYY. BinHOCHA moXuOKa NMpH BHMIPIOBaHHI aTOMHHX YacTOK
XIMIYHHX €JIEMEHTI, SIKi BXOJSTh 10 CKnaay He repesuirye 2% s Al i Si ta He 6inbie 12% ma C i1 O.

PE3YJIbTATH TA IX OB OBOPEHHS
CTpyKTYpHIi BiaacTuBOCTi TOHKHX MaiBok CuQO
3 IOMOMOI0I0 CKaHYHOUYOTO eJIEKTPOHHOTO MIKpPOCKOMa OYJIo OAep)KaHO THUIOBI 300pakeHHs MOBEPXHI yTBOPEHI
BinouTumu enexktponamu (BSE) (puc. 1) siki nokazano mpu Tphox 30unbmenHsx (100x, 500x i 1000x).

B WD
[few i 3447 m  Det BSE Detector 100 um
Dioes Merosenoy imsona B Pasmisn 062570 _ovest

Pucynok 1. 300pakeHHs IOBEpXHi YTBOPEHi BinouTumu enekrporamu (BSE) npu pisHomy 36imbmenHi (100x, 500x i 1000x) mms
omiBIt TBepaicTio HB.

KonTpacT 300pakeHHsT yTBOPEHOTO BiTOUTHUMH €IEKTPOHHU Hece iH(pOopMaIito Mpo PO3MOIiT eIeKTPOHHOI TYCTHHH
(obmacTi, 30aradeHi €IEMEHTOM 3 BEIMKHM aTOMHHUM HOMEPOM BUTJLANAIOTH SICKpaBimie: TeMHa 00JacTe — rpadir,
sickpasi obmacti O, Al, Si). Tomy BitOWTI eEKTPOHH, SIKi TEHEPYIOTHCS OJJHOYACHO 3 BTOPMHHHUMH, OKpiM iH(opmarii
po MOPQOJIOTiIO MOBEPXHI MICTATH J0AAaTKOBY IH(POPMAIIiO 1 PO CKIIaJl 3pa3Ka.

Ha puc. 2 npezncraBieHo 300pakeHHS MOBEpXHI yTBOpeHi Binoutumu enekrpoHamu (BSE) mns omiBmiB pisHOI
tBepaocti (2H, H, 2B, B ta HB) npu 30inbmenni B 1000x, a TakoX poO3MOIiN €IEMEHTIB, SKi BXOIATH J0 CKIamy
CTepKHIB JUIs IpHUKIaLy 1X MOKa3aHo Ui oJliBLg TBepaicTio HB.

3 puc. 2 TakoX MOKHA 3pOOHMTH BUCHOBOK, 1110 3pa30k 2B Bosojie HaiOLIbIIMM BMiCTOM rpadity (MiaTBEpIKESHO
€JIEMEHTHUM aHali3oM Ta0i. 1) yTBOpEeHUH KOHTpacT 300paKeHHsI € TEMHILIMM B MOPIBHSHHI 3 1HIINMH 3pa3KaMH, 110
CBITYMTH Ipo 30aradyeHHst JOCIIHDKEHOT 00J1acTi €JIEeMEHTOM 3 MaJIuM aTOMHHM HOMEPOM.

Ta6mauus 1. Enementauii ckiian 3paskiB

ATOMHA YacTKa XiMIi4HOIO eJeMEHTa,
Hassa SIKMI BXOJUSITH JI0 CKJIaAy 3pa3ka, %
C Al Si (6]
2H 44 5.39 6.73 43.88
H 53.97 4.67 6.3 35.06
HB 54.47 5.83 6.97 32.74
B 57.09 4.85 6.41 31.65
2B 62.68 3.61 4.76 28.96
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OnpoMiHEeHHs 3pa3KiB Iy4YKOM €JIEKTPOHIB MPU3BENIO HE TUIBKH IO YTBOPEHHS BTOPUHHUX 1 BIIOMTHX €JIEKTPOHIB,
a TaKOX BUKJIMKAJIO MOSIBY XapaKTEPUCTHYHOTO X-XBHIbOBOTO BUIIPOMIHIOBAHHS (THITOBI 3aJIeXKHOCTI ITPEJICTaBICHO Ha
puc. 3 s oniBig TBepaicTio HB).

{ BSE+EDX"¥

WSS

0.0 0.5 1.0 1.5 2.0 2.5 3.0
keV

Pucynoxk 3. EDS-cniektp crepxHs oniBus 3 TBepaictio HB

OCKUIBKM CTEPIKHI JAOCIIKYBaHUX ONIBLIB CKIAJA€ThCs 3 CyMillleld MIMHK Ta rpadity Oylio BUPILIEHO TPOBECTH
OiJIbLI JeTaJbHUN aHAII3 IEMEHTIB 3 SIKUX CKIIanarThes crepykHi. EDS anani3 mokasas, 10 OCHOBHHMH CKJIAJHHKaMH
JOCIIIJDKYBAaHUX CTEPXKHIB € OYMINEHHMH rpaditoBuii mopomok, a tTakoxk O, Al i Si mo BXomaTe 10 CKiIagy KaoiiHy
¢dopmyna sxkoro HysA:S1,09, 200 ALO3 ¢ 2Si0; * 2H,0 - rojoBHA CKIIaI0BA YaCTHHA 3BUYANHOIT TJIHHH.

AHaNi3 XapaKTEPUCTHYHOIO X-XBHJILOBOTO BHUIIPOMIHIOBAaHHS JIO3BOJMB BH3HAYHUTH EJIEMEHTHHH CKJIaj
MIiKpo00'eMy TOCHTIKYBaHUX 3pa3KiB (U1 MPHUKJIa Ly YaCTHHA JAHHUX NpeJcTaBlieHa B Tabm. 1).

He 3Baxaroun Ha MOXuOKYy, sika BUHMKae pH BusHaueHHi ckiaany C i O (~ 12%) MoXKHa CTBEpXKYBAaTH, IO BCE XK
Taku 30epiraeTbcsi 3aKOHOMIPHICTh MK BMICTOM rpadity i TBepAicTiO ouiBisl. ToOTo ynM Oiibiiuii BMicT rpadity —
THUM M'SIKIIN CTEPIKEHB, 10 B CBOIO Yepry OyJie BIUIMBATH Ha (i3UYHI BIACTHBOCTI ILTIBOK, SIK MOKA3aHO HIKYE.

Ha puc. 4. nokazano posnoain eaemenTis (C, Si, O, Al), siki BXOAATh 10 CKJIaay omiBis 3 TBepAicTio HB.

IMuToMuil omip B TOHKMX IUTIBKax (KOJHM TOBIIMHA 3pa3ka HabaraTo MeHIA BiX BiCTaHI MK KOHTAKTaMH)
XapaKTepU3y€eThCs "MIMTOMHUM OMOPOM Ha KBazapat”, (Rg). Y 1bOMY BHMAIKy THUTOMHUIA OIp HE 3aJ€KHTh B JIIHIHHUX
PO3MipiB 3pa3Ka SKIIO BiH Mae GOpMy NPSIMOKYTHHKA, a TUIBKU BiJI BiIHOIIEHHS (OBXXMHU J10 mmpuHK). Onip YacTHHA
TOHKOT IUTiBKU MPSMOKYTHOTO Iepepi3y MOXKHA 331aTH BUPa30M

R=pl/db ey
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Skmo / = b, Toxni

R=pl/db=Ry )

Pucynok 4. EDX enementnuii posnonin (C, Si, O, Al).
TOMY OIHIp Ry OIHOrO KBaJpaTy TOHKOI IUIIBKM 3aJIeKHTh HE BiJI PO3MIpIB KBajpary, a JIMIIE BiJ] MUTOMOIO OIOpPY i
TOBIIMHY. BennunHa R, HAa3WBa€ThCsS TOBEPXHEBHM OIOPOM IUTIBKM 1 BHPaXKAeThcs B omax Ha kmazapar [17]. Ls
BEJIMUMHA Ma€ BEJIMKE 3HAYCHHS 1 IIMPOKO BHUKOPHCTOBYETHCS ISl TOPIBHSHHS IUTIBOK, 30KpeMa IUTIBOK 3 OJHOTO

Marepiany, 0Ca/PKCHUX TIPH IIEHTHYHUX YMOBaX.

10°

graphit 2B B HB
Tun onisyis

H

2H

Pucynok 5. [ToBepxHeBuii omip miiBok rpadity
BUT'OTOBJICHUX 32 JIOTIOMOTOIO Pi3HUX OJMIBIIB.

10»4 1 1 1 1
graphit 2B B HB

Tun onieyie

PucyHok 6. 3aJie)XHICTh TUTOMOTO ONOPY IUIIBOK Tpadity

BiJl TBEPJOCTI OJIBIIiB

2H

Ha pucynky 5, mpuBeIcHO BUMIpSAHI 3HAYCHHS
ITOBEPXHEBOTO OMNOPY YOTHPHOX30HJOBUM METOJIOM JUIS
IDTIBOK TpadiTy BUTOTOBJICHUX OJIBIIMH Pi3HOI TBEPAOCTI.

3 pucyHka 5 BHIOHO, IO OMip IDIBOK 3pOCTa€ IPH
3pOCTaHHI TBEPJOCTI OJIBI[IB, IO TMOB’S3aHO 13 3POCTaHHAM
KUTBKOCTI JOMIIIKK TIWHH B TpadiTi, KA € TieTeKTPUKOM.
Bimomo, mo y MOMIKpUCTATIYHUX BYIJIEHEBUX MaTepiaiax
3arajJibHa MPOBIAHICTP BU3HAYAETHCS JBOMA CKJIAJOBHMHU:
CJICKTPOIPOBIHICTIO KPHUCTAIITIB (METAJICBOI0 3a CBOIM
THTIOM) i MPOBIIHICTIO amMopQHOro BYTJIEI[IO-
HAIIBOPOBIIHMKA i TOMY BOHA 3aJICKHUTh BiJl BMICTY JOMIIIKA
JUCIICKTPHKA.

SIkmio BioMa TOBIIMHA JOCHTIPKYBAaHUX TOHKHX IUTiBOK,
TO iX TTMUTOMHUIA OITIp JIETKO BU3HAYUTH 3 BHPaA3y:

p = dR,. 3)

Jie d- TOBIIMHA TOHKOT TUIIBKH.

BumiproBaHHs TOBIIMHHM ILTIBOK rpadiTy IPOBOIMIOCS 3
BUKOpHCTaHHSAM iHTeppepomerpa MUI-4 3a cranmapTHOIO
Metoaukoro. CepesHsl TOBIIMHA BCIX JOCHIIKYBAaHHX ILTIBOK
craHoBwiIa ~ 150 HM, OCKIJIbKM TOBIIMHA IUTIBOK OTPUMAaHHUX
TaKUM METOJIOM B OCHOBHOMY BH3HAUYa€ThCS IIOPOXOBATICTIO
MTOBEPXHI COJISTHOT ITiTKIIaIKH.

Ha pucynky 6 mpuBeAeHO 3HaU€HHS HMHTOMOTO OIIOpY
BCIX JOCTI[UKYBaHMX TOHKHMX IUTIBOK PO3PaxoOBaHOTO 3a
JIOTIOMOTOI0  CHiBBigHOMIEHHS (3) Ta 3HAYEHHS IHTOMOTO
OMopy CTCP)KHIB OJIBI[B 3a JOIOMOTrOI, SIKUX OyJu
BUT'OTOBJICHI JIOCIIJKYBaH] TOHKI TUTiBKH.

3 pucyHKa 6 BWJIHO, IO HApPHCOBaHI IUIIBKU Tpagiry
BOJIOZIIOTH BHIIMM HHTOMHM OIIOPOM HDK 00’€MHI 3pasku
(ctepkHi ONIBLIB), 3 SKWUX BOHM OyJM BUIOTOBJICHI, IO
00yMOBIIEHO pO3MipHHMH edeKkTamu. SIK TUIBKM TOBIIMHA
IUTiIBKH CTa€ CHIBMIPHOIO IO BEJNMYMHI 3 JOBKHWHOIO BIJIBHOTO
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npoOiry HOCITB 3apsiy, MEXI IUTIBKM HaKJIaal0Th TE€OMETPUYHE OOMEKEHHSI Ha PyX €JIEKTPOHIB IPOBIJHOCTI 1, OTKe, Ha 1X
e(eKTHBHY BEJIMYMHY JOBXHHH BUIBHOTO mpoOiry. ®i3uyHi edekTH, 10 BUHUKAIOTH 13-32 TAKOrO Ie€OMETPHYHOTO
OOMEXEHHSI JIOBXHMHM BUIBHOTO IIPOOIry, HA3MBalOTh €(EeKTaMH «IOBKHHH BUIBHOTO MpoOiry» abo «po3MipHHUMI»
e(eKTami.

VY IpOBiIHICTH IUTIBKM CTBOPIOIOTH BKJIAJ TUIBKH Ti €JIIEKTPOHH, SIKI PYXalOThCs Maike MapaienbHO ITOBEpPXHi,
BHACIIJIOK YOTO JOBXXHMHA 1X BUIFHOTO MPOOITY 3aNHIIAETHCS BEIHMYMHOIO TOPAIKY JOBXKHHH MPOOIry B 00’ €MHOMY
MaTepiami. EneKkTpoHu MpOBITHOCTI PO3CIIOIOTHCS B IUTIBIN HE TUTHKH ii MMOBEPXHSAMH 1 TPaTKOIO, ajie 1 TOMIIIKaMH, a
TaKoX OaraTbMa CTPYKTYPHUMH Ae(EeKTaMH, 0 30eperIncs.

I'pannmi 3eper y rpaditi Ta rpadiTonoaiOHNX MaTepianax CHIBHO BIUTUBAIOTH HAa (hi3WUHI BIACTHBOCTI Marepiaiy.
EnextpuuHe moie 3apsiiiB Ha MeXi 3epeH yTBOPIOE eHepreTudHi Oap’epu Ej sl pyxy HOCIiB 3apsay. Mix mumu
KPHCTJIITAMHU CTBOPIOIOTHCSI 00JIACTI TIEBHOIO TOBILUHOIO J, sIKi € 3011HEH] Ha OCHOBHI HOcIi 3apsay [19,20].

CymapHuii cTpyM 4epe3 MONIKPUCTATIYHUN MaTepian CKIaJa€ThCs K 3 MPOBIAHOCTI 3€PEH, TaK 1 MEXaHi3MOM
Nepexo 1y HOCITB 3apsy 3 OJJHOTO 3epHA B iHIIE, TOOTO MPOBIIHICTIO IPaHUIIb 3epeH. [IpOBIIHICTh 3epeH OaraTo Oibiia
3a MPOBIIHICTH TPAHUIIb 3€PEH 1 B MEPIIY YEpry 3aJeXKHUTh BiJl MUTOMOro onopy marepiany. OCKUIBKM B Hac CyMilll
MIPOBITHOTO 1 AIENEKTPUYHOTO MaTepialty, TO MPOBIIHICTh 3ePEH BU3HAYAETHCS o=eny. Uepes 1ie IpH JOCIiIKeHH] pyXy
HOCIIB 3apsiy y MOJIKPUCTAIIYHMX TOHKHMX IUTIBKaX B IEpIIy 4Yepry Tpeda po3riIsgaTé MpOBIIHICTH oOJacTeid Mix
KkpuctaiiTamMu. [IpoBinHICTE MONIKPUCTAIIYHUX TOHKHMX IUTIBOK G 3 BpaxXyBaHHSIM €HEPreTHMYHUX Oap’€piB Ha Mexi
3€peH, ONUCY€EThCS BUpazoM [21]:

Le*n eV,
N2am* kT kT

ne L — cepenniil po3mip KpuCTamiTiB; m* - e)eKTUBHA Maca HOCITB 3apsily; # — KOHIIEHTpallisi HOCIIB 3apsiay BCepeauHi
Kpucranita; eV, = E, — BucoTa 0ap’epa Ha rpaHHIli 3ePEH.

Ha puc. 7 300pakxeHO CIIEKTpH NPOITyCKAaHHS TOHKHX IUTIBOK IpadiTy U 1’ AThoX rpadiToBUX ILTIBOK, SIKi Oynn
BUTOTOBJICHI OJIIBISIMH Pi3HOT TBEPAOCTI.

3 pucyHka 6a4uMo, 110 3POCTaHHS TBEPAOCTI OJNIBL NPU3BOAUTE O 3POCTAHHS NPOIYCKaHHA ILTiBOK. Lle mMoxe
OyTH 0OYMOBIICHO 30LIBIICHHSAM BMICTy OKCHIHHX MaTepialliB B HAPHCOBAaHMX IUTIBKAaX (SKi MAlOTh BENHKY IIHPHHY
3a00pOHEHOI 30HH, a OTXKE 1 OLIBIIE MPOMyCKaHH: ), BHACIIIOK 3pOCTaHHS KLUTBKOCTI TOMIIIIKY TIIHHU B TpadiTi OLIbIIol
TBEPJIOCTI.

b (4)

20
15 - 2H
A A \_,//M‘
= ! L
=10+
5 W
0 1 1 1
400 600 800 1000
A, nm

Pucynok 7. CriekTpH MpoIyCKaHHs TOHKHX IUTiBOK TpadiTy, BATOTOBICHUX PI3HUMH ONiBISIMU

BUCHOBKH

1. Ortpumano TOHKI IUIiBKKM Tpadity merogoMm “OiiBelib-Ha-HAIIBIPOBIIHUKY Ta AOCIKEHO IX CTPYKTYpHI,
OIITHYHI Ta EJEKTPUYHI BIACTHBOCTI.

2. Tloka3aHo, 110 HapHUCOBaHI IUTIBKH rpadiTy BOJOJIIOTH BUIIMM MHUTOMHUM ONOPOM HDK 00’€MHI 3pa3ku (CTepikHI
OJIBIIIB) 3, IKMX BOHU OYJIM BUTOTOBJIEHI, II0 00YMOBJICHO PO3MIpHIMH eeKkTamu.

3. BcraHoBineHO, WO OIp IUIIBOK 3pOCTa€ MHPH 3POCTaHHI TBEPAOCTI BHKOPHCTAaHMX OJIBIIB, IO OOYyMOBIICHO
3POCTaHHSM KiTBKOCTI IOMIIIKH TJIIMHH B TPadiTi, KA € TieNEeKTPUKOM.

4. BcTaHOBIICHO, IO 3pOCTaHHS TBEPAOCTI OJIBLSA NPH3BOMUTH 10 3pOCTaHHS TNpomyckaHHsA. Lle Moxe Oyru
00yMOBJICHO 30UTBIICHHSM BMICTy OKCHIHHX MaTepialiB B HAPHCOBAHMX ILTIBKaX (SKi MAIOTh BEJIUKY HIHPHHY
3a00pOHEHOI 30HH, a OTXKE 1 OUIbIIe MPOITyCKAaHHS), BHACTIJOK 3POCTaHHS KiTBKOCTI JOMIMIKY TJIHHU B TpadiTi
O1TBIIIOT TBEPIOCTI.
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STRUCTURAL, ELECTRICAL AND OPTICAL PROPERTIES OF GRAPHITE FILMS ARE DRAWN WITH PENCILS
OF DIFFERENT HARDNESS
Serhii I. Kuryshchuk?, Taras T. Kovaliuk®®, Ivan P. Koziarskyi?, Mykhailo M. Solovan?
“Yuriy Fedkovych Chernivtsi National University, st. Kotsyubyns'kogo 2, 58012, Chernivtsi, Ukraine
bCharles University in Prague, Faculty of Mathematics and Physics, Ke Karlovu 5, 121 16 Prague 2, Czech Republic

The paper presents the results of studying the structural, optical and electrical properties of thin films of graphite depending on the
hardness of the rods (2H, H, HB, B and 2B) obtained by the "Pencil-on-semiconductor" method. Such studies are of great importance
for the further development of highly efficient devices based on heterojunctions for electronics and optoelectronics. Typical images
of the surface formed by reflected electrons (BSE) were obtained using a scanning electron microscope and shown at three
magnifications (100x, 500x and 1000x). Since the cores of the studied pencils consist of mixtures of clay and graphite, a more
detailed analysis of the elements that make up the cores was conducted. EDS analysis showed that the main components of the
studied rods are purified graphite powder, as well as O, Al and Si, which are part of kaolin whose formula is H4A2Si209, or Al2O3 *
28102 * 2H20 - the main component of ordinary clay. The elemental composition of the microvolume of the studied samples was also
determined. Regardless of the error that occurs when determining the composition of C and O (~ 12%), it can be argued that there is
still a regularity between the graphite content and the hardness of the pencil. That is, the higher the graphite content, the softer the
rod. The thickness of the graphite films was measured using the MII-4 interferometer according to the standard method. The average
thickness of all investigated films was ~ 150 nm since the thickness of the films obtained by this method is mainly determined by the
roughness of the surface of the salt substrate. Drawn graphite films have a higher resistivity than bulk samples (pencil rods) from
which they were made. The resistance of the films increases with an increase in the hardness of pencils, due to an increase in the
number of clay impurities in graphite, which is a dielectric. It was found that an increase in stick hardness leads to an increase in
transmission.

Keywords: "Pencil-on-semiconductor", graphite, conductivity, transmission, thin films.
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BIANCHI TYPE V TSALLIS HOLOGRAPHIC DARK ENERGY MODEL
WITH HYBRID EXPANSION LAWf
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A number of recent cosmological observations have provided increasing evidence that currently the universe is undergoing a phase of
accelerated expansion, the root cause of which is supposed to be due to an exotic component of the universe with large negative
pressure, dubbed dark energy. Out of the various candidates of dark energy proposed in the literature, the holographic dark energy
emerged from the Holographic Principle is drawing much attention in the research field. In this paper, we investigate a spatially
homogeneous and anisotropic Bianchi Type V space-time filled with non-interacting Tsallis holographic dark energy (THDE) with
Hubble horizon as the IR cutoff and pressureless cold dark matter within the framework of General Relativity. Exact solutions of the
Einstein field equations are obtained by considering the average scale factor a to be a combination of a power law and an exponential
law, the so called hybrid expansion law first proposed by Akarsu et al. (2014). We study the cosmological dynamics of various models
for different values of the non-additive parameter § that appeared in the Tsallis entropy and that for ¢ that appeared in the exponential
function of the hybrid expansion law. We find that our model exhibits present cosmological scenario.

Keywords: Tsallis Holographic Dark Energy, Bianchi Type V, Hybrid Expansion Law, Accelerated expansion

PACS: 98.80.jk, 04.20.jb

The powerful astrophysical observations such as Supernovae Type Ia [1-3], Cosmic Microwave Background [4, 5],
Large Scale Structure [6]etc. strongly indicate that the present rate of cosmic expansion is accelerating. As till late 1990’s
it was believed that the expansion of the universe is decelerating, so the results from the above experiments made the
cosmologists to think in a different way. The reason behind this mysterious acceleration is yet unknown, so universally it
is accepted that the universe is dominated by a strange kind of energy fluid, dubbed dark energy, which occupies nearly
68.3% of the total content of the universe. Till then the cosmologists are trying to find the true nature of dark energy as
well as the root cause of the observed cosmic acceleration. The simplest candidate which satisfies all the conditions for
accelerating the expansion rate of the universe and which acts opposite to gravity is the cosmological constant A that
Einstein introduced in his field equations. Theoretically, the cosmological constant is supposed to be A = 8mG p,,.. But
the calculated value of p,,. is much larger than the value of A determined from observations, and therefore due to its
non-evolving nature it faces the fine-tuning and cosmic coincidence problems and hence some alternative approaches
have been adopted. Since then, a number of dark energy candidates have been considered in the literature to explain the
late time acceleration of the universe. Among them quintessence [7], phantom [8], k-essence [9], tachyon [10], dilatonic
ghost condensate model [11], Chaplygin gas models [12], braneworld models [13] etc. are the most studied candidates of
dark energy.

Holographic dark energy model is another possible candidate which emerges from the famous holographic principle
proposed to explain the thermodynamics of black hole physics. According to the holographic principle the number of
degrees of freedom directly related to entropy of a physical system scales with the enclosing surface area of the system
rather than with its volume [14]. Fischler and Susskind [15] later extended this principle to the cosmological setting with
a new versionwhich states that the gravitational entropy within a closed surface should not be always larger than the
particle entropy that passes through the past light-cone of that surface. Later several researchers proposed different IR
cutoff which led to some new problems in physics. Tsallis and Cirto in 2013 put forwarded a new model of holographic
dark energy known as Tsallis Holographic dark energy (THDE) model by using Tsallis generalized entropy, Sg = yA°®,
where y is an unknown constant and § is a non-additive parameter [16]. Thus, the energy density of the Tsallis
holographic dark energy can be obtained as prypr = DL?~#, where D is an unknown parameter [17]. If the Hubble

horizon is used as the IR cutoff i.e. L = %, then the energy density of the THDE is obtained as prypg = DL™2*%. In

literature several researchers (Ghaffariet al. 2018 [18], Korunur 2019 [19], Sharma and Pradhan 2019 [20], Dubey ef al.
2020 [21], Liu 2021 [22], Mohammadi et al. 2021 [23], Pandey et al. 2022 [24], Kumar et al; 2022 [25]). have studied
different aspects of Tsallis Holographic dark energy.

In this paper, we study the spatially homogeneous and anisotropic Bianchi Type V space-time filled with non-
interacting Tsallis holographic dark energy (THDE) and cold dark matter. The paper is organized as follows: in
Sect. “METRIC AND FIELD EQUATIONS”, we derive the cosmic evolution equations from the Einstein field equations in
the background of Bianchi Type V line element. We solve the field equations in Sect. “COSMOLOGICAL SOLUTIONS
OF THE FILED EQUATIONS” by considering the hybrid expansion law proposed by Akarsu et al (2014) [26]. In

"Cite as: M.P. Das, and C.R. Mahanta, East Eur. J. Phys. 3, 97 (2022), https://doi.org/10.26565/2312-4334-2022-3-13
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Sect. “RESULTS AND DISCUSSION” we study cosmological dynamics of our model for§ = 1,1 < § < 2 and for
6§ = 2. Finally, we conclude the paper in Sect. “CONCLUSION” with a brief discussion.

METRIC AND FIELD EQUATIONS
We consider the spatially homogeneous and anisotropic Bianchi Type V space-time characterized by the line
element

ds? = —dt? + A%dx? + e?™(B%dy? + C%dz?) (1)

where 4, B, C are functions of cosmic time ¢ only and m is a constant.
We assume that the universe is filled with cold dark matter and non-interacting Tsallis holographic dark energy
(THDE) with energy-momentum tensors T;; and T;;resepectively

Tij = Pty (2)
Tij = (prupe + Prupe)Wily + gijPrupe (3)

where prypr and prypg are the energy density and the pressure of the THDE respectively.
Einstein’s field equations in natural units (87G = 1, ¢ = 1) are given by

1 —_—
Rij —59yR = —(T;; + Tij) “)
where R;; is the Ricci tensor, Ris the Ricci scalar andg;is the metric tensor.
The THDE density with Hubble horizon as the IR cutoff is
PTHDE = DH~20+4 (5)

where D is an unknown parameter.

For § = 1, the THDE density becomes the usual holographic dark energy density. For § = 2, prypg =constant, i.c.,
the dark energy behaves like cosmological constant.

Now, in comoving coordinate system the equations (4) with (2) and (3) for the metric (1) lead to the following
system of field equations:

B¢ BC m?

5T ¢ 5 Az~ “PrHDE 6)
5 é %_7:_22=_pTHDE @)
§+§+%_Tz_j=_pTHDE (8)
% i—i+%—%2=pm+pmg )
25-5-5=0 (10)

where an over dot denotes differentiation with respect to cosmic time t.
From equation (10), integrating and suppressing the constant of integration, we get

A% =BC (11)
The conservation of energy-momentum yields
Pm + Prupe + 3H(Pm + Prupe + Prape) =0 (12)
But the continuity equation for the cold dark matter is
Pm +3Hp, =0 (13)
And the continuity equation of the THDE is
Prupe + 3H(prupe + Prupe) = 0 (14)
The equation of state parameter for THDE is
WTHDE = LrHDE (15)

PTHDE
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Therefore, from (5), (14) and (15), we have

wTHDE = _1 - ( 26 + 4) 3H2 (16)
COSMOLOGICAL SOLUTIONS OF THE FILED EQUATIONS
From equations (6) - (9), we derive
B(t) = Myaexp (N [ a~3dt) 17)
C(t) = Myaexp (—N [ a~3dt) (18)

1
where M;, M, and N are relevant constants used in the derivation and a = (ABC)3 is the average scale factor.
In order to obtain a complete solution of the field equations, we consider the hybrid expansion law proposed by
Akarsu et al. (2014) [24] as

a(t) = a, (i)y ef%_l) (19)

where a,and ¢, are the present values of the scale factor and age of the universe respectively.

The value of y is in the range (0,1) and behavior of the universe at late time is determined by the value of €. In this
work we take y = 0.5 and investigate the behavior of the Tsallis holographic dark energy for different values of £.
Using (19) in (17) and (18), we get

B(t) =M, ( t3Ve to ) exp (NF(t)) (20)
3603
ct) =M, (kt”e to ) exp (—NF(t)) 21

3¢t
where F(t) = [(kt3Yeto)~1dt and k is a non zero constant.
Now, from (11) using (20) and (21), we get

1
3

3&t
A = (MM (Keveo ) 22)
RESULTS AND DISCUSSION
For the metric given in (1), the directional Hubble parameters are obtained as
A_(ry g
=d= () @)
B_(r %
E—(t+t)+NF(t) (24)
_ (v, £ '
= (; + 3) — NF'(t) 25)
Hence the mean Hubble parameter (H) is obtained as
1A B v,
H_3(A+B+C)_t+t0 (26)

The deceleration parameter and the jerk parameter are obtained as

__a _ _ vt
10 =2z = "1 G 27)
(2to—3§t-3yto)yt3
o= aH3 B (§t+rto)? (28)

From equation (27) and (28), it is obvious that the universe transitioned from decelerating to accelerating phase. The
scalar of expansion 8, the spatial volumeV, the shear scalar 62 and the anisotropy parameter 4,, for this model are
obtained as

0=30=3(*+%) (29)
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38t
3y, t
A 153 (HL_H)Z 2N? (kt ‘ 0)
m — 3 i=1 H2 - 3 £ 2
F+2)
Using (26) in (5) we get
3 v £ —26+4
Prupe =D (t + to)

Again using (26) in (13), we get
_ét
pm=C [t‘37’e ‘0]
where C is a constant of integration.

Hence, the total energy density and EoS parameter are

t

_§t
-3y, to Y & \-26+4
Clt e +D(t + to)

Q= Qp + Qrypg =

3(l;+%)2

_ _ yts
(I)THDE - 1 + ( 26 + 4’) 3(yf0+ff)2
Cosmology for 6 = 1:
For § = 1, the THDE density, total energy density and EoS parameter become

Prupe =D (% + i)2

to
t
C[t‘3ye fO]
D
Q= 3 + 2
3(F+ 5)
2yt
w =—-14+—"—
THDE 3(yto+ét)?

0
2 4 t6 8 10

Figure 1. The plot of THDE density vs. cosmic time t with D = 3,y = 0.5and § =1, 0.5, 0.1

(30

(€2))

(32)

(33)

34

(35)

(36)

(37

(38)

(39

The Figure 1 exhibits that the Tsallis holographic dark energy density decreases for any value of & while for smaller

value of ¢, the THDE density decreases rapidly.

From Figures 2 and 3, we observe that the holographic dark energy dominates the universe and approaches flat,
isotropic universe at late times for large value of &. For small value of £ (K 1), the dark energy dominates the universe

lately and the universe never reaches isotropic background.
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5 2
¢=1
=.5
4 1 g =1
3 0
40 80 120 160
Q WTHDE
1 2
0 100 200 t 300 400 3 ¢
Figure 2. The plot of total energy density vs. cosmic time t Figure 3. The plot of EoS parameter vs. cosmic time t
withD =3, =1,t, =138, y=05and ¢ =1, 0.5,0.1 with t, =13.8, y =0.5and ¢ =1, 0.5, 0.1

Cosmology for 1 < § < 2:

In this case the value of § lies between 1 and 2. We choose § = 1.3 and plot the graphs of the total energy density
Q versus the cosmic time t for £ = 12,14, 15 (Fig. 4).

From the graph, it is obvious that the total energy density approaches the present isotropic background for & = 14
and for smaller value of § it never approaches isotropic background. However, for relatively larger value of &, the total
energy density will tend to 1 not at present time but at late time.

Hence we draw the graph of THDE density and EoS parameter vs. cosmic time t for & = 14 (Fig. 5).

2 15
15
10
01 E PTHDE
5
5
0 20 060 80 100 0 10 20, 30 40 50

Figure 4. The plot of total energy density vs. cosmic time t with Figure 5. The plot of THDE density vs. cosmic time t with
D=3C=1t,=138,=13, y=05and ¢ =12,14,15 D=3C=1t,=138,6§=13, y=05and ¢ =14

Like the previous case (6§ = 1), here also THDE density decreases but it never tends to zero at late times (Fig. 6).

L 5 10 15

t

-2

Figure 6. The plot of EoS parameter vs. cosmic time t with t; = 13.8,§ = 1.3, y =.5and { = 14

From the above graph we see that the dark energy started to dominate the universe from the early era and behaves
like cosmological constant at late times.

Cosmology for § = 2 :
For § = 2, the Tsallis holographic dark energy becomes constant throughout the evolution, and the universe is highly
anisotropic at late time. The expression of THDE density, total energy density and EoS parameter for § = 2 are obtained as
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Prupe =D (40)
_ét
clt=3Ye to|+D
Q= 41
3(%+%)2 1)
wrypp = —1 (42)
From the Figure 7, it is clear that in this case the universe approaches flat and isotropic background for & = 14.
6
— f=5
— =10
4 — =1
Q
2
0 5 10 15 20 25

t
Figure 7. The plot of total energy density vs. cosmic time t with t, = 13.8,6 =2, y = 0.5and £ = 14,10,5

CONCLUSION

In this paper, we study a spatially homogeneous and anisotropic Bianchi Type V universe filled with cold dark
matter and non-interacting Tsallis holographic dark energy with Hubble horizon as the IR cutoff. Exact solutions of the
Einstein field equations are obtained by considering the hybrid expansion law proposed by Akarsu et al. (2014) [24]. We
study the cosmological dynamics of our model for § = 1,1 < § < 2 and 2. We find that

= For § = 1, the THDE density (usual holographic dark energy density) decreases for any value of ¢ and decreases
rapidly for relatively smaller value of &. Also, the universe approaches a flat and isotropic universe at late times for any
value of ¢ while the universe approaches dark energy dominated era lately for & « 1.

= For § = 1.3, the universe approaches present isotropic background for & = 14. At this value, the THDE dark
energy density decreases but does not tend to 0 at late times. Also, the dark energy dominates the universe from very
early era.

= For § = 2, the THDE density is constant throughout the evolution of the universe and the dark energy behaves
like cosmological constant. In this case also, the universe approaches isotropic background for ¢ = 14.
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T'OJOTrPA®IYHA MOJEJIb TEMHOI EHEPTTI BIAHYI TUITY V HAJLIICA
3 'BPUJHUM 3AKOHOM PO3HIUPEHHSA
Mamnamw Ilpartim lac, Yanapa Pexxa Maxanrta
Daxynemem mamemamuxu, Yuisepcumem I'ayxami, I'veaxami (Inois)

Kinpka OCTaHHIX KOCMOJOTIYHHX CIIOCTEPEKEHb HaJald Bce OUIbIIE JOKa3iB TOro, mI0 B JaHWH yac BcecBiT mepexwuBae ¢asy
MPUCKOPEHOT0 PO3LINPEHHS, HEPLIOIPHYMHOIO SKOTO, K MPUITYCKAIOTh, € eK30THYHUH KOMIIOHEHT BCecBiTy 3 BENMKMM HEraTHBHUM
THCKOM, SIKHH Ha3UBA€THCSl TEMHOIO SHEprielo. 3 pi3HUX KaHAWAATIB TEMHOI CHeprii, 3alpOOHOBAHUX Y JiTeparypi, ronorpadidna
TEeMHa EHEpris, sKa BUHMKJIA 3 ToJorpadidyHOro MpUHINITY, NPUBEPTAE BEIUKY yBary B Taly3i JOCHiIKEHb. Y I CTAaTTi MU
JIOCJTIJPKY€EMO TIPOCTOPOBO OJHOPIIHUIA Ta aHI30TPOITHUN NPOCTip-yac b’ sHki Tumy V, 3amoBHEHHIA HEB3a€MO/IIF0UOI0 roJorpadiyHoO0
temuoro eHeprieto [lammica (THDE) 3 ropuzontom Xa06ma sk Mexero iH)PadyepBOHOTO BUIIPOMIHIOBAHHS Ta XOJOIHOK TEMHOIO
Marepiero 6e3 THCKY B paMKax 3arajibHol Teopii BimHocHOCTi. OTpUMaHO TOYHI PO3B’s3KU PiBHAHB mojs EifHinTeliHa, po3risaanydn
cepenHiit MaciTaOHUIT KOC(DIIliEHT @ K KOMOIHAI[II0 CTEMIEHEBOrO Ta EKCIOHCHINIAILHOTO 3aKOHIB, TaK 3BAHOTO TiOPHIHOTO 3aKOHY
PO3IIUPEHHsI, BIEpIIE 3anporoHoBaHoro Akapey Ta iH. (2014). Mu BUBuUaEMO KOCMOJIOTIYHY THHAMIKY Pi3HUX MOZENE Ui pi3HHX
3HAa4eHb HEAJUTHBHOTO HapameTpa O, sSKuil 3’sBUBcA B eHTpomii Llammica, 1 ms & sxuii 3°sBUBCS B €KCIIOHCHUIANBHIN (yHKII
riOpUaHOTO 3aKOHY PO3IIMPEHHS. MU BUABWIIN, IO HAIIIA MOJENb IEMOHCTPYE MOTOYHUNA KOCMOJIOTIYHHHN CLIEHAPIH.
Kurouosi cioBa: ronorpagiuna Temna eneprist Lamrica, tun b’sHKi V, 3aK0H riGpUIHOTO PO3MIMPEHHS, IPUCKOPEHE PO3MINPEHHS
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In this present study, we model Eckart-Hellmann Potential (EHP) to interact in a quark-antiquark system. The solutions of the
Schrodinger equation are obtained with EHP using the Nikiforov-Uvarov method. The energy equation and normalized wave function
were obtained. The masses of the heavy mesons such as charmonium ( ¢¢ ) and bottomonium ( bb ) for different quantum numbers
were predicted using the energy equation. Also, the partition function was calculated from the energy equation, thereafter other thermal
properties such as mean energy, free energy, entropy, and specific heat capacity were obtained. The results obtained showed an
improvement when compared with the work of other researchers and excellently agreed with experimental data.

Keywords: Schrodinger equation; Nikiforov-Uvarov method; Eckart-Hellmann Potential; heavy mesons; Thermal properties

PACS: 12.39.Jh

The mass spectra (MS) of the heavy mesons (HMs) interactions can be well studied by the Schrodinger equation
(SE) [1--3]. In describing the interaction of the HMs, confining-type potentials are generally used, which is the Cornell
potential (CP) with two terms of Coulomb interaction and a confining term [4]. More so, in solving this equation with
any chosen potential, an analytical method is employed. Most of the analytical methods used are as follows, the Nikiforov-
Uvarov (NU) method [5-8], the Nikiforov-Uvarov Functional Analysis (NUFA) method [9,10], series expansion method
(SEM) [11,12], Laplace transformation method (LTM)[13],WKB approximation method [14,15] and so on[16]. The study
of MS with CP has gained remarkable interest and has attracted the attention of many scholars [17-20]. For instance,
Kumar et al.,[21] used the NUFA method to solve the SE with generalized Cornell potential. The result was used to
predict the MS of the HMs. Using, the vibrational method and supersymmetric quantum mechanics Vega and Flores, [22]
obtained the analytical solutions of the SE with CP. The eigenvalues were used to calculate the MS of the HMs. Also,
Mutuk [23] solved the SE with CP using a neural network approach. The bottomonium, charmonium, and bottom-charmed
spin-averaged spectra were calculated. Furthermore, Hassanabadi et al. [24], used the variational method to solve the SE
with CP. The eigenvalues were used to calculate the mesonic wave function.

In recent times, the study of MS of the HMs with exponential-type potentials has aroused the interest of scholars
[25, 26]. Potential models such as Yukawa potential [27], Varshni [28], screened Kratzer potential [29], Hulthen plus
Hellmann potential [30], and so on have been used in the prediction of the MS of the HMs. For instance, Purohit et al
[31] combined linear plus modified Yukawa potential to obtain the masses of the HMs through the solutions of the Klein-
Gordon equation. The SE for most of the potentials with spin addition cannot be solved analytically; hence, numerical
solutions such as Runge-Kutte approximation [32], Numerov matrix method [33], Fourier grid Hamiltonian method [34],
and so on [35] are employed. Also, adding spin enables one to determine other properties of the mesons like decay
properties and root mean square radii. However, we have considered our mesons as spinless particles for easiness
[1, 25, 36-38]. Furthermore, the thermal properties (TPs) of the HMs have been calculated recently [39-41].

The Eckart potential [42], is a potential model that has great significance in physics. Also, Hellmann potential [43],
has been widely utilized in physics [44]. Hence, Inyang et al [45], proposed the Eckart-Hellmann potential (EHP) model
through their combination to study selected diatomic molecules.

The combination of at least two potential models has a propensity to fit experimental data more than a single potential
[40], hence this study. This study aims to model EHP to fit in the Cornell potential, and to predict the mass spectra of the
heavy mesons through the solutions of the SE using the NU method.

The EHP takes the form [45],

—oq —oq —0q
Rje N Re _&_’_ Rie

Vig)= _l_e,m, (l—ewq )2 q q

, )

where R, R, R,,and R, are the strength of the potential, o is the screening parameter to be determined later and g is

inter-nuclear distance.

7 Cite as: E.P. Inyang, E.O. Obisung, E.S. William, and 1.B. Okon, East Eur. J. Phys. 3, 104 (2022), https://doi.org/10.26565/2312-4334-2022-3-14
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The exponential terms in Eq. (1) are expanded with the power series up to order three, so the potential can be used
to study quarkonia system. Equations (2), (3), and (4) are obtained.

—oq 32
e’ 1 g94 90, @)
q q 2 6
- I 1
¢ :———+ﬂ+..., 3)
- ogq 2 12
—0q 1 1 2 2
e —=— 2__+aq +... (4)
(l—e’“q) oq- 12 240
Putting Egs. (2), (3)and (4) into Eq. (1) we have
G, G.
V(q):——0+G1q+G2q2 +_§+G4» )
q q
where
G,=Soir R, G =T, TR
12 2 (6)
2 3
2=R10' _R30' ; 3=i12’ G4=&_£_O-R3
240 6 o 2 12
2. The solutions of the SE with EHP
The NU method is adopted with details found in Ref. [46]. The SE of the form is used [47]
d’U(q) | 2u l(l+1)
et (B, V@)~ 7 U(g)=0 ™

where /, is the angular momentum quantum number, g, is the reduced mass for the quark-antiquark particle, ¢ is the

inter-particle distance, and # is reduced plank constant.
Then, we substitute Eq. (5) into Eq. (7), the radial wave equation is obtained as

d* U QUE 2uG, 2uGq 2uGq 2uG, 2uG, I(+1
(Q)+[#,ﬂo HGq  2uGq 2uGy  2uG, (2)}U(q)=0.

+ 8
@2 h2 h2 q h2 hZ h2 qZ h2 ( )
Transformation of ¢ (in Eq. (8)) to w coordinates yields Eq.(9),
1
w= ;, q > 0. (9)
The second derivatives of Eq. (9) is given as,
d’u du a’u
; @) _ d(w)+w“ - o) (10)
q w w
Substituting Eqgs. (9) and (10) in Eq. (8) gives;
2uFE N 2uGyw  2uG,
2 2 2 22
¢ UW) 2wdU 11w R U =0. (in

aw’ whdw w'l 2uG, 2uGw 2uG,
_hzwz - n - 72 -

1(1+1)w2
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The approximation scheme (AS) on the terms is introduced by assuming that there is a characteristic radius 7, of the

. . . G, G, . . . 1
meson. The AS is achieved by the expansion of — and —i in a power series around 7, ; i.e. around 6 =—, up to the
w

w

second-order [48].
By setting y =w—0 and around y =0 we expand it in powers of series as;

-1
G_ G G :E[HZJ .

w - y+0 - sl14? 1) o
o
Equation (12) yields
2
ﬁ:Gl 3_3% 2_3
w o o 0
Similarly,

Also, stroking Eqgs. (13) and (14) into Eq. (11) gives:

2
d U(W)+2_WdU(W)+i -+ X,w—Xw | U(w)=0,
aw’ wooaw W ’ 1

where

[ 2uE_6uG 124G, 24G,| . _(24G,  6uG, 164G,
|\ w ws we? )T KRS mS

2uG, 6uG, 2uG
X, =[ h253] + h2542 + 2 iy, y=Il(1+1)

Linking Eq. (15) and Eq. (1) of Ref. [46], gives

F(w)=2w, o(w)=z2"
(W) =—¢+aw— Bw’

O', (w) =2w, a’ ’ w)=2

Plugging Eq. (17) into Eq. (11) of Ref. [46],

z(w) :i\/g—X0w+(X1 +h)w’ .

To determine k, in Eq. (18), the discriminant of the function (Eq. (19)) and Eq. (20) were obtained,

i

(12)

(13)

(14)

15)

(16)

a7

(18)

19)

(20)

1)

f o X, -4X¢
4e
Xw ¢
r(w)y=+| =——|.
( e e ]
For acceptable solution, the negative part of Eq. (20) is essential for bound state problems, upon differentiating we get.
' X,
7 (w)=—>"-2=2L.
2/e
By placing Egs. (17) and (20) into Eq. (6) of Ref. [46]
Xow  2e

(w) =2w———

NN

(22)
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Differentiating Eq. (22) gives,
' X
T (w=2--—-2 (23)
Je
Usingto Eq. (19) and Eq. (21) of Ref. [46], gives,
X, -4X X
2 =20 i€ _ Ao (24)
4e 20We
nX,
A =—=-n’—n (25)
Je

Equating Egs. (24) and (25), followed by the substitution of Egs. (6) and (16) yielded the energy eigenvalue equation of

the EHP

R, R R, R’ Ro’> Ryo’
”1:_0__1_R0R3+2 _u_}_i +£2 i_ 30
2 12 ) 12 2 o-| 240 6

2

2 2 3
27,21 &+R2—R3 N 62;12 _O'RO+R3O' + 126;2 Ro” Ro
K o o 12 2 n°o”\ 240 6

8u 2 2 2 3
n+l+ l+l + 22'u3 —GR°+R3U + ?#4 Ro _Ro +
2 2 ho 12 2 nro" | 240 6

The wave function, is obtained by putting Egs. (17) and (20) into Eq. (4) of Ref. [46]

2uR,
o’

@: g_XO J
¢ [MJZ bngw

Integration of Eq. (27) gives

2.1 Determination of the weight function
Upon differentiating the left-hand of Eq. (6) of Ref. [46] we have,

p W _r(w-c (w)
pOv) oW

The substitution of Egs. (17) and (22) into Eq. (29) and thereafter integrate, gave

Xy 2e

pw)y=w e

The substitution of Egs. (17) and(30) into Eq. (5) of Ref. [46] gave

26 X gn 2 X
y}l (W) = B"eW\/;Z\/; n e W\/;W \/Z
dw
The Rodrigues’ formula of the associated Laguerre polynomials is

X, 2¢ X 2¢ X,

= 2 1 = d" —F

Lf[—g ] =—emeyle _d - [e w2y J;J
W

w\/g n!

where B, = —.

(26)

27

(28)

(29)

(30)

(€2))

(32)
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Hence,

we

The substitution of Egs. (28) and (33) into Eq. (2) of Ref. [46], gives the wave function in terms of associated Laguerre
polynomials as

y,(w) =L [Z—EJ (33)

X e X ¢
w(w)=N,w e e (—J (34)

n W\/E

where N, is normalization constant, which can be obtained from

NACIEES (35)
Inserting (34) into (35) with w=1/r gives
2
N,f,r pXo/NE g 2ler [ e (2@ )} dr=1 (36)
0

By using the transformation x = 2Jer we obtained the well-known standard integral of the Laguerre polynomials

]V2 & _—X & ’
e e
(2Ve)

The solution of the standard integral [49] is given as

r o/ g [ Lf"/*/; (x)} 2a’x = F(

0

n+XO/\/E+1)

[(n+1)

(3%

Comparing Egs. (38) and (37) we obtained the normalization factor such that the total wave function of the mesons
can be written in closed form as

Xo/Ne+
2e r(n+1
W (7’): ( ) ( )rXO/Z\/;e*\/;rLfl(o/\/; (2\/;’,) (39)
T (n+X, /e +1)
Special cases
1. When we set R, =R, =0 Eq. (26) reduces to HP energy
2
2u 3uR,c> 16uR .0’
Ro? Ro' #| g BRI s
E, = ——— - (40)
25 o 8u 1 1 uR,c®  uR,c’
n+—+, || S|
2 2 h's no

2. When we set R, = R, =0 Eq. (26) Echart potential energy

2uR, _uoR,  pRo’
2 2 2 T hp2g2 23
_g,-R R _oR Ro n o’ 215> 40W’5 )
2 12 46 400 8u 1 1 ; 2 uoR, 6uRo® 2uR,
- + +
61’5 4A0K*St  Ho’

E

nl

3. When we set R, =R, =R, =0 =0, Eq. (26) reduces to Coulomb potential energy
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R 2
= — (42)
2
21 (n+1+1)
The result of Eq. (42) is the same as reported by Ref. [31] in Eq. (36).
3. Thermal Properties of the SE with EHP
To obtain the TPs of the heavy mesons, we first calculate the partition function.
Equation 26 can be written in the form
w B |
E,=PR- : (43)
Su 7] (n + 49)
where,
2 2 2 3
9:l+ l+l N 2u _0'R0+R30' N 6u | Ro™ Ro 2,uR (44)
2 2 el 12 2 ot 240 6 | #o?
R R _oR R, o | 6|Rs Ro
P=—"——- +— 45
T2 RS2 "2 )P w0 e )
R R, R’ ’ Ro’
p=2#% |+ fﬂz ok Ror ) Top) Ko Ro (46)
ilo 'S 12 2 h°o° | 240 6
3.1 Partition function Z(f5)
The partition function (PF) takes the form [39],
2=t “7)
n=0

1 . . . o
where, £ = X7 K is the Boltzmann constant, 7 is the absolute temperature, 7 is the principal quantum number, and A4

is the maximum quantum number.
Replacing Eq. (43) into Eq. (47) gives

2(p)=3e Al

In the classical limit, at high temperature 7 , the summation is replaced by an integral,

M|ﬂ+j

Z<ﬂ>=ﬁ; " dp

where,
n+0=p
M 1= P]
B hZF)ZZ
1 8u
Integrating Eq. (49) gives the PF as,
Mp N 3
pe " _N iy N erfi MA
Z(,B):eM‘ﬂ P < p<A+6
JN.B

The imaginary error function erfi(y) is given as [40],

(43)

(49)

(50)

(51
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erfi(y) = @ - % j’o o dt. (52)

Other TPs can be obtained as follows:
3.2 Mean energy U(f)
0
Up)=——mZ(p), 53
02 Y V2)) (53)

3.3 Free energy F(f3)
F(B)=—KTnZ() 9
3.4 Entropy S(f)

S(B) =Kan(,B)—Kﬂ%InZ(,B) (55)
3.5 Speecific heat capacity C(/f)
ouU , U
e05)) =37 -Kp 0B (56)

4. Results and discussion
The prediction of the MS of the HMs is carried out using the relation [50,51]

M =2m+E, (57)
where m is quarkonium mass and £, is energy eigenvalues.
Plugging Eq. (26) into Eq. (57) gives,
2 2 3
M =2m +&—&—ROR3 +2 _ok, + Rio +£2 ko _Ro
2 12 ) 12 2 o° | 240 6
2
2 2 3
27,21 &+Rz R |+ ?,uz _OR, . Ro N 126,u3 Ro” R (58)
n’ nio /o) 12 2 h'67 | 240 6

8u ? R, Ro’ Ro® Ro'| 2uR
n+l+ l+l +22’u3 9% A9 +Eﬂ4 LA L flzl
2 2 ho 12 2 h o\ 240 6 no
The reduced mass is defined as £ = % . For bottomonium and charmonium, the numerical values of these masses are

m, = 4.823 GeV' and m_, = 1.209 Gel’ , and the corresponding reduced mass is £, = 2.4115GeV and p =0.6045 GeV

correspondingly [52]. The potential parameters were also calculated by fitting with experimental data. Experimental data
are taken from [53].

We observed that the results obtained from the prediction of mass spectra of charmonium and bottomonium for
different quantum states are in agreement with experimental data and are seen to be improved when compared with other
theoretical predictions with different analytical methods from literature as shown in Tables 1 and 2.

Table 1. Mass spectra of charmonium in (GeV)
m,=1.209 GeV, 1= 0.6045 GeV, R, = 89960.89 GeV, R, = 0.230 GeV,R, =-8.995999582 x 10°GeV,
R, =0.5014478276 GeV, 0=0.01,06 = 1.7 GeV, h = 1

State Present work AIM [21] LTM [17] SEM [15] Experiment [53]
1S 3.096 3.096 3.0963 3.095922 3.096
28 3.686 3.686 3.5681 3.685893 3.686
1P 3.255 3.214 3.5687 - 3.525
2P 3.779 3.773 3.5687 3.756506 3.773
3S 4.040 4.275 4.0400 4.322881 4.040
48 4.269 4.865 4.5119 4.989406 4.263
1D 3.504 3412 4.0407 - 3.770

2D 4.146 - - - 4.159
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Table 2: Mass spectra of bottomonium in (GeV)
m, =4.823 GeV,u= 2.4115 GeV, R, = 1.805186081x10° GeV, R, = 3.084 GeV,

R, =-1.805170402 x 10°GeV,R, = 0.5014694079 GeV, o = 0.01,6 = 1.70 GeV,hi= 1

State Present work AIM [21] LTM [17] SEM [15] Experiment [53]
1S 9.460 9.460 9.745 9515194 9.460
28 10.023 10.023 10.023 10.01801 10.023
1P 9.619 9.492 10.025 - 9.899
2P 10.114 10.038 10.303 10.09446 10.260
38 10.355 10.585 10.302 10.44142 10.355
48 10.567 11.148 10.580 10.85777 10.580
1D 9.864 9.551 10.303 - 10.164

In Fig. 1, we plotted the MS against the principal quantum number (PQN) for different values of angular quantum
number. It was noticed that the MS first increases as the PQN increases and the latter tends to converge towards a point.
The plots of the TPs are shown in Figs. (2-6). The partition function (PF) is plotted against temperature (/) at various

values of maximum quantum number (A ) of 10 and 20. It was observed that the PF increases linearly as the £ is

increased. Figure 3 depict the variation of free energy (FE) with temperature at different values of A . The FE increase at
the beginning at the same rate as the temperature increases and then decreases and converge at a point when the FE is
equal to 1. The plot of internal energy (IE) with temperature is shown in Fig 4. The IE is seen to increase exponentially
at A =10and when A =20 no increment was noticed. In Fig 5, the entropy is plotted against temperature. It was observed
that the entropy increases with an increase in temperature for both values of 4 . In Fig. 6, the plot of specific heat capacity
with temperature is shown. A decrease is noticed when the temperature increases for different values of 4 .
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Figure 1. Variation of mass spectra with a principal quantum
number for different angular quantum number
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Figure 3. Variation of free energy with temperature for
different values of A

Figure 2. Variation of partition function with temperature for
different values of A4
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Figure 4. Variation of internal energy with temperature for
different values of A4
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Figure 5. Variation of entropy with temperature for different Figure 6. Variation of specific heart capacity with temperature

values of 4 for different values of A

5. CONCLUSION
In this present study, the solutions of the SE were obtained with EHP using the NU method. The energy equation

and normalized wave function were obtained. The energy spectrum was used to predict the MS of the HMs. Also, the PF

was

calculated from the energy equation, thereafter other TPs were obtained. The results obtained showed an

improvement when compared with the work of other researchers and excellently agreed with experimental data.
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HEPEJATHUBICTCHKE JOCJIIKEHHSI MAC-CHEKTPIB I TEILIOBUX BJJACTUBOCTEN KBAPKOHIEBO{
CHUCTEMMI 3 HOTEHLUIAJIOM EKAPTA-TEJIbBMAHA
Erino IL. Inbsiur?, Epdionr O. Odicynr?, Exai C. Binbam®, ITyen B. Oxon®
“@izuunui paxyromem, Hayionanonuii eioxpumuii yrnieepcumem Hizepii, /[ocabi-A6yooca, Hieepis
bIpyna meopemuunoi ¢isuxu, Qizsuunuii paxyromem, Yuieepcumem Kanabapa, PMB 1115, Karabap, Hizepis

I'pyna meopemuunoi ¢izuxu, @izuunuii paxyremem, Yunisepcumem Yiio, Hicepis

ADizyunuii paxyromem, Yuicepcumem Kanabapa, PMB 1115, Kanabap, Hizepia
VY npomy nocnikeHHi Mu Moaeroemo norteHnian Exapra-I'enemana (EHP) nist B3aemonii B cuctemi KBapK-aHTUKBapK. Po3B'sizku
piBusiHas lpeninrepa orpumani 3 ETTI meromom Hikidoposa-YBapoBa. OTprMaHO PIiBHSHHS €HEprii Ta HOPMOBAaHY XBHIIBOBY

yHkuio. Macu BaXKUX ME30HIB, TAKUX SK 4apMoHiil (cC ) i 6orrowil (b ), nis pisHUX KBaHTOBHMX uucen OyiM nependaveHi 3a
JIOTIOMOTOI0 piBHSHHS eHeprii. KpiM Toro, po3nozineua ¢yHKis Oyia po3paxoBaHa 3 piBHAHHS €HEPTii, MicIs 9oro OyiIu OTpUMaHi
IHIII TETUIOBI BIACTHMBOCTI, TaKi SIK CEpelHsl €Hepris, BiIbHA SHEpris, CHTPOMis Ta IMUTOMA TEINIOEMHICTh. OTpUMaHi pe3yibTaTH
TIO0KAa3aJIM MOKPAICHHS MOPIiBHAHO 3 pOOOTaMHU iHIINX JOCITITHHUKIB 1 9yJIOBO Y3TOJDKYBAIUCS 3 €KCIIEPUMEHTAIEHIME JaHUMIL.
Koarouosi cnoBa: piBusuus Ilpeninrepa; meron Hikipopoa-YBaposa; noreHuian Ekapra-I'enpMana; BaKki ME30HH; TEIUIOBI
BJIACTUBOCTI





