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The article provides a description of steps which were made to make comparison between numerically simulated and measured dose
rates in Izotop gamma-irradiation facility (Budapest, Hungary) Numerical simulation was carried out with the help of software toolkit
GEANT4. Dose measurement were made by ethanol-chlorobenzene (ECB) dosimeters. The comparison shows a good agreement
between simulated and measured values. Worst accuracy was 17.08%.
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Radiation treatment are widely used for decision of big number of tasks which are important for the human life:
« sterilisation of medical goods and devices [1];
* food hygienization [2];
* flue gas purification from gaseous pollutants [3];
*» sewage and sludge clean up [4];
» wire and plastic treatment [5];
» cultural heritage disinfestation, preservation and conservation [6];
*» and many others.

Measurement of absorbed doses and dose rates is an important and indispensable task in radiation processing
operations. The absorbed dose and dose rates are the main criteria for assessing the degree of radiation processing of
materials [7].

This article provides a sequence of actions which were made to compare the numerically simulated and measured
dose rates values.

DESCRIPTION OF THE NUMERICAL SIMULATION
In the course of this work, we used software toolkit GEANT4, a toolkit for the simulation of the passage of particles
through matter. Its areas of application include high energy, nuclear and accelerator physics, as well as studies in medical
and space science [8—10].
To use GEANT4 the following aspects should be defined:
— the geometry of the system;
— the materials involved;
— the fundamental particles of interest;
— the physical processes of interest;
— the generation of primary events;
— the response of sensitive detector components.

The geometry of the system
The geometry of the systems involves the dimensions of the objects and their location. The geometry of the system

consists of the following items

— the maze and building of the gamma facilities;

— the ®°Co sources;

— the cover of the gamma sources;

— other constructional elements;

— dosimeters;

— conveyor system (if exists).
The above-mentioned items are shown on Fig. 1,2,3.

7 Cite as: V. Morgunov, 1. Madar, S. Lytovchenko, V. Chyshkala, and B. Mazilin, East Eur. J. Phys. 2, 118 (2022), https://doi.org/10.26565/2312-4334-
2022-2-15.
© V. Morgunov, 1. Madar, S. Lytovchenko, V. Chyshkala, B. Mazilin, 2022


https://doi.org/10.26565/2312-4334-2022-2-15
https://portal.issn.org/resource/issn/2312-4334
https://periodicals.karazin.ua/eejp/index
https://orcid.org/0000-0002-8681-1941
https://orcid.org/0000-0002-3292-5468
https://orcid.org/0000-0002-8634-4212
https://orcid.org/0000-0003-1576-0590

119
Comparison of Numerically Simulated and Measured Dose Rates... EEJP. 2 (2022)

Figure 1. Building of gamma facility, Izotop (Budapest, Hungary)

Figure 2. Gamma sources

Figure 3. Array of dosimeters and cover of gamma sources

All geometrical objects are made as “.stl” files and were imported into simulations. Total view of facility geometry
in simulation is given on Fig. 4.

Figure 4. Total view of facility geometry in the simulation
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The materials involved
The following materials are involved into the simulation:
— concrete;
— stainless steel;
— water (materials of doisemters);
— air.
These materials are standards ones and their composition can be found GEANT4 table of materials.

The fundamental particles of interest

According to the physical laws during gamma irradiation following elementary particles take part:

— gamma rays;

— X rays;

— electrons;

— positrons;

— anti-neutrinos.

Anti-neutrinos are not included into simulation because these particles can pass through the matter without any

collisions with the matter.

The physical processes of interest
Seven major categories of processes are provided by GEANT4:
. electromagnetic;
. hadronic;
. decay;
. photolepton-hadron;
. optical,
. parameterization;
. transportation.
In the simulation, the 1st, 3d and 7th processes were chosen.
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The generation of primary events

Generation of initial gamma rays are generated from ®Co isotropically (i.e. uniformly in all orientations) and along
gamma sources (so-called "pencil"). Built-in GEANT4 General Particle Source (GPS) class is used for this purpose.

Data concerning activity of the gamma sources can be read from .csv file (one of the Excel formats).

Developed code arrange these gamma sources properly (See Fig. 2).

Also, the decay of gamma sources are taken into the account in the simulation.

The response of sensitive detector components

To record and output data from simulations, a process called "scoring", must be implemented, specifying what
should be measured and where.

In the simulation array of dosimeters were used as shown on Fig. 3. The array of dosimeters consists of 49
dosimeters. All values of absorbed dose is referenced to the water.

SHORT DESCRIPTION OF GAMMA IRRADIATION FACILITY

The gamma-facility has following characteristics and parameters [11]. The y-irradiation facility (Institute Izotop Co,
Budapest, Hungary) is a ®Co facility of SLL-01 type. The maximum amount of activity which can be loaded into the
facility is 120 kCi.

The Co-60 gamma irradiator is a Category IV facility. It normally contains 20 Co-60 source capsules (so called
torpedoes) each of them can be loaded with 4 °Co sources (type CoS-43 HH) of diameter 11 mm, height 451 mm, or
other sources of the same size.

The Co-60 sources are stored in an underground water pool when not in use. The inner lining of the pool is made of
5-mm thick stainless steel. In storage position the radiation sources are kept (in fully shielded condition) in the source-
cage. In this case there is 4.2-m water over the upper level of the sources, which gives adequate radiation protection in
the direction of the irradiation chamber.

In order to reach the irradiation, position the torpedoes must be lifted from the storage position to the irradiation
position. The sources in the cage are cylindrically arranged on a pitch-circle of 280-mm diameter.

The design of the tubes holding the sources allows after-loading of the sources. The torpedoes in the cage can be
lifted up to irradiation position from the storage position by a hoist mechanism. In the irradiation position the symmetry
level of the sources is 80 cm over the floor of the irradiation room.

The size of the irradiation chamber is 4 x 4 x 4 m; it is surrounded by walls made of 1.7 m normal concrete. Safe
entrance to the irradiation chamber is ensured by a shielded maze with several turnings (breaks). The entrance door of the
maze is made of steel. Access of personnel and transport of products are controlled by safety rules and technology to
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prevent accidental exposure of personnel or visitors. The irradiation process can be monitored from the control desk in
the control room adjacent to the irradiation chamber. The irradiator is operated fully automatically, controlled by an
electronic control unit. Irradiation during daytime-operation is performed in the presence of operators by manual or
automatic control.

The radiation sources can be lifted to the irradiation position as required by the experimental or pilot-plant radiation
treatment. The number of sources appropriate for the program can be manually chosen; the time required for irradiation can
automatically be ensured. The goods, to be irradiated, can be placed either in the cylinder of 215-mm dia located in the middle
of the cage irradiation position (inner irradiation field), or around the source-cage in the irradiation room (outer irradiation field).

Figure S. Co-60 Gamma Irradiation Chamber

The distance of the horizontal plane of symmetry of the sources from the floor is 80 cm. This height makes it possible
for regular pilot-scale radiation treatment of products placed in 40 x 60 x 75-cm boxes and also at larger distances from
the sources. The radiation treatment of various products placed in aluminium containers (80 x 60 x 130 cm) of 0.5 m?
volume can be carried out as well. In the space near the cage radiation treatment can be performed in small size e.g.
40 x 40 x 35-cm boxes (see the Fig 5).

The high dose intensity space within the cage can be regularly used for the radiation treatment of max. 9 litre samples
(2 1180%360). Owing to the relatively large volume of the irradiation chamber, up to 1.6 m height of the useful radiation
field, products can be irradiated at very wide dose rates.

The irradiator is equipped with devices for water purification and exhaust air filters. The goods to be irradiated -
before and after treatment - are transported into and out of the irradiation chamber through the maze manually or with the
help of carriages made for this purpose.

RESULTS OF CALCULATION AND COMPARISON WITH ABSORBED DOSE MEASUREMENTS IN SITU

The dose measurements were performed by the ECB dosimeters according to “Practice for use of the ethanol-
chlorobenzene dosimetry system” [12].

The dosimetry system at Institute of Izotop can be described as follows [11]. The ethanol-chlorobenzene dosimeter
uses the hydrochloric acid formation. Dose range: 0.1 kGy — 1 MGy. The ethanol-chlorobenzene dosimeter (ECB) has
got wide-spread application in gamma radiation processing and at (linear) electron accelerators. Its reliable performance
was proved in a number of international and bilateral intercomparison programs, including the IAEA and several National
Institutes of Standards. The method is in routine use in more than twenty countries.

The basic radiation chemical process, used for dosimetry, is the formation of HC1 upon irradiation. Its concentration
is a linear function of the dose absorbed in the solution in a wide dose range of 0.1 —100 kGy. At higher doses the reactions
become more complicated.

The absorbed dose is determined by measuring the concentration of HCI(cHCl) formed during irradiation.
Oscillometric titration is the most frequently used method. The irradiated dosimeter can be re-evaluated many times [13,14].

Calculations were performed on personal computer equipped with AMD Ryzen™9 3900xt (24 threads, 12 cores)
processor, 48 GB RAM.

Amount of simulated events was 10°. Calculation time was approximately about 72 hours. The results of absorbed
dose rate measurement in situ, numerical calculations, and their comparison is given in the Tables 1, 2, 3 for distance 570,
820, 1700 mm from the center of y-sources respectively.
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CONCLUSION

The complex geometry of the Izotop irradiation facility was input into simulation. All proper physical processes and
particles were included into the simulation and the numerical simulations were carry out.

The calculations were carried out for 109 events. Approximately time of calculations were 72 h. Comparison
between measured and simulated results were done (Tables 1, 2, 3).

The accuracy of simulated results in comparison with measured ones is in the range 0.16 — 17.08 %. The accuracy
can be improved by the increasing of the simulated events what will demands the using of the high-performance cluster
(HPO).
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MNOPIBHSIHHS MIK 3MOJIEJIbBAHUMHA TA BUMIPSAHUMU NNOTYXXKHACTOMMH 103
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VY craTTi HaBEICHO ONMUC KPOKIB, SIKi OyITH 3p00JIeH] IS TOPiBHAHHS MK YUCEIHHO 3MOICIIbOBAHUMH Ta BUMIPSHIMH TIOTYK OCTSIMU
no3u Ha ramma-o0’exTi [3otonm (Bymamemr, Yropmmna) UmcensHe MOIENIOBAaHHS IMPOBOAMIOCS 32 JOIMOMOTOK0 IMPOTPAMHOTO
inctpymenrapito GEANT4. BumiproBanHs no3u npoBogwin cuctemoro po3umerpiB ECB. TlopiBHSHHS IOKa3ye XOpoIIry
BIJITOBIJIHICTE MiX 3MOZIETbOBAaHUMH Ta BUMipsSTHUMH 3HadeHHAMU. Haiiripma tounicts Oyma 17,08%.

KirouoBi ciioBa: noriuHyTa /1033, MOTYXKHICTB J03H, YACelbHE MojeaoBants, ECB.



124
EAsT EUROPEAN JOURNAL OF PHysIcs. 2. 124-132 (2022)
DOI:10.26565/2312-4334-2022-2-16 ISSN 2312-4334

INTERACTION OF NOVEL MONOMETHINE CYANINE DYES WITH PROTEINS
IN NATIVE AND AMYLOID STATES'

Olga Zhytniakivska**,"” Uliana Tarabara?, "~ Atanas Kurutos®*, \“ Kateryna Vus?,

Valeriya Trusova?, *“ Galyna Gorbenko?
“Department of Medical Physics and Biomedical Nanotechnologies, V.N. Karazin Kharkiv National University
4 Svobody Sq., Kharkiv, 61022, Ukraine
bInstitute of Organic Chemistry with Centre of Phytochemistry, Bulgarian Academy of Sciences
Acad. G. Bonchev str., bl. 9, 1113, Sofia, Bulgaria
“Department of Pharmaceutical and Applied Organic Chemistry, Faculty of Chemistry and Pharmacy
Sofia University St. Kliment Ohridski, 1 blv. J. Bourchier, Sofia, 1164, Bulgaria
*Corresponding Author: olga.zhytniakivska@karazin.ua
Received May 1, 2022; revised May 11, 2022; accepted May 18, 2022

Molecular interactions between novel monomethine cyanine dyes and non-fibrillar and fibrillar proteins were characterized using the
fluorescence spectroscopy and molecular docking techniques. To this end, the fluorescence spectral properties of the dyes have been
explored in buffer solution and in the presence of insulin and lysozyme in the native and amyloid states. It was observed that
association of monomethines with the native and fibrillar proteins was accompanied with a significant enhancement of the
fluorophore fluorescence, being more pronounced in the presence of aggregated insulin and lysozyme. The quantitative information
about the dye-protein binding was obtained through approximating the experimental dependencies of the fluorescence intensity
increase vs protein concentration by the Langmuir model. Analysis of the spectral properties and the binding characteristics of
monomethines in the presence of fibrillar insulin and lysozyme showed that the introduction of chloro- and fluorine-substituents to
the oxazole yellow derivatives, as well as the long aliphatic substitution on the nitrogen atom of the benzazole chromophore of YO-
dyes had a negative impact on the dye amyloid specificity. Molecular docking studies showed that monomethines tend to form the
most stable complexes with the B-chain residues Val 17, Leul7, Ala 14, Phel, Gln 4 and Leu 6 and the A-chain residue Leu 13, Tyr
14, Glu 17 of non-fibrillar insulin and interact with the deep cleft of native lysozyme lined with hydrophobic (I1e98, Ile 58), polar
(Thr108, Thr 62, Thr 63) and negatively charged (Asp101, Asp 107) residues. The wet surface groove GInl5_Glul7 and groove G2-
L4/S8-W10 were found as the most energetically favorable binding sites for the examined monomethine dyes in the presence of
insulin and lysozyme fibrils, respectively.

Keywords: Monomethine cyanine dyes; insulin; lysozyme; amyloid fibrils; molecular docking.

PACS: 87.14.C++c, 87.16.Dg

The monomethine cyanine dye oxazole yellow (YO) and its derivatives have continuously attracted tremendous
interest in a variety of biomedical applications: i) as effective fluorescent probes for the DNA detection [1-5], sizing,
purification of DNA fragments [6] and visualization of a single DNA molecules using fluorescent microscopy [7, 8]; ii)
as selective indicators for the internal loop of the bacterial A-site RNA [9]; iii) for the production of the nanohybrid
fluorescent materials based on the self-assembling the DNA wrapped carbon nanotubes and YO dyes [10]; iv) for
monitoring the bacteriophage T5 capsid permeability for small molecules [11] and for detection and characterization of
the MS2 bacteriophage [12]; v) for synthesis a dsDNA-sensitive fluorescent oxazole yellow-peptide bioconjugates [13];
vi) for detection of amyloid protein aggregates [14,15], to name only a few. These research activities are driven by the
advantageous photophysical properties of YO derivatives, namely: 1) high molar extinction coefficients; ii) high
quantum yield and a strong fluorescent enhancement in the presence of specific biomolecules; iii) an ability to switch
from a “dark state” to a fluorescent state in the presence of a restrictive environment such as base-pairs of double
stranded DNA or amyloid fibril beta-sheet core; iv) feasible conjugation with various biological targets. To exemplify,
oxazole yellow and its derivatives are virtually non-fluorescent in buffer solution but form stable intercalating
complexes with double-stranded DNA, enhancing their fluorescence more than 1000 times [1-6]. Besides, a
homodimeric derivative of oxazole yellow, YOYO-1, appeared to be especially useful for the detection of amyloid
fibrils exhibiting about 200-fold emission enhancement upon binding to the AP(1-42) amyloid aggregates and a
characteristic absorption shift originated from a self-stacking to non-stacking transition in its homodimer [14]. Notably,
Cavuslar and Unal demonstrated a possibility of utilization of YO derivatives as fluorescent hybrid nanomaterials due
to their light-up behavior when they interact with carbon nanotubes and DNA wrapped carbon nanotubes [10].

In the present study, the fluorescence spectroscopy and molecular docking techniques were used to explore the
interaction of the novel monomethine cyanine oxazole yellow derivatives (Figure 1) with proteins in the native and
amyloid states. To this end, the fluorescence spectral properties of YO-dyes were studied in the presence of native (non-
fibrilar) and fibrilar insulin or lysozyme. More specifically, our aim was two-fold: i) to perform comparative analysis of

" Cite as: O. Zhytniakivska, U. Tarabara, A. Kurutos, K. Vus, V. Trusova, and G. Gorbenko, East Eur. J. Phys. 2, 124 (2022),
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the spectral behaviour and binding parameters of the cyanine dyes in the non-fibrilar and fibrilar proteins; ii) to
determine potential binding sites for the novel dyes in the nonaggregated and fibrilar insulin and lysozyme.

a. CLYO 2 F-YO
- t+)\/% )\/%
Cl-YO-Bu
Cl, CIl-YO-Et
=z N —
7

YO-Pent

%
Figure 1. Structural formulas of monomethine cyanine dyes

EXPERIMENTAL SECTION
Materials
Bovine insulin (Ins), egg yolk lysozyme (Lz) and thioflavin T (ThT) were purchased from Sigma, USA. The
monomethine cyanine dyes were kindly provided by Prof. Todor Deligeorgiev (Faculty of Chemistry, University of
Sofia, Bulgaria). All other reagents were of analytical grade and used without the further purification. The structural
formulas of the employed fluorescent dyes are shown in Fig. 1.

Preparation of working solutions

Stock solutions of the monomethine cyanines were prepared immediately before the fluorescence measurements
by dissolving the dyes in dimethyl sulfoxide. The ThT stock solution was prepared in 5 mM sodium phosphate buffer,
pH 7.4. The concentrations of cyanine dyes and ThT were determined spectrophotometrically using their molar
absorptivities 72600 M cm™!, 60300 M™! cm™, 64000 M! cm™!, 90500 M cm'!, 90400 M! em™ and 36000 M-'cm™! for
CI-YO, F-YO, CI-YO-Et, Cl-YO-Bu, YO-Pent and ThT, respectively [12]. Working solutions of monomethines were
prepared by dilution of the dye stock solutions in the sodium phosphate buffer, pH 7.4.

The insulin and lysozyme stock solutions (10 mg/ml) were prepared by dissolving the protein in 10 mM glycine
buffer (pH 2.0). These solutions were used as references for non-aggregated proteins. Hereafter, the non-fibrillar
insulin and lysozyme forms are designated as InsN and LzN, respectively. To prepare the insulin amyloid fibrils, this
solution was subjected to constant agitation on the orbital shaker at 37 °C. Amyloid fibrils of lysozyme were obtained
by the protein incubation in 10 mM glycine buffer at pH 2 and 60 °C for 14 days. The nature of the protein aggregates
was confirmed by ThT assay and the transmission electron microscopy (data not shown). Hereafter, the fibrillar insulin
and lysozyme are designated as InsF and LzF, respectively. The working solutions of proteins were prepared by
dissolving a stock solution of the non-fibrillar or fibrillar insulin or lysozyme in 5 mM sodium phosphate
buffer (pH 7.4).

Fluorescence measurements
Steady-state fluorescence spectra were recorded with LS-55 spectrofluorimeter (Perkin Elmer, UK) at 20 C using
10 mm path-length quartz cuvettes. Emission spectra were carried out in 5 mM sodium phosphate buffer (pH 7.4) and in
the presence of non-fibrillar or fibrillar proteins with excitation wavelengths of 460 nm. The excitation and emission slit
widths were set at 10 nm.

Binding model
Quantitative characteristics of the dye-protein binding were determined in terms of the Langmuir adsorption
model by analyzing protein-induced changes in the probe fluorescence intensity at the wavelengths, corresponding to
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emission maxima for each dye [16]. Briefly, approximation of the experimental dependencies A/ (fluorescence intensity
increase) on Cp (total protein concentration) by Eq. 1 allowed us to determine the dye-protein binding parameters —
association constant (K,), binding stoichiometry ( 72 ) and molar fluorescence («), characterizing the difference between

molar fluorescence of the bound and free dye:

Al = 0.5a[Zy +nCp + 1/K, — [ (Zo + nCp + 1/K,)? — AnCpZy|

M

where Z,, is the total probe concentration.

Molecular docking studies

To define the most energetically favorable binding sites for the examined dyes on the non-fibrillar and firbrillar
proteins, the molecular docking studies were performed using the AutoDock (version 4.2) incorporated in the PyRx
software (version 0.8) [17]. The chromophore structures were built in MarvinSketch (version 18.10.0) and optimized in
Avogadro (version 1.1.0) [18,19]. Crystal structures of hen egg white lysozyme (PDB ID: 3A8Z) and bovine insulin
(PDB ID: 2ZP6) were taken from the Protein Data Bank. Lysozyme fibril was built from the K-peptide, GILQINSRW
(residues 54—62 of the wild-type protein), using CreateFibril tool as described previously [20]. The model of the human
insulin fibril was obtained from http://people.mbi.ucla.edu/sawaya/jmol/fibrilmodels/. The selected docking poses were

visualized with the UCSF Chimera software (version 1.14) [21].
RESULTS AND DISCUSSION
To explore the interaction of the novel monomethine cyanine dye with proteins in globular and amyloid states, at

the first step of the study the fluorescence spectral properties of these dyes were studied in the unbound state and in the
presence of native and fibrillar insulin and lysozyme. Figure 2 represents typical fluorescence spectra recorded upon

titration of cyanine dyes with proteins.
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Figure 2. Typical emission spectra of Cl-YO-Bu recorded upon the dye fluorimetric titration with InsF (A), InsN(B), LzF (C) and
LzN (D). Dye concentrations were 0.1 uM (A, B) and 0.4 pM (C, D), respectively.

The spectral characteristics of cyanine dyes in the presence of the non-fibrillar and fibrillar proteins were
evaluated and summarized in Table 1. As seen in Table 1, all examined cyanine dyes exhibit a weak fluorescence in the
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buffer solution with the emission maxima centered in the range 510-513 nm depending on the dye chemical structure.
The addition of the non-fibrillar insulin resulted in a ~ 10 nm hypsochromic shift of the emission maxima of
monomethines, along with a slight fluorescence intensity increase. Elevating concentrations of the native lysozyme
resulted in a more pronounced change of the cyanine emission coupled with a slight (3-5 nm) shift of the emission
maxima to the lower wavelengths. Such behavior may be a consequence of a higher affinity of these dyes for lysozyme
protein monomers in comparison with insulin. As shown in Table 1, the spectral response of the cyanines to the fibrillar
proteins lies in a strong increase of the dye fluorescence (/) as opposed to that in buffer (/, ) and in the presence of

nonfibrillar protein (/,), with a magnitude of the fluorescence intensity increase being more pronounced in the

presence of the insulin amyloid fibrils. The fluorescence maxima of the monomethines are shifted by approximately
3-6 nm (depending on the dye chemical structure) towards shorter wavelengths compared to those observed in the non-
aggregated proteins. These effects can be explained by a fluorophore transfer into a less polar and motionally restricted
protein environment. Moreover, the emission spectra for all monomethine dyes bound to the lysozyme fibrils were red
shifted for 5-9 nm (depending on dye structure) in comparison with those in the presence of the fibrillar insulin. The
above finding most probably indicates that the cyanine dyes bind to more polar binding sites in the lysozyme amyloid
fibrils than that on the insulin fibrils. Notably, the sensitivity of the dye spectral properties to the changes in the protein
environment was previously reported for Michler’s hydrol blue and Nile red [22,23].

Table 1. Spectral characteristics of the monomethine cyanine dyes in buffer and in the presence of native and fibrillar proteins

Free dye InsN InsF ADF  LaN LzF ADF
A, I, Ao 1, A I, A 1, A, 1 ;
Cl-Yyo 513 343 502 69.2 501 300.6 6.7 509 142.7 506 366.4 3.71
CI-YO-Bu 511 31.9 506 474 501 258.1 6.3 505 167.1 507 473.9 5.5
Cl-YO-Et 513 344 502 347 499 220.9 54 509 105.9 507 215.2 2.2
F-YO 511 19.6 501 27.8 499 198.1 8.4 511 64.1 508 114.8 2.5
YO-Pent 510 537 502 63.0 500 354.3 53 508 94.1 506 327.6 3.47

/1% (nm)- the lowest energy maximum of the excitation spectra; /,, [, , and / — fluorescence intensity of the dyes in buffer

and in the presence of nonfibrillar and fibrillar proteins, respectively. Nonfibrillar and fibrillar insulin concentrations were 1.2
uM. Native and fibrilar lysozyme concentrations were 44 uM.

To determine the specificity of the examined cyanines to amyloid fibrils, the fluorescence spectral data were
processed to the amyloid detection factor (ADF) characterizing the ability of a dye to selectively detect the fibrillar state
over its native structure relative to the background fluorescence of the dye in buffer [24,25]:

ADF =L " )

It appeared that all dyes under study in the presence of the fibrillar insulin and lysozyme are characterized by the
positive ADF values testifying to the higher sensitivity of monomethines to the fibrillar protein aggregates compared to
the non-aggregated state. The ADF values for the fibrilar insulin were found to rise in the order YO-Pent — CI-YO-
Et — CI-YO-Bu — CI-YO — F-YO, indicating the increase of insulin amyloid selectivity from Yo-Pent to F-Yo dyes.
It is worth noting that the long aliphatic substitution on the nitrogen atom of the benzazole chromophore reduces the
amyloid specificity of the monomethines (Cl-YO-Et, Cl-YO-Bu, YO-Pent compared to CI-YO, F-YO). Thus, the steric
hindrances may result in the decrement of the number of available protein binding sites for CI-YO-Et, CI-YO-Bu and
YO-Pent, which possess the bulky alkyl substitutions. Besides, in the presence of lysozyme fibrils the amyloid
specificity was found to decrease in the following row Cl-YO-Bu — CI-YO — YO-Pent — F-YO — CI-YO-Et.
Remarkably, ADF values appeared to be significantly higher in the presence of insulin amyloid fibrils in comparison
with lysozyme, suggesting a sensitivity of the examined monomethine cyanines to the fibril morphology.

Next, to derive the quantitative parameters of the dye-protein binding, the experimental dependencies of the
measured fluorescence intensity increase (41) vs protein concentration (Cp) (Figure 3) were approximated by the Langmuir
adsorption model Eq. 1. The quantitative analysis of the dependencies A41(Cp) allowed us to estimate the parameters of the
monomethine complexation with native and fibrillar proteins — association constant ( X, ), binding stoichiometry ( # ) and

the difference between the molar fluorescence of the bound and free dye (a) (Table 2).



128

EEJP. 2 (2022) Olga Zhytniakivska, Uliana Tarabara, et al
A B
120 YO-Pent 40 .
100 LYO-Pent
YO- 30
g0 CI-YO-Bu |
o =
< - CIl-YO-Et « ——
— B = 204 - -Et
4 2 =
y F-YO 2 Cl-YO
40 : F-YO
104 » g Cl-YO-Bu
204 Cl-YO
0 . . . 0 I . ‘ .
0.0 0.4 0.8 12 0.0 0.4 0.8 1.2 1.6
InsF concentration, pM InsN concentration, pM
C D
500 100
400 80 CIl-YO-Bu
5 300 5 60
=t & r Cl-YO
- - , YO-Pent
<« <
200 401 Cl-YO-Et
- F-YO
100 204 &
012 0 S N —
0 0 10 20 30 40 50 60 70 80

LzF concentration, uM

LzN concentration, pM

Figure 3. The isotherms of the cyanine dyes binding to InsF (A), InsN(B), LzF (C) and LzN (D). Dye concentrations were 0.1

uM (A,

B) and 0.4 uM (C, D), respectively.

The results presented in Table 2 indicate that monomethine dyes possess relatively high association constant in the
presence of nonfibrillar and fibrillar proteins. Besides, the K, values for the examined dyes were ~ 2-30 times higher

for the native proteins in comparison with the fibrillar insulin and lysozyme, whereas the values of the molar
fluorescence (a) were higher in the presence of the amyloid fibrils. All above findings show that despite the positive
ADF values, the dyes under study readily associate also with the monomeric (native) proteins.

Table 2. Binding characteristics of cyanine dyes in the presence of the non-aggregated and fibrillar proteins

InsN InsF LzN LzF
Dye Ka-103, 0103, Ka-103, 0104,  Ka-103, S Ka-103, 01073,
pM! pM?' M pM! pM! M pM! pM!
Cl-YO 32.36 0.68 4.54 1.92 0.29 25.52 44.92 1.31 85.54 10.77 0.99 0.59
Cl-YO-Bu 57.69 0.73 2.54 29.15 0.62 5.40 35.88 1.05 175.35 15.8 1.0 2.15
CI-YO-Et 19.66 0.98 5.57 10.33 0.59 8.32 58.26 1.02 102.46 5.32 0.98 2.05
F-YO 72.25 1.00 1.07 14.85 0.57 4.50 77.7 1.01 73.04 63.03 1.03 0.17
YO-Pent 47.39 1.02 4.39 34.28 0.62 432 107.42 0.79 83.81 21.85 1.01 1.25

It should also be noted that despite the observed positive ADF values of the cyanine dyes under study, their
amyloid specificity is significantly lower in comparison with other amyloid markers [24-28]. In particular the estimated
ADF values for the previously reported trimethine cyanine dyes [24] and phenyleneethynylene-based dyes [25] were
about twice as large as those calculated in the present work. Moreover, the enhancement of the fluorescence intensity
(ratio /. / ;) in the presence of amyloid fibrils for the all dyes under investigation didn’t exceed 10, while for some
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cyanine dyes [24, 26], benzanthrone derivatives [27] and B-ketoenoles [28] binding preferences were significantly
higher (values of 7,/ ratios were more than 50). Specifically, the binding of a homodimeric derivative of oxazole

yellow YOYO to amyloid fibrils was found to be accompanied by a 200-fold emission enhancement [14]. Therefore,
the following correlation between the dye structural properties and their amyloid sensing potential can be suggested:

1) The introduction of chloro- (Cl-YO-Et, CI-YO-Bu, CI-YO) and fluorine-substitutients (F-YO) to the oxazole
yellow derivatives had a negative impact on the dye amyloid specificity. It should be noted in this respect that
in contrast, the chloro-substituent at YOYO structure resulted in a significant increase of the dye affinity for
DNA and RNA relative to the parent compounds YOYO [4].

2) The long aliphatic substituents on the nitrogen atom of the benzazole chromophore can be responsible for a
reduction of the monomethine binding to amyloid fibrils (Cl-YO-Et, CI-YO-Bu, YO-Pent compared to CI-YO,
F-YO)

To identify the monomethine-protein binding sites, as well as the nature of the interactions involved in the dye—
protein complexation in the non-fibrillized proteins and amyloid fibrils, we used the molecular docking technique.
The possible binding sites of the dyes under study within the native (Figure 4 panels A, B) and fibrillar (Figure 4,
panel E) insulin were identified using the AutoDock tools. All monomethines under study tend to form the most
stable complexes with the B-chain residues (Val 17, Leul7, Ala 14, Phel, Gln 4 and Leu 6) and the residues Leu 13,
Tyr 14, Glu 17 of the A-chain of insulin. The protein-ligand interaction profiler PLIP (https://plip-tool.biotec.tu-
dresden.de/plip-web/plip/index) was used to further characterize the nature of the dye-protein interactions [29]. The
binding of the investigated cyanines is governed predominantly by hydrophobic interactions between the dye
molecule and the insulin residues Val 17, Leul7, Ala 14, Gln 4 and Leu 6, Leu 13, Tyr 14, Glu 17 (gray dashed lines
on the panels C and D, Figure 4). Moreover, it was found that all examined dyes tend to form zm-stacking contacts
between benzene ring and Phel residue of the B-chain of the non-fibrilar insulin (green dashed line on the panel D,
Figure 1). The docking results with the fibrilar insulin showed that the wet surface groove GInl5_ Glul7 provides the
most energetically favorable binding site for all examined monomethine dyes with the binding affinity for the docked
poses equal to -6.05 kcal/mol (Cl-YO), -6,09 kcal/mol (CI-YO-Bu), -5.72 kcal/mol (F-YO), -5,95 kcal/mol (CI-YO-
Et) and -5,48 kcal/mol (YO-pent).

A B

Figure 4. Schematic representation of the energetically most favourable dye complexes with the non-fibrillized and fibrillar
insulin, obtained using the AutoDock (panels A, B and E) and the protein-ligand interaction profiler PLIP (panels C and D). The
panels A and C represent Cl-YO interactions with non-aggregated insulin. Shown in the panels B and D is association of YO-Pent
with the B-chain and the A-chain residues of the non-fibrillized protein. The panel E represents the binding of Oxazole yellow
derivatives (Cl-YO — green, Cl-YO-Bu — purple,Cl-YO-Et — blue, F-YO — yellow,YO-Pent — red) to the fibrillar insulin.



130
EEJP. 2 (2022) Olga Zhytniakivska, Uliana Tarabara, et al

Figure 5. Schematic representation of the energetically most favourable dye complexes with the native and fibrillar lysozyme,
obtained using the AutoDock (panels A, B and E) and the protein—ligand interaction profiler PLIP (panels C and D). The
panels A and C represent CI-YO-Et interactions with native lysozyme. Shown in the panels B and D is association of YO-Pent
with the deep cleft of native lysozyme. The panel E represents the binding of monomethines (CI-YO — brown, CI-YO-Bu —
purple, CI-YO-Et — blue, F-YO — yellow, YO-Pent — red) to the groove G2-L4/S8-W10 of the lysozyme fibril.

The novel monomethine dyes interact with the deep cleft of native lysozyme lined with both hydrophobic (1198,
Ile 58), polar (Thr108, Thr 62 and Thr 63 residues) and negatively (Aspl01, Asp 107) charged residues (Figure 5,
panels A-D). Similarly to the non-fibrillar insulin, the results obtained using PLIP serve indicate that the dye-lysozyme
association is predominantly driven by the hydrophobic dye—protein interactions (dashed grey lines on the panel C and
D, Figure 5). Moreover, the docking studies predict that there is a n-stacking interaction between the benzene ring of the
dye with Trp 62. The role of the n-stacking interactions in the dye-lysozyme complexation was previously reported also
for Azo dyes [30]. Figure 5 D represents that monometines under study are prone to form the energetically most
favourable dye complexes with the groove G2-L4/S8-W10 of the lysozyme fibril. Similarly, classical amyloid marker

Thioflavin T preferentially interacted with the grooves, containing aromatic residues [31].

CONCLUSIONS

To summarize, the present study was focused on the investigation of the interactions between the novel
monomethine cynine dyes and proteins in the non-aggregated and fibrillar states. Using the fluorescence spectroscopy
technique it was found, that the oxazole yellow derivatives are readily associate with both non-fibrillar and fibrillar
insulin or lysozyme with the magnitude of the dye-protein complexation being higher for the fibrillar proteins. The
comparison of the fluorescence responses and the binding parameters in the presence of the fibrillar insulin and
lysozyme led us to hypothesize, that novel monomethine dyes are sensitive to the fibril morphology. It was found that
the introduction of chloro- and fluorine-substitutients to the oxazole yellow derivatives, as well as the long aliphatic
substituents on the nitrogen atom of the benzazole chromophore of YO-dyes had a negative impact on the dye amyloid
specificity. Based on the molecular docking modeling, it was found that the dye—protein hydrophobic and n-stacking
interactions are supposed to have the predominant influence on the association of monomethines with proteins in the
non-aggregated and fibrilar states. Overall, the obtained results can be useful for the development and optimization of
fluorescent probes for amyloid fibril detection.
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3Kageopa papmayeemuunoi ma npuxiadnoi opaaniunoi ximii, @axyromem ximii ma gpapmayii,
Codghiticoxuii ynisepcumem imeni Ce. Knumenma Oxpuocwvkoeo, 1164, Coghin, boneapis,

3a JOMOMOTOI0 METOIIB (PIyOPECHEHTHOI CHEKTPOCKOIIi Ta MOJIEKYJSPHOTO JOKIHTY MPOBEICHO IOCIIIKCHHS MOJCKYJISIPHUX
MeXaHi3MIB B3a€MO/Ii1 M’k HOBUMH MOHOMETHHOBHMH L[IaHIHOBIMH 30HAaMH 1 HeQiOpmsipHuME Ta (iOpmsipHIME OikaMu. 3 miero
METOI0, OyJIM JOCHiKEeHI ()IIyOpeceHTHI CHEeKTPAIbHI BIACTHBOCTI 30HAIB B Oydepi Ta B MPUCYTHOCTI iHCYNiHY Ta JII30LUMY B
HAaTHBHOMY Ta aMUIOITHOMY cTaHaxX. BcTaHOBIEHO, IO acowiamis MOHOMETHHIB 3 HediOpwsIpHHMH Ta (QiOpHISIpHUMH OinKamu



132
EEJP. 2 (2022) Olga Zhytniakivska, Uliana Tarabara, et al

CYIPOBOKYETBCS 3HAYHUM 3POCTAHHSIM IHTEHCHBHOCTI (yopecieHiii OapBHUKIB, sike Oyio Oiibll BHPaXEHHM Y MPUCYTHOCTI
arperoBaHoro iHcyminy Ta Jizorumy. Lnsxom ampokcumariii eKClepUMEHTAIbHUX 3aJeKHOCTEH 30UIbLICHHS IHTEHCHBHOCTI
¢dnyopecuentii  ¢ayopodopy Binx KkoHuentpauii Oigka Mojaenwmo Jlenrmiopa Oyjio OTpHMaHO KibKiCHY iH(OpPMALO 070
3B'SI3yBaHHA 30HMIB 3 OiMKamMu. AHaI3 CIEKTPalTbHUX BIACTUBOCTEH 1 OTPUMaHHMX MapaMETpiB 3B'A3yBaHHS MOHOMETHHIB 3
(hiOpUIIPHUM 1HCYJIHOM Ta JI30IMMOM II0Ka3aB, IO XJIOP- i (TOP-3aMiCHUKH B CTPYKTYpPi HMOXITHHX OKCa30JI0BOTO YKOBTOTO, a
TaKOX JIOBTi amidaTWyHi rpynu Ha aToMi a30Ty OeH3a3070BOro (parmMeHTy YO-0apBHHKIB HETaTHBHO BIUIMBAIOTH HAa aMiJOIIHY
crien(ivHicTh OAPBHHKIB. 3 BHKOPHCTAHHSM MOJICKYJISIPHOTO JOKIHTY ITOKa3aHO, [0 MOHOMETHHH MAaIOTh TEHJCHIIIO YTBOPIOBATH
HaiOLIbII cTabIbHI KOMIUIeKCH 13 3anmumikamu Val 17, Leul7, Ala 14, Phel, Gln 4 i Leu 6 B-nanmora i 3anumikamu Leu 13, Tyr 14,
Glu 17 A-nanmora HeiOpmisipHOTO iHCYNIHY Ta 3 Tiapodoouumu (11e98, Ile 58), monspunmu (Thr108, Thr 62, Thr 63) i HeratueHO
sapsypkenuMu (Aspl01, Asp 107) aMiHOKHMCIOTHUMHM 3ajIMIIKAaMHA HATUBHOTO Ji3orumy. [Tokasano, mo oio00ku ¢(idbpwi, 1o
yTBOpeHi aminokucnotHumu 3aiuiikamu GInl5 Glul7 B ¢dibpunspromy incymini ta G2-L4/S8-W10 B ¢ibpunax mizouumy €
HaOLTBII €HePTeTHYHO BUT1IHUMHA CaiTaMu 3B’ sI3yBaHHS JJIs1 MOHOMETHHOBHX 30HIIB.

KurouoBi ciioBa: MOHOMETHHOBI LiaHIHOBI 30HIH, 1HCYIiH, JII301UM, MOJEKYJISIPHUI JOKIHT
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During the last decades growing attention has been paid to ascertaining the factors responsible for the toxic potential of particular protein
aggregates, amyloid fibrils, whose formation is associated with a range of human pathologies, including the neurodegenerative diseases,
systemic amyloidosis, type II diabetes, etc. Despite significant progress in elucidating the mechanisms of cytotoxic action of amyloid
fibrils, the role of fibril-protein interactions in determining the amyloid toxicity remains poorly understood. In view of this, in the present
study the molecular docking techniques has been employed to investigate the interactions between the insulin amyloid fibrils (InsF) and
three biologically important multifunctional proteins, viz. serum albumin, lysozyme and insulin in their native globular state. Using the
ClusPro, HDOCK, PatchDock and COCOMAPS web servers, along with BIOVIA Discovery Studio software, the structural
characteristics of fibril-protein complexes such as the number of interacting amino acid residues, the amount of residues at fibril and
protein interfaces, the contributions of various kinds of interactions, buried area upon the complex formation, etc. It was found that
i) hydrophilic-hydrophilic and hydrophilic-hydrophobic interactions play dominating role in the formation of fibril-protein complexes;
ii) there is no significant differences between the investigated proteins in the number of fibrillar interacting residues; iii) the dominating
hydrogen bond forming residues are represented by glutamine and asparagine in fibrillar insulin, lysine in serum albumin and arginine in
lysozyme; iv) polar buried area exceeds the nonpolar one upon the protein complexation with the insulin fibrils. The molecular docking
evidence for the localization of phosphonium fluorescent dye TDV at the fibril-protein interface was obtained.

Key words: insulin amyloid fibrils; serum albumin; lysozyme; fibril-protein complex; phosphonium probe.

PACS: 87.14.C++c, 87.16.Dg

Over the past decades biomedical research has been revolutionized by the emergence of powerful computational
methods among which one of the most widespread is the molecular docking technique allowing to gain atomic-level
insights into the mechanisms of various types of biomolecular interactions and high-throughput drug screening [1].
Prediction of three-dimensional structure of the complexes formed by biological macromolecules is a key to better
understanding of their functioning. This is a multidimensional optimization problem that is practically unsolvable in an
exact way because of complex energy landscapes with many local minima. A multitude of energy functions and
optimization algorithms have been developed and the quality of molecular docking predictions is continuously improving
[2, 3]. One area where molecular docking tool has found numerous applications concerns exploring the protein-protein
interactions (PPIs). The interactions of this kind are involved in a wide variety of fundamental biological processes, such as
signal transduction [4], cell growth, differentiation and apoptosis [5, 6], protein synthesis and transport [7], DNA
replication and RNA transcription, host-pathogen interactions [8], immune response [9], the assembly of cellular
components, regulation of enzymatic activity, etc. Cell functioning is controlled by a complex PPI network termed
“Interactome” [10], and up to 200,000 PPIs are thought to be involved in the human interactome [11]. Moreover, the
aberrant PPIs are associated with a number of human pathologies and are regarded as potential drug targets for a broad
range of therapeutic areas, such as cancer therapy [12], infectious diseases [13], heart failure [14], inflammation and
oxidative stress [15], neurological disorders [16], etc. A special class of PPIs involves protein self-association into amyloid
fibrils, the ordered aggregates with a core B-sheet structure. Amyloid transformation of about 50 disease-specific proteins
and accumulation of fibrillar aggregates in various organs and tissues are associated with multiple human disorders,
including type-II diabetes [17], cancer [18], neurodegenerative diseases [19], systemic amyloidosis, etc. For instance,
extracellular amyloid beta plaques and intra-cellular Tau tangles are formed in Alzheimer’s disease, a-synuclein positive
Lewy bodies are found in Parkinson’s disease and human islet polypeptide deposits are characteristic of type 2 diabetes
[20]. Accumulating evidence lends support to hypothesis that multiple species formed along the aggregation pathway
(oligomers, protofibrils and polymorphs of mature fibrils), can coherently account for amyloid-induced cellular
dysfunction [21]. The suggested mechanisms of amyloid cytotoxicity lie in disruption of plasma and intracellular cell
membranes [22-25], suppression of proteasomal degradation [25], impairment of of mitochondrial function [26],
generation of reactive oxygen species [27] and sequestration of other proteins [23]. It appeared that amyloid fibrils can
interact with endogenous proteins, as was demonstrated, in particular, for Ap peptide and human serum albumin [28]. The
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amyloid-related aspects of PPIs encompass a range of issues: i) protein self-assembly into amyloid fibrils [20];
ii) inhibition of amyloid growth by proteinaceous compounds [29]; iii) amyloid cross-seeding aggregation [30];
iv) interaction of oligomers and fibrils with endogenous proteins. The last aspect has been addressed in our previous work
focused on investigating the complexation of the insulin amyloid fibrils (InsF) with one of three globular proteins, viz.
serum albumin (SA) lysozyme (Lz) and insulin (Ins) using the fluorescent phosphonium probe TDV. To create a basis for
a more comprehensive interpretation of the obtained fluorescence data, the aim of the present study was to elucidate the
atomistic details of the interactions between InsF and SA/Lz/Ins utilizing the molecular docking approach.

METHODS

To predict the most favorable modes of interactions between the insulin amyloid fibrils and proteins, the molecular
docking studies were conducted using the ClusPro (https:/cluspro.bu.edu/login.php) [31,32] and HDOCK
(http://hdock.phys.hust.edu.cn/) web servers [33, 34]. The ClusPro was developed to perform the rigid body docking using a
Fast Fourier Transform correlation approach. The docking procedure involves filtering the generated complexes according to
their desolvation and electrostatic energies, followed by clustering the retained structures with lowest energy and energy
minimization for a limited number of structures. A distinguishing feature of ClusPro lies in the scoring of docking solutions
on a basis of the cluster size rather than the energy values. This approach assumes that the energy range of the lowest energy
docked complexes is comparable to the error in the energy calculation so that further discrimination between the docking
structures becomes impossible [31]. The HDOCK implements an FFT-based hierarchical algorithm of rigid-body docking
through mapping the receptor and ligand molecules onto grids and global sampling of the possible binding modes with an
improved shape complementarity scoring method in which one molecule is fixed, while the second one adopts evenly
distributed orientations in rotational Euler space and translational space within a grid. The resulting docking solutions are
ranked according to their binding energy and clustered [33]. The PatchDock algorithm involves a geometry-based shape
complementarity principles and consists of three main steps: 1) molecular shape segmentation into concave, convex and flat
patches; ii) surface patch matching and iii) filtering and ranking of the docking positions through their evaluation by geometric
shape complementarity fit and atomic desolvation energy scoring function [35]. The web server COCOMAPS
(bioCOmplexes COntact MAPS) was used to analyze the properties of interfacial region in the fibril-protein complexes
(https://www.molnac.unisa.it/BioTools/cocomaps/) by setting a distance cut-off of 5 A. In the COCOMAPS analyses two
residues are considered to be in contact if they present at least two heavy atoms separated by a distance <5 A. The TDV
structure was built in MarvinSketch (version 18.10.0) and the dye geometry was further optimized in Avogadro (version
1.1.0). The dye was docked with the complexes of 50-monomer fragment of insulin fibril model provided by M. Sawaya
(http://people.mbi.ucla.edu/sawaya/jmol/fibrilmodels/) with one of three proteins, viz. bovine serum albumin (PDB code
415s), hen egg white lysozyme (PDB code laki) and bovine insulin (PDB code 2zp6, chains A, B). The selected docking
poses were visualized with the UCSF Chimera software (version 1.14) and analyzed with BIOVIA Discovery Studio
Visualizer, v21.1.0.20298, San Diego: Dassault Systemes; 2021.

RESULTS AND DISCUSSION
As illustrated in Fig. 1, both employed docking tools, ClusPro and HDOCK, provide evidence for the ability of
fibrillar insulin to form complexes with serum albumin (Fig.1, A, D), lysozyme (Fig.1, B, E) and insulin (Fig.1, C, F).
The analysis of the selected highest-score docking structures in the web application COCOMAPS revealed the
following main tendencies (Table 1): i) the number of interacting residues of fibrillar insulin is comparable for the
examined proteins despite the differences in their size, amino acid sequence and physicochemical properties, while the
number of interacting residues in protein seems to reflect these differences; ii) the lysozyme-fibril complexes are
distinguished by the highest numbers of hydrophilic-hydrophobic and hydrophilic-hydrophilic interactions; iii) the number
of hydrophobic-hydrophobic contacts is significantly lower than the number of hydrophilic ones, following the order: SA >
Ins > Lz; iv) the size of total interface area is greatest for the complex InsF-SA and is comparable for the complexes
InsF-Lz and InsF-Ins; v) the fraction of interface area in fibrillar insulin insignificantly differs for the examined systems;
vi) the fraction of the protein interface area follows the order: Ins > Lz > SA; vii) the polar interface (buried) area exceeds
the nonpolar one by a factor of ~ 3 for InsF complexes with SA and Ins, and by a factor ~ 1.7 for the system InsF-Lz.

Table 1. The general parameters of fibril-protein complexes predicted by ClusPro

Parameter InsF+SA InsF+Lz InsF+Ins Parameter InsF+SA InsF+Lz InsF+Ins
Numbgr of interacting 40 39 3 Interfacze area 1620.5 1383.7 12518
residues in InsF %)
Number of interacting 43 35 20 Interface area 567 799 530
residues in protein InsF (%)
Number of hydrophilic- Interface area
hydrophobic interactions 33 37 48 Protein (%) 2.69 10.98 12.88
Number of hydrophilic- Polar interface
hydrophilic interactions 47 60 32 area (A2) 1204.6 863.7 93345
. Nonpolar
Number of hydrophobic- 16 6 13 interface area | 41595 |  520.0 318.4
hydrophobic interactions A2
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Figure 1. The highest-score non-end docking positions obtained from ClusPro (A, B, C) and HDOCK (D, E, F) for the

complexes of fibrillar insulin with serum albumin, PDB code 4f5s (A), lysozyme, PDB code laki (B) and insulin, PDB code
2zp6, chains A and B (C).

As seen in Table 2, the buried area upon the formation of fibril-protein complexes is rather high, ranging between
3241 for SA and 2504 for Ins. The surface area buried at a protein—protein interface is usually calculated as the sum of
the solvent accessible surface areas of the interacting molecules minus the solvent accessible surface area of the
complex, not taking into account the possibility of conformational changes of the proteins upon complex formation. The
number of residues at the fibrillar interface varies from 36 (InsF-Lz, InsF-Ins) to 47 (InsF-SA), while the amount of
residues at the protein interface appeared to be considerably higher for SA (205), compared to Lz (60) and Ins (41).

Table 2. Buried and interface areas in the fibril-protein complexes

Parameter InsF+SA InsF+Lz InsF+Ins Parameter InsF+SA InsF+Lz InsF+Ins
Buried area upon
the complex 3241.0 2767.4 2503.6 Polar Interface (%) 74.34 62.42 74.57
formation (42)
Buried area upon
the complex 3.65 8.76 7.51 Nonpolar interface (%) 25.67 37.58 25.44
formation (%)
Polar buried area
upon the 2409.2 17274 | 1866.9 Residues at the 252 96 77
complex interface
formation (42)
Nonpolar buried
area upon the 831.9 1040.0 636.8 Residues at the 47 36 36
complex interface (InsF)
formation (42)
Residues at the 205 60 41

interface (Protein)
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Notably, the COCOMAPS data are indicative of a marked role of hydrogen bonding in stabilizing the investigated
fibril-protein complexes. As shown in Table 3, the most abundant amino acid residues forming hydrogen bonds are
glutamine and asparagine in fibrillar insulin, lysine in serum albumin and arginine in lysozyme. A more detailed analysis
of amino acid composition of the contact region in the examined complexes showed that the interface of serum albumin
consists of 37% of nonpolar (Leu;77, Leusgs, Leusw, Alasp, Alassy, Alajzs, Alasg, Alasgs, Alasgs, Valseo, Valsys, Valsze,
PI'0179, PI'0498, PI'0572, Phes()]) residues, 21% of negatively charged (ASp561, ASp172, ASp561, ASp562, Glum, Glll395, Glll503,
G1u54g, Glu57o), 16% of positively charged (LySlso, LyS396, LyS499, LyS5o4, LyS535, Ly8556, Ly8573) and 26% of polar (Gln542,
Gln542, Ser579, Hi5534, HiSsog, ThI'507, ThI'545, Thl‘sgo, ASIl549, CyS176, Cy5566) residues. The interface of lysozyrne in its
complexes with insulin fibril contains 37% of nonpolar (Val,, Phes, Phess, lless, Ileins, Alaiz, Alaj, Alai, Leus, Leui,
Glys, Glyis, Glyi26), 6% of amphipathic (Meti2, Trpi23), 9% of negatively charged (Aspss, Aspiig, Gluy), 23% of positively
charged (Args, Argis, Argizs, Argias, Lysi, Lysis, Lysss, Lysos) and 25% of polar (Asns;, Asnsg, Asngs, Thrgg, Serss, Glnyzi,
Cyss, Cysiz7, Hisys) residues. The interface residues of insulin are represented by 40% of nonpolar (Leus, Leu;s, Leuis,
Leuss, Leuys, Valyo, Valjo, Valig), 10% of amphipathic (Tyri4, Tyris), 15% of negatively charged (Glu;s, Glu;7, Gluy;), and
35% of polar (Sery, Ser2, Cys7, Cysio, Hiss, Hisjo, Glns) residues. The interface area of the insulin fibrils for all complexes
under study includes hydrophobic (Leu, Val, Phe), polar (Asn, Gln, His, Cys) and negatively charged (Glu) residues. The
above analyses show that the contribution of hydrophobic amino acids in the fibril-protein complexation is comparable for
all examined proteins (~40%), positively charged residues (lysine in SA, arginine and lysine in lysozyme) can interact
electrostatically with negatively charged glutamic acid of InsF. Nevertheless, electrostatics is unlikely to play a critical role
in the complex formation, since the Ins interface does not contain any positive charge.

Table 3. Amino acid residues forming hydrogen bonds in the fibril-protein complexes

Serum Insulin | Distance, A Lysozyme Insulin | Distance, A
albumin fibrils fibrils
Lys535 GIn304 2.66 Asn39 Asn21 2.84
Lys573 Cys120 3.09 Asn39 Asnl21 2.83
Lys573 Asnl21 2.94 Argl4 Glul04 2.80
Lys556 Asn21 2.69 Argl4 Asn303 2.77
His534 GIn304 2.85 Arg5 Asn21 3.24
Thr507 Gln304 3.24 Asn37 Asn21 2.83
Lys33 Asnl21 2.57
Insulin Arg5 Cys319 2.94
Alal4 GIn304 3.30 Argl28 Glul104 2.89
Gln4 His305 291 Argl4 GIn304 2.94
Phel GIn304 2.81 Argl25 Asnl21 3.13
Glul3 His305 2.89 Leul29 GIn304 2.98
Glu7 Leu306 3.02

At the next step of the study we made an attempt to gain molecular docking insights into the binding behavior of the
phosphonium dye TDV in the ternary systems InsF + protein + TDV. This dye has been used in our recent fluorescence
study of the interactions between the insulin fibrils and serum albumin / lysozyme / insulin [36]. It has been
hypothesized that TDV responsiveness to fibril-protein complexation is associated with its location in the interfacial
region. To verify this hypothesis, the molecular docking between InsF-protein structures and TDV was performed using
the PatchDock server. As illustrated in Fig. 2 and 3-5, TDV indeed tends to reside at the fibril-protein interface.

The analysis of the docking data via BIOVIA Discovery Studio revealed that different types of binding contacts
are involved in the dye-protein complexation, such as van der Waals, alkyl/pi-alkyl, pi-cation interactions, pi-donor and
carbon hydrogen bonds (Figs. 3-5, B). Likewise, long-range electrostatic interactions may contribute to the TDV
orienting and anchoring at the fibril-protein interface (Figs. 3-5, D).

L

““i‘“\«““w

Figure 2. Highest-score docking solutions for the ternary complexes insulin fibrils — serum albumin (A)/lysozyme (B)/ insulin
(C) - TDV predicted by PatchDock. The TDV molecule is colored in red
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Figure 5. Binding residues and types of interactions between TDV and InsF + Ins complexes.

The most abundant residues in the TDV binding sites are represented by Lys (5), Asp (4), Cys (4), Val (3) for
InsF + SA system, Gln (6), Glu (3) for InsF + Lz, and Val (4), Gln (4), His (3), Cys (3) for InsF + Ins. All the above
findings, taken together with the results of the previous fluorescence study of analogous fibril-protein and fibril-protein-
dye systems, support the idea that amyloid fibrils can form complexes with endogenous proteins, thereby affecting their
structural and functional properties.

CONCLUSIONS

To summarize, the present molecular docking investigation has been undertaken to elucidate the nature of
interactions between the insulin amyloid fibrils and biologically important proteins, viz. serum albumin, lysozyme and
insulin. Using the ClusPro, HDOCK and COCOMAPS web servers, a range of fibril-protein complexation parameters
including the number of interacting amino acid residues, the number of different types of interactions, buried area upon
the complex formation, the amount of residues at fibril and protein interfaces, etc. Based on the presented results, the
following main conclusions can be drawn: i) hydrophilic fibril-protein interactions dominate over the hydrophobic ones
in all examined complexes; ii) the amounts of insulin fibril residues interacting with globular proteins are similar for
serum albumin, lysozyme and insulin; iii) the hydrophobic leucine, valine and phenylalanine, polar asparagine,
glutamine, histidine, cystein and negatively charged glutamic acid prevail among the interacting residues of fibrillar
insulin; iv) glutamine and asparagine in fibrillar insulin, lysine in serum albumin and arginine in lysozyme represent the
most abundant hydrogen bond forming residues. The analysis of the binding behavior of fluorescent phosphonium dye
TDV using the PatchDock and Discovery Studio tools confirmed the assumption that this dye is located at the fibril-
protein interface and can be employed for probing the protein-protein interactions involving the polypeptide chains in
amyloid state.



139
Interactions of Fibrillar Insulin with Proteins: A Molecular Docking Study EEJP. 2 (2022)

Acknowledgements
This work was supported by the Ministry of Education and Science of Ukraine (the Young Scientist projects Ne 0120U101064 “Novel
nanomaterials based on the lyophilic self-assembled systems: theoretical prediction, experimental investigation and biomedical applications”
and the project “Development of novel means of medical diagnostics by biomedical nanotechnologies and modern ultrasonic and
fluorescence methods”).

ORCID IDs
Valeriya Trusova, https://orcid.org/0000-0002-7087-071X; ““Olga Zhytniakivska, https://orcid.org/0000-0002-2068-5823
Uliana Tarabara, https://orcid.org/0000-0002-7677-0779; ““’Kateryna Vus, https://orcid.org/0000-0003-4738-4016
Galyna Gorbenko, https://orcid.org/0000-0002-0954-5053

REFERENCES
[1] A. Marchand, A.K. Van Hall-Beauvais, and B.E. Correia, Curr. Opin. Struct. Biol. 74, 102370 (2022),
https://doi.org/10.1016/j.sbi.2022.102370
[2] L.Zhang, G.Yu, D. Xi, Neurocomputing, 324, 10-19 (2019), https://doi.org/10.1016/j.neucom.2018.02.097
[3] C.J. Morris, and D. Della Corte, Mod. Phys. Lett. B 35, 2130002 (2021), https://doi.org/10.1142/S0217984921300027
[4] X.M. Zhao, R.S. Wang, L. Chen, and K. Aihara, Nucleic Acids Res. 36, 48 (2008), https://doi.org/10.1093/nar/gkn145
[5] T.L. Nero, C.J. Morton, J.K. Holien, J. Wielens, and M.W. Parker, Nat. Rev. Cancer, 14, 248-262 (2014),
https://doi.org/10.1038/nrc3690
[6] J. Gao, W.X. Li, S.Q. Feng, Y.S. Yuan, D.F. Wan, W. Han, and Y. Yu, Genomics, 91, 347-355 (2008),
https://doi.org/10.1016/j.ygeno.2007.12.007
[71 C.M.Paumi, J. Menendez, A. Arnoldo, K. Engels, K.R. Iyer, S. Thaminy, O. Georgiev, Y. Barral, S. Michaelis, and I. Stagljar,
Mol. Cell, 26, 15-25 (2007), https://doi.org/10.1016/j.molcel.2007.03.011
[8] C.Nicod, A. Banaei-Esfahani, and B.C. Collins, Curr. Opin. Microbiol. 39, 7-15 (2017), https://doi.org/10.1016/7.mib.2017.07.005
[91 N.E. Williams, Methods Cell. Biol. 62 449-453 (2000), https://doi.org/10.1016/S0091-679X(08)61549-6
[10] G.C. Koh, P. Porras, B. Aranda, H. Hermjakob, and S.E. Orchard, J. Proteome Res. 11, 2014-2031 (2012),
https://doi.org/10.1021/pr201211w
[11] A.L. Garner,and K.D. Janda, Curr. Top. Med. Chem. 11, 258-280 (2011), https://doi.org/10.2174/156802611794072614
[12] M.R. Arkin, Y. Tang, and J.A. Wells, Chem. Biol. 21, 1102-1114 (2014), https://doi.org/10.1016/j.chembiol.2014.09.001
13] M. Dawidowski, L. Emmanouilidis, V.C. Kalel, K. Tripsianes, K. Schorpp, K. Hadian, M. Kaiser, P. Maser, M. Kolonko,
S. Tanghe, A. Rodriguez, W. Schliebs, R. Erdmann, M. Sattler, and G.M. Popowicz, Science, 355, 1416-1420 (2017),
https://doi.org/10.1126/science.aal 1807
[14] P. Anand, J.D. Brown, C.Y. Lin, J. Qi, R. Zhang, P.C. Artero, M.A. Alaiti, J. Bullard, K. Alazem, K.B. Margulies,
T.P. Cappola, M. Lemieux, J. Plutzky, J.E. Bradner, and S.M. Haldar, Cell 154, 569-582 (2013),
https://doi.org/10.1016/j.cell.2013.07.013
[15] M.C. Lu, SJ. Tan, J.A. Ji, Z.Y. Chen, Z.W. Yuan, Q.D. You, and Z.Y. Jiang, ACS Med. Chem. Lett. 7, 835-840 (2016),
https://doi.org/10.1021/acsmedchemlett.5b00407
[16] M.P. Hayes, M. Soto-Velasquez, C.A. Fowler, V.J. Watts, and D.L. Roman, ACS Chem. Neurosci. 9, 346-357 (2018),
https://doi.org/10.1021/acschemneuro.7b00349
[17] G.J. Cooper, A.C. Willis, A. Clark, R.C. Turner, R.B. Sim, and K.B. Reid, Proc. Natl. Acad. Sci. USA, 84, 8628-8632 (1987),
https://www.ncbi.nlm.nih.gov/pubmed/3317417
[18] A.P. Ano Bom, L.P. Rangel, D.C. Costa, G.A. de Oliveira, D. Sanches, C.A. Braga, L.M. Gava, C.H. Ramos, A.O. Cepeda,
A.C. Stumbo, C.V De Moura Gallo, Y. Cordeiro, and J.L. Silva, J. Biol. Chem. 287, 28152-28162 (2012),
http://dx.doi.org/10.1074/jbc.M112.340638
[19] M.G. Spillantini, M.L. Schmidt, V.M.-Y. Lee, J.Q. Trojanowski, R. Jakes, and M. Goedert, Nature, 388, 839-840 (1997),
https://doi.org/10.1038/42166
[20] R. Gallardo, N.A Ranson, S.E. Radford, Curr. Opin. Struct. Biol. 60, 7-16 (2020), https://doi.org/10.1016/j.sbi1.2019.09.001
[21] M.G. Iadanza, M.P. Jackson, E.W. Hewitt, N.A. Ranson, and S.E. Radford, Nat. Rev. Mol. Cell. Biol. 19, 755-773 (2018),
https://doi.org/10.1038/s41580-018-0060-8
[22] F.J. Bauerlein, I. Saha, A. Mishra, M. Kalemanov, A. Martinez-Sanchez, R. Klein, I. Dudanova, M.S. Hipp, F.U. Hartl,
W. Baumeister, and R. Fernandez-Busnadiego, Cell, 171, 179-187 (2017), https://doi.org/10.1016/j.cell.2017.08.009
[23] H. Olzscha, S.M. Schermann, A.C. Woerner, S. Pinkert, M.H. Hecht, G.G. Tartaglia, M. Vendruscolo, M. Hayer-Hartl, F.U.
Hartl, and R. Martin Vabulas, Cell, 144, 67-78 (2011), https://doi.org/10.1016/j.cell.2010.11.050
[24] S.C. Goodchild, T. Sheynis, R. Thompson, K.W. Tipping, W.F. Xue, N.A. Ranson, P.A. Beales, E.W. Hewitt, and
S.E. Radford, PLOS One, 9, €104492 (2014), https://doi.org/10.1371/journal.pone.0104492
[25] M.P. Jackson, and E.W. Hewitt, Essays Biochem. 60, 173-180 (2016), https://doi.org/10.1042/EBC20160005
[26] K.F. Winklhofer, C. Haass, Biochim. Biophys. Acta, 1802, 29-44 (2010), https://doi.org/10.1016/j.bbadis.2009.08.013
[27] B. Uttara, A.V. Singh, P. Zamboni, and R.T. Mahajan, Curr. Neuropharmacol. 7, 65-74 (2009),
https://doi.org/10.2174/157015909787602823
[28] Xie H, Guo C Front. Mol. Biosci. 7, 629520 (2021), https://doi.org/10.3389/fmolb.2020.629520
[29] C.Q. Liang, and Y.M. Li, Curr. Opin. Chem. Biol. 64, 124-130 (2021), https://doi.org/10.1016/j.cbpa.2021.05.011
[30] L.C. Stancu, B. Vasconcelos, D. Terwel, and I. Dewachter, Mol. Neurodegener. 9, 1-14 (2014), https://doi.org/10.1186/1750-
1326-9-51
31] LT. Desta, K.A. Porter, B. Xia, D. Kozakov, and S. Vajda, Structure, 28, 1071-1081 (2020), https://doi.org/10.1016/j.str.2020.06.006
[32] S. Vajda, C. Yueh, D. Beglov, T. Bohnuud, S.E. Mottarella, B. Xia, D.R. Hall, and D. Kozakov, Proteins: Structure, Function,
and Bioinformatics, 85, 435-444 (2017), https://doi.org/10.1002/prot.25219



140
EEJP. 2 (2022) Valeriya Trusova, Olga Zhytniakivska, et al

[33] Y. Yan, H. Tao, J. He, and S-Y. Huang, Nat. Protoc. 15, 1829-1852 (2020), https://doi.org/10.1038/s41596-020-0312-x

[34] Y. Yan, D. Zhang, P. Zhou, B. Li, and S-Y. Huang, Nucleic Acids Res. 45, W365-W373 (2017),
https://doi.org/10.1093/nar/gkx407

[35] C.Zhang, G. Vasmatzis, J.L. Cornette, and C. De Lisi, J. Mol. Biol. 267, 707-726 (1997), https://doi.org/10.1006/jmbi.1996.0859

[36] U. Tarabara, O. Zhytniakivska, K. Vus, V. Trusova, and G. Gorbenko, East Eur. J. Phys. 1, 96-104 (2022),
https://doi.org/10.26565/2312-4334-2022-1-13

B3AEMOIIS ®IBPUIAPHOI'O IHCYJIIHY 3 BIVIKAMMU: JOCJIIKEHHA
METOAOM MOJIEKYJISIPHOI'O JOKIHI'Y
B. Tpycoga, O. )KutHsikiBcbka, Y. Tapabapa, K. Byc, I'. 'op6enko
Kageopa meouunoi gizuxu ma 6iomeduunux nanomexnonozii, Xapkiecokuii nayionanvnuil ynieepcumem imeni B.H. Kapasina
M. Ce0600u 4, Xapxis, 61022, Ykpaina

[IpoTsirom ocTaHHIX AECATHPIY 3pOCTaroya yBara MPHUIUAETHCS 3’SCYBaHHIO (PaKTOpPIB, BIAMOBINANBPHUX 332 TOKCHYHHUI MOTEHITiaA
cnenudivHuX OITKOBHX arperariB, aMULTOIqHUX (iOpwiI, YTBOPEHHS SIKHX IIOB’S3aHE i3 HU3KOIO IATOJIOTIH JIIOAWHHM, BKIIOYAIOUH
HeWpoJleTeHepaTUBHI 3aXBOPIOBAHHS, CHCTeMHHII aminoino3, miaber Il-ro twmmy, Tomo. HesBakaroum Ha 3HAa4YHMH mporpec y
BCTAHOBJICHHI MEXaHi3MiB IUTOTOKCHYHOI Iii aminoizHux ¢iOpun, pons ¢iOpmi-OUIKOBUX B3acMOAiH y BHU3HAYEHHI aMiJoimHOT
TOKCHYHOCTI 3QJIUIIAETHCS MAJOBUBYCHOK. 3 OMNIAAY Ha Iie, Y JaHidi poOOTi METOIOM MOJIEKYJSIPHOTO JOKIHTY OyJIO TPOBEACHO
JOOCHi/UKEHHsT  B3aemoAii Mk  aminoimaumu  (ibpumamu  incynminy (InsF) Tta  Tppoma  0ioNOridyHO  BaKIIMBHMH
MyJIbTHQYHKI[IOHATPHUME OiKaMH, CHPOBATKOBHM anbOyMiHOM, Ji30LIMMOM Ta iHCYJTiHOM B HATHBHOMY IJIOOYJSIDHOMY CTaHi.
3 BukopucranasiMm web-cepepiB ClusPro, HDOCK, PatchDock, COCOMAPS ta nporpamuoro makery BIOVIA Discovery Studio,
Oynn BH3HAYEHI CTPYKTYpHI XapaKTEepUCTUKU (HiOpMiI-OLTKOBHX KOMIUICKCIB, a CaMe: YHCIO B3a€MOMIIOYMX aMIHOKMCIOTHHX
3aJIMIIKIB, KUIBKICTh 3aJIMIIKIB Ha iHTepdeiici (ibpunm Ta OUIKIB, BHECKH PI3HUX THUITIB B3a€EMO/IiH, 3aHypeHa IUIONIA IIPY YTBOPEHHI
KOMIUIEKCY, Tommo. Byio BcTanoBneHo, mo: i) rigpodinesHo-rigpodineHi Ta rigpodiibHO-TiapodoOHI B3aeMoil BiJirparoTs TOJIOBHY
poJib B yTBOpeHHI (iOpni-OUIKOBUX KOMIUIEKCIB; ii) uucino (GiOpwIsspHUX B3a€MOAIIOYMX 3aJIMIIKIB HE3HAYHO BiJPI3HIETHCS IUIS
JOCIIUKYBaHUX OLUIKIB; 1ii) BOXHEBI 3B’S3KM YTBOPIOIOTHCS, TOJOBHUM YHMHOM, MDK IJIyTaMiHOM Ta acrapariHoM ¢GiOpuispHOro
IHCYJIiHY, JTI3MHOM CHPOBATKOBOTO anbOyMiHy Ta apriHiHOM Ji30LMMY; iV) HOJSpHA 3aHypeHa IUIOIIA MEPeBHIIY€E HEHOJSIPHY IpH
KOMIUTIEKCOYTBOpEeHHI OinkiB 3 (ibpunaMu iHCymiHy. MeTOIOM MOJEKYJISApPHOrO AOKIHTY Oyiau OTpHMaHi AoKa3W JoKaji3awil
¢doctonieBoro dmyopecuenTHoro 6apsarnka TDV Ha ¢ibpun-0inkoBoMy iHTEpdeiici.

KurouoBi ciioBa: aminoinHi GpiOpuim iHCYIiHY; CHPOBATKOBUH anbOyMiH; Ji3010UM; KoMIUIeKe (ibpuia-6iok; pochoHieBHid 30H.
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To increase the speed of information flow and storage capacity in electronic devices laser can be used to carry information instead of
electric current. Since the photon is faster than electrons, one expects information to be transmitted very fast through the internet when
photons replace electrons. This requires searching for chips that act as capacitors, inductors or resistors. To do this Maxwell's equation
for the electric field intensity beside the electron equation of motion were used. The electron is assumed to vibrate naturally inside a
frictional medium in the presence of a local electric and magnetic fields. These equations have been used to find a useful expression
for the absorption coefficient. The absorption coefficient was found to be dependent on the laser and natural frequencies beside the
coefficient of friction in addition to the internal electric and magnetic fields. These parameters can be fine-tuned to make the chip act
as a capacitor, inductor or resistor. The laser intensity decreases when the absorption coefficient inecreases. Thus, the absorption
coefficient acts as an electic resistor. Therefore, if the absorption coefficient inecreases upon decreasing the frequency the chip acts as
a capacitor. But when the absorption coefficient inecreases when the laser frequency inreases the chip acts as an inductor. In the case
that the absorption coefficient inecreases with the concentration of the carriers it acts in this situation as a resistor. For magnetic
materials with magnetic flux density that cancels the frictional force, when the laser frequency is equal nearly to the atom’s natural
frequency the material acts as an inductor. But when the frictional force is low with the internal and external electric fields in phase,
the material acts as a capacitor. However, it acts as a resistor for negligible natural frequency, when no electric dipoles exist and when
the internal magnetic field force balance the frictional force.

Key words: laser; chip; capacitor; inductor; resistor.

PACS: 42.55.f

Electromagnetic waves (EMW) play an important role in our day life. They are oscillating electric and magnetic
field propagating with the speed of light ¢ in free space. The behavior of EMW is described by Maxwell's equations [1].
Light, laser, microwave, x-rays and gamma rays are electromagnetic waves used in a side variety of applications. Radio
and laser EMW are used in telecommunication, where the transmit information through the internet to mobile phones and
computers [2]. Laser is used also in medicine in surgery and curing some diseases, beside other biological applications [3].

The utilization of EMW in telecommunication is the most commercially important to people. The rapid increase of
people using network encourages scientists to search enabling the electronic chips to strong very large number of bits and
digits, beside fast transmission of information. These needs replacing electrons by faster particles to increase information
flow. These particles also need to be smaller than electrons by many orders of magnitude to stove more information. The
particles that satisfy such requirements are photons [4]. Laser rays, which are photon streams, is suitable to be used to
transmit and store information [5].

Different attempts were made to utilize laser in storing and transmitting information [6,7,8].

The work done by Christopher Monroe [3] speak about using laser in quantum computer to control floating atoms.
This will enable computers to perform many calculations within almost no time. One particle can store many pieces of
information [9]. This means that the behavior of atoms is on the atomic scale. The quantum laws thus control their
behavior. Therefore, the control of such computers become a formidable task due to the probabilistic nature of the
quantum systems. This problem can be surpassed by utilizing laser but using classical systems on the scale of more than
300nm, say on the micro scale. These needs using classical laws like Maxwell equations for laser electronic systems.
Monroe informs us that on 2016 that for quantum electronic system ytterbium — 17 was used for qubits for particular
states. Error — corrected universal reconfigurable ion trap quantum archetype) EURIQA began operating autonomously
in April 2019 [9]. The work done by Vishal, et al [10], is concerned with using quantum laws to show how to use them
for quits and gates like Not and Xor gates.

The paper showed that the prablistic nature of quantum laws allows storing very large number of information pieces
of information but at the same time make the control of computer behavior very difficult [109]. In the work done by Julie
change, et al [11], the cost was minimized for convolutional neural networks (CNNS) by incorporating a layer of optical
computing prior to electronic computing. This system improves the accuracies of the optical system. The modeling of
neural dynamics can be done with the aid of nonlinear optics. When the task of producing non-linearity is gives to
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electronic circuits in hybrid op to electronic circuit, the system will become more practical. This analogy is quite natural
as far as the neuron cells functions are related to the electric pluses and bio photons [13,14,15]. The use of laser in
electronic chips was realized by many researchers [16,17].

In the work done by Jin Li and others an optical gain op to electronic oscillator based on dual frequency integrated
semiconductor laser was fabricated to generate high frequency micro and milli wave frequency. The device is dual
semiconductor laser. The bandwidth was widened by introducing optical amplifier instead of electric one [18]. This means
that laser electronic chips are now available. The rapid grow of topological photonics can give remarkable push to
quantum computers. The discovery of quantum hall effect and topological insulators in condensed matter. The topological
photonics using orbital angular momentum (OAM) can be used in optical quantum computer, routing and switching [19].
Many approaches and designs were suggested for quantum electronics [20,21,22]. However no intensive work or attention
were played on designing laser capacitor or inductor although many researches were done for frequency dependent
conductivity [23,24,25]. This paper is devoted for laser capacitors and inductor as shown in sections “Laser travelling in
a resistive frictional medium” and “Laser electronic components for the electron equation of motion in the presence of
local electric and magnetic fields beside thermal”. Sections “Discussion” and “Conclusion” are for discussion and
conclusion.

LASER TRAVELLING IN A RESISTIVE FRICTIONAL MEDIUM
Maxwell's equations describe the behavior of moving and static charges as well as electromagnetic waves (EMW).
The electric field intensity E for a medium with electric permittivity and conductivity € and € is given by

2p _ e E 5% _
VE — ue oz “HO5 =0, )
where is the magnetic permeability of the medium. Consider a solution in the from
E = Eje't"t7a?) ()

Differentiating equation (2) with respect to space and time yields

V2E = y2E
0%E 5
- v
aE .
i +iwE 3)
Inserting equation (3) in (1) gives
2 + pew? — iwuc)E = o 4)
Rearranging equation (4) gives
Yo = iwpo — pew? 6))

For the electron moving with velocity v in aresistive medium of coefficient ¥, under the action of the electric field
E, the equation of motion of the electron is given by

dv

m—-= eE —yv (6)
Since E oscillater with time thus
E = E et 7
In this case the electron also oscillate with velocity
v =v,e"t ®)

Differentiating v in eqn (8) w.r.t time and inserting this result in equation (6) gives

imwv = eE —yv

[imw + ylv = eE 9
Thus, the electron velocity is given by

e E _ e(y—imw)

(10)

imw+y  m2w2+y2

For dielectric material the electric dipole moment (polarization) for n dielectric atoms por unit volume having
distance x between the dipoles and charge q is given by
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p = qnx (11)
Thus, the current density J is given by [1]
- _
I= = ang = qnw (12)
Inserting eqn (10) in (12) and using the definition of the conductivity (¢ = o; + ig,) yields
e(y—imw) .
qunmE =0FE = (0, +i0,)E (13)
Thus, the real part o; and the imaginary part o, of the conductivity are given by
neqy —mwneq
0 = m2Zw2+y2 02 = m2w2+y2 (14)
One can simplify the expressions for g; and o, by adopting some approximations. For instance let
Yy <mw mw >y (15)
In this case equation (14) gives
neqy —-neqgmw neq
01 = m2w?2 02 = m2w?2 = mw (16)
Since y < mw, thus g; < |a,|
Numerically
neqy~n x 10738y
mw~1073% x 1015~1071° 17)
m 10730
S T
neqmw~n X 10738 x 10715~n x 105! (18)
0,~107%3n (19)
o | > 41 (20)
Since for visible light w~1015 pe~—~10"17
[
Thus
uew?~10"17 x 1030~1013 (21)
Clearly, the above estimations show that
mw > y (22)
According to equations (16), (17), (18) and (5) with the fact that [1 , 26]
Uo = 4T X 1077~107% henry m™!
n~10%°
e~q~1071° (23)
102% x 10738 x 1071¢ 4
0-1"" 10_30 ~10
10201038 -
oy~ = ~107 (24)
WO = Wio, + iwpo, ~101° X 1076 X 107* + i 105 x 1076 x 1073~10% +i 10°  (25)
But
2 30
pew? =2 = —2—~10% x 10717~10'3 (26)

¢z~ o9x1016
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Thus are can to a good approximation ignore both wuo;and wpo, compared to usw? in equation (5) to get

vE = —pew? = — > @7
Vo =i G=it=ik (28)

In view of eqn (2), one gets
E = E elwt-k2) (29)

Which were sent a pure travelling wave with attenuation.

LASER ELECTRONIC COMPONENTS FOR THE ELECTRON EQUATION OF MOTION IN THE
PRESENCE OF LOCAL ELECTRIC AND MAGNETIC FIELDS BESIDE THERMAL
The local field E}, an be induced when the external electric field displace atoms to form electric dipoles having dipole
moment p. the local field strength is thus by

E, =X p =« gqnx, (30)

where « is a constant of proportionality q is the dipole charge, x is the displacement n is the atomic concentration. Thus,
the equation of motion is given by

m%zeE+EL—yv—k0x=eE+o<qnx—yov+Bev—mW§x (€28

Y =Y, — Be, (32)

where B is the magnetic flux density of the internal field and kx is the thermal vibration force. Again the velocity can
become.

v=u, eiwt (33)

Integrating both sides yields

x=fvdt=2=-2 (34)

14
w

where x is the displacement. The differentiation gives

av _ .
o = wv 35)
Inserting eqns (34) (35) in (31) gives
. «<qn imwzv
imwv = eE — w—yv+
[i[m(w? — w2)+x gn] + yw]v = ewE (36)

For simplicity and to gain time as well as ink and paper one can define

B =mw?+x gn —mw?2 =mWw? — w2) + < qn 37
Y =Y, — Be (3%)
Thus, eqn (36) becomes
[iB+wylv=ewE (39)
Hence, the velocity v is given by
V= 0

The current density resulting from dipole oscillation is thus given by
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= _ ¥
J= = A = aw 41)

In view of equation (40) one gets

J=%E=0—E=(q+w—2)b‘ (42)

Thus the real and imaginary conductivities are given by

__ eqnw?y

0= (43)
-Benqgw
0y = m (44)

If we select a material with weak internal field, and when we consider the case when the frequency w equal to w,, . Thus
wy>p (45)

There fore
w?y? + B2 ~ w? y? (46)

One is concerned with dipole current according to eqn (41). Thus, the mass of vibrating atoms m and w for visible
light have the orders

m~10"26 w~1015 47)
Hence
B~10726 x 103°~10* (48)
Also
wy~10%%y (49)
wy > f B <wy (50)
This requires
y>10"1 (€3]

The value of y(y = m/7) for the element Bi exceeds 1071 [26]. Thus the oscillating dipole should have friction more
than that of the element Bi. In this case

eqn

o == (52)
_ _Bengw _ B _ B
02——W——enqw—y2——alw—y (53)
loz| < oy (54)
Thus one can neglect the imaginary conductivity to get
0-2 ~ (0]

According to eqns (53), (54) and (5)
va? = i — pew? = uw (? —ew) = pw(i X 10738 x 101 x 1020 — 105 x 107*1) = pw(1077i — 10%) (55)

Thus

Ya=1ik (56)

In view of eqn (2) is a travelling wave in the form
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E = EO ei(Wt—kZ) (57)

This wave is un attenuated. Now consider the resonance condition with no local field, i.e

w = wo X =0 (58)
In this case eqn (37) gives
B=0 (39)
Thus eqns (43) and (44) gives
oy == (60)
0,=0 (61)
In view of equation (38)
Y =Yo— B (62)
If one make the internal magnetic field by doping the sample with magnetic dipoles such that
Yo — Be (63)
In order to make
y ~ 107%° (64)
In this case equation (60) gives
o, ~ 10%%n (65)
Since
uew? ~ 1013 (66)

Thus one can neglect the last term in eqn (5) to get [see eqns (61) , (65) , (66)]

v=iwno =) wuo (66)
Thus
Ya = e*/wuo,
1 i
Ve = (35 +35) vwioy (67)

A direct substitution of eqn (67) in eqn (2) gives
i(wt——vwlwlz> _Nwpoy
E = Eoe V2 e 2

Z

VWualz i Wt_—Wﬂ-O'lz
e vz

E =Eoé V2 (69)
Thus the attenuation (absorption) coefficient becomes
_ Ywuow
o= 2 (70)

Increases with the frequency. This means that the resistance of the medium to the radiation increases upon increasing
frequency. This behavior resembles that of an inductor, which has resistance (x;, = wL) increasing with frequency. This
means that the medium behaves in this case as an inductor.

Another case can be considered by doping the chip with magnetic dipole atoms such that

y=vY,—Be=o (71)
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In this case eqns (43) and (44) gives

—enqw

(72)
In view of equation (37)

B=mw?—-w2)+xgn (73)

B can also be adjusted by doping the chip with electric dipoles and selecting atoms having natural frequency w, or
alternatively when no electric dipole exist, with the laser frequency fine-tuned such that

B ~107%° (74)
In this case equation (72) gives
o, ~10%2 nw (75)
Thus with the aid of equations (17) and (23)
wuo, ~103% x 1076 x 10%?2n ~ 10%° n (76)

In view of equations (5), (21), (72) and (76), one can neglect all terms except the term (76) to get

y,fz—wyazz%zﬁwz (77)
Therefore
Ya= Cow (78)
Where
;=5 (79)

A direct substitution of eqn (79) in (2) gives
E = Eoe—Cowzei(wt) (8())

This equation represents an oscillating wave with amplitude diminishes with distance z and angular frequency w.
Thus the resistance of the medium to the wave increases with frequency. Thus, this medium acts as an inductor. This
medium also allows intalgenment as far as

K=—=0 (81)
Thus the wave speed is

V=" (82)

Another approach can be tackled using equation (5) by considering a travelling diminished wave. This requires
defining y,, to be in the form

Ya =k + Yoq (83)
Where conductivity o and electric permittivity are complex

o=o0y+ i0y

e=¢ + ig, (34)
Thus a direct substitution of equations (83) and (84) in eqn (5) gives

V& = —k* +y& + 2kyoqi = iwpo, — wuo, — pe,w? — ipe,w?

Since the wave number k is given by
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k= % = wylig; (85)

Then the two terms cancel out on both sides. Equating real and imaginary parts give
Yoa = ~WHO; Yoa = V—WHO, (86)

2kYoq = Wpoy — pe;w?

WO, — e w2

Yoa =

2k
For elements like Ag and Cu with T~107* at 273 K [26]
m
m~10730 w~10%° y~ ?~10‘3° x 10*14~10716
mw~10"1°
Therefore
mw >y
Thus equations (14) and (89) gives
neqy
01 = m2 w2
-mweq neq
2T e T mw
Inserting eqn (91) in (86) gives
Yoa = ’%
Inserting also eqn (90) in (87)
neqyuw 2
———|-uew
Yoa = ( 2 WZZZ

When the internal local polarized field is in the same direction and in phase with the external field

E=& & =0

Vou = LEAVE
oa 2m2kw

The term in equation (92) can be made similar to that of eqn (95) by

1 _ k?
HE=T12 =0z

Thus inserting equation (96) in (92) gives

_ |neque _ neq __ neqkz_k neq
Yoa me m e v2 mew? wAql me

Therefore equations (97) and (83) inserted in (2) gives

_k [neq,
E = Ege W\ me el(Wt—kZ)

87

(8%)

(89)

(90)

oD

92)

93)

4

95

(96)

N

(9%)

Equation (98) represent a travelling wave attenuated with distance Z. the attenuation rate increases upon decreasing

the frequency. This means that the medium resistance to the wave increases when the frequency decreases.

Therefore, the medium, which is doped with electric polarized atoms or molecules, with low mechanical resistance

act as a capacitor for electric circuits, where the capacitor resistance (xc = —) increases when the frequency decreases.

wc
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However for elements like Bi with T~10716 [26], the friction coefficient takes the form
y~§~10-3° x 1016~10~14 (99)
Thus
Yy >mw (100)
This since (m w~1071%), in the case of copper the relaxation time [1] is of the order T~1071%, Thus
y~T~107% % 1019~10711
The frictional term is thus much larger than the term mw, i .e
y > mw (101)
Thus equation (14) gives

ne megmw
0-1 = yq 0-2 = -

(102)
In view of equation (86) the insertion of the imaginary conductivity gives

Yoa = \/neqmy (103)

For real dielectric constant when the internal and external fields are in phase
&g =€ & =0 (104)

Thus inserting the real conductivity in eqn (102), together with (104) in (87) gives

Yoa =7 o (105)
Thus inserting eqns (105) and (83) in eqn (2) gives
E=E, ey 2k Zeitwi-k2) (106)

This equation represent a travelling wave facing resistance proportional to the frequency. Thus this chip, doped with
materials that polarize themselves in the direction of the external electric field, acts as an inductor.

The chip can acts as a resistor, when using equations (37), (38) and (39). When the internal field B is adjusted by
doping the chip with magnetic material such that [see (38)]

y=v,—Be=o0 (107)
ie
B= V; (108)
When also electric dipoles that generate internal field are present

x=0 (109)

Neglecting also thermal agitation when one cool the thin film or dope it with very strong bond which prevents electrons
and atoms vibrations. In this case

wo = 0 (110)

Thus equation (37) gives
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B =mw? (111)
In view of equation (39) one gets
_ _ iwe _ _ le

v=——E=——F (112)

Using the formal definition of the current density

ine? ,

J=nev= ——F = (0, +ioy)E (113)

Thus, the real and imaginary conductivities are given by

2
o,=0 o= (114)

Vou= "t = J% (115)

This equation represents an attenuated travelling wave with attenuation and resistance proportional to the
concentration of the doped material n. This indicates that the chip acts here as an ordinary resistor.

Using equation (86) yields

DISCUSSION

The magnetic and electrical properties of the materials or the impurities added to the host substrate determine
completely and affect the laser propagation inside electronic laser chips. Section (2) shows that for a medium which has
only mechanical resistance, such that the atoms are in the form of dielectrics equations (10), (12), (14) and (15) beside
equation (29) show that such dielectric material enables laser waves to travel without any attenuation. Thus this material
act as a conducting wire which connect electronic components with each other.

The dream of scientists to use laser instead of electrons in integrated circuits and electronic chips can be realized if
certain conditions are satisfied.

According to equation (5) the attenuation coefficient reflects the resistance of the medium to the laser or
electromagnetic radiation. Large attenuation coefficient reflects high resistance, while low coefficients reflects low
resistance. This means that also when the attenuation coefficient is directly proportional to the frequency the medium acts
as an inductor, which has resistance(X; = WL). Nevertheless, when the attenuation coefficient is inversely proportional
to the frequency the medium acts as a capacitor, which has resistance(X, = 1/(wc)).

The dependence of the attenuation coefficient on the frequency is through the conductivity o as shown by
equations (5) and (14). The interaction of the medium with EMW manifests itself through the electron equation of
motion (31), beside equations (37) and (38). This interaction manifests itself through conductivity as shown by eqns (43)
and (44). The properties of the medium that affect the attenuation coefficient through the conductivity o are the local
magnetic field B beside the local electric field « g n in an edition to the natural vibration frequency WO and friction
coefficient y. Equations (58 — 70) shows that when the laser frequency is equal to the natural medium frequency, and in
the absence of a local electric field, by adjusting the magnetic internal field to can cell out (see (64)) and to be just less
than the friction force, in this case the attenuation coefficient is directly proportional to the frequency. Thus, the medium
act as an inductor in this situation (see eqn (70)). However, when the magnetic force exactly can cell out friction force as
shown by eqn (71), with laser frequency equal to the natural frequency, for very low doping with dielectric or electric
dipoles that having very weak local field, the medium acts again as an inductor as shown by eqn (80).

Another approach can be tried by assuming the laser as a travelling wave with attenuation coefficient y,, as shown
by eqn (83).

When one has elements like Ag and cu with relaxation time t~10713 or more the attenuation coefficient is inversely
proportional to the frequency (see (97)). The medium thus acts as a capacitor.

However, for elements like Bi with t~1071° or less (see eqn (99)), the medium doped with Bi acts as an inductor
as shown by eqns (105, 106).

The chip acts also as a resistor for nonelectric, non-oscillating atoms medium having internal field force exactly
cancelling the frictional force (see eqns (107 — 116).

CONCLUSION
Using Maxwell's equations and the electron and dipole equation of motion it was shown that chips fabricated from
some materials act as conductor or capacitor or resistor. For laser or light frequency nearly equal to the natural frequency,
such that the local magnetic force just cancels the frictional force, in this case the material act as an inductor. The chip
acts as a capacitor for nonmagnetic material with negligible natural frequency and high mobility electric dipole, which
align itself in the external electric field completely. The chip also acts as a resistor for non-dielectric, nonmagnetic material
with negligible natural frequency when its relaxation time exceeds 10~1* second.
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EJEKTPOHHI YIIIH, IO AIIOTh AK KOHAEHCATOPU ABO HHIAYKTOPH,
KOJIM JIA3EP JII€ SIK IEPEJIABAY IH®OPMAIIIL
Mamaip Axmen Moxammen IOced?, Adaysia Caan Aucy6aii?, 3onnyn Axmen AGeiin Astax Caan®,
My®6apak dipap A6a-Anna‘
“Disuunuil paxyremem, Koneddxc yrigepcumemy Xypma, yrieepcumem Taig, Cayoiscvka Apagis
b@izuunuii paxyromem, gpaxyromem mucmeyme i nayx, JJaxpan Aoxcainy6, Yuisepcumem xopoas Xanioa, Cayoiscvka Apasis
“@isuunuti paxyromem, gaxyivmem npupooHuuux Hayk Cydancvkoeo yrisepcumemy nayku i mexuixu, Xapmym, Cyoan

Jlist 301IbIIeHHS IBUIKOCTI IOTOKY iH(pOpMaii i EMHOCTI ITaM’SITi B €JIEKTPOHHHUX HPUCTPOSIX JJIS IIepeHeceHH s iHpopMalil 3aMicTh
SJIEKTPUYHOTO CTPYMY MOXKHA BUKOPHUCTOBYBATH J1asep. OCKiIbKN (OTOH MBHUILIMK 32 €JIEKTPOHH, OHiKy€ThCs, 1110 iHdopMmartis Oyne
nepenaBaTHCs TyXe MIBUAKO 4yepe3 [HTepHeT, konu (GoTOHH 3aMiHATH eilekTpoHH. Lle BuMarae mouryky Mikpocxem, siKi IiOThb SIK
KOH/ICHCATOPH, 1HAYKTOpH a0 pe3uctopH. [ 1poro Oyjo BUKOPHCTAHO PiBHAHHS MakcBeiuia Ul HalpyXXeHOCTi eJIeKTPUYHOTO
TI0JIS TIOPSL 3 €IEKTPOHHUM PIiBHSHHAM PyXy. BBa)KaeThcs, 110 €NEKTPOH BiOPY€E MPUPOIHUM YHHOM BCEPE/MHI CePEOBUILA 3 TEPTIM
B MIPUCYTHOCTI JIOKAJILHOTO EIEKTPUYHOTO Ta MarHiTHOro nomiB. Lli piBHAHHS OyiM BUKOPHUCTaHI AJI MOUTYKY KOPUCHOTO BUpa3y IS
koedimieHra morimHaHHA. Byno BusABIEeHO, mo KoeillieHT NOTIMHAHHSA 3aJICKUTH BiJ[ YacTOTH Jla3epa Ta BIACHUX IOPSI 3
Koe(II[ieHTOM TepTs Ha JOAATOK JI0 BHYTPIIIHIX eIeKTPUYHHUX Ta MarHiTHUX noumis. Li mapameTpy MokHa TOYHO HalAIITYyBaTH, 1100
MiKpocxema Jisiia sIKk KOHICHCATOP, IHAYKTHBHICTh a00 pe3nucTop. [HTeHCHBHICTS J1a3epa 3MEHIIYEThCS IPH 301IbIIeHH] KoedilieHTa
nornuHaHHsg. TakuM YHMHOM, KOe(illieHT IOIJMHAHHS i€ SIK eJeKTpUYHHN pesuctop. OTe, SKIIO KOoedil[ieHT MOrIMHAHHS
301IBIIYETBCS MTPU 3MEHIICHHI YaCTOTH, MIKpOCXeMa Ji€ K KOHIEHCATOp. AJie KONu KOe(ilieHT MOrIMHAHHS 30UIbLIYEThCS MPU
MiIBUILCHH] YacTOTH J1a3epa, MiKpocxema i€ sK iHAyKTop. Y BHUNAJKY, KOJH KOe(DII[i€HT MOIJIMHAHHS 3pOCTAE 3 KOHLEHTPALIEI0
HOCIiB, BiH BUCTYIa€ B Wil CUTYyAIi K pe3ucTop. s MarHiTHUX MaTepiaiiB i3 MIJIbHICTIO MarHITHOTO MOTOKY, SIKA CKACOBYE CHILY
TEpTs, KOJIM YacTOTa Jia3epa AOPIBHIOE Maibke BIIACHIK YacTOTi aToMa, Marepian i€ K iHAyKTOp. AJie KOJNU CHjla TEpTS HU3bKa 3
BHYTPIIIHIM i 30BHIIIHIM €JIeKTPUYHUMH ITOJSIMU B (a3i, MaTepial mie sk koHaeHcaTop. OqHAK BiH i€ SIK PE3UCTOP VI HE3HAUHOI
BJIACHOI YaCTOTH, KOJH HE iICHY€ eNeKTPUYHHX JHUIOINIB 1 KOJIM CHJIa BHYTPIIIHBOTO MAarHITHOTO ITOJISI BPiIBHOBAXKY€E CHIIY TEPTH.
KurouoBi citoBa: nasep, Mikpocxema, KOHIACHCATOP, IHIYKTOP, PE3UCTOP
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The current study is about the structure of '’B, which has been investigated by the Microscopic Cluster Model. The binding energy
and neutron position of two valence neutrons of Beta-decay and neutron emission have been calculated. A cluster configuration of
the Halo nucleus inspired me to consider all radioisotopes have cluster configuration before the decay process. The Jacobi
coordinates has been used to investigated the "B nucleus. The Jacobi coordinate is a very well technique to describe such as a three-
body system or halo structure. The '’B has Borromean property, so it has been defined in T-configuration in this coordinates. The
angle in the figure defines an angle of halo neutron motion around the core. The study has considered a deformation of the core as a
high influence on the binding of the valence neutrons.

Keywords: '7B; neutron-halo structure; f—decay; neutron emission; microscopic cluster model.

PACS: 21.45.+v, 21.60.gx

There are many works have been done in investigates of nuclei away from the line of f-stable through the
beginning of new facilities and technologies. Experimental studies [1-3] on light atomic nuclei have shown exotic large
r.m.s. radius and specifically [4] that has ascribed this to the halo property. Halo structure is defined as the effect of
threshold that happens in weakly bound nuclei where the nucleons are connected in very small-range potential. The halo
atomic nuclei are confined as more loosely.

The three-body halo nuclei of choice with two neutrons move around the core are drip-line of light nuclei, the
("B= B +n +n) nucleus. Actually, the first observation of (Boron-17) is in 1973 [5], interest of the Boron !’B nucleus is
exotic properties (neutron emission and f-decayed [6] and an abnormal radius [7,8]). The very large matter radius is a
significance of a halo, formed by external nucleons far from a core that increases meaningfully the matter radius [9].

Many studies have been done using the microscopic cluster model and the three-body models [10,11] of "B
depending on different configurations of '*B + di-neutron + di-neutron. The wavefunction was built on the shell of Ip
with the excitations of the core on the harmonic—oscillator. The angular momentum and parity of !B have been
investigated. The R.M.S. radius and electric quadrupole of (Boron-17) were observed to be around 2.81 fm and around
2.74 e.fm?, without the >B+n-+n configuration [11]. Ren and Xu [12] investigated the '’B ground state with a three-body
model including two neutrons and "B core. Ren and Xu have calculations regarding a '>B + n interaction that was
complicated and explained about the large RMS radius. The shell model spectrum of several boron isotopes has also
been used by Warburton and Brown has used several Boron isotopes by the shell model. [13]

Several experimental studies on !B have been achieved [14, 15]. The separation energy of two neutrons (S>.,) was
1.39 MeV+0.14 MeV for "B [14] while the radius of '"B was 4.10 fin+0.46 fm [8] and 3.0 fm+0.6 fm [16] by Ozawa in
1993. The abnormal large radius has been taken as a halo structure and loosely bound. The halo phenomenon
(especially, the neutron-halo nuclei) is fairly common in nuclei and with high N/Z ratios which lead to f-decay and
neutron emissions. The weakening in the correlation of p-n distribution is a typical of the stable nuclei [17]. In this
approach, the skin nucleons can be released from the nuclei to form f-decay and neutron emissions and move away
freely from the other nucleons. The deformation or the core electric quadrupole moment as predicted by the shell model
that caused by nucleons outside a close closed shell. [18].

In the current work, the Boron-17 was investigated to determine where is the position of valence neutron to start -
-decay or neutron emissions by using the Microscopic Cluster Model. The hyperspherical harmonic method has been
used to solve the model. The core was considered deformed and this deformation has a high role in determining the
position of decay. The protons and neutrons far from the magic number in the core shaped the deformations. Thus, the
deformation has a clear influence on the energy of valence neutrons. The Jacobi coordinates were space coordinates of
17B nucleus which were used in this calculation, as formerly used for '“Be [21] and ''Li [22].

THEORETICAL ASPECT
The Jacobi coordinates has been used to investigate the !’B nucleus. The Jacobi coordinate is a very well technique
to describe such as a three-body system or halo structure as in Fig. 1. The "B has Borromean property [23], so it has

7 Cite as: W.S. Hwash, East Eur. J. Phys. 2, 153 (2022), https:/doi.org/10.26565/2312-4334-2022-2-19
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been defined in T-configuration in this coordinates. The angle in the figure defines an angle of halo neutron motion
around the core.

n n

Core(*°B)

Prolate shape Oblate shape

Figure 1. Jacobi coordinates for free-body system with two shapes of the core and angle of two-halo neutrons

The halo structure was defined as the core plus valence neutrons. The total wavefunction of the system is:

Y (0,8 = 4,,.(E W (X, Y) )

The Hamiltonian of the core is given as

}’Z\L'UFL‘ (5{)0"@ )¢(10r€ (5007'8) = gcore¢care (gcare) (2)

The angular part, the radial part, and spin of the valence neutrons have been included in y(x,y).)
The relationship between the coordinates (x, y) and the hyperspherical coordinates (hyper-radius © and hyper-
angle @) as

p2 =x’ -i-y2 and Hzarctan(ij
y

Hyperspherical expansion is

% | _
P s _Z 3
Rn(p) p03 (n+5)!Ln1ag (Z)exp( 2 J ( )
[ +i,ly +l
z=p/p, and l//,i*l’ (@)=N ,i*ly (sin@)" (cos@) P 2" 2(cos26) (4)

The valence neutrons wave function is
w5 (p,0) =R, (P, (0) )
11,
y(x,y)=y, 5 (p,0),

1

1
where L’, (z) is the associated Laguerre polynomial of the order nlag =0,1,2,... and Pnl“' 27"2 (cos26) is the Jacobi

nlag
polynomial [24, 25].
Total Hamiltonian of the system is

H = T + hcore (g) + chore—nl (rcore—nl > g) + I/core—nZ (rcore—n2 b g) + I/n—n (Vn—n) (6)
I}corefn (rcorefn > E) =7 _VO R 9 T
\\ l+ exp[ ’ﬂCUI‘G*H B ( > ¢)J J
‘ @
-1
—1’ v, d Fooron — R
+ 2 l,S 5.0 1+ ex core—n SO
mzcz ( ) 4’;’0)‘6’—11 d’ﬂL‘(}r(’—Yl p[ a.S’(} ]

2

-1
-R
Vn—n (rn—n) =- Fi > 2(15‘) V;'O d 1+ exp[ r;l—ll x(;] (8)
mc 4 n-n 50

r

n—n
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with
R=R,[1+ B,Y,,(6.9)] €))
<r2 >% =l[ A <r2 (core)>+<p2 ﬂ (10)
m A core m

For more information about the formulas [26-28].

RESULTS
The 7B is radioisotope with a half-life of about 5.08(5) ms and its probabilities of decay are
B, n (63.0%),
L (22.1%),
B, 2n (11.0%),
S, 3n (3.5%) and
B, 4n (0.4%).

The biggest probability is -, n (63.0%), which has been focused in the current work. The "B has two neutrons
far from the rest nucleons, which be the reason for that decay. The two valence neutrons surround and move around the
deformed core. The Hamiltonian of this system depended on the microscopic of the core and the clusterization of the
valence neutrons. This clusterization depended on many factors; one of them is the angle (6) of valence neutron
position. The binding energy of the valence neutrons is calculated depending on Eq.(6).

Eq.(5) defines a wavefunction of the two valence neutrons, whereas ¢ in eq. (2), describes the core wavefunction

calculated by the shell model. So the wave function of the valence neutrons has been a function of the angle as appear in
eq.(5), where the core is connected to the valence neutrons and deformed. In eq.(9), Y20(6,¢) was taken as

Y(0,9) =%\/§(3cos2(e>—1)

Motion of the valence neutrons around the deformed core make binding energy of these neutrons diverse regarding
the angle (0) and also regarding the shape of deformation (prolate or oblate). In figure (2), the energy diverse from
(-0.2MeV to -1.8MeV) with angle from (0° to 90°) that for deformation of 5>=0.7.

-2

—B2=..

Binding Energy (MeV)
AN

0 20 40 60 80 100
The Angle (0)

Figure 2. The Binding energy of the valence neutrons as function of the angle with deformation parameter (52=0.7)

The Figures (2,3,4 and 5) have considered the core is prolate and its deformation parameter > (0.7, 0.5, 0.3
and 0.1) respectively. Regarding to the structure of the shell model, the core of 7B (it is !5B) has three protons outside
the first closed shell and two neutrons outside the second closed shell. That reason to make a high influence for an
electric quadrupole moment. The electric quadrupole moment of this nucleus is O=Q;+Q., it collected from Q; that
caused from the two neutrons which has been neglected in this study and Q. of the core. In general O>>Q; [29, 30]

0=0 [(392 /2J2)—ﬂ (11)
Eq. (11) can drive as
CJ 30°
0.=0 2J+3{J(J+1)_1} (12)

The J is angular momentum, Q' can be equal to
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0 :%mz (13)

The Q is the projection of j
and J has relation with the parameter f, as

(B:=2/3(4n/5)1"29) [28, 29].

From the eq. (12) and eq. (13), the proton has a high effect on deformation, so we expect the deformation
parameter about 0.2 to 0.4 if it is prolate and about -0.2 to -0.4 if it is oblate. However, the experimental data is

£>=0.437 [31]. Depending on the experimental data and from the fig. (2), the lowest value of energy is 0.3MeV in the
angle (6=0).
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Figure 3. The Binding energy of the valence neutrons as function of the angle with deformation parameter (£2=0.5)
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Figure 4. The Binding energy of the valence neutrons as function of the angle with deformation parameter (52=0.3)
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Figure 5. The Binding energy of the valence neutrons as function of the angle with deformation parameter (5>=0.1)

The oblate shape has been taken into consideration. The figures (6,7,8 and 9) have considered the core is oblate
and its deformation parameter f, (-0.7, -0.5, -0.3, and -0.1) respectively.
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The procedure applied within this work has relied on the use of influence the total angular moment, atomic
number, and angle characterizes both the clusters and the parent nucleus. All possible deformation parameters and
angles in clusterization channels have been studied. The point of starting is always the deformation parameter of the
core. The deformation theoretical values that have been studied instead of experimental values is modified by the space
of our study: if only experimental values have been used, several probable clusterization canals cannot be done because
of the lack of values of deformation for both or one of the clusters.

The many energies of the neutrons regarding relative motion was calculated as seen in figures using the virtual
description. The predilection of diverse cluster configurations is categorized by the reciprocal forbiddingness. Using
deformation of the ground state for the parent makes all cluster configurations possible and turn out to be allowed
theoretically. A clear configuration towards radioactivity (or neutron emission) may be deduced from these figures.
Always keep in mind that “forbidden” in the theoretical structural analysis should mean restrained. We should expect
that looks to be of certain advantage: the cluster configuration of low-lying of prolate nucleus isn't meaning the pole-to-
pole; instead of both clusters are tended with regard to the axis.
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Figure 6. The Binding energy of the valence neutrons as function of the angle with deformation parameter ($>=-0.7)
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Figure 7. The Binding energy of the valence neutrons as function of the angle with deformation parameter (52=-0.5)
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Figure 8. The Binding energy of the valence neutrons as function of the angle with deformation parameter (5>=-0.3)
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Figure 9. The Binding energy of the valence neutrons as function of the angle with deformation parameter ($2=-0.1)

This clusterization configuration is of particular interest for starting point of decay or neutron emission as seen in a
binary neutron emission channel. The pole-pole shapes, favored by calculation of penetrability, are highly Pauli
principle forbidden as seen in results.

So they only can be a small compounds in the wave function of the ground state of the system. Also, if there are
allowed clusterizations have been addressed in the case when one change the core deformation to superdeformation or
hyperdeformation which connected to the valence neutrons.

The results are presented the clusters of neutrons and the core are considered to have deformation of the ground
state. It is exciting to get that in these situations have allowed clusterizations also. In a superdeformed case; the allowed
clusterizations connected to mostly to two particular areas wherein: (a) both neutron clusters have big prolate electric
quadrupole deformation (around the region with Zlight,36), (b) first cluster with prolate deformation (electric
quadrupole), and the second with oblate shape (around with Zlight,22). For the case of the hyperdeformed more
channels are exposed, and from Figs. 2,3,4 and 5 and figs.6,7,8 and 9 a clear inferred to symmetric clusterization.

One of the interesting questions is if clusterization of the Halo nuclei exists in other radioactivity nuclei before the
decay process. The clusterization is predicted for radioisotopes at excitation states close the relative multiple Beta
decays. Actually, the main point is to determine when and where the decay starting. The position of the valence
neutrons to decay or emission is our goal. However, the results determined the starting point of decay regarding
energies.

The sizes of nuclei and the nucleon distributions give us the important parameters which connected extremely to
the strong or weak interaction and decay. Also, the main idea of this study is to drive the clusterization of nucleons in
Halo nuclei to other nuclei, which have radioactivity and large radii. The idea that Halo nuclei and radioisotopes having
radii greater than those of the stable nuclei. These nuclei can be presented in a clusterization system.

From the results and regarding the decay energy of !’B, the figures 4, 5, 8, and 9 have been excluded. The figures
2 and 3 represent the prolate shape and the figures 6 and 7 represent the oblate shape. Regardless of the experimental
deformation parameter and from equation (13), the theoretical value of deformation is around (£.=0.5). from the
Figure 3, the energy is about (-0.3MeV) with angle (6=0).

By normalization, the experimental data of deformation parameter has been used to get the energy, which is about
(-0.387MeV).

CONCLUSIONS

In this study, the halo structure and decay process have been investigated by clusterization configuration. The
Microscopic Cluster Model (MCM) was the main tool and logical form to describe such as this system. This model
gave us a wide range to take into consideration all components even freedom degrees of the core. The results obviously
refer to the two considerations, first based on the angle of clusters of the microscopic cluster structure and the second on
freedom degrees of the core.

The movement of the valence neutrons around the core represented various energies based on the angles. From that
variance, we can determine the location of the valence neutron to emission or to decay. The deformation selection rule has
a similar propensity for affecting on the energy. The core deformation parameter has high influence on the decay process.
Our results clearly indicate to that the asymmetric binary microscopic cluster forms are preferred for the ground state. I can
strongly say, we can expand this approach to all radio nuclei to appoint the energies and the neutron position of decay.

ORCID IDs
Waleed S. Hwash, https://orcid.org/0000-0002-0105-4540

REFERENCES
[1] I Tanihata, T. Kobayashi, O. Yamakawa, S. Shimoura, K. Ekuni, K. Sugimoto, N. Takahashi, et al, Phys. Lett. B, 206, 592
(1988), https://doi.org/10.1016/0370-2693(88)90702-2


https://doi.org/10.1016/0370-2693(88)90702-2

159

Solutions of the Schrédinger Equation with Hul Neutron Position... EEJP. 2 (2022)

W. Mittig, J. M. Chouvel, Z.W. Long, L. Bianchi, A. Cunsolo, B. Fernandez, A. Foti, et al, Phys. Rev. Lett. 59, 1889 (1987),
https://doi.org/10.1103/PhysRevLett.59.1889

M.G. Saint-Laurent, R. Anne, D. Bazin, D. Guillemaud-Mueller, U. Jahnke, Jin Gen Ming, A. C. Mueller, et al, Z. Phys. A,
332, 457 (1989), https://doi.org/10.1007/BF01292431

P.G. Hansen, and B. Johnson, Europhys. Lett. 4, 409 (1987), https://doi.org/10.1209/0295-5075/4/4/005

JD. Bowman, AM. Poskanzer, R.G. Korteling, and G.W. Butler, Phys. Rev. Lett. 31, 614 (1973),
https://doi.org/10.1103/PhysRevLett.31.614

J.D. Bowman, J.P. Dufour, R. Del Moral, F. Hubert, D. Jean, M.S. Pravikoff, A. Fleury, A.C. Mueller, et al, Phys. Lett. B 206,
195 (1988), https://doi.org/10.1016/0370-2693(88)91491-8

I. Tanihata, Nucl. Phys. A, 488, 113 (1988), https://doi.org/10.1016/0375-9474(88)90257-6

J.D. Bowman, J.P. Dufour, R. Del Moral, F. Hubert, D. Jean, M.S. Pravikoff, A. Fleury, A.C. Mueller, et al, Europhys. Lett. 13,
401 (1990), https://doi.org/10.1209/0295-5075/13/5/004

P.G. Hansen, Nucl. Phys. A 553, 89 (1993), https://doi.org/10.1016/0375-9474(93)90617-7

Z. Ren, N. Li, HY. Zhang, and W.Q. Shen, Modern Physics Letters A, 18, 174 (2003),
https://doi.org/10.1142/S0217732303010193

P. Descouvemont, Nuclear Physics A, 581, 61 (1995), https://doi.org/10.1016/0375-9474(94)00461-U

Z.Ren and G. Xu, Phys. Lett. B, 252, 311 (1990), https://doi.org/10.1016/0370-2693(90)90542-E

E.K. Warburton and B.A. Brown, Phys. Rev. C, 46, 923 (1992), https://doi.org/10.1103/PhysRevC.46.923

T. Suzuki, R. Kanungo, O. Bochkarev, L. Chulkov, D. Cortina, M. Fukuda, H. Geissel, et al, Nuclear Physics A, 658, 313
(1999), https://doi.org/10.1016/S0375-9474(99)00376-0

Zs. Dombradi, Z. Elekes, R. Kanungo, H. Baba, Zs. Fiilop, J .Gibelin, A. Horvéthe, et al, Physics Letters B, 621, 81(2005),
https://doi.org/10.1016/j.physletb.2005.06.031

A. Ozawa, T. Kobayashi, H. Sato, D. Hirata, . Tanihata, O. Yamakawa, K. Omatac, et al, Phys. Lett. B, 334, 18 (1994),
https://doi.org/10.1016/0370-2693(94)90585-1

A. Ozawa, T. Suzuki, and I. Tanihata, Nucl. Phys. A, 693, 32 (2001), https://doi.org/10.1016/S0375-9474(01)01152-6

H. Ogawa, K. Asahi, K. Sakai, T. Suzuki, H. Izumi, H. Miyoshi, M. Nagakura, et al, Phys. Rev. C, 67, 064308 (2003),
https://doi.org/10.1103/PhysRevC.67.064308

A. Ozawa, O. Bochkarev, L. Chulkov, D. Cortina, H. Geissel, M. Hellstrom, M. Ivanov, et al, Nucl. Phys. A, 691, 599 (2001),
https://doi.org/10.1016/S0375-9474(01)00563-2

H. Sagawa, XR. Zhou, X.Z. Zhang, and T. Suzuki, Phys Rev. C, 70, 054316 (2004),
https://doi.org/10.1103/PhysRevC.70.054316

W.S. Hwash, R. Yahaya, S. Radiman, and A.F. Ismail, Journal of the Korean physical society, 61, 27 (2012),
https://doi.org/10.3938/jkps.61.27

W.S. Hwash, R. Yahaya, S. Radiman, and A.F. Ismail, International Journal of Modern Physics E, 21, (07), 1250066 (2012).
Alzahraa Yaseen A Alsajjad, Ahmed N Abdullah, Al-Nahrain6 Journal of Science, 22(3), 65 (2019),
https://doi.org/10.22401/ANIJS. 22.3.09

F.M. Nunes et al. Nucl. Phys. A, 609, 43 (1996), https://doi.org/10.1142/S0218301312500668

T. Tarutina, I.J. Thompson, and J.A. Tostevin, Nucl. Phys. A, 733, 53 (2004), https://doi.org/10.1016/j.nuclphysa.2003.12.003
W.S. Hwash, Int. J. Mod. Phys. E, 25 No. 12, 1650105 (2016), https://doi.org/10.1142/S0218301316501056

W.S. Hwash, Turkish Journal of Physics, 41, 151 (2017), https://journals.tubitak.gov.tr/physics/vol41/iss2/8/

W.S. Hwash, R. Yahaya, and S. Radiman, Effect of core deformation on 17B halo nucleus, Phys. Atom. Nuclei 77, 275-281
(2014), https://doi.org/10.1134/S1063778814020094

W.S. Hwash, The betat-decay in proton halo nucleus. Rev. Cubana Fis. 38, 108 (2021),
https://www.revistacubanadefisica.org/RCFextradata/OldFiles/2021/RCF2021v38p108.pdf

W.E. Hornyak, Nuclear Structure Book, (New York) (1975).

H. Izumi, K. Asahi, H. Ueno, H. Okuno, H. Sato, K. Nagata, Y. Hori, et al, Physics Letters B, 366, 51 (1996),
https://doi.org/10.1016/0370-2693(95)01312-1

PILIEHHS PIBHSIHHSI IIPEAIHTEPA 3 IIOJOKEHHSIM HEUTPOHIB XYJIA JIJISI BETA (B-) PO3ITAIY TA EMICIi HEUTPOHIB

Banin C. XBam
Dizuunuil paxyremem nedazoiuno2o axyivmemy wucmux Hayk, Yuieepcumem Anbapa, Anbap, Ipax

LlIxona npuknaouoi ¢izuku, gpaxyremem Hayku i mexuixu, Yuisepcumem Kebanecaan Manaiizia, 43600 bauei, Cenaneop, Manaiizis
HuHinHe NOCIIIKEHHS. CTOCYEThCS CTPYKTypu ''B, sika Oyna JOCIHIIKEHa 3a JOIOMOIOK MOJENl MiKPOCKOMIYHOTO KIAcTepa.
Po3paxoBaHo eHeprito 3B'SI3Ky Ta IIOJIO)KEHHS HEHTPOHIB JBOX BaJEHTHHX HEHTPOHIB OeTa-po3maxy Ta HEHTPOHHOTO
BunpomiHioBanHs. KiactepHa kondirypauis simpa Halo HamuxHyna MeHe pO3INISIHYTH, IO BCi pajioi30TONHM MaroTh KJIACTEPHY
koudirypariro 1o npouecy posnany. Koopaunaru Sko6i Gynu Bukopuctani miis gociimkenns sapa '"B. Koopaunara Sko6i € mayxe
BJIAJIOI0 TEXHIKOO ISl ONKCY, HANPUKIIA, CUCTEMH TPHOX Tl a60 CTpyKTypH rano. '’B mae Biactusicts boppomes, Tomy Bin GyB
BusHadeHuil y T-koHdirypauii B nmx koopauHatax. KyT Ha ManioHKy BH3Hauae KyT pyXy HEHTPOHIB rajgo HaBKOJO sapa. Y
JOCIiIKeHH] AedopMaltis sapa po3rIAaeThCs AK TAK 10 Ma€ BEJIMKUH BIUIUB Ha 3B'A3yBaHHS BaJICHTHUX HEHTPOHIB.

Kuouogi ciioBa: 7B, HeliTpoHHO-TanoCTpyKTypa, B--po3naj, HEHTPOHHA EMiCist, MIKPOCKOIIYHA KIIACTEPHA MOJEIb.
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The aim of this work is to develop and apply a mathematical apparatus based on nonlinear operators for solving problems of geometric
optics, namely the construction of images of objects in systems of thin lenses. The problem of constructing the image of a point in a
thin lens was considered, on the basis of which the concept of the lensing operator was defined. The mathematical properties of the
operator were investigated. The model problem of constructing an image in thin lenses folded together was investigated, on the basis
of which it became possible to establish a physical interpretation of the previously determined properties. The problem of a system of
lenses located at a distance was also considered, which resulted in the introduction of the concept of shift operator. The properties of
the shift operator were studied, which together with the properties of the lens operator made it possible to determine the rules for using
the created operators for solving the problems. In addition to solving the model problems, the following problems were considered: the
speed of the moving point image, the magnification factor and the construction of the curve image. As an example, images of a segment
and an arc of the circle were constructed. The segment was transformed into the segment, and the arc of the circle into the arc of the
curve of the second order. The presented mathematical apparatus is very convenient for implementation in computer programs, as well
as for the study of images of different curves.

Keywords: geometric optics, thin lens, nonlinear operator, lens systems.

PACS: 42.15.Dp, 42.30.Va

Currently, there are many different mathematical methods used to simulate the propagation of light. One of the classical
methods is matrix optics [1]. Among the new methods of image modeling in lens systems are the use of ray tracing
methods [2] and complex vectors [3]. Operators are also used in optics. For example, in geometric optics in the general
theory of relativity bilocal operators are used [4]. The object of this work is to develop a new mathematical apparatus
based on nonlinear operators, which allow to build easily images of objects in thin lens systems. In the course of the work,
the following tasks were set: determination of the necessary operators and their mathematical properties; solving model
problems to improve the theory; solving problems of curves images construction, etc. The idea of this work was to
represent a point in the form of a radius vector and to define a reflection, i.e. an operator that transforms the radius vector
of an object into the radius vector of the image. As an example, an image of the segment and an arc of the circle were
constructed with a graphic demonstration of these images. The presented mathematical apparatus requires an additional
study of possible areas of application, what creates some opportunities for other scientists in this area.

RESEARCH METHODS AND PROCEDURE
Lensing operator
Definition of the lensing operator. Let’s consider the point image, constructed using a condenser lens. We place the optical
center of the thin condenser lens, whose focal length is equal to F, in the center of the coordinate system, the OX axis of which
is directed along the main optical axis of the lens, and the OY axis is directed along the plane of the lens (see Fig.1). From now
on we will work only in the orthonormal basis.
The position of point A will be described by the radius vector:

7404, Ya)- ()
The lens forms an image of this point, which will be described by the radius vector:
a7 (4, Yar)- ()

Since the lens converts vector 7, (x,, ¥,) into vector 7,7 (X1, Var) Tar(X4r, ¥ 41), there is an operator, which hereinafter
will be called as lensing operator L, :

= L7 3)

Let’s determine the expression for the lensing operator. From the formula of a thin lens we have [5]:
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Figure 1. Image of a point in a thin lens.

Let's disclose the coordinate modules (see Fig.1):

|x4] = —x4,
|yal = Ya,
lxal = xp,
lyal = —va.

®)

From expressions (4) and (5) we have the expression for the coordinate x:

F

Xq = Xy X, T F (6)

From the similarity of triangles, we find the expression for the module of coordinate y,:
bval _ Il o
lval  Ixal

From expressions (6) and 7 we get:

F
X4+ F

Yi=Ya (8)

Thus, the coordinates of the vector 747 (x 4, ¥4/) through the coordinates of the vector 7,1 (x,, v,) are equal to:

F

x4+ F’
F )

x4+ F°

Xy = X4

Vi =Ya

We can record the effect of the lensing operator as follows:

~ F .
L,r= ) +Fr. (10)

where (7, e,) = x, e, — orth in the direction of the OX axis.

Now, we consider an image of the point constructed using a scattering lens.

Let’s place the optical center of the thin scattering lens, whose focal length is F, in the center of the coordinate system, the
OX axis of which is directed along the main optical axis of the lens, and OY axis, which is perpendicular to it the main optical
axis, lies in the lens plane (see Fig.2).
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Figure 2. Image of the point in a thin scattering lens.

The position of point A will be described by the radius vector:

72 (X4, V)

The lens forms an image of this point, which will be described by the radius vector:

747 (Xa1, Y1)

an

(12)

Since the lens converts vector 75 (x4, ¥4) into vector 747 (x4, Y1), there is an operator, which hereinafter will be called as
lensing operator L_:

Tar = L_E{.

Let’s determine the expression for the lensing operator L_. From the formula of the thin lens:

1 1 1

Foolxal 1yl

Let's disclose the coordinate modules (see Fig.2):

|x4] = —2x4,
{ |yal = Ya,
lxal = —xj,
Ulyal = v

From expressions (14) and (15) the coordinate x is:

F
xA_F.

I

Xa = —Xa

Similar to the previous paragraph, we have an expression for y, coordinate:

F
XA—F.

!

Ya= —Ya

(13)

(14)

(15)

(16)

an

Thus, we have the expressions of the coordinates of vector 7,7 (x 47, V4+) through the coordinates of vector 73 (x4, V4):

(18)
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We can record the action of the lensing operator as follows:
L 7=—5——"% (19)
If assuming that the focal length has a sign, subject to the type of lens, one can introduce a generalized lensing operator:

~ F
LQZTQ. 2
" (r,ex)+FT (20)

In this case, if F > 0, then operator L becomes operator L, and if F < 0, then operator L becomes operator L _.

Properties of the lensing operator.
1. The lensing operators are nonlinear operators.

L(ax + By) # alx + BLy. (1)
2. For different values of focal length for two operators, the equality holds:
[L,L,]=0. (22)

Let’s prove the commutativity of the lensing operators corresponding to different lenses.

z z - Z: ( F2 —>) Fl < FZ —))
r= > —> r|= > —> r
1Lz 1 (7, ey) + F, #(? e+ F (r,ep) + F,
(Fe)+F 7t (23)
FlFZ -
= > —> > —> T.
FZ(rv ex) + Fl(rv ex) + FlFZ
Z: Z: - z < Fl —)) FZ ( Fl —>)
r= - —> r)= > —> r
2Lq 2 (7, ex) + F; # (F e—>) +F (7, ex) + F
Fe)+F - 2 (24)
F1F2 -
= > —> > —> T.
Fz(r'ex) + Fl(rv ex) + FlFZ
The property of the scalar product homogeneity was used here, namely:
Gep+F ) " Gep+F ) 3)
because the expression
F
- 26
(Fex) +F (20
is a scalar that we can derive from the scalar product.
As one can see, expressions (23) and (24) are equal, i.e., there is such an equality here:
2:12:277 = Zzle. (2’7)

And, therefore, the operator junction is equal to 0.

3. The lensing operator is nondegenerate.

Let’s consider the generalized lensing operator. By definition, a nondegenerate operator is an operator, whose kernel
dimension is 0. We investigate the kernel of the generalized lensing operator.

Suppose, there exists such a nonzero vector 7, where:

L¥ = 0. (28)
We describe expression (28) more specifically:

N Foo (29)
Lr = S —  =r = 0.
"TGe)+F
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From the fact that vector 7 is nonzero it follows:

F

where the focal length is a nonzero value and (7, e,)) is a finite value, so we have:

F
Vi #0,—5———# 0. 31
TFOG e A F Gl
That is
w7 # 0,17 # 0 > dim (Ker(L)) = 0. (32)

Thus, the generalized operator is nondegenerate.

4. The lensing operator is an injection.

We prove the injectivity of the mapping. Suppose, there are two different vectors 77 and 7, such that L7; = L#,, then we
have:

i?’l — E?z =0. (33)
F R F L FP(r,e0) + F?7 — Fiy (1, &) — F?7;

—— rl—_)_> r2= — — =0. (34)

(7"1, ex) +F (TZ: ex) +F ((Tl, ex) + F)((Tz, ex) + F)
Fi,(75,85) + F27, — Fiy(77, 27) — F27, = 0. (35)
(XX = X1, Y1 X2 — Yox1) + F (X1 — x2,¥1 —y2) = 0. (36)
(F(x1 — x2), y1%2 — Y21 +OFY1 —Fy,) =0. 37

xl —_ xz =V

{3’1952 —Yox1 + Fy, —Fy, =0. (38)
YiX1 — Yo% + Fy; — Fy, = 0. (39
X1 (71 —Y2) + F(y1 —y,) = 0. (40)
(1 +F)(y1—y2) =0. (41)

We have two cases. If y; — y, = 0, then our assumption is violated. There remains the case x; + F = 0, which does not
make sense, because in this case the expression of the operator is impossible (division by 0).

This is how we proved the injectivity of the mapping.

Note:

In the course of the analysis of the effect of lensing operators, there is a problem with the fact that this type of operator
gives correct results, only if the point is located to the left of the lens. This problem can be solved in two ways:

1. We consider only the images of the points located on the left for the right orientation of the basis and on the right for
the left orientation of the basis .

2. We modify the expression of the lensing operator by introducing the concept of the focal vector that will meet the
following conditions:

a) For the condenser lens the focus vector is oriented in the direction from the point, whose image we construct, and for
the scattering lens — in the direction of the point.

b)
x| =F,
Then, the expression for the lensing operator will have the following form:
-~ F_), e—) -
7 L) N (43)

(7 e0) + (F. &)
And in this case, it is easy to make sure that all the properties of this operator coincide with the previously introduced
lensing operator.

However, for the convenience of calculations we use the first method.

5. Inverted operators to lensing operators.

! The following wording is stricter: for any basis orientation the following condition must be met: (7, ;) < 0
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From the injectivity of the generalized lensing operator follows the injectivity of the operators L, and L_. The fact of the
lens operators’ injectivity indicates the existence of inverse lens operators [6]. Let’s consider L, and L_. We return to
expression (23) and make the following substitutions:

F, =F;
{F21= —F. (44)
We get such an expression:
Z:z_)_z< _F —>>_ F ( _F —>>_ _FZ = _ 2
TG F ) T Ty G —F )T CFGE FG e —F (49
(Fe)—F>"
From expression (45) it follows that
Li7=* (46)
That is
L,L_=E. (47)
From the above it follows that
It,=1_ (48)
Now we enter the indication:
LIF1=Ly;
N LF] + (49)
L[-F]l=L_
From expressions (48) and (49) it follows:
L[F]™* = L[-F]. (50)

Systems of thin centered lenses, whose optical centers coincide. Let’s consider the construction of images using the lens
operators in the system of two thin lenses folded together, so that their optical centers coincide. Assume, that the

construction of images in such a complex system of lenses corresponds to the consistent use of lens operators, what is
described in (23).

L,I,7 = —— FlFi — 7 (51
FZ(TJ ex) + Fl(r! ex) + FlFZ
Let's make some transformations:
FiF
[ F1F2 - F]_ + FZ -
LL, ¥ = — — r= 52
1=2 FZ(T,ex)-l-Fl(T,ex)-l-Fle (,Fe—>)+ F1F2 ( )
We make such a replacement:
FiF,
=F;. 53
F+F 3 (53)
Or, introducing the concept of optical power of the lens D; = Fi from (53) we obtain:
D, + D, = Ds. (54)

Thus, according to (52) - (54), the sequential use of two lens operators L; and L, is equivalent to the action of one lens
operator Ly = L, L,. From the physical point of view, this corresponds to the fact that the image of a point in two consecutive
thin lenses with optical powers D; Ta D, coincides with its image in a thin lens with optical power D3 = D; + D,.
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Physical interpretation of lensing operator properties. In the previous section, the concept of the lensing operator — a
nonlinear operator, whose action on the radius-vector of a point gives the image of this point in a thin lens with the given
optical power, was determined. Basing on of the expression for this operator, some peculiar mathematical properties were
identified, which require the analysis from the physical point of view, because the mathematical apparatus, created in this
work, is a method of describing physical phenomena. Therefore, this section will be devoted to the interpretation of the
lens operator mathematical properties from the point of view of physics.

First of all, a very interesting feature is the commutativity of lens operators corresponding to different lenses. In the
previous section, it was not defined, what the consistent action of several lens operators corresponds to. As it was shown earlier,
the sequential use of two (or more) lens operators corresponds to the combination of two (or more) thin lenses. From this it
follows that the commutativity of the operators means that it does not matter in what order the lenses will be used.

As well, from the fact that the sequential use of operators corresponds to several thin lens folded together, it follows a very
simple explanation to the fact, that the inverse lensing operator to the given one is an operator with the opposite value of the
optical power. As long as the total optical power of such a system will be zero, no lensing will occur.

The injectivity of the mapping, in its turn, corresponds to the fact that two different points cannot give the same point as
an image.

It is important to check the following property: if point B is an image of point A, then point 4 is an image of point B [5].
Suppose, we have a lens that is specified by operator L, then, taking into account the properties of the operator, it is necessary
to check the following equality:

LI-FIr =7 (55)

The sign minus before focus is due to the fact that the object, whose image we are constructing, is located to the right of
the lens:

L[-FIL7# = L'L7 = 7. (56)
From this, it follows that the above-mentioned property is fulfilled.

Lensing operators’ group.
1. Associativity.
In terms of optical power, the lens operator can be rewritten:

1

ZF = ﬁf‘)
1+ D(",ey,)

(57)
Let’s write the operator as follows:

1
iD= ———— 7 (58)
L[D]?# 1 ) r

It follows from expressions (51) and (54) that a certain operator L(D;)L(D,)L(D3) can be written as one operator L(D; +
D, + D3). Thus, from the associativity of the operation of adding real numbers (which here are optical forces) follows the
associativity of lensing operators.

2. Lensing operators’ group.

From the existence of the internal binary operation, its associativity, commutativity, the existence of a neutral and inverse
element, it follows that the lensing operators form an infinite Abelian group [7]. Let's call the group of lensing operators G .
Thus, the properties of the lensing operator can be written as follows:

1)V L[D,),L[D,] € G, 3 L[D, + D,] € G,: L[D,]L[D,] = L[D; + D,],
2)V L[D,],L[D,] € G, LD,]L[D,] = L[D,]L[D,],

3)V L[D,],L[D,],L[Ds] € G, z[D1:|(IAI[D2]IA4[D3]) = (E[D1]E[D2])E[D3],
4)3E =1L[0] €G,:VL[D] € G, EL[D] = LID]E = L[D],
53L'=L[-D]€G,:VL[D] € G, LID]L[-D .

3. Generator of G}, group.
As mentioned in the previous paragraph, lensing operators form an Abelian infinite group. Let's define its generator. By
definition, the following operator is called as the generator (infinitesimal operator) of the s-parametric group [7]:

Il
o~
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- ag(ali az, ""as)

Xi aai |ai=0 . (59)

In our case, the group is one-parametric, and the parameter itself is the optical power. Let’s define the generator of G,
group:

o a 1 = — — —\
Xr = @ (HD—(?'e_x,)> T|D=O = (T', ex)r . (60)

Thus, any element of the G;, group in the vicinity of zero can be decomposed as follows:
L[D]# = (E + D)? = E# — D(#, )7 (61)

Shift operator in centered thin lens systems, whose optical centers do not coinside

Definition of the shift operator. Let’s consider a centered system of two lenses located at distance d2. It is necessary to
identify the lensing operator of this system from the lensing operators of the specified lenses. That is, we are looking for
a lens, whose optical center is located in the coordinate center, which will replace the above-mentioned lens system.
In the course of the search for a solution to this problem, it was determined that a shift operator § must be introduced.
We determine the shift operator S using the ratio

22§Z1? = Z?. (62)
The optical power of the system of two thin lenses under research is determined as follows [5]:

D = Dl + D2 - leDz. (63)

From expression (63) it follows that the lens operator of this system will have the following form:

I7 = il 64
TTRRA G- D 9
From expression (62) follows the expression for the shift operator:
St = L;'LL{'7. (65)
Let’s find the analytical expression for the shift operator:
- —-F
L7 = —_— 7
TR G (0
—F
FiF, (_%) —F,F.
Li;'7 = F1+(r,f,;? 2 — +(d1 21:)(7 ?)F. 67
—d)—1 (e 2 — P\, Cx
FiF, + (F+F,—d) —F, + (?,3) ,ex)
F _FlFZ
SN C2_FF,+d-F)Fe) FyF,
L_1LL—1->= 142 _)1_) » X 2 S— .
S T RRGe) | RE-dGa) %
2 —-FF, + (d - Fl)(?,e_;Z)
So, the expression for the shift operator can be written as follows:
Al 1
S? (69)

~1-dD,D,(Fe))

For certainty, we will denote the shift operator as follows:

2 The optical center of one of the lenses is located at the origin.
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S[Dy, D, 7 = ! 7 70
vl =TT, G e (70
Then, the solution of the problem, which we formulated at the beginning of the section, will look like this:
7 = zzsA[Dl,Dz]Z]_F. (71)

In this way we obtained the coordinates of the point image in the system of centered thin lenses with optical power D; and
D,, the distance between the optical centers of which is equal to d.

The shift operator S[D;, D,] together with the lens operators L; and L, of two thin lenses allows obtaining a lensing
operator L,S[D;, D,]L, for the system of centered lenses, which are located at a finite distance from each other.

Shift operator properties.
1. The shift operator is a nonlinear operator.

S(ax + By) # aS% + BSy. (72)
2. The switch of the shift operator and the lensing operator is equal to 0.
Let’s prove this property:
1 5
SR 1 N 1—dD,D,(ey) 1 N
LS7 =1L —7 = L = — — 7. 73
1-dDDy(Fey)  q,p_ 1 ey 1T dD;D,(#,e,) + D(#,ey) (73)
1—dD,D,(7,ey) "' *
1 -
e A1 1+D(F ey 1
SIr=S$ —7 = L = — — 7. 74
1+D(Fe) 1 _4p.D 1 G 1+ D(#,e;) —dD,D,(#,ey) (74)
21+ D(Fe)
Expressions (74) and (75) are the same, so we have:
[L,5] = o. (75)
3. Shift operators for different pairs of lenses are commutative.
Prove this property:
1 5
. 3 L 1 N 1—-d,D,D,(Fe;)
S[D1, D;1S1Ds, DIF = SIDs, Do) g5y ¥ = ZutuLy
234\, Ex — r e
1 dlDlDZ 1— d2D3D4(17, a) (T: ex) (76)
1 -
= > —> S —~ 7
1—=d;D3D,(7, ;) — d1 D1 D, (7, &)
. . L. 1 . 1-d,D,D,(7.e,)
S[Ds, D4]S[D1, D, 17 = S[Ds3, D4] 1—d,D.D,(7 e—>)7” = = 2(1 )
1010217, €y — 2
LGP DT b, an
1 -
= - —> S —~ 7
1—=d,D1D,(7,e;) — d;D3D, (7, ey)
So, we have:
[§(D1,D2),§(D3,D4)] =0. (78)

Rules for the use of lensing and shift operators. In the previous paragraphs, the definition of lensing and shift operators
was formulated. Now let's outline the rules for using these operators to describe the lens system.

Suppose there is a given system of lenses with optical forces {D;}.,, which are located at distances {d;}_, from the
origin, and d; = 0. Then, in order to describe this system, one must use the following rules:

1. The operators must be recorded starting with the lensing operator of the first lens.

2. If there are more than two lenses, the shift operators for the following lenses must indicate the optical power of the
system of lenses, which are located before the lens under consideration, but not the optical power of the previous lens.

3. Once all the operators have been identified, they can be rearranged in any order, because all of them are commutative.
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RESULTS
The lens systems, to which operators can be applied, have previously been considered as basic problems for constructing
a theory. Let’s consider some other possibilities of using nonlinear operators in geometric optics.

Speed of the moving point image
Let the point, whose image we are building, moves. Then its image will also move. We find the speed of the image movement.

By definition:
dr
b= 79
Z a 7
Vo= —7 = —1I7 80
Ve@ Tar” (80)
7= < L *) 81)
VS a\G ey +F /) (
- F - F(f}! a)
‘U’ = - v + T. 82
Fed+F (e +F) (82)
Construction of the curves image
Suppose, there is a curve given in a parametric form:
y: 7 = 7(x (), y(©), t € [ty, ;). (83)
Consider its image in a thin lens. To build the image, we’ll use the lensing operator:
y'ir = L (x(0,y(©), t € [, t5]. (84)
- Fx(t) Fy(t)
rl = , ,t E |tg,t5].
ver (F +x(t)'F +x(t) [t 2] (85)
Let’s consider several examples of building the curves image in a thin lens.
1. Segment
Let the segment be a part of the line given by the equation:
y =kx+Db. (86)
We write the equation of the line in a parametric form:
x =1t
{y = kt + b. 87
Then, its image will have the form:
— Ft F(kt+b)
= , _ 88
ver (F +t F4t ) )
Let's denote the parameter ¢ through x:
Fx
= : 89
t F—x (89)
Substitute (87) into the expression for the image coordinate:
Fk g+ Fb
yE—— (90)
F+e—

After simplification, we obtain that the image of the segment is a segment:

y=(k—§)x+b. oD
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92)
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0.5 -0.25 0 0.25 05
\ X, m
029y
Fig.3. Image of a straight-line segment y = x + 0.5 m when x € [—0.45, —0.3] in a thin condenser lens with focal length F =
0.1m.
2. Arc of the circle
Consider an arc of the circle given by the equation:
x?+y? =R2
Write the equation of the circle in a parametric form:
{x = Rcost,
y =Rsint.

Then, the image takes the following form:

,_;_( FRcost FRsint )
yar= F+Rcost’F+Rcost/

Denote the trigonometric functions of the parameter t through x:

. Fx e |1 x2F?
cos _(F—x)R'Sm = F— %R

and substitute them into the expression for the coordinate y from (90):

x2F2

FR |1~ 7y
- F+R—1%
(F—x)R

After simplification we have:
R? 2R?
x2<1—ﬁ)+Tx+y2 —R?2=0.
We obtained a second-order curve. Define its type [8]. The matrix of coefficients looks like this:
R? R?
1—— —_
0 1 0 |

R? /
. _n2
LE

93)

94)

95

(96)

0

9%

Let us determine the invariants of this curve. Invariants of the second order curve of the form a1 x? + 2a,,xy + a,,y? +
2a43x + 2a,3y + azz = 0 are defined as follows [8]:
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_ a1 Q12
ly=sp (a12 ‘122) ’
_ a1 Q12
o = det (‘112 azz) ’ 99)

| a;; Qi Qg3
Iy =det| Q12 Gy Q3.

k a3 QA3 QAszz

For the curve under study, the invariants have the following values:

RZ

=213 (100)
R2

12 = _ﬁ,

l 13 = _RZ.

The type of the second-order curve depends on the value of the circle radius and the focal length of the lens.

£
>
0.25
N
-0.25 [} 0.25
0 X, m
028y

Figure 4. Image of the arc of the circus (x + 0.3 m)? + (y — 0.1 m)? = (0.05 m)? with radius R = 0.05 m for angles from 0 to g in a thin condenser

lens with the focal length F = 0.1 m. According to system (101) the invariants are equal to: I; = 1.75, I, = 0.75,I; = —0.0025 m?. From the
invariants values it follows that the image is an ellipse arc [8].

Magnification factor
Let’s consider how to find an expression for the coefficient of linear magnification I' from the lensing operator. By definition,
the coefficient of linear magnification is the ratio of the height of the image to the height of the object [5]:

e
= @ (101)
|(r, ey)l
Let's describe it in more detail:
L# e, F 7, e,
:l(q_y)|=| — (_)_y)). (102)
1G] F+(F,e)l (7, ey)
Therefore, the magnification factor can be determined as follows:
I | F 103
BEIGES (199

CONCLUSION

The concept of lensing operator was introduced in the paper, its properties were investigated. A model problem of a
centered system of folded thin lenses was solved, what helped to establish a physical interpretation of the properties of the
lensing operator. The concept of shift operator was also introduced, what allowed considering the centered systems of thin lenses
located at a certain distance, its properties were also investigated. Using the lens operator several problems were investigated,
namely the speed of the moving point image, the coefficient of linear magnification of the lens and building the curves images.
To solve the last problem, the general formula for the image of the curve, given in parametric form, was derived, and two
examples were considered, i.e. the image of a segment and the arc of the circle in a thin lens.
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BUKOPHUCTAHHSA HEJIHIAHUAX OIEPATOPIB JJISI PO3B’SI3YBAHHS 3AJIAY TEOMETPUYHOI OIITUKU
I. B. lemunenko
Xaprxiecokuil nayionanvrutl ynieepcumem im. B. H. Kapasina, Xapxkis, Yxpaina

Meroto miei pobotu € po3poOka Ta 3aCTOCYBaHHS MaTeMaTHYHOTO amapaTy, MoOyJOBAaHOTO Ha HENIHIHUX omepaTopax, It
PO3B’sI3yBaHHS 33/1a4 TEOMETPUYHOI ONTHKH, a caMe Mo0yI0BH 300pakeHb NMPEAMETIB Y CHCTEMaX TOHKHX JIiH3. Byno posriasayTto
3amady mpo noOynoBy 300pa’keHHs] TOYKM B TOHKIH JIiH31 Ha OCHOBI 4oro OyJo BU3HA4EHO IOHATTS OIepaTopa JIiH3yBaHHA. Byiu
JOCHiZKEHI MaTeMaTH4HI BIACTUBOCTI oneparopa. byno nocmimkeHo MozeNbHY 3ajady 1po 1moOynoBy 300paskeHHs y CKIIAJIEHHX
Pa3oM TOHKHUX JIiH3aX, HA OCHOBI YOTO CTal0 MOXJIMBO BCTAHOBHUTH ()i3MYHY iHTEpIpPETALil0 BCTAHOBICHUM PAHIIlE BIACTUBOCTSIM.
Takox Oyina po3risHyTa 3ajaya IPO CHCTEMY JiH3, IO PO3TAIIOBaHI Ha BIACTaHIi, Pe3yJbTaTOM 4HOro OyJO BBEJCHHS NOHSATTS
omeparopa 3cyBy. bynu mociimkeHi BIacTHBOCTI omepaTopa 3CyBY, SIKi Pa3oM i3 BIACTHBOCTSAMHE OIEpaTopa JIiH3yBaHHs JaJId 3MOTY
BHU3HAYUTH IPaBUJIa 3aCTOCYBaHHS CTBOPEHHX ONEpaToOpiB A po3B’s3yBaHHS 33aad. OKpiM po3B’s3Ky MOJCIBHHX 3a1ad Oyin
PO3TIIAHYTI Taki 3ajadi: MIBHAKICTh 300pakKeHHS PyXOMOi TOUKH, Koe(illieHT 30iNbIIeHHs Ta MoOymIoBa 300pakeHHS KPUBHUX. SIK
npuKIiaj Oynu moOyxoBaHi 300pakeHHs Bipiska Ta QyT Kona. Binpizok mepelimoB y Bifpi3ok, a oyra Koia B Ayry KPUBOI APYroro
nopsaaxy. IIpencraBiennii MaTeMaTH4HUN amapaT € Qy)ke 3pydHHM JUIS peaizamii y BUITISII KOMI IOTEPHHUX IPOTpaM, a TaKoX IS
JOCIIIJDKEHHS 300pa)KeHb Pi3HUX KPHBUX.

KorouoBi ci10Ba: reomeTpuuHa ONTHKA; TOHKA JIiH3a; HETIHIHUHA onepaTop; CUCTEMH JIiH3.
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