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In this research work, the electrical simulation of 1D5P model solar cell is done using LTSpice-IV simulation software. In this work
effect of environmental conditions i.e temperature, solar irradiance, and parasitic parameters i.c series as well as shunt resistances was
carried out. It has been discovered that as temperature increases the performance of solar cell decrease because temperature causes to
increase the recombination phenomenon and hence lower the performance. However, when the temperature rises from 0°C to 50°C,
the I-V and P-V curves move to the origin showing the negative effect of increasing temperature on the solar cell. Solar irradiance has
major role on the performance of solar cell. As solar irradiance increases from 250 Wm to 1000 Wm2, the performance of solar cell
increases accordingly and I-V as well as P-V curve moves away from the origin. It is concluded that for different series resistances, I-
V along with P-V characteristic of 1D5P model solar cell varies, as at 0.02€2 series resistance, a maximum short circuit current and
maximum power is obtained. But when series resistance increased up 2 ohm only, the I-V and P-V curves moves to origin drastically.
Shunt Resistance is the path of reverse current of the cell. As the shunt resistance increases, the path for reverse current decreased,
hence all current goes to load, hence maximum power is obtained. Similarly when the value of shunt resistance decreased, the voltage-
controlled section of I-V characteristics curve is moved closer to the origin hence reduced the solar cell performance. It's critical to
understand how different factors affect the I-V and P-V characteristics curves of solar cells. The open circuit voltage, short circuit
current and maximum power is all variable. The influence of these factors may be extremely beneficial when tracking highest power
point of a solar cell applying various methods.
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Because of the catastrophic situation with conventional fuels, renewable energy sources have grown increasingly
appealing. Solar energy consumption has grown by 20 percent to 25 percent in the last 20 years [1]. PV cells are devices
that use solar energy to turn it directly into electricity. However, energy generation has a significant impact on the
environment and solar cell manufacture. The short circuit current increases somewhat as temperature rise, whereas open
circuit voltage of PV cell drops significantly [2].

A short circuit current decreases as sun irradiation decreased [3]. The open circuit voltage, on the other hand, does
not fluctuate substantially. It is substantially diminished after a certain point [4]. Voltage drop between junction and
terminal increases as the series resistance of the PV cell increases, as well as current-controlled section of I-V
characteristics curve moves closer to the origin [5]. Current flowing through the shunt resistance improves when the shunt
resistance is reduced, and the voltage regulated part of I-V characteristics curve moves closer to an origin [6].

The characteristics curves of PV cells are affected by changes in many factors. This document includes a brief
explanation of the PV cell as well as LTSpice IV modeling [7]. LTSpice IV is a strong, high-performance, and a quick
sufficient program that makes it simple to build and simulate various circuit models while also providing accurate
simulation results. LTSpice's capabilities include the ability to do simulations based on transient, AC, noise, and DC
analyses [8]. Because of its advantages, LTSpice IV is utilized to run the simulations. This simulation tool is entirely free
and is easily downloaded from the LTC website [9]. It is compatible with a wide range of operating systems, including
Windows NT4.0, Me, XP, Vista, Windows 7, Windows 8, Windows 8.1, and Windows 10. LTSpice-IV program is
available for Linux users also [10].

PV CELL MODELING
Mathematical expressions representing current-voltage (I-V) curves describe the electric performance of solar
modules. Typically, seven mathematical models are employed, split into three categories as shown in Table 1 [11]. The
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single diode variant is the most common. Because these equations are non-linear, the right procedures for extracting their
parameters are required. Several writers have reviewed the approaches for extracting module parameters in the literature

[12,13,14].

Despite the fact that these many approaches are strong, the majority of them, particularly iterative methods like the
Levenberg-Marquardt (LM) algorithm, need beginning data. In most cases, the user enters these initial settings
instinctively. Algorithm's computation will take a long time or, at the very least, a convergence problem will arise if input
values are distant from true beginning values. Because incorrect starting values might influence algorithm accuracy,
convergence, and computation time, it would be beneficial to have a way to get these initial values [15].

Table. 1. Classification of photovoltaic cell comparable models [16].

7 Parameters Model

Group Model Parameters
3 Parameters Model Ipn, lo, 1
One Diode Model 4 Parameters Model Ipn, Lo, 1, R
5 Parameters Model Ipn, 1o, Rs, Ry
One Diode Model 6 Parameters Model Ipn Lo1, M1, Lo, p, R

Iph: 101' n, 102' ny, Rs' Rsh

Model with recombination in
intrinsic layer

1 Diode Model with Recombination

Iph: Io: n Rsv Rsh' Ut

2 Diode Model with Recombination

Iph' lo1, M, Io2, Mg, Rg, Rep, T

Equation of the diode current is

Equation of load current is

qvd

Il =lo(e 7 —1)

IL =Iph _Id

g
I, = Ly~ Ip(e @ — 1)

When terminals are short circuited (V; = 0);

q0
le = ph — Iy(exr — 1)

Ie = ph

When terminals are open circuited (I;. = 0);

| P ¢ L T i, I

Figure 1. Ideal Equivalent Circuit of a Solar Cell [17].

® 7 S

)

@

3

“
(&)

(6)
O]

A current source, a diode, and a shunt resistance Rp parallel to it make up the realistic equivalent circuit of a solar
cell as given in Figure 2. Between a connection and load there lies a series resistance Rs [5].

Equation of load current is,

IL=Iph_Id_[P

quh,RS Rs
I, =Ly — (e = —1)— (Iphg
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Open circuit voltage (Voc) equation:

o= (m{(2) 1) o

<D ¥ § R va § Load

Figure 2. Practical Equivalent Circuit of a Solar Cell [18].

I-V and P-V characteristics of solar cell
The following Figure 3 describes [-V as well as P-V characteristics of solar cell.
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Figure 3. I-V and P-V Characteristics Curve of Solar Cell [19].

For a single operating point, maximum power is gained at output of a solar cell. When the given quantity of load is
applied, the resulting power at load is Py for load current I as well as load voltage V.. However, for a given load value,
the load current (I.= Iimpp) and load voltage (Vi = Vimpp) are maximum, and the power obtained is maximum, Ppmax. Ratio
of maximum power to product of V. and I is known as the fill factor that reflects quality of solar cell [20]. Changes in

parameters have an impact on I-V characteristics curve and maximum power value. As a result, it's critical to understand
the impact of changing these factors [21].

Simulation of Solar Cell Model using LTSpice-1V
Schematic diagram of solar cell model 1D5P (one diode, five parameters) is shown in Figure 4. This model is used
to simulate the effects of temperature, sun irradiation, series resistance, and shunt resistance of the solar cell.

Rseries
{Rs}

Rparallel
{Rp}

<L

Figure 4. Single-diode solar cell 1D5P-model simulated in LTSpice IV.

As illustrated in Figure 5, the model accepts as input the cell characteristics in reference circumstances as well as

environmental data (cell temperature, irradiation). The characteristics of solar cells change as a result of climatic factors
(irradiation, temperature).
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Temp
Irradnce . Ise, Vo
LTSpice -V
Rs Solar Cell Model
Ren Simulation Characterizations
Po(Iim, Vi)

Figure 5. Illustrative diagrams of the inputs and outputs of the LTSpice model.

RESULTS AND DISCUSSION
Temperature Effect on 1DSP Model Solar Cell

PV system-1 (1D5P) is used to demonstrate the effect of temperature variation. The command used in LTSpice IV
to run the simulation is (step temp 0 50 10). The beginning temperature is 0 degree, with 10 degrees as the step size and
50 degrees as the end temperature. The series and shunt resistances are 0.03 Ohms and 500 Ohms, respectively, in 1D5P
solar cell model. The current source is assumed to be 3A since the irradiance is 1000 Wm. The simulation for the
temperature impact is illustrated in Figures 6 and 7. The curve on the right represents 0 degrees celsius, while the curves
on the left represent 10, 20, 30, 40, and 50 degrees celsius, respectively.
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Solar cells, like all other semiconductor devices, are temperature sensitive. Increasing temperature, lowers the
bandgap of a semiconductor, affecting the majority of its material characteristics. A reduction in a semiconductor's band
gap as temperature rises might be interpreted as an increase in the energy of the material's electrons. As a result, less
energy is required to break a connection. A decrease in bond energy decreases a bandgap in the bond model of a
semiconductor bandgap. Open-circuit voltage is characteristic in a solar cell that is most impacted by temperature changes.
The observed variations in parameters owing to rise in temperature are reported in table 2 based on the temperature impact
simulations (Figure 6 and 7).

Table. 2. Effect of temperature

Temperature Open circuit Short circuit Maximum
(degree) voltage, Vo current, Isc Power, Pmax
™ A) W)

0 0.891136 2.99998 2.09897

10 0.880491 2.99997 2.05999

20 0.869756 2.99997 2.02095

30 0.858932 2.99996 1.98187

40 0.848023 2.99988 1.94276

50 0.837031 2.99984 1.90362

The open circuit voltage decreases with increasing temperature, while short circuit current decreases only little,
according to simulation results. At 0-degree output power is maximum. Power progressively decreases because with
temperature changes, current voltage (I-V) characteristic of an illuminated photovoltaic cell changes. According to solid
state theory, the impact may be explained. Higher temperature lowers open-circuit voltage and short-circuits current, and
hence same is true for the P-V curve. As a result, changes in temperature have an impact on the cell's overall performance.
The cell performs well at low temperatures, but as temperature rises, efficiency of the cell decreases.

Irradiance Effect
The value of I, changes when the value of solar irradiance changes. The current in a short circuit is proportional to
sun irradiation, G. A solar cell is seen to act like a 3A current source when exposed to 1000 Wm™ sun irradiation. If the
obtained ratio is Kr = (3/1000), it is determined that the current sources for radiations of 1000 Wm<2, 850 Wm<2, 700 Wm2,
550 Wm, 400 Wm2, and 250 Wm are 3A, 2.55A, 2.1A, 1.65A, 1.2A, and 0.75A, respectively, using the equation;

L= K*G (11)

The series and shunt resistances are 0.03 ohms and 500 ohms, respectively, in the model. Figures 8 and 9 show
simulations of I-V as well as P-V characteristics curves for various solar irradiances.

Table 3. Solar Cell Current (Isc) effect by Irradiance (G)

Ly (A) K, = =2 (A) G Wm™?) I, = K,xG (4)
3 0.003 1000 3
3 0.003 850 2.55
3 0.003 700 2.1
3 0.003 550 1.65
3 0.003 400 12
3 0.003 250 0.75

Iic is the current of the solar cell affected by the solar irradiance. These currents are being used to observe the
affect of solar irradiance on I-V and P-V curve of the solar cell. The variation in the solar irradiance majorly affects
the performance of the solar cell shown below in the graphs.

As the solar insolation changes during the day, the I-V and P-V properties change as well. With rise in solar
irradiance, open circuit voltage and short circuit current rises as well, causing maximum power point to shift
downward. Solar cell performance is affected by irradiance, with a drop in sunshine resulting in a fall in current and,
as a result, a loss in power production. The observed changes in parameters are presented in Table 4 resulting in a
decrease in solar irradiation.

Open circuit voltage and short circuit current are lowered as sun irradiation reduced, according to the simulation
results. The output power is highest when the irradiance is at its highest, then progressively decreases when the
irradiance is reduced.
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Irradiance Effect on I-V Curve
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Table 4. Effect of Irradiance
. Open circuit Short circuit Maximum
Irradiance, G
(Wm?) voltage, Voc current, Is Power, Pmax
(W) (A) W)

250 0.826288 0.749955 0.518568
400 0.838466 1.19993 0.829345
550 0.846713 1.6499 1.13318
700 0.852957 2.09987 1.42888
850 0.857982 2.54985 1.71582
1000 0.862188 2.99982 1.99361

Effect of Change in Series Resistance

Figures 10 and 11 show the simulation results

for various series resistance levels. The solar irradiation is set to

1000Wm?2, temperature is set to 20°C, and shunt resistance is set to 500 ohms. 0.03 ohm, 0.3 ohm, 3 ohm, 4 ohms, and

5 ohms are the series resistance values utilized.
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Figure. 11. Effect of change of series resistance on P-V curve (a) Stack (b) Batch

At open-circuit voltage, series resistance has no effect on the solar cell since entire current flow through solar cell,
and therefore via series resistance, is zero. Series resistance, on the other hand, has a significant impact on I-V curve at
open-circuit voltage. Table 5 summarizes the observed variations owing to changes in series resistance.

Table 5. Effect of change of series resistance

Series resistance, Open circuit Short circuit Maximum

Rs voltage, Vo current, Isc Power, Pmax

(Ohm) (\%) (A) W)

0.002 0.862186 2.99999 2.22728

0.003 0.862187 2.99998 2.21887
0.02 0.862188 2.99988 2.0766
0.03 0.862188 2.99982 1.99361
0.2 0.862188 2.99868 0.867814

Short circuit current is lowered insignificantly when series resistance is raised, while short circuit current is reduced
significantly for very high series resistance values. However, open circuit voltage stays same, whereas maximum output
power is decreased. The flow of current between emitter and base of solar cell, contact resistance between metal contact
and the absorber layer, and resistance of top and rear metal contacts are the three reasons of series resistance in a solar
cell. Although extremely high values may also lower short-circuit current, the major effect of series resistance is to
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diminish the fill factor. At open-circuit voltage, series resistance has no effect on solar cell since entire current flow
through solar cell, and therefore via series resistance, is zero. Series resistance, on the other hand, has a significant impact
on I-V curve at open-circuit voltage. Finding slope of I-V curve at open-circuit voltage point is a simple way to estimate
series resistance of a solar cell.

Effect of Change in Shunt Resistance
Figures 12 and 13 illustrate the simulation for various shunt resistance levels. The irradiation of the sun is 1000Wm,
the temperature is 20°C, and the series resistance is 0.03 Ohm. 5000 Ohms, 1000 Ohms, 500 Ohms, 5 Ohms, and
0.05 Ohms are the shunt resistance values.
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Figure 13. Effect of change of shunt resistance on P-V curve (a) Stack (b) Batch

By offering an additional current channel for light-generated current, low shunt resistance becomes the reason
of power losses in solar cells. An amount of current passing through solar cell junction is reduced, and voltage from
solar cell is reduced as a result of this diversion. Because there is less light-generated current at low light levels,
effect of a shunt resistance is more severe. As a result, loss of this current due to shunt resistance has a greater
impact on solar cell performance. Furthermore, at lower voltages, when solar cell's effective resistance is
considerable, influence of a parallel resistance is significant. Table 4 summarizes the observed variations owing to
changes in series resistance.
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Table 6. Effect of change of shunt resistance

Shunt resistance Open circuit Short circuit Maximum
Rer (Ohm) i voltage, Voc current, I Power, Pumax
(44 A w)
0.05 0.150000 1.87500 0.0703125
5 0.860675 2.98211 1.89965
500 0.862188 2.99982 1.99361
1000 0.862196 2.99991 1.99408
5000 0.862201 2.99998 1.99446

The open circuit voltage decreases little as shunt resistance decreases, but it decreases considerably for very low
shunt resistance values. The short circuit current is little impacted. The output power is decreased, and the power is very

low for a very tiny shunt resistance.

Optimized Results
From the above results and discussion, we concluded that at 0°C temperature, 1000w/m? irradiance, 0.002 ohm
series resistance and 5000 ohm shunt resistance give the fruitful results. The optimized values were simulated on 1D5P

model solar cell as shown in the following circuit diagram.

Rs

A

\
\
Rsh 0:002

5000

Veell
+
( —
%
.measure voc find vcell when i(vcell)=0

.measure isc find i(vcell) when vcell=0
.measure mpp max(i(vcell)*vcell)

.dcVeell 0.9 1m Iph rLD1
(/%A A

.

.param Temp 0

Figure 14. Real Valued Circuited simulated on optimum values

The effect of these optimum values is clearly shown in the following graphs.
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From the above graphs it is clear that at the optimum values, the curves have become straighter showing the
improvement in the performance of 1D5P model solar cell.

CONCLUSION

The numerical simulation was done with LTSpice. The short-circuit current and electrical characteristics of certain cell
components such as the diode, shunt resistance, and series resistances are illustrated and analyzed using numerical data. These
impacts are demonstrated using simulations. The major goal of the project is to measure output power under various
environmental conditions such as temperature, solar irradiance. Changes in these parameters have a major impact on the PV
cell's I-V and P-V characteristics curves. Temperature was varied from 0°C to 50°C. With increase in temperature the I-V and
P-V curves were affected. Hence the case with solar irradiance varied from 250 to 1000 Wm? was observed. The shunt and
series resistances of the solar cell play an important role in the performance of the solar cell. Optimum values of the temperature,
solar irradiance, shunt and series resistance values have be calculated for one diode five parameters (1D5P) solar cell.

FUTURE WORK
The presented work gave the effect of different parameters variations on I-V and P-V curves of 1D5P model solar
pv cell. If a DC-DC converter is applied at the output of this model, the voltages and currents, and hence the power of the
cell can be enhanced as well as the smooth curves can be obtained.
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BIIVINB MAPASUTHUX TAPAMETPIB TA YMOB CEPEJJOBHUIIIA HA 1I-V TA P-V XAPAKTEPUCTHKHU MOJEJII
1DSP COHAYHOI'O EJIEMEHTA 3 BUKOPUCTAHHAM LTSPICE-IV
Myxamman Aamip adi>*f, Myui6 XanP, Cymaiis Bi6i, Myxamman Slcip Illagi®, Hopina Pa66anid,
Xanid Yana®, Jaiik Xan®, BepuaGe Mapif
“@arynemem enexmpomextixu, Yuieepcumem COMSATS Icramabao, [lakucman
b®daxynemem enexmpomexuixu, Incmumym Iiedennozo Ienoncaba Mynmana, Haxucman
‘Daxynomem enexmpomexuiku, Ynisepcumem baxayooina 3axapii, Mynman, Ilakucman
d®akynomem enexmpomexnixu, Yuisepcumem nayxku ma ingpopmayitinux mexnonoziti Capxao, Ilewasap, Haxucman
¢Enexmpornutl (paxynvmem enexmpomexuixu, QedepanvHull yHigepcumem mucmeyms, Hayku i mexsiku Ypoy, Iciamabao, axucman
Tuemumym ousaiiny ma eupobnuymea (IDF), Honimexuiunuii ynicepcumem Banencii (UPV), Icnanisa

VY wiit mociimHUNBKIA poOOTI BUKOHAHO EIEKTPHYHE MOJCIIOBaHHS COHs4HOI Oarapei moneni 1DSP 3a momomoror mporpamMHOToO
3abe3neueHHs MojemoBanHs LTSpice-IV. ¥V miii po6oTi 3milicHIOBaBCS BIUIMB YMOB HAaBKOJIMIIHBOTO CEpPEIOBHINA, TOOTO
TEMIIepaTypH, COHSYHOTO ONPOMIHEHHS, a TaKOX IapasHTHUX IMapaMeTpiB, MOCHIZOBHUX IIyHTIB. Byno BusBIEHO, IO B Mipy
IiIBUILEHHS] TeMIepaTypy MPOIYKTUBHICT COHSYHHUX Oarapeil 3HIKYEThCS, OCKUIBKHM TeMIIepaTypa NMPU3BOIMTH O ITOCHICHHS
ABUIIA PEKOMOIHALLT 1, OTKE, 10 3HUKEHHS NPOAYKTUBHOCTI. OHAaK, KOJIU TeMreparypa migsuntyerbes Big 0°C no 50°C, kpusi I-V i
P-V nepeMilaioTbcst 10 MOYaTKy KOOPJIHMHAT, MOKa3yIOYM HETaTHBHUI BIUIMB IiIBUILEHHS TEMIEPaTypH HAa COHSYHHH EJIEMEHT.
CoHsAYHE OIPOMIHEHHS BiJirpae BayKIMBY POJIb Y IPOIYKTUBHOCTI COHSTYHUX €IEMEHTIB. 31 301IbIICHHSAM COHIYHOTO OMPOMiHECHHS 3
250 Br-M? 10 1000 Bt-M2 OpoIyKTHBHICTh COHSMHOIO €JIEMEHTA BiANOBiNHO 361bIIyeThes, 1 kpuBa I-V, a Takox P-V Bignangerscs
BiJ[ ITOYAaTKy KOOpAMHAT. 3pOOJICHO BUCHOBOK, IO JJISI Pi3HUX MOCIiTOBHUX omopiB [ V pa3om i3 P-V xapakTepHCTHKOIO COHSYHOTO
enemenTta Mozeni 1D5SP 3MiHIOEThCS, OCKIIBKK TIpH TocifoBHOMY omopi 0,02 OM oTpuMy€eThCS MaKCUMAIBHUI CTPYM KOPOTKOTO
3aMUKaHHS Ta MAKCUMaJIbHA TIOTYXHICTh. AJie KOJIM MOCIIIOBHUH omip 30inbnmBes nuiie Ha 2 OM, kpusi [-V 1 P-V pizko pyxaroTbes
JI0 OYaTKy KoopanHat. Omip HIyHTa — e IUISX 0 3MIHU CTPYMy elleMeHTY. 3i 30UIbIIEHHSM OIopy LIyHTA IUISX 3BOPOTHOTO CTPYMY
3MEHILYEThCS, OTHKE, BECh CTPYM iJIe Ha HABAHTAXKECHHS, OT)KE, IOCATAEThCA MAKCUMaJIbHA HOTYXKHICTb. AHAJIOTI4HO, KON 3HAYECHHS
OIopy IIYHTa 3MEHIIYETHCS, KepOBaHA HANpPYyrol AUITHKA KPHUBOI BOJBT-aMIEPHHMX XapaKTEPUCTHK HEPEeMIlLyeThesl OMK4e 10
MOYATKy KOOPJHMHAT, IO 3HIKYE HPOAYKTUBHICTh COHSYHUX €IEMEHTIB. BaxJMBO 3p03yMiTH, sIK pi3Hi (paKTOPHU BILIMBAIOTH HAa KPUBI
1-V 1 P-V xapakTepHCcTHK COHSYHUX eJeMeHTiB. Hampyra XoJI0cToro Xoay, CTpyM KOPOTKOTO 3aMHKaHHS Ta MaKCHUMaJIbHA MOTYKHICTb
3MIHIOIOThCA. BB nux ¢akTopiB Moxke OyTH HaI3BUYaiHO KOPHCHHM NP BiJICTEKCHHI HaWBHUIOi TOYKH MOTYKHOCTI COHSIYHOT
Oarapei pi3HUMH METOJIAMHU.

Kurouosi cioBa: consana G6arapest, 1 DSP, monemoBanHs, TeMnepaTypa, ocBitieHicts, LT Spice
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The results of comparing the analytical capabilities of Sector Field Inductively Coupled Plasma Mass Spectrometry (SF-ICP-MS) and
Particle Induced Gamma-ray Emission (PIGE) methods for determining the 11B/ "B isotope ratio in boron carbide samples ( B,C ) are
presented. The following nuclear reactions excited by protons on the stable boron isotopes are considered: '°B(p,ay)’Be, '°B(p,py)’Be

and '"B(p,y)'?C. The optimum proton energy range was determined to be within 550 to 600 keV, while the energies of the induced
gamma-radiation that can be used for quantitative estimation of the boron isotopes were 429 keV and 4439 keV for the isotopes '°B
and ''B, respectively. Considering the uncertainties of measurements, the data for the 11B/ "B isotope ratios, measured by the
SF-ICP-MS and PIGE methods, are found to correlate with each other; yet they are characterized by a systematic bias. The uncertainty
of measurements by the PIGE method was somewhat higher in comparison with SF-ICP-MS, and ranged from + 4.1 % to = 4.3 %, and
from + 1.1 % to £ 3.5 %, respectively.

Keywords: ICP-MS, PIGE, boron carbide, isotopic ratio, nuclear application, benchmarking

PACS: 29.30. Ep, 29.30. Kv

Boron has two naturally occurring isotopes '*B (19.9 %) and "'B (80.1 %). Due to a relatively large mass difference
(10 %) between the two isotopes and high volatility, the boron isotopic ratio ranges from — 70 to + 60 % in natural
materials (rocks, natural waters and sediments), and is used as a tracer for studying continental weathering, plate
subduction processes, pH variability in the oceans and anthropogenic pollution [1]. Boron isotopic ratios are
conventionally expressed in delta notation (J5''B ), which denotes the deviation of measured 11B/ "B ratios from the

standard (in parts per thousand), using the equation below [2]:
5”3(%) _ |: (HB/IOB)meas_ _1:| 103 ,
("'B/ "B sros:

where ("'B/"°B) 57951 = 4.04362 % 0.00137 is the abundance ratio from the accepted international reference material NIST
SRM 951 (boric acid).

The accurate knowledge of the boron isotope ratio is of particular importance for neutron-absorbing materials in
nuclear reactors. In a boiling water reactor (BWR) and a fast breeder reactor (FBR), boron carbide ( B,C ) serves as a

neutron-absorbing material for the control rods. Furthermore, in a pressurized water reactor (PWR), a solution of boric
acid (H,B0,) is added to the primary cooling water to adjust the reactivity of the reactor core [3]. The boron isotopic

ratio is one of the most important parameters that qualifies the applicability of B,C in the nuclear reactor, considering

due to the fact that the isotope '°B has a significantly higher thermal neutron absorption cross-section compared to ''B ,
namely 3840 barn vs. about 0.005 barn [4].

The isotope composition control is also of importance for predicting the material behavior under irradiation conditions,
when even a minor variation in the isotopic abundance ratio may cause a substantial change in material properties.

The traditional method for determining the isotopic composition of boron ( §''B ) most accurately (RSD of £ 0.3 %)
is the thermal ionization mass-spectrometry (TIMS). Other mass-spectrometric methods with ionization in inductively
coupled plasma (ICP-MS) are also widely used for measuring various isotopic ratios. In the boron analysis case, the
MC-ICP-MS multicollector systems can provide measurement uncertainty + 0.2 %. For double focusing sector field
mass-spectrometers SF-ICP-MS, the typical value of uncertainty is + 2 %, and for quadrupole-based mass-spectrometers
Q-ICP-MS it makes §''B £ 15 % [5-8].

Furthermore, for isotopic analysis, nuclear physics methods are also used, which involve the Rutherford ion
backscattering spectrometry, and also, the nuclear reactions excited by charged particles and neutrons on different isotopes
of one and the same chemical element [9-11].
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This paper presents the results of benchmarking between the SF-ICP-MS and PIGE methods at determining the
llB/ "B isotope ratio in boron carbide samples (B4C). The traditional mass-spectrometric methods for determining isotopic
composition provide high precision, but, on the other hand, often require labor-intensive sample preparation, such as
chemical purification of the analyte, and expensive auxiliary equipment. In this context, the PIGE is considered as an

alternative nondestructive express-method for measuring the '’ and ''B isotopic abundance in the field of nuclear
applications.

MATERIALS AND METHODS
The samples used in the measurements were B,C powders with different particle sizes varying from 50 to 70 pm.

For purposes of the studies, pellets-targets were prepared from boron of natural isotopic composition and B enriched.
The pellets of diameter 9 mm were made by pressing the B,C powder under pressure of 25 kg/cm? for 3 minutes.

Amorphous boron powder enriched to 96.2 % at. in the '’B isotope (produced by the National High Technology Centre
of Georgia) was used as a reference material to assure the accuracy of boron isotope measurements and to correct the isotopic
ratios in the samples for mass bias. No additional drying or homogenization was carried out on the reference material.

The boron isotope measurements were performed using a double-focusing magnetic sector inductively coupled
plasma mass spectrometer equipped with a single electron multiplier SF-ICP-MS ELEMENT 2 (Thermo Fisher Scientific
GmbH, Germany); its technical characteristics are given in Table 1. All measurements were carried out in the low mass
resolution mode ( m/Am = 300).

Table 1. Technical characteristics of SF-ICP-MS ELEMENT 2

Mass range from 2 to 264 a.m.u.
Sensitivity ~ 106 cps for 1 ppb ' In
Detection limit 1 ppq for non-interfering elements
Dark noise <0.2 cps
Dynamic range > 10°
Mass resolution low (300), middle (4000), high (10000) at 10 % peak height
Signal stability better than 1 % for 10 min.

Thermo Tuning Solution A, containing the elements ’Li, °Be, *Co, **In, '*¥Ba, '*°Ce, 2°°Pb and >**U at 10 pg L',
was used for tuning.

The samples were introduced into the SF-ICP-MS through a Nd:YAG deep UV (213 nm) laser ablation system
NWR-213 (New Wave Research, Inc., USA). The generated plume was transported from the laser ablation cell to the
SF-ICP-MS plasma by means of a laminar flow of Ar gas. Further details on the optimized instrumental settings as well
as on the applied data acquisition parameters are reported elsewhere [12].

The nuclear physical analytical complex SOKOL (NSC Kharkiv Institute of Physics and Technology, Ukraine) was
used to determine the boron isotopic ratio by the PIGE method [13].

The targets were placed into the multi-position cassette located in the irradiation chamber, which was evacuated to
a pressure lower than 10°MPa, and were alternately exposed with a proton beam under identical conditions. The current
integrator was used to measure the proton beam current, while the chamber itself, being out of contact with the ion guide,
the vacuum and adjusting systems served as a Faraday cup.

The accelerator energy calibration was performed against the resonances of 991.2 keV protons and 1779 keV
gamma-quanta from the 2’ Al(p,y)*®Si reaction.

The protons were incident on the target along the normal to its surface. The beam projection on the target represented
a circle 3 mm in diameter.

The gamma-quanta were registered by a Ge(Li) detector located outside the chamber, at a distance of 1.5 cm from
the target and at a 0° angle to the proton beam direction. The energy resolution (FWHM) of the detector at the 661 keV
line was 1.5 keV.

The characteristic X-ray excited in the samples was registered by a Si-pin detector with the crystal measuring
3 mm x 500 um. The detector, having the 165 keV energy resolution at 6.4 keV line, was located outside the chamber, at
a distance of 4.5 cm from the target and at a 135° angle to the proton beam direction. The characteristic X-ray was
extracted from the chamber and was guided to the detector through the window made from a 25um thick Be-foil.
A polyethylene absorber 150 um thick was used to suppress low-energy radiation. To eliminate the edge effects during
the X-ray registration by the detector, a 5 mm thick aluminum collimator, having a hole with diameter of 1.5 mm, was
arranged between the detector and the target.

The optimum measuring conditions have been established and a series of measurements of gamma-ray spectra from
both natural and '’B-enriched samples was performed. In the experiments, the proton energy was 600 keV, the beam
current — 500 nA, the proton charge on the target varied from 200 to 500 puC. Five replicate measurements were performed
for each of the samples.
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The prepared sample pellets were placed into the laser ablation chamber. The raw data obtained by the SF-ICP-MS
analysis were first corrected for the gas blank. The boron isotopic ratios were calculated subsequently as the ratios of the
background-corrected signals after ablation. All the results reported here are based on five replicate measurements of each
sample. All indicated uncertainties are the combined standard uncertainties and include a coverage factor of 2.

The mass bias correction was calculated using a boron powder enriched in the "B isotope to 96.2 % at. The signal
intensity ratio of each sample was corrected by multiplying the mass bias coefficient thus obtained from the signal
intensity ratio of boron powder enriched in the isotope '°B .

For many years now the nuclear physics methods have been used for the analysis of elemental and isotopic
composition of substances, as well as for studies of spatial distribution of matrix and impurity elements, including the
depth distribution gradients, i.c., the concentration profiles [14].

Table 2 lists the data for proton-excited nuclear reactions on stable boron isotopes, which can be used to determine
the isotopic composition.

Table 2. Data for proton-excited nuclear reactions on stable boron isotopes

Reaction Gamma energy, Resonance energy, Resonance Resonance cross-section, Reference
keV keV width, keV barn
9B(p,ay)’Be 429 None - _ [15]
19B(p,py)’Be 718 None - _ 5
"B(p,n)'*C 4439, 11680, 16110 163 7 0.157 [16]

As is evident from Table 2, for determination of the '°B isotope, gamma-quanta of energies 429 keV and 718 keV
can be used. In the process, as the experimental data demonstrate, the 429 keV radiation appears much more intense. For
the !'B isotope analysis, it is advantageous to use 4439 keV gamma-quanta, because the registration efficiency of
11680 keV and 16110 keV quanta is appreciably lower. In the proton energy range up to 600 keV, the contribution of
4439 keV gamma-quanta to the peak is mainly due to the resonance at a proton energy of 163 keV, and hence, the radiation
intensity in this energy range remains essentially the same. Yet, at proton energies above 600 keV, the emission of 429
keV gamma-quanta from the '"B(p,oy)’Be reaction substantially increases, and this complicates the operation of the
spectrometer. Then, for determination of the boron isotopic composition, it is expedient to measure the gamma-ray spectra
at proton energies ranging from 550 to 600 keV.

RESULTS AND DISCUSSIONS
Figures 1a, 1b show the gamma-ray spectra, measured under the above-described conditions, with the use of samples
from boron of natural composition and boron enriched in the '°B isotope.

750 650
10 7
9B (p,ay)'Be a B(p,ay)'Be b
7001429 ke 429 keV
600
650
600 - 550 -
£ @
S 550 c
8 § 500
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1507 4439 keV 19F 160 1001 4439 keV
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Figure 1. Spectra of gamma radiation induced by proton irradiation of boron samples: a — sample of natural isotopic composition;
b — sample enriched with '°B

As is obvious from the spectra, in the proton energy range under consideration, the gamma-radiation intensity
resulting from the reaction on the '°B nuclei is considerably higher than that from the reaction on the "B nuclei. With
increase in the proton energy, the intensity of the 429 keV gamma radiation from the '°B(p,ory)’Be reaction strongly
increases, thereby complicating the operation of the spectrometer, in particular, for registration of a substantially less
intense 4439 keV gamma-rays from the ''B(p,y)'>C reaction.

Figure 2 shows the SF-ICP-MS and PIGE measurement data on the 'B/!°B isotopic ratios for four B4C samples in
comparison with the reference (!'B/!°B)nistos1 values.



78

EEJP. 2 (2022) Dmytro Kutnii, Stanislav Vanzha, et al
4.5
B SF-ICP-MS data
4.4 - O  PIGE data
- — - certified ratio value
4,3 1
o
£ 421
g
< 4,14
o Y | R I D S N
% a0l .
3,9
3,8 4
a.r T T T T

1 2 3 4
Number of sample

Figure 2. ""B/"°B isotopic ratios in four samples of boron carbide measured by SF-ICP-MS and PIGE methods vs accepted international
reference value 4.04362 + 0.00137

With allowance made for the uncertainties of measurements, the data are seen to correlate between themselves, but
at the same time, they are characterized by a systematic bias. The use of the SF-ICP-MS technique allows one to assume
that the isotopic composition of one of the B4C samples under analysis is probably not natural, whereas the PIGE data
show no difference in the said samples. On the whole, the uncertainty of the PIGE data appears somewhat higher
compared to the SF-ICP-MS measurement results, ranging from +4.1 % to £4.3 % versus £ 1.1 % to £3.5 %,
respectively.

Figures 3 and 4 show the estimates of statistical correlation and agreement of the SF-ICP-MS and PIGE
measurement data, as determined by the regression analysis and the Bland-Altman comparison, respectively.

45 — o 32
404 y=a+bx g 8-33_ +1.96 SD
35 @ i 37.227 - T a4
b =0.992 , o
304 R2=0.988 ’ S ]
& ) 'O/O o 35 o
= 254 % = 4]
m 27 o o)
é‘? 201 L’ E 37 Average Difference
o 157 i = -38- 5
w 10 1 s ©
e
, 8 -394
S o o o
s o -40
01 o o 1.96 SD
5 7 m A . It
54 . =
T T T T T T T T T T @ —42 T T T T T
45 -40 -35 -30 25 20 15 10 -5 0 5 -30 -20 -10 0 10 20 30
5"1B (SF-ICP-MS), % 5"1B of SF-ICP-MS and PIGE, %

Figure 3. Relation between 6''B determined by both SF-ICP-  Figure 4. Bland-Altman comparison of the SF-ICP-MS and
MS and PIGE for all B,C samples and their linear PIGE & "B determinations of B,C samples

approximation

As can be seen from the scatter diagram in Fig. 3, there is strong correlation between the two methods. The calculated
linear regression equation is given by: y =37.227 +0.992 - x with the coefficient of determination (R-Square) being close

to 1. But, it is important to note that the correlation is not the same as the agreement. In some cases, the regression analysis
may lead to improper conclusions. This just relates to the problems of comparing two measuring techniques, when the
choice of independent variable is ambiguous.

In order to more readily see the difference between the two measurement techniques, it is useful to plot the means
of each pair of measurements versus the difference between the measurements. Such a plot is known as the Bland-Altman
Plot, which is shown in Fig. 4. The average difference in §''B values measured by SF-ICP-MS and PIGE is — 37.3 and
there is no tendency for the difference to vary with variation of isotopic ratios. The limits of agreement within 95 % of
the differences expected were calculated according to the Bland-Altman approach as to be —41.3 and —33.4. The
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agreement of the SF-ICP-MS and PIGE methods is confirmed by the fact that the values in Fig. 4 are clustered around
the mean of the differences, and certainly within two standard deviations of the mean.

CONCLUSIONS

Benchmarking assessment of the boron isotopic ratio values measured in boron carbide by both the SF-ICP-MS and
PIGE techniques has been performed. As nuclear reactions excited by protons on stable boron isotopes, consideration has
been given to the °B(p,ay)’Be, '°B(p,py)’Be and ''B(p,y)!?C reactions. The optimum proton energy range has been
determined to be between 550 and 600 keV. The induced gamma-radiation energies, which may be used for quantitative
estimation of boron isotopes, have been found to be 429 keV and 4439 keV for the isotopes '°B and !'B, respectively. It
has been demonstrated that with allowance for measurement uncertainties, the isotopic ratio ''B/!°B values measured by
the SF-ICP-MS and PIGE methods correlate with each other, yet at the same time, are characterized by a systematic bias.
The uncertainty in the PIGE data is somewhat greater compared to the SF-ICP-MS data, namely, it varies from + 4.1 %
to +£4.3 % and from + 1.1 % to £ 3.5 %, respectively. The agreement of the SF-ICP-MS and PIGE methods has been
confirmed by the Bland-Altman comparison.
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BUMIPHOBAHHS I30TOITHOT'O CIIBBIJIHOIEHHS BOPY (8''B) Y KAPBIJII BOPY (B4C):
MOPIBHSIHHSI METOJIB SF-ICP-MS TA PIGE
J.B. Kytnii, C.O. Ban:ka, /I./I. Bypaeiinuii, B.B. Jleeneun, O.I1. Omenbnuk, A.O. Hlyp
Hayionanvruii nayxosuti yenmp «Xapkiscokuii gizuxo-mexuiunuil incmumymy HAH Yxpainu
VYV poboti mpezacTaBieHi pe3yJabTaTH MOPIBHSAHHS aHATITHYHUX MOXKIJIMBOCTEH METOIB MAarHiTOCEKTOPHOI Mac-CIeKTpOMeTpii 3
IHIYKTHBHO-3B'13aH0I0 T1a3Mot0 (SF-ICP-MS) Tta cnexkrpoMeTpii raMma-BHIPOMIHIOBAHHS i3 SIIEPHUX peakilid, 1[0 iHIyKOBaHi

Baxkumu dactuikamu (PIGE) npu BusHauensi isoromsoro sizmomenns ''B/'°B B kap6iai 6opy (B,C ). PosrmsmyTo Taki saepi

peakiii, mo 30yIKYHOTECS NPOTOHaMu Ha crabinbuux i3oromax Gopy: '“B(p,ay)’Be, '"B(p,py)’Be u !'B(p,y)'>C. Busnaueno
ONTHMAJILHUH Jiara3oH eHepriii npoToHiB B iHTepBaii Bix 550 no 600 keB, mist iHAyKyBaHHS raMMa-BHIIPOMIHIOBAHHS 3 €HEPTisIMU
429 Ta 4439 keB, sKi MOXKYTbL OYTH BUKOPMCTaHi JIsl KiIbKicHOT otinky i3otonis '°B i "B, Bignosigno. [Tokazano, 110 3 ypaxyBaHHAM

HEBH3HAYCHOCT] BUMIPIOBAHb BETHUMHH i30TOMHUX BigHomerb ''B/'°B , mo Bumipsui Merogamu SF-ICP-MS i PIGE y3romkyioTscs
MiX c00010, TIPOTE BCi PE3yJIbTATH XapaKTEPU3YIOThCS CHCTEMATHYHUM BinxuieHHsM. HesusHauenicts BumiproBanb PIGE metony
neuto Buiie nopieastHo 3 SF-ICP-MS, i Bapitoetses Bix + 4,1 % no 4,3 %, i Bin + 1,1 % mo £ 3,5 %, BiamnosiaHo.

Kurouosi ciioBa: ICP-MS, PIGE, kap6in 6opy, i30TONHE BiHOLICHHS, SACPHE 3aCTOCYBAHH, HOPIBHIHHS Pe3yJIbTaTiB
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Electrical properties of Nano TiO: coatings as a function of the nanoparticle size have been studied. In addition, this study explores
how to calculate the quantum confinement energy of TiOz. The results confirm the effect of particle size on electrical properties
especially when the size becomes close to the exciton Bohr radius. The electrical properties are not effected when the size becomes
close to 40nm. The Bohr radius of Nano TiO:z coatings has been found to be 1.4nm. While the confinement energy was 0.43 eV. The
program depends on the Characteristic Matrix Theory and The Brus Model.

Keywords: TiO2, Nano Coatings, TheBrus model, TheCharacteristic matrix, Quantum confinement
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The study of electrical properties of semiconductors nano coatings has a considerable interest in the field of
nanotechnology [1]. The present study focuses on Nano TiO, because of its many modern coating applications. Titanium
dioxide (TiO>) belongs to the family of transitional metal oxides [2]. Nowadays, TiO; has a great attention in researches
and industrial fields. TiO; is used as a white pigment in paints, paper and plastics [3]. TiO; is used in the solar energy
industry and in anti-reflective coatings because of its stability and high absorption capacity, as well as for its strong
mechanical properties, and because it has a high refractive index and good transmittance in the visible spectrum region [4].
Titanium dioxide is a semiconductor (N-type) [5]. TiO, has three important natural crystalline forms: anatase, brookite,
and rutile, and the energy gap of anatase or rutile forms range between 3.0-3.05 eV. Titanium dioxide has a wide energy
gap, which makes it suitable for UV or X-rays detection application [6]. The rutile phase is more common and stable than
the other phases, while brookite is rare in nature. Brookite is formed when titanium dioxide films are amorphous in
depositions at temperatures less than 300°C, while rutile is formed at high temperatures [7]. The nano-material of TiO,
shows good electronic and optical properties because it is effective in the ultraviolet region and the refractive index is
high, and it shows the photocatalytic behavior by generating an electron-hole pair when exposed to sunlight or ultraviolet
rays [8].

The aim of this work is to study the electrical properties (dielectric constant, activation energy, concentration of
charge carriers) of nano TiO, coatings with a change in the size of its nanoparticles within the ultraviolet spectral region
(10-400 nm). Also, we present the calculation of confinement energy. The Characteristic Matrix Theory and The Brus
Model were used to conduct this study.

THEORY
The Brus model
The Brus Model can be considered as one of the most important models which indicates that the energy gap of
quantum dots in semiconductors depends on the nanoparticle size. It has another term which is called the Effective Mass
Approximation (EMA). This model takes into account the values of the effective masses of the electrons and holes, which
change from one material to another. The change in the energy gap of quantum dots (AEg) is given by Brus equation [9]:

AE 1)

-1
_ h?n? [ 1 1 17862  0.124e* [ 1 1 ]
b

g Zr}Z,S mg  mj £Tps hZe2 [mg  my

where rp is the particle's radius as aspherical quantum dots. mg represents the effective mass of electrons, my, is the
effective mass of holes, € is the dielectic constant.
Since AE; = E§a™°(r,s) — EL*!, eq (1) becomes [10]:

)
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Eg“lk represents the bulk energy gap and Eg2"° (1) is the effective energy gap. We notice from the second term of Eq 2
that the energy gap inversely related to rgs , which means that the particle size decreases when the energy gap increases.
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The third term in Eq 2 will be ignored because the strenght of Coulombic interaction will increase. we observe that the
second and third terms can be neglected due to the smalleness compared to the first, then Eq 2 becomes:

h?n? | 1 1
B (rpe) = B + 0 [ L4 L] ®

2 * *
2rps |me  my

Moreover, we could suppose that the energy gap increases as the particle size decreases by reason of the effect of
quantum confinement, which has a vital effect when r,s becomes equal to or less than the normal Bohr radius a. of the
exciton [11] with

(4)
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Where e represents the electron charge, whereas g.and €. are the dielectric constants for the semiconductor and the
vacuum, respectively.

The Characteristic Matrix of Single Thin Films
The Characteristic Matrix combines the continous tangential components for the magnetic and electric fields, which
can be written as [12]:

B] _{ q [ coséd, isiné}/nr]}[ 1] 5)
cl— UV'r=1l]in,siné, cosé, NMm

Since, the phase thickness is: 8, = 2nn,d,.cosf, /A here (B,C) are the Matrixs' elements (electric and magnetic
fields). n,- is the optical permititivity and 7,, is the refractive index of substrate. Figure 1 represents the system of a single
thin film on substrate.

Boundary , Boundary

Air Film Substrate

Figure 1. A plane wave incident on a thin film [13]

The equation (4) includes all the information which we need to calculate the reflectivity (R) and transmittance (T)
For a single thin film deposited on the substrate's surface. And from Fresnels' equations we can find the reflectivity
(R) [14]:

- (2 ®

Mo+

n,and n- are the optical permittivity for the medium transmittance and incidence, respectively.

Quantum confinement

The quantum confinement of electrons occurs when the dimensions of the material are smaller than the distance of
liberation of electrons, so it depends on the Bohr radius of the material. The quantum confinement is one of the direct
effects of reducing the size of materials to nanoparticle; As the energy levels of the material become discrete, its effect
appears through the change in the density of states and the energy gap of the material. Thus, the optical, electronic and
electrical properties of materials become dependent on their size. Quantum dots can be defined as a physical system in
which electrons are bound in three dimensions, and this electronic confinement is known as quantum confinement.
Quantum confinement occurs when the dimensions of the particle structure are equal to or smaller than the de Broglie
wavelength of the electron or the gap [15,16].

As an example of quantum confinement, we take a spherical semiconductor particle with a diameter (D=2rp;), and
which must be smaller than the de Broglie wavelength A =h/p of the electron for the particle to be a quantum dot. The
typical electron kinetic energy is given by following formula [17]:
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And when we consider that the effective mass of the electron m;; is equal to its mass in free space (9.1 X 1073kg)
we find that A=~6 nm at room temperature (300K), and this means that if the spherical crystal diameter is less than 6nm,
The electron wave packets or holes are compressed into a smaller space than they should normally be. So, the electron
will need more energy to move [18]. The above example does not take into account that the electron mass mj and the
hole mass mj, are not actually the two masses in free space that we know, but the two effective masses.

Application
In this work, we used MATLAB program version (R2021a) to study the elecrtical properties (Dielectic constant,
Activition energy and concentration of charge carriers ) of Nano-TiO, Coatings on (Ge) substrates as a function of the
particle size. Also, we calculated the quantum confinement energy.

Concentration of charge carriers
We studied the concentration of charge carriers by using Brus model. Figure 2 shows the change in the concentration
of charge carriers of TiO; coatings as a function of the nanoparticle size.
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Figure 2. change in concentration of charge carriers of TiOz as a function of the nanoparticle size.

We noticed that when the size is very small, the concentration of charge carriers is very small. This is due to the
quantum confinement of the electron, as the atoms present on the surface are few. When the nanosize increases, the
concentration of charge carriers increases as expected. Indeed, when the nanosize increases, the number of molecules and
atoms on the surface increases. This behavior was observed by P. Parameshwari (2012), who pointed that the increase in
electrical conductivity could be associated with the decrease in the scattering at the grain boundaries when the size of the
grains increases, conducting to an increase in injection and mobility of free charge carriers [19].

From Figure 2, the Bohr radius of TiO, was estimated to be not less than 1.4 nm. whereas, the energy gap of TiO,,
was 5.7 eV, and by using the empirical equation to calculate the refractive index of TiO», we found 2.2, which is less than
the refractive index of the bulk material. The quantum confinement energy was calculated to be 0.43eV

Activation energy
The activation energy was studied by using the Brus model. Figure 3 shows the change in the value of the activation
energy as a function of the nanoparticle size.
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Figure 3. Change in the activition energy of TiO: as a function of the nanoparticle size.
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From Fig. 3 we observe that at small nanoparticle sizes the values become large, but they decrease when the particle
size increases close from to the exciton Bohr radius. The activation energy is at the Fermi level, which is in the middle of
the energy gap. That is, the activation energy is equal to half of energy gap. This means that the change in activation
energy is exactly corresponding to the change in the energy gap [20]

Generally, it was found from this study that the activation energy depends on the size of the grains and gradually
decreases with the grain size. Thus, it is in agreement with previous studies [21].

Dielectric constant
At this stage, the dielectric constant was studied, using the results obtained from the Brus model to extract the
dielectric constant value of TiO; as a function of the nanoparticle size.
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Figure 4. change in the dielectric constant of TiOz as a function of the change in nanoparticle size.

We observe from Fig. 4 that the dielectric constant decreases with the decrease in nanoparticle size. To clarify this
in the nanoscale range, this can be understood by observing that for small particle sizes, the number of surface atoms is
large, while for nanomaterials, the number of atoms per unit volume will decrease because of the quantum confinement,
whereas at the nanoscale, the electron orbits causing in the increases of the Coulomb force that supports the force recovery.
Thus, the natural angular frequency of electron oscillation, that results in the decreases in the dielectric constant, and this
shows that the dielectric constant decreases with the size of the particle's material [22].

CONCLUSION

It has found that the dielectric constant of Nano TiO, coatings decreases the nanoparticle size. The values of the
activation energy of Nano TiO, coatings are inversely related to the particle size. While the concentration of charge
carriers for TiO; is very small when the size is too small. So no change in the electrical properties of the material can be
observed, because it behaves at 40nm size as a bulk material, because the quantum confinement is almost non-existent.
The quantum confinement energy was calculated to be 0.43 eV. The Bohr radius of TiO, was estimated to be not less
than 1.4nm, and the energy gap of TiO, was found to be 5.7ev, and we also found the value of the refractive index of
TiO; to be 2.2, which is less than the refractive index of the bulk material.
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JOCIIJKEHHSA EJEKTPHYHIX BJIACTABOCTEM IIOKPUTTIB NANO TiO: HA OCHOBI
XAPAKTEPUCTHYHOI MATPHYHOI TEOPIi I MOJEJII BPIOCA
Capa A. Xigxa0, Cain H.T. ans-Pamupg
Disuunuii paxyremem Ocgimnbo2o Konedicy yucmux Hayxk Yuieepcumemy Anbapa, Ipax

JlocnijkeHo eNIeKTpUYHi BIacTUBOCTI HaHOMOKPUTTIB TiO2 y 3ayie:HOCTI Bij po3Mipy HaHodacTHHOK. Kpim Toro, y nociipkeHHi
BUBYAETBCSA, K PO3PAaxXyBaTH €HEPrit0 KBaHTOBOro yTpumaHHs TiOz. Pe3ynbTaTd miaTBEpIKyIOTh BIUIMB PO3Mipy YaCTHHOK Ha
CJIEKTPUYHI BIACTHBOCTI, 0COOINBO KOJIX PO3MIip CTae OIU3BKUM 110 pafiycy ekcuToHa bopa. EnekTpudni BIacTHBOCTI HE 3MiHIOIOTHCS,
Kou po3mip crae 6muspkuM 10 40 HM. Betanoeneno, mo paxaiyc bopa mokputriB Nano TiO2 cranoBuTh 1,4 HM, TOAI SIK €HEpPris
yrpumanus cranosuna 0,43 eB. IIporpama 3ainexuTs Bif XapakTepHUCTHYHOI MaTpHUYHOI Teopil Ta Mozeni Bproca.

Kuarwuosi ciosa: TiO2, Hanonokputts, Moaenb TheBrus, TheCharacteristic matrix, Quantum confinement
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The article is devoted to the study of the operating modes of a glow discharge with a coaxial hollow cathode in helium and neon gases.
It is shown that the burning voltage of a discharge with a coaxial hollow cathode is lower than one with a cylindrical hollow cathode
of equal diameter, and the position of the optimal pressure range depends on the width of the annular gap of the cavity. It is noted that
the rod current density is 3-5 times higher than the cylinder current density. The insignificant role of the photoelectric effect in the
processes of electron emission from the cathode is proved. It is shown that the intensity of the atomic spectral lines of the cathode
material increases significantly when a coaxial hollow cathode is used.

Keywords: glow discharge, hollow cathode, cathode configuration, spectral sources, electron oscillations, discharge current density.
PACS: 52.80.Pi; 52.80.Tn

The vast majority of glow discharge studies in hollow cathode devices use cylindrical hollow cathodes that are open
at one or both ends. However, the effect of a hollow cathode is also observed with other configuration of the cathode
cavity (a double hollow cathode formed by two flat plates located at a rather small distance; or hollow cathodes with
different shapes of the inner cavity [1]), as long as conditions for the oscillation of fast electrons in the cross section of
the cathode cavity are provided. These designs have no advantages over the cylindrical hollow cathode and therefore have
not gained widespread acceptance. An exception is the slit hollow cathode used in ion lasers, which is essentially a
cylindrical hollow cathode, with withdrawal of a current through a slit in the side surface of the cylinder.

GOALS OF ARTICLE

Analyzing the features of the discharge mechanism with a cylindrical hollow cathode, the following drawback of
these cathodes can be noted [2, 3, 4]. On the axis of the cathode cavity, there is a maximum concentration of slow
electrons, which have an energy of less than 1 eV near the upper boundary of the optimal pressures range. Consequently,
in the axial region of the cylindrical cathode cavity, conditions for intense volume recombination of electrons and ions
are created, because of this recombination the degree of plasma ionization in the cathode cavity decreases. Placement of
additional electrodes in the cathode cavity, for example, an anode or an insulated electrode [3] leads to the loss of fast
electrons due to violation of the conditions for the oscillation of fast electrons and a sharp increase in the burning voltage
of the discharge. However, placing a metal rod, connected to the cathode, on the axis of the cathode cavity leads to a
decrease in the burning voltage of the discharge in comparison with a hollow cathode formed by the same cylinder without
a rod. Therefore, such a hollow cathode, called coaxial, was investigated in more detail.

MATERIALS AND METHODS
One of the designs of discharge tubes with a coaxial hollow cathode is shown in Figure 1.
T4 4
2
2
N
Y
Y
~
3 6 1 7 5

Figure 1. Construction of the discharge tube with a coaxial hollow cathode: 1 - cylinder; 2 - removable rod; 3 - side flange;
4 - anodes; 5 — glass plate; 6 — water cooling jacket; 7 — glass pipes for gas.

The cathode cavity is formed by a cylinder 1 and a removable rod of various diameters 2, fixed with a vitrified holder
in the side flange 3. The anodes are two annular electrodes 4 located coaxially with the cathode cavity. The second side
flange is covered with a glass plate 5 for visual observation and output of optical radiation from the cathode cavity. The outer
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cylinder is equipped with a water cooling jacket 6, filling the tube with gas and pumping out was performed through glass
pipes 7. The rod could be introduced into the cathode cavity using a bellows system that allows the rod to be shifted parallel
to the axis of the cathode cavity. All measurements were carried out in the continuous flow regime of spectrally pure helium
and neon gases.

RESULTS

For a cylindrical hollow cathode, the discharge burning voltage depends on the geometric dimensions of the cathode
cavity and the cathode material. Figure 2 shows the dependences of the burning voltage on the helium pressure for a
coaxial hollow cathode with a rod diameter of 2 mm and 5 mm at a discharge current of 10 mA. Similar measurements
were also carried out for the cylindrical hollow cathode.

It can be seen that, in the region of optimal pressures, the burning voltage in the coaxial hollow cathode is lower
than in the cylindrical one, and a shift of both boundaries of the region of optimal pressures is observed. With an increase
in the diameter of the rod, the transverse size of the resulting annular cavity, along which the electron oscillations occur,
decreases. And just like for a cylindrical hollow cathode, with a decrease in the diameter, the burning voltage decreases
and the boundaries of the region of optimal pressures shift towards higher pressures.

Figure 3 shows the dependence of the burning voltage on the helium pressure for a cylindrical hollow cathode and
coaxial hollow cathode formed by an aluminum cylinder with a diameter of 30 mm and a rod with a diameter of 5 mm
made of molybdenum, aluminum and nickel.
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Figure 2. The dependences of the burning voltage on the helium  Figure 3. The dependence of the burning voltage on the helium
pressure for a cylindrical hollow cathode (CylHC) with a cylinder  pressure for CylHC with a cylinder diameter of 30 mm (1) and
diameter of 30 mm (1) and for a coaxial hollow cathode (CoaxHC) CoaxHC with a rod diameter of 5 mm of molybdenum (2),
with a rod diameter of 2 mm (2) and 5 mm (3) aluminum (3) and nickel (4)

Curve 1 corresponds to a hollow cathode without a rod. It can be seen that the burning voltage of the discharge
depends on the material of the rod and also it depends on the material of a cylindrical hollow cathode. If both the outer
cylinder and the rod are made of nickel (Figure 4), then the burning voltage at the minimum of the U(P) dependence is
116 V, which is less than the normal cathode potential drop for a nickel-helium pair (144V) [5].
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(1) and helium (2) pressure for CoaxHC with a nickel cylinder
diameter of 30 mm and a nickel rod diameter of 10 mm at the
discharge current of 100 mA
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The fact that the burning voltage in the coaxial hollow cathode depends on the rod material indicates that the atomized
atoms of the outer cylinder fall on the rod in an insignificant amount. The displacement of the boundaries of the optimal
pressures region depending on the type of gas for a coaxial hollow cathode has the same regularities as for a cylindrical
one. One would expect that if the width of the annular gap of the coaxial hollow cathode is equal to the diameter of the
cylindrical hollow cathode, the regions of optimal pressures should coincide. Comparison for helium gas of the upper PU
and lower PL boundaries of the optimal pressures region for a coaxial hollow cathode (CoaxHC) and cylindrical (CylHC)
with the equality of the gap width and the diameter of the cathode cavity is given in Table.

Table. The value of the upper Pu and lower PL boundaries of the optimal pressures region at the same values of the width of the gap
of the CoaxHC and the diameter of the CylHC.

6.5 mm 10 mm 12.5 mm 14 mm
CoaxHC CylHC CoaxHC CylHC CoaxHC CylHC CoaxHC CylHC
Py, Torr 5.0 7.5 3.0 4.5 3.0 4.0 2.0 3.5
Pr, Torr 0.6 1.5 0.4 0.9 0.4 0.75 0.3 0.7
Pu/PL 8.3 5.0 7.5 5.0 7.5 5.0 6,7 5.0
DISCUSSIONS

It can be seen from the table that in all cases the region of optimal pressures of the coaxial hollow cathode is shifted relative
to the cylindrical one towards lower pressures. At the same time, the value of PU/PL for a coaxial hollow cathode is higher than
for a cylindrical one. All this indicates that the oscillations of fast electrons in the coaxial hollow cathode occur not only in the
radial direction. Part of the electrons emerging from the outer cylinder is decelerated in the dark cathode space near the rod, and
part of the electrons first bends around this region and then falls into the dark cathode space near the cylinder again. Thus, the
length of the trajectory for different electrons a lies in the range from S - the width of the annular gap to D - the diameter of the
outer cylinder. As a result, the width of the optimal pressure region increases. The above considerations are confirmed by the
fact that when the rod is displaced relative to the axis of the outer cylinder, the region of optimal pressures also expands.

The problem of studying the distribution of the current in a coaxial hollow cathode has two aspects. First, the
distribution of the current between the outer cylinder and the rod, and second, the distribution of the current along the
length of the cathode cavity [6]. In all discharge tubes, the rod had an insulated terminal, and this made it possible to
measure the rod current and its dependence on various conditions. A tube with a sectioned hollow cathode was used to
measure the longitudinal distribution of the current.

It turned out that the current to the rod makes up a significant part of the total cathode current and is practically
independent of the gas pressure in the region of optimal pressures. Figure 5 shows the dependence of the current on the
helium gas pressure for a coaxial nickel cathode with an outer cylinder 30 mm in diameter and different rod diameters:
I mm, 2.5 mm, 5 mm and 10 mm and the same discharge current of 100 mA.

L mA“ I, mA“ 1
30t -2
30
20} -3
20
4
10 10
0 1 1 Ll L L Ll 1 1 Ll L Ll : L 1 :
10" 10° 10" P, Torr 0 5 10 droa, mm

Figure 5. The dependence of the current to the rod on the helium  Figure 6. The dependence of the current to the rod on its
pressure for a nickel CoaxHC with a cylinder diameter of 30 mm  diameter at helium pressure of 1Torr (1), 2 Torr (2), 5 Torr (3),
and rod diameters of 1 mm (1), 2.5 mm (2), Smm (3) and 10 mm 10 Torr (4) at the discharge current of 100 mA. Cylinder
(4) at the discharge current of 100 mA diameter equals 30 mm

With an increase in the diameter of the rod, the transition point from a flat section to a steeply dipping one shifts
towards high pressures. With the smallest diameter of the rod (1 mm), the rod current in the pressure range of 0.1-1 Torr
is about 20% of the total discharge current, although the surface of the rod in this case is 30 times smaller than the surface
of the cylinder. Figure 6 shows the dependence of the rod current on its diameter at various helium pressures.



88
EEJP. 2 (2022) Stanislav V. Pogorelov, Volodymyr A. Timaniuk, et al

Curve 1 corresponds to the pressure range from 0.1 to 1 Torr. At these pressures, an increase in the diameter of the
rod by a factor of 10 leads to an insignificant increase in its current (from 20 mA to 32 mA). With increasing pressure,
the dependence of the rod current on the diameter increases, and at a pressure of 10 Torr, the rod current is proportional
to its diameter. Such a nature of the curves may indicate a change in the mechanism of emission from the cathode in the
studied pressure range.

When the rod is displaced parallel to the axis of the cathode cavity, the pattern of the dependence of the current to
the rod on the gas pressure changes. Figure 7 shows the dependence of the current to the rod on the helium pressure for
the rod located on the axis of the cavity (curve 1) and when the rod is displaced from the axis by 5 mm (2) and 10 mm (3).

When the rod is displaced perpendicular to the axis, a clear maximum appears on the curves, which, with an increase
in the displacement of the rod, shifts to the region of higher pressures. At low gas pressures, the rod current decreases, at
high gas pressures, it increases. This behavior of the curves indicates that the current to the rod is determined by the
plasma concentration in the cavity of the cylindrical hollow cathode at the location of the rod.

Figure 8 shows the dependences of the current density to the rod on the helium pressure for rods of different
diameters, as well as the dependences of the current density to the cylinder.
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Figure 7. The dependence of the current to the rod on the Figure 8. The dependences of the current density to the rod (-o-)
helium pressure for the rod located on the axis (1) and the rod and to the cylinder (-e-) on the helium pressure with a cylinder
displaced from the axis by 4, = 5mm (2) and 4, = 10mm  diameter of 30 mm and rod diameters of 1 mm (1), 2.5 mm (2),
(3) at the discharge current of 100 mA. Cylinder diameter 5 mm (3) and 10 mm (4) at the discharge current of 100 mA
equals 30 mm. Rod diameter equals 2 mm

The current density to the rod increases sharply with decreasing rod diameter, while the current density to the
cylinder remains almost unchanged. With an increase in the gas pressure, the current density to the rod decreases and at
a pressure above 5 Torr it becomes less than the current density to the cylinder.

The current distribution along the cylinder of a coaxial hollow cathode was studied using a tube with a sectioned
hollow cathode 15 mm in diameter, on the axis of which a rod 1 mm and 2 mm in diameter was located. The pattern of
the dependence of the current along the length of the coaxial hollow cathode turned out to be qualitatively the same as for
the cylindrical hollow cathode. When the rod is placed on the axis of the cylinder, the transverse dimension of the cathode
cavity decreases, which prevents the penetration of plasma into the depth of the cathode. Therefore, in order to provide a
relatively uniform current load of the cylinder in the coaxial hollow cathode, its length in comparison with the cylindrical
one must be reduced in proportion to the decrease in the transverse size of the cathode cavity [7].

Taking into account the fact that in a coaxial hollow cathode the rod current density can be much higher than the
cylinder one, it can be assumed that the rod material will be sputtered more intensively than the cylinder material, and the
lines of the rod material will prevail in the spectrum of the discharge glow. These considerations stimulated spectral
studies of the radiation from a discharge with a coaxial hollow cathode. Copper and iron were used as the rod materials.
Measurements were carried out with a discharge in helium and neon. The emission spectrum was recorded using an ISP-
51 spectrograph.

The region of negative glow in a discharge with a coaxial hollow cathode has the shape of a ring and changes in the
same way as in a discharge with a cylindrical hollow cathode. A dark cathode space exists near the surface of the cylinder
and near the surface of the rod. With increasing gas pressure, the width of the dark cathode space decreases, and at
pressures less than 2 Torr, the negative glow is distributed into two parts: brighter and wider is near the cylinder, less
bright and narrow is near the rod. Photographing the discharge glow with subsequent photometry of the film on the MF-2
microphotometer made it possible to measure the width of the dark cathode space in the discharge (d.). The value of
d. near the surface of the rod turns out to be constant up to a pressure of 1 Torr, moreover, d. near the rod is almost 2
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times less than near the cylinder. This is due to the fact that the cathode potential drop at the rod and at the cylinder is the
same, but the rod current density in this case is 3.4 times higher than the cylinder one. As expected, due to the fact that
the current density to the rod is higher than to the cylinder, in the emission spectrum of the coaxial hollow cathode, mainly
the lines of the rod material are observed.

When the rod is connected, additional lines appear in the spectrum, the identification of which showed that these are
analytical lines of iron at 404.5 nm, 427.1 nm, and 438.3 nm. [§8]. Thus, at a discharge current of 50 mA, the sputtering
of the cylinder is still insufficient for the lines of the metal from which it is made to appear in the spectrum. When the rod
is connected, despite the fact that the current to it is only 14% of the total discharge current, rather intense metal lines
appear in the discharge spectrum [9]. Figure 9 shows the dependence of the intensity of three sensitive lines of iron on
the discharge current at the neon gas pressure of 1 Torr.

Curves 1 — 3 were obtained for a coaxial hollow cathode; 1'— 3' for a cylindrical hollow cathode with a diameter
equal to the diameter of the cylinder of the coaxial hollow cathode. It can be seen that in the coaxial hollow cathode, iron
lines are reliably recorded at a discharge current of 20 mA, in a cylindrical one, a current of more than 60 mA is required.
Thus, a coaxial hollow cathode is approximately 3 times more efficient than a cylindrical one for use as a source of the
iron spectrum. The dependence of the intensity of the spectral lines of copper on the neon pressure for a coaxial hollow
cathode is shown in Figure 10.
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Figure 9. The dependence of the intensity of three sensitive lines ~ Figure 10. The dependence of the intensity of the spectral lines
of iron A=438.3 nm (1), A=427.2 nm (2) and A=404.6 nm (3) on of copper A=511.8 nm (1), A=515.3 nm (2) and A=510.5 nm
the discharge current at the neon gas pressure of 1 Torr. 1 -3 are  (3) on the neon pressure for CoaxHC at the discharge current of
for CoaxHC, and 1' — 3' are for CylHC 20 mA

In the range of neon pressures of 0.2 - 0.8 Torr, the intensity of the spectral lines of the rod material changes little,
and at higher pressures, the intensity decreases sharply. This behavior of the curves is due to the action of several factors.
At low gas pressures, the supply of sputtered atoms to the glow region increases, but the concentration of electrons in the
plasma decreases, and as a result, the dependence of the radiation intensity on the gas pressure is weakened. As the
pressure rises above 1 Torr, the number of sputtered atoms, the plasma concentration, and the current density to the rod
decrease. This leads to a sharp decrease in the radiation intensity of the spectral lines of the rod material. Similar
measurements were carried out for a discharge with a coaxial hollow cathode in helium. Due to the low mass of the ion,
the sputtering of atoms of the cathode material and the intensity of the corresponding spectral lines in helium are lower
than in neon.

CONCLUSIONS

As a result of studying the main electrical and spectral characteristics of a discharge with a coaxial hollow cathode
made of various materials for different diameters of the outer cylinder and rod, the following new results were obtained.

1. In the annular cavity formed by electrically connected coaxial electrodes, the "hollow cathode effect" is preserved.
The burning voltage of a discharge with a coaxial hollow cathode in the region of optimal pressures is lower than that of
a discharge with a cylindrical cathode of the same diameter.

2. The position of the region of optimal pressures of the coaxial hollow cathode depends on the width of the annular
gap of the cavity and the type of gas. The width of the region of optimal pressures of a coaxial hollow cathode is wider
than that of a cylindrical one with an equal transverse size of the cathode cavity. The dependence of the discharge burning
voltage on the gas pressure in a coaxial hollow cathode is weaker than in a cylindrical one.

3. The rod current density is 3-5 times higher than the cylinder current density and at low pressures is practically
independent of the pressure and the gas type.
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4. The weak dependence of the current to the rod on its diameter indicates an insignificant role of the photoelectric
effect in the processes of electron emission from the cathode.

5. Due to the higher current density to the rod, the width of the dark cathode space near the rod surface is
approximately 2 times less than that near the cylinder surface.

6. In the spectrum of a discharge with a coaxial hollow cathode, the intensity of the lines of the rod material sputtered
atoms is much higher than that of the atoms of the cylinder material.
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JOCIIXKEHHSA TJIIOYO0IO PO3PAAY 3 KOAKCIAJIBHUM ITOPOKHUCTHUM KATOJOM
Cranicias B. Iloropeios?, Bosiogumup O. Timaniok?, Irop B. Kpacoscbkuii’, Mukoua I'. Kokoaiii®
“Hayionanenuil papmayesmuunuil yHisepcumem, Xapkis, Ykpaina
% Xapxiecvruii nayionarshuil ynisepcumem ivmeni B. H. Kapasina, Xapxis, Yipaina

CratrTs npUCBSYEHA JOCHIIKEHHIO PEXXUMIB POOOTH TIIIOYOT0 PO3Psy 3 KOAKCIAIbHAM MOPOXKHHUCTUM KaTOJOM Yy ra3ax Telilo Ta
HeoHy. [okazaHo, o Hanpyra ropiHHS PO3psAYy 3 KOAKCIaTbHIM ITOPOKHUCTUM KaTOJOM HIDKYA, HIX 3 ITIHAPHIHUAM ITOPOKHUCTHM
KaTO/IOM OJJTHAaKOBOTO JiaMeTpa, a IOJIOKEHHS ONTHMAJIbHOTO Aialla30Hy THCKY 3aJI€KUTh BiJl LIMPUHHM KiJbLEBOI'0 3a30PY IOPOKHUHU.
3a3HaueHo, 110 MUIBHICTD CTPYMY IITOKA B 3-5 pa3iB IepeBHUILy€ IUIBHICT CTPYMY LUIiHApa. JloBeeHO He3HauHy poiib oToedeKTy
B Ipolecax emicii enekTpoHiB 3 karona. [okazaHo, 110 MPH BUKOPHUCTAHHI KOAKCIaJIbHOTO MOPOXKHUCTOrO KaToAa iHTCHCHBHICTH
aTOMHHX CHEKTPAbHUX JIiHIH MaTepiaty KaToja 3HA4YHO 3pOCTaE.

KurouoBi cioBa: Thirounii po3psn, MOPOXKHUCTHN KaToA, KOHQITypalis KaToda, CIEKTpalbHi JuKepesa, eNeKTPOHHI KONWBAaHHSA,
LITBHICTE CTPYMY PO3pSAY.
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The increasing popularity of carbon nanotubes has created a demand for greater scientific understanding of the characteristics of thermal
transport in nanostructured materials. However, the effects of impurities, misalignments, and structure factors on the thermal
conductivity of carbon nanotube films and fibers are still poorly understood. Carbon nanotube films and fibers were produced, and the
parallel thermal conductance technique was employed to determine the thermal conductivity. The effects of carbon nanotube structure,
purity, and alignment on the thermal conductivity of carbon films and fibers were investigated to understand the characteristics of
thermal transport in the nanostructured material. The importance of bulk density and cross-sectional area was determined
experimentally. The results indicated that the prepared carbon nanotube films and fibers are very efficient at conducting heat. The
structure, purity, and alignment of carbon nanotubes play a fundamentally important role in determining the heat conduction properties
of carbon films and fibers. Single-walled carbon nanotube films and fibers generally have high thermal conductivity. The presence of
non-carbonaceous impurities degrades the thermal performance due to the low degree of bundle contact. The thermal conductivity may
present power law dependence with temperature. The specific thermal conductivity decreases with increasing bulk density. At room
temperature, a maximum specific thermal conductivity is obtained but Umklapp scattering occurs. The specific thermal conductivity
of carbon nanotube fibers is significantly higher than that of carbon nanotube films due to the increased degree of bundle alignment.
Keywords: carbon nanotubes; thermal properties; carbon fibers; thermal conductivity; nanostructured materials; Umklapp scattering
PACS: 65.40.-b, 65.80.-g, 68.37.-d, 68.55.-a, 68.60.-p

Carbon nanotubes can exhibit unique ability to conduct heat [1, 2], referred to as heat conduction properties.
Specifically, carbon nanotubes are a highly effective thermal conductor in the longitudinal direction. However, a thermal
barrier is formed in the radial direction. For an individual single-walled carbon nanotube, the thermal conductivity in the
radial direction is around 1.52 W/(m-K) at room temperature [3]. In contrast, carbon nanotubes show superior heat
conduction properties along the longitude directions. The thermal conductivity in the longitudinal direction is around
3500 W/(m-K) at room temperature [4]. Consequently, carbon nanotubes outperform diamond as the best thermal
conductor. When macroscopic, ordered assemblies of single-walled carbon nanotubes are formed, the thermal
conductivity of carbon nanotube films and fibers could reach up to around 1500 W/(m-K) at room temperature [5]. The
heat conduction properties of carbon nanotube networks vary significantly, with a minimum of thermal conductivity less
than 0.1 W/(m-K) [6]. The heat conduction properties depend on a variety of factors such as impurities and misalignments.
Single-walled carbon nanotube are stable up to around 1000 K in air and around 3000 K in vacuum [7]. The study of heat
transport phenomena involved in carbon nanotubes is an active area of interest [8] due to the potential for applications in
thermal management.

The thermal conductivity of carbon nanotubes depends heavily upon crystallographic defects. Phonons can scatter
due to crystallographic defects. This will lead to the increased relaxation rate, thereby decreasing thermal conductivity
associated with the reduced mean free path of phonons [9, 10]. In single-walled carbon nanotubes, the mean free path
varies from 50 nm to 1500 nm [11, 12]. Crystallographic defects will lead to a significant reduction in mean free path [13],
for example, 4 nm or less [14]. The thermal conductivity of carbon nanotubes depends also upon the structure of the
nanotubes. The thermal conductance of multi-walled carbon nanotubes is significantly higher than the sum of that of each
individual shell due to the inter-wall interactions [15]. The thermal conductivity of a multi-walled carbon nanotube is
lower than that of a single-walled carbon nanotube with an identical diameter configuration [16] due to an increase in
cross-sectional area.

Bulk carbon nanotubes can be used as composite fibers in polymers, but the bulk structure will reduce the ability to
conduct heat, causing a decrease in thermal conductivity. The thermal conductivity of carbon nanotube fibers is
comparable to that of common metals [17]. Through chemical modification, however, the ability to conduct heat is
comparable to or higher than that of highly conductive metals [18], for example, copper. The thermal conductivity varies
significantly depending upon the density and cross-sectional area of the bulk material. The bulk carbon nanotube material
contains pores [19, 20]. Consequently, the thermal conductivity of the non-compact bulk material is much lower than that
of the skeletal material, since the bulk volume is inclusive of the void fraction. The skeletal portion of the bulk material
is often referred to as the "matrix" or "frame". However, there is considerable uncertainty in determination of the density
of the bulk material. Consequently, the effects of carbon nanotube structure, purity, and alignment on the thermal

7 Cite as: J. Chen, East Eur. J. Phys. 2, 91 (2022), https://doi.org/10.26565/2312-4334-2022-2-11
© J. Chen, 2022


https://doi.org/10.26565/2312-4334-2022-2-11
https://portal.issn.org/resource/issn/2312-4334
https://periodicals.karazin.ua/eejp/index
https://orcid.org/0000-0002-4222-1798

92
EEJP. 2 (2022) Junjie Chen

conductivity of carbon films and fibers are still poorly understood. Little research has been conducted to determine which
parameters are important for high thermal conductivity.

This study relates to the heat conduction properties of carbon nanotube films and fibers. Carbon nanotube films and
fibers were produced, and the parallel thermal conductance technique was employed to determine the thermal
conductivity. The effects of carbon nanotube structure, purity, and alignment on the thermal conductivity of carbon films
and fibers were investigated to understand the characteristics of thermal transport in the nanostructured material. The
objective is to gain insight into the fundamental characteristics of thermal transport in carbon nanotubes. Particular
emphasis is placed on the dependence of thermal conductivity on carbon nanotube structure, purity, and alignment, with
an attempt to improve the heat conduction properties for carbon nanotube films and fibers.

EXPERIMENTAL METHODS

Preparation of carbon nanotube films and fibers
Silicon dioxide

Carrier gas

-
Winder

Extrusion

Figure 1. Schematic illustration of the preparation process of carbon nanotube films. A dense film was laid down with aligned carbon
nanotube bundles.

Carbon nanotube films were produced by spinning continuously onto a single rotational winder of a spinning
machine. The preparation process of carbon nanotube films is depicted schematically in Figure 1. A dense film was laid
down with aligned carbon nanotube bundles. The dense film was sprayed with acetone to further condense the carbon
nanotube networks. By preparing a dense film in such a manner, the carbon nanotubes were highly aligned [21], although
the surface tension effect is significant in the extrusion process [22]. A laser was used to cut the carbon nanotube film
into small pieces for the measurement of thermal conductivity. Carbon nanotube fibers were produced by stretching the
dense film with two rotational winders of the spinning machine. The two rotational winders operate with only a small
difference in rotation rate.

Thermal conductivity measurement methods
To determine the thermal conductivity, the parallel thermal conductance technique was employed [23, 24], since the
diameter of the needle-like samples was very small. Fourier's Law was used to compute the thermal conductivity. This
steady-state method has been carried out to measure the thermal conductivity of boron nitride nanotube sheets [25], and
carbon nanotube sheets [26] and yarns [27, 28]. The configuration of the parallel thermal conductance technique is
depicted schematically in Figure 2.

Heater

Differential
thermocouple

Figure 2. Schematic illustration of the configuration of the parallel thermal conductance technique. The base line was measured with
the sample holder itself and then the sample was attached to perform the measurement of parallel thermal conductance in which the
base line was subtracted.

A preliminary measurement of thermal conductance was performed with respect to the sample holder itself so as to
determine the background or base-line heat conduction and losses associated with the sample stage. The sample was
attached and the thermal conductance of the system was measured. The parallel thermal conductance can be obtained by
subtraction. In this method, all conductance factors arising from the thermal contacts, sample, and thermal radiation from



93
Effects of Different Factors on the Heat Conduction Properties of Carbon Films and Fibers EEJP. 2 (2022)

the sample accounted for. The radiative heat losses were caused primarily by the thermal radiation from the hot surface
of the heater. However, such heat losses were already included in the base line. Therefore, a correction factor of 0.5 was
introduced into the method [23, 24] to account for the radiative heat losses.

Linear mass density measurement methods
The linear mass density of the carbon nanotube films was measured by using a gravimetric method [29]. In contrast,
the linear mass density of the carbon nanotube fibers was measured by using a vibroscope method [29, 30]. The sample
was tensioned between two hard points of a mechanical vibroscope. Mechanical vibration was induced and the
fundamental frequency was measured. The specific thermal conductivity is defined as the thermal conductivity
normalized by bulk density. The bulk density can be determined in terms of the linear mass density and the cross-sectional
area.

RESULTS AND DISCUSSION
Material characterization
The prepared carbon nanotube fibers are characterized by scanning electron microscopy. The surface morphology
is analyzed with scanning electron microscope SU3800, Hitachi High-Tech Corporation. Scanning electron microscopy
images are presented in Figure 3 for the carbon nanotube fibers prepared by the method described above. The carbon
nanotubes are highly aligned. However, the fiber material contains a relatively small amount of short deformed carbon
nanotubes. The carbon nanotubes are of the order of several hundred microns.

Figure 3. Scanning electron microscopy images of the carbon nanotube fibers prepared by the method described in detail above.

Four samples are prepared with different structure, purity, and alignment in order to investigate the effects of various
factors on the thermal conductivity. Three structural parameters are selected in terms of alignment, purity, and the number
of walls. The structural parameter space for the selection of samples is illustrated in Figure 4 in the style of the design of
measurement experiments. For type A, the carbon nanotube films or fibers are composed mostly of multi-walled carbon
nanotubes. In addition, there is a small amount of short deformed carbon nanotubes. For type B, a mixture of carbon
nanotubes is used. More specifically, the carbon nanotube films or fibers are composed of single-walled and multi-walled
carbon nanotubes. In addition, there is a small amount of amorphous carbon. For type C, the carbon nanotube films or
fibers are composed mostly of single-walled carbon nanotubes. In addition, there is a small amount of non-carbonaceous
impurities. For type D, the carbon nanotube films or fibers are composed of single-walled carbon nanotubes with very
high purity. The understanding of which parameters are important for high thermal conductivity is made possible through
the comparison of heat conduction properties between the nanostructured materials.

60

T
=y
=

Adignment (%)

2

Figure 4. Structural parameter space for the selection of samples in the style of the design of measurement experiments.
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Thermal conductivity of carbon nanotube films

The effects of structure, purity, and alignment on the specific thermal conductivity of carbon nanotube films are
illustrated in Figure 5 at different temperatures. The specific thermal conductivity of the A-type film is lower than that of
the other-type films. Multi-walled carbon nanotubes generally have low thermal conductivity. The A-type film is
composed mostly of multi-walled carbon nanotubes. Therefore, the specific thermal conductivity is lower than that of the
film composed of single-walled carbon nanotubes. The specific thermal conductivity of the C-type film is higher than
that of the A-type film, since the structure is different from each other. The structural variation will lead to the difference
in thermal conductivity. However, the specific thermal conductivity of the C-type film is much lower than that of the D-
type film. This is because the presence of non-carbonaceous impurities reduces the degree of bundle contact between
single-walled carbon nanotubes, which increases the thermal resistance at the interface junctions and degrades the thermal
performance of the C-type film.
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Figure 5. Specific thermal conductivity of the carbon nanotube films at different temperatures. There exist significant differences in
terms of structure, purity, and alignment between the films.

While the specific thermal conductivity increases with temperature, the effect of temperature is different for the B-
type film and the other-type films. The specific thermal conductivity of the B-type film has a linear relationship with
temperature. For the other-type films, there is an exponential increase in specific thermal conductivity. The effect of
temperature on thermal conductivity is illustrated in Figure 6 for the carbon nanotube films. The thermal conductivity of
all the films presents power law dependence with temperature except that of the B-type film. The power law index is
about 1.87, 1.80, and 1.96 for the thermal conductivity of the A, C, and D type films, respectively. In contrast, the
temperature index is 0.99 for the thermal conductivity of the B-type film. The temperature index is small, which reduces
the dimensionality of the propagation of phonons [31, 32] due to an increase in the degree of bundle alignment and
contact.
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Figure 6. Thermal conductivity of the carbon nanotube films at different temperatures. The thermal conductivity is indicated with
points plotted on a logarithmic coordinate system.

The effect of bulk density on the specific thermal conductivity at room temperature is illustrated in Figure 7 for the
carbon nanotube films. At room temperature, the highest specific thermal conductivity is achieved for the D-type film. In
addition, the power law index is largest, although the degree of bundle alignment is very low, which reduces the
mechanical stiffness of the film. At room temperature, the lowest specific thermal conductivity is obtained for the A-type
film. A tentative explanation could be made for the distinctive phenomenon. The specific thermal conductivity decreases
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with increasing bulk density. The low bulk density of the D-type film compensates for the adverse effect of poor alignment
on specific thermal conductivity. Therefore, the bulk density may be controlled to produce carbon nanotube films with
high thermal conductivity.
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Figure 7. Effect of bulk density on the specific thermal conductivity of the carbon nanotube films at room temperature.

Thermal conductivity of carbon nanotube fibers

The effects of structure, purity, and alignment on the specific thermal conductivity of carbon nanotube fibers are
illustrated in Figure 8 at different temperatures. The specific thermal conductivity of the fibers is around 10 W-cm2/(K-g)
at room temperature, which is comparable to or higher than that of pristine and chemically modified carbon nanotube
fibers [17, 18]. A maximum specific thermal conductivity is obtained at room temperature, which appears as a peak in
the dependence of temperature in Figure 8, as determined previously [18, 32]. The maximum specific thermal conductivity
represented by the peaks indicates the onset of Umklapp scattering. The Umklapp scattering is the dominant process for
thermal resistivity, which limits the specific thermal conductivity. High thermal conductivity of carbon fibers is often
associated with a high modulus of elasticity [33, 34]. Therefore, the carbon nanotube fibers have sufficient strength to be
used as a reinforcement for composite materials. Clearly, the specific thermal conductivity of the fibers is significantly
higher than that of the films. This is caused by the improved degree of bundle alignment for the fibers. A high degree of
bundle alignment will lead to an increase in thermal conductivity due to the increased interfacial area between the carbon
nanotubes.
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Figure 8. Specific thermal conductivity of the carbon nanotube fibers at different temperatures. There exist significant differences in
terms of structure, purity, and alignment between the fibers.

The effect of cross-sectional area on the specific thermal conductivity at room temperature is illustrated in Figure 9
for the carbon nanotube films and fibers. Some previous data are also included for comparison. These previous data are
available in the literature [18, 27, 28, 35-38]. The fibers have higher specific thermal conductivity than the films. Under
the same cross-sectional area conditions, the specific thermal conductivity of the films and fibers is higher than that
previously reported in the literature. The carbon nanotubes are of the order of several hundred microns, which is
significantly greater than the phonon mean free path. As the length of carbon nanotubes increases, the effect of
temperature on thermal conductivity becomes more pronounced [4, 38]. The length of the carbon nanotubes contained in
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the films and fibers is much greater than that of the carbon nanotubes used in the literature. Consequently, the films and
fibers are very efficient at conducting heat and typically have higher specific thermal conductivity in comparison to the
previous data.
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Figure 9. Effect of cross-sectional area on the specific thermal conductivity of the carbon nanotube films and fibers at room
temperature. Some previous data are also included for comparison.

CONCLUSIONS

Carbon nanotube films and fibers were produced, and the parallel thermal conductance technique was employed to
determine the thermal conductivity. The effects of carbon nanotube structure, purity, and alignment on the heat conduction
properties of carbon films and fibers were investigated to understand the characteristics of thermal transport in the
nanostructured material. The major conclusions are summarized as follows:

Multi-walled carbon nanotube films and fibers generally have low thermal conductivity.

The presence of non-carbonaceous impurities reduces the degree of bundle contact between carbon nanotubes,
thereby increasing the thermal resistance at the interface junctions and degrading the thermal performance.

The thermal conductivity presents power law dependence with temperature or has a linear relationship with
temperature.

The specific thermal conductivity decreases with increasing bulk density. Low bulk density can compensate for the
adverse effect of poor alignment on specific thermal conductivity.

A maximum specific thermal conductivity is obtained at room temperature due to the onset of Umklapp scattering.

The specific thermal conductivity of carbon nanotube fibers is significantly higher than that of carbon nanotube
films. The improved thermal properties are caused by the increased degree of bundle alignment.

The prepared carbon nanotube films and fibers are very efficient at conducting heat due to the increased length of
the carbon nanotubes.
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BIIJ/INB PI3HUX YHHHUKIB HA BJJACTHUBOCTI TEIVIOITPOBIIHOCTI BYTJVIEHHEBUX IIVIIBOK TA BOJIOKOH
I3onb13e Uen
Dakynemem eHepeemuKy ma eHepeemuyHo20 MawuHoOyoysanns, LlIkona mawunoOyoyeanHs ma enepeemuxu,
Tonimexuiunuii ynisepcumem Xenanw, Ilpocnexm 2000 Cmonimms, Hoorcyo, Xetinanv, 454000, Kumaii

3pocTaroua MomyJspHICTh BYIVICIIEBUX HAHOTPYOOK CTBOpHIiIA MOTpedy B OLIBII IIIMOOKOMY HAyKOBOMY PO3YMiHHI XapaKTEPUCTHK
TEIJIOBOTO TPAHCIIOPTY B HAHOCTPYKTYpHUX MaTepianax. [IpoTe BIUIMB HOMIIIOK, 3MILIEHHS Ta CTPYKTYpHHX (akTopiB Ha
TETIONPOBIIHICTH ITIBOK i BOJIOKOH BYTJICLIEBHUX HAHOTPYOOK J0Ci Majio BUBYEHHI. Byl BUTOTOBIICHI IUTiIBKM Ta BOJIOKHA BYTJICLIEBHX
HaHOTPYOOK, 1 AJIs BU3HAYCHHs 1X TEIUIOMPOBIAHOCTI BUKOPHCTOBYBABCS METOA mapaienbHoi TemtonpoBinHocti. 1I{o6 3po3ymitu
XapaKTEePUCTUKH TEIUIOBOTO TPAHCIOPTY B HAHOCTPYKTYPHOMY Marepiani Oyino JOCHI/UKEHO BIUIMB CTPYKTYpPH BYIJICLICBHX
HAHOTPYOOK, YUCTOTH Ta BHUPIBHIOBAHHSA Ha TEIUIONPOBIIHICTD BYTJICIEBHUX ILUTIBOK i BOJIOKOH. 3HaYeHHS 00 €MHOI MacH Ta IUTOIII
TIOTIEPEYHOT O IIepepi3y OyIIo BU3HAYCHO eKCIIePUMEHTANEHO. Pe3ymbTaTi oka3aiy, o MiIrOTOBJIEH] IUTIBKY Ta BOJOKHA BYTJICIIEBIX
HAaHOTPYOOK jayxe e(eKTHBHO MpoBOAAThH Temno. CTPYKTypa, YMCTOTAa | BHPIBHIOBaHHS BYIVICIEBHX HAaHOTPYOOK BigirparoTh
MIPUHLUIIOBO BAXJIMBY POJIb Y BU3HAYCHHI BIACTUBOCTEH TEIUIONPOBIIHOCTI BYIJIELEBHX IUIIBOK i BOJOKOH. OJHOCTIHHI IUTIBKU Ta
BOJIOKHA BYIJICIIEBMX HAHOTPYOOK 3a3BHMYail MaroTh BHCOKY TEIUIONPOBiAHICTh. HasBHICTH HEBYIJIELEBHX IOMILIOK IOTIpIIye
TEIUIOTEXHIYHI XapaKTEPHCTUKH 4Yepe3 HU3bKHH CTYIiHb KOHTAKTy Iyd4ka. TeIuIonpoBiIHICTE MOXKE NPEACTABIATH 3aJEKHICTH
CTEMIeHeBOT0 3aKOHY Bix TemmepaTypH. [IuToMa TErIONpOBiAHICT 3MEHIIYEThCS i3 30UIbLICHHAM 00’ eMHOi MacH. [Ipu KiMHATHIM
TEMIIepaTypl JOCATA€ThCS MaKCHMallbHa IHUTOMa TEIUIONPOBIAHICTh, ajie BimgOyBaerbess Umklapp poscitoBanns. Iluroma
TEIUTONPOBIIHICTh BOJIOKOH BYTJIEIIEBUX HAHOTPYOOK 3HAYHO BHWINA, HIK Yy IUTIBOK BYIJICIIEBHX HAHOTPYOOK depe3 MiABUIICHHI
CTYIiHb BUPIBHIOBaHHS ITyYKiB.

KoniouoBi c10Ba: ByriereBi HAaHOTPYOKH; TEIJIOB] BJIaCTUBOCTI; ByTJIEIEBi BOJIOKHA; TEIUIONIPOBIHICTE; HAHOCTPYKTYPHI MaTepialy;
Umklapp po3ciroBanHs
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The features of generation of a shielding plasma layer by a ZrsoVso metal hydride surface which prevents the sample from melting have
been studied. The sample was interacting with an electron beam formed directly by the metal hydride. The electron beam was emitted
from primary plasma generated by an additional discharge with a filament cathode and accelerated in the space charge layer at the front
of the shielding plasma, which is formed on hydrogen desorbed from metal hydride or on the sample material in case of the depletion
of stored hydrogen. Three different stages of the formation of shielding plasma layer have been identified depending on the ratio
between the current to the metal hydride /uu and the current of the primary plasma source Zs. When Iuu/ls < 1 the classical conditions
for charged particles transfer are realized. At Imn/la > 1 the classical conditions for the transfer of charged particles are violated and
double layer appears at the front of the shielding plasma, which ensures the efficient energy transfer from external electrical field to
the energy of bipolar motion of charged particles.

Keywords: metal hydride, plasma shielding layer, electron flux

PACS: 29.25.Bx, 81.40.Wx

The application of metal hydrides as protective elements of structural materials for plasma devices has been
expressed in [1-2]. Under the material subjection to high thermal and energy loads the formation of a shielding plasma
layer protects the surface from an incident plasma flow and prevents its erosion. The most suitable materials for the
practical application are getters based on ZrV alloys [3]. These materials are characterized by low equilibrium pressures,
high velocities and large thermal effects of sorption-desorption of hydrogen isotopes. Due to the decomposition of hydride
phases plasma energy dissipation occurs on a gas-dynamic shielding target, which is formed self-consistently by the
surface and prevents from the erosion of plasma facing surface.

The studies on coaxial plasma accelerators RPI and QSPA have shown that a protective layer is formed by the
surface for hundreds of nanoseconds with an average density higher than 10'7 cm™ and an electron temperature of 5 eV.
The duration of the plasma shielding layer is significantly longer than the time of plasma stream propagation (~ 3 ps). In
case of RPI there were no spectral lines of the components of metal hydride matrix from the protective layer [1]. But the
shielding effect of course is not absolute. Increasing the energy density of plasma stream from 15 J/cm? (RPI) to 30 J/cm?
(QSPA) resulted in the surface layer melting and weight losses of the sample [2].

Stationary bombardment by high-energy hydrogen particles (5 keV, 100 mA/cm?) [3] and Ar" ions (8 keV,
1.5 pA/cm?) [4] was also revealed the sputtering of metal hydride surface. But, the sputtering rate of the metal hydride
was nevertheless significantly lower compared to materials that do not form hydride phases.

Thus, the interaction of metal hydride with plasma flows or with flows of positive ions has been carefully studied,
whereas interaction with electron fluxes has not yet been considered. The purpose of this work is to study the features of
the influence of an electron beam on the generation of shielding plasma and the processes of melting of the sample, which
could be promising in case of current disruption in plasma devices.

EXPERIMENTAL SETUP

The experiments were carried out using a plasma source based on a reflective discharge with a filament cathode
mounted to a vacuum chamber (Fig. 1). The source operation was released by the application of the negative potential
Us=-100 V to the filament cathode (anode and the vacuum chamber was grounded) and hydrogen injection from balloon
to the region of the filament cathode to the pressure of ~2:10* Torr. The discharge current was I, =1 A. The plasma
source was in a longitudinal bell-shaped magnetic field with a maximum intensity of 0.06 T in order to form a diverging
stream of primary plasma to the vacuum chamber. It allows to obtain sufficiently dense (~ 10' cm™) primary plasma in
the chamber at low pressures (~ 10 Torr). The shielding plasma layer 5 was formed around the tungsten holder 6 with
metal hydride element 7, which was under positive potential + V.

The metal-hydride element was produced from the alloy of ZrsoVso by the standard method [5]. It includes an alloy
activation and filling with hydrogen. Then crushed hydride was mixed with a copper powder followed by pressing it in a
disk 20 mm in diameter with a thickness of 4 mm. The quantity of accumulated hydrogen in produced electrode was
measured by Siverts method [5] and was about 800 cm? under normal conditions.

The decomposition of the hydride phases followed by hydrogen desorption is also accompanied by energy
absorption, which limits the temperature of the sample and prevents its melting. At low temperatures of 80 — 350 °C the

7 Cite as: 1. Sereda, Y. Hrechko, 1. Babenko, and M. Azarenkov, East Eur. J. Phys. 2, 99 (2022), https://doi.org/10.26565/2312-4334-2022-2-12
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desorption is caused by the decomposition of intermetallic hydrides ZrV,Hy, and further by the destruction of the
zirconium hydride in the temperature range of 400 — 650 °C [5].

Vcat

Figure 1. The scheme of experiment
1 — filament cathode, 2 — discharge tube, 3 — vacuum chamber, 4 — magnetic field coils, 5 — shielding plasma layer, 6 — tungsten
holder, 7 — metal-hydride element, 8 — potential distribution near the metal-hydride, 9 — flat probe

The dynamics of floating plasma potential ¢g,qcc Was registered by a flat probe 9, which was installed in the chamber
outside the plasma source stream. Assuming that the voltage Vs is redistributed only between the anode layer and the

(/)spuce

grounded chamber wall, one can calculate the potential in the layer near the metal hydride element: ¢,,, =V, —

RESULTS AND DISCUSSION

The application of positive potential + ¥y to the metal hydride element resulted in the formation of a space charge
layer with a potential drop gum; near its surface. In the layer the electrons from primary plasma are accelerated, and an
electron beam is formed that heats the metal hydride. As the sample heats up, a flow of neutral atoms of desorbed hydrogen
appears. Due to the electron impact ionization the part of loaded energy from the primary plasma is spent on the ionization
and excitation of neutral hydrogen. The more power is loaded in, the greater hydrogen amount is desorbed and the denser
shielding plasma is formed by the surface.

At low power of ~20 W (Iyz= 0.1 A, V=200 V) supplied to the metal hydride the pressure in the chamber
increased from 2x10* Torr to 6x10 Torr after about 30 seconds of continuous exposure and the shielding plasma layer
with potential gu; was formed (1% stage). All the positive voltage applied to the metal hydride Vi is concentrated in
the layer near the surface gpumy, the space potential has a small negative potential (¢space ~ Te/e) and the dependence of
Vi on oumy 1s linear (Fig. 2a green line).
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Figure 2. The dependence of potential g in the layer near the metal hydride element (@) and ratio of the metal hydride current to
discharge current u/la (b) on the voltage applied to the metal hydride element Vau
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The current to the metal hydride /u is less than the discharge current of the primary plasma source I, ~ 0.85 A and
doesn’t depend on the voltage applied to the metal hydride Vyu (Fig.2b green line).

A further increase of the power supplied to the metal hydride element to 60 W (Vi = 600 V at a constant current
LIy = 0.1 A) leads to a significant increase of hydrogen desorption rate (the pressure raised to 5x10 Torr) and the current
to the metal hydride drastically jumps (2" stage).

In this stage dense (n > 10'° cm™) shielding hydrogen plasma forms around the metal hydride, immersed in lower density
primary plasma (Fig. 1). Starting from Iy/ 1z = 1, the classical conditions for the charged particles transfer are violated, because
there are no longer enough ions generated in the primary plasma to cover the excess current on the metal hydride. The initial
surface layer gy turns into double electric layer (DL) game at the front of the shielding plasma, where the intense electron and
ion beams are accelerated in the opposite directions [6].

An increase in the slope of the blue curve (Fig.2a) indicates on a redistribution of applied to metal hydride voltage
Vur between the DL potential gyn2 and the ¢gqce potential.

Appearing of the positive potential near the wall rises the current to the metal hydride. The chamber wall plays the
role of the cathode of a non-self-sustaining glow discharge, providing additional generation of charged particles in the
chamber. The metal hydride plays the role of an anode.

Spending the energy loaded from primary plasma on the ionization and excitation of neutral hydrogen released from
metal hydride causes the shielding properties of the plasma formed around the sample. The decomposition of hydride
phases followed by hydrogen desorbtion is also accompanied by energy absorption, which limits the temperature of the
sample and prevents its melting.

When all stored hydrogen is desorbed from metal hydride the shielding plasma conditionally transits to the 3™ stage
(red curves in Fig. 2). The physical processes here develop according to a similar scenario but more intense. The shielding
plasma layer is formed on the sample material, but not on the desorbed hydrogen. For process stability of shielding plasma
formation, we had to increase the discharge current of the primary plasma source to /; ~ 2.1 A.

There are no longer any limiting factors for increasing the sample temperature, and when supplied power is about
60 W (Iyn = 0.1 A, Vi = 600 V) the melting process of the sample begins after about 30 second. Fig. 3 shows the photo
of metal hydride surface after the impact of electron flow. Fig. 3a corresponds to the case of shielding plasma formation
under hydrogen release from metal hydride, Fig. 35 — to the case of hydrogen depletion in metal hydride.

Figure 3. The photo of metal hydride surface after the impact of electron flow
a — the case of hydrogen release from metal hydride; b — the case of hydrogen depletion in metal hydride.

The DL formation at the front of the shielding plasma in case of hydrogen depletion is the most dangerous, because of
addition damage of the sample material (Fig. 3b), deposition on the ambient surfaces and hydrogen plasma contamination.

CONCLUSION

Thus, we can assume the following scenario for the interaction of intense electron flow with the metal hydride.
A shielding plasma layer is formed on hydrogen released from metal hydride, which shields the surface from extreme
heat and energy loads.

When the current to metal hydride is less than the current of plasma source (Iy/1; < I), the applied voltage Vi is
concentrated in the layer near its surface gam, and the wall has only a small (¢g.cc ~ Te/€) negative potential.

If the current to metal hydride exceeds the current of primary plasma source (/y#/1s > 1), the classical conditions for
the transfer of charged particles are violated and double layer (DL) appears at the front of the shielding plasma. Due to
the redistribution of applied Vi voltage between DL (¢ur2) and near-wall layer it adjusts the current to metal hydride
and ensures the efficient energy transfer from external electrical field to the energy of bipolar motion of charged particles.
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Due to the energy absorption by hydride phases decomposition the formation of shielding plasma on released
hydrogen occurs at limited temperatures which is significantly lower than the melting temperature of the sample. This
makes the application of metal hydrides attractive as the materials of plasma facing elements.
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OCOBJIMBOCTI B3AEMO/II IHTEHCUBHOT' O MIOTOKY EJEKTPOHIB 3 METAJIOTTIPAJIHAM EJIEKTPOJIOM
Irop Cepena, SIpocias I'peuxo, €Brenisi badenko, Mukosia A3apeHKoB
Xapxiecokuil HayionanvHutl ynieepcumem imeni B.H. Kapaszina, npocn. Kypuamoea 31, 61108, Xapxis, Ykpaina

Jocnipkeno ocobnuBocTi (JOPMYyBaHHS 3aXHCHOTO IDIa3MOBOTO HIapy OLIS IOBEPXHI METANOTiApumy ZrsoVso, IO NEPEIIKOIKAE
IUIABJICHHIO 3pa3ka. 3pa3oK B3a€MOJIISB 3 €IIEKTPOHHUM ITy4KOoM, 110 GopMyeThes 6e3nocepeanso it rinpuay metany. Enekrponuuit
Iy4OK BHJIy4aBCs 3 MEPBUHHO]I IUIa3MH, 110 TEHEPYETHCS JOAATKOBUM PO3PSIIOM 3 KaTOIOM, L0 PO3XKAPIOETHCS, 1 IPUCKOPIOBABCS B
mapi 06'eMHOTO 3apsiay Ha (POHTI €KPaHYIOUOi IJIa3MH, 1[0 YTBOPIOETHCS HAa BOJHI, SIKUH JecopOyeThes 3 MeTaloriapuay, abo Ha
Marepiaii 3pa3ka, y pa3i BUCHa)KCHHs 3aIaciB BOJHIO. BHUSBIEHO TpH pi3Hi eranu (OpMyBaHHS SKPaHYIOUOTO IUIA3MOBOTO ILIAPY
3aJISXKHO Bijl CITIBBIIHOLIEHHS CTPYMY Ha Tipuj MeTtainy [vm Ta CTpyMy HepBHHHOTO jkepena ria3mu lqa. Konu Iun/la < I peanizoBaHo
KIIACUYHI YMOBH INEPEHECEHHS 3apsmKEeHUX 4acTHUHOK. [Ipu Ium/ls > 1 MOpymIyloThCS KIACHYHI YMOBH IIEPEHECEHHS 3apsIKEHHX
YACTUHOK 1 Ha (PPOHTI expaHyrodoi IIa3MH BUHUKAE TOABIMHUIA map, mo 3ade3nedye eheKTUBHUN nepeic eHeprii BiJ 30BHIIIHBOTO
SJICKTPUYHOTO IOJIS 10 CHeprii OIMOoNIPHOTO PyXY 3apsKEHHX YaCTHHOK.

KurouoBi c1oBa: rinpun metairy, Iia3sMOBHH €KpaHyIOUHMif MIap, MOTIK €IEKTPOHIB



103
EAsT EUROPEAN JOURNAL OF PHysics. 2. 103-111 (2022)
DOI:10.26565/2312-4334-2022-2-13 ISSN 2312-4334

STRUCTURAL, THERMAL, AND ELECTRONIC INVESTIGATION
OF ZrCoy_,Ni,Bi (x =0, 0.25,0.75 and 1) HALF-HEUSLER ALLOYS'

Mahmoud Al-Elaimi

Department of Basic Sciences, Preparatory Year Deanship, University of Ha'il, Ha'il, Saudi Arabia
E-mail: m.alelaimi@gmail.com
Received April 14, 2022; accepted May 15 2022

This article presents the theoretical evaluation of the structural, mechanical, thermal and electrical properties of half-Heusler
ZrCo,_xNi, Bi (x =0, 0.25, 0.75 and 1) alloys in the framework of density functional theory (DFT) that is implemented in WIEN2k
code. Equilibrium lattice parameters are found agree with previous literature. Several calculated mechanical properties are revealed
that all studied alloys are mechanically stable. According to the critical values for B/G, Ni-doped ZrCoBi alloys are ductile, whereas
ZrCoBi and ZrNiBi are brittle. The band structure and density of states of the present compounds show that ZrCoBi has a
semiconducting nature, while Ni-doped ZrCoBi has a half-metallic nature. The structural reforms, brought to ZrCoBi as the Ni-dopant
concentration increases at the site of Co-atom, showed an increase in its metallicity, conductivity and ductility, and a decrease in its
rigidity, stiffness, minimum thermal conductivity, melting and Debye temperatures. According to the results obtained, ZrCo,_,Ni, Bi
(x=0,0.25,0.75 and 1) alloys could have potential thermal and electronic applications.

Keywords: ZrCoBi; First principles; Half-Heusler compounds; Electronic structure; Ni/Co Substitution
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Heusler alloys have been exploring since their first find in 1903 by Friedrich Heusler [1] for their promising
characteristics, such as semi-metallicity [2], tunable band gap [3], magnetism [4], thermoelectricity [5], etc. Accordingly,
they can be utilized, for instance, in piezoelectric [6], spintronics [7], optoelectronic [8], thermoelectric [9], shape memory
alloys [10], and solar cell applications [11]. Half-Heusler alloys, with crystallize of MgAgAs structure, have a 1:1:1

stoichiometry formulation XYZ with the F43m space group [1]. X and Y atoms are the d- or f-block rare-earth or
transition elements and Z is the p-lock element [12]. The half-Heusler alloys which have 18 valence electrons (VE) exhibit
semiconductors behavior, and the other alloys own a metallic character. The semiconductors half-Heusler alloys are
closed-shell species, non-magnetic and semiconducting [13].

Nasir Mehmood et al. [14] have studied the structural, mechanical, elastic, electronic, magnetic, and optical
properties theoretically of half-Heusler alloys RhCrZ (Z = Si, Ge). They found that both alloys are half-metallic, ductile,
weak ferromagnetic, optically metallic and become transparent above 17 and 13 eV, respectively. Osafile O.E. et al. [15]
reported a ductile half-metallic character in the y- phase of the novel half-Heusler ZrMnAs (VE=16) alloy. They showed
that ZrMnAs had a promising application in spintronics devices.

Bismuth-based materials have recently attracted many researchers. Yazdani-Kachoei, M. et al. [16] have
investigated the structural and electronic properties of ZrCoBi and ZrRhBi. They found that these alloys have high
Seebeck coefficient and low electrical conductivity making them good candidates for thermoelectric applications. Gokhan
Surucu et al. [17] have shown that y-phase structure of XCoBi (X: Ti, Zr, Hf) half-Heusler alloys has the most stability
structure depending on the computed formation enthalpies, Cauchy pressures and energy-volume dependencies. Hangtian
Zhu et al. [18] have studied the thermoelectric performance of ZrCoBi-based half-Heuslers. They demonstrated that the
ZrCoBi-based half-Heuslers are quite promising for mid- and high-temperature thermoelectric power generation.

Therefore, it is worthy to study this promising field to enhance its usage capability as well as to discover new
compounds for further investigations. In this study, I aim to use the ab-initio calculations to investigate the structural,
mechanical, thermal and electronic properties of Co substituting by Ni atoms in the half-Heusler ZrCoBi alloy, with
concentration of 25%, 75% and 100%.

This paper is arranged as follows: Section “METHOD OF CALCULATIONS” describes the calculations method; Section
“RESULTS AND DISCUSSION” presents the results and discussion of the calculated parameters. While, Section
“CONCLUSION” recaps the mentioned and analyzed results.

METHOD OF CALCULATIONS
In this study, the calculations were performed using Full-Potential Linearized Augmented Plane Wave (FP-LAPW) method
that depend on the density functional theory (DFT) [19], which is implemented in WIENZ2k code [20]. For exchange-correlation
(XC) potential, the generalized gradient approximation Perdew-Burke-Ernzerhof (PBE-GGA) is used [21]. The structural and
electronic properties of ZrCo,_yNiyBi (x = 0, 0.25, 0.75 and 1) alloys were computed with 3000 k-points. The plane wave is
applied in the interstitial site with a cutoff energy of K.« = 8.0 /Ry where Ryt is the smallest of all atomic sphere radii. The k-
points and K,,,.xRur values were estimated by the convergence test. The muffin-tin sphere radii (MT) were chosen to be 2.35,

7 Cite as: M. Al-Elaimi, East Eur. J. Phys. 2, 103 (2022), https://doi.org/10.26565/2312-4334-2022-2-13
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2.35(2.37) and 2.47 a.u. for Zr, Co (Ni) and Bi, respectively. The self-consistent calculations are converged when the determined
total energy and charge of the crystal became lower than 0.1 X 1073 Ry and 0.1 X 1073 ¢, respectively. The three independent
elastic constants (C;;, C;, and C,,) are calculated from stress tensor matrix under small strains. These constants are used to
investigate the elastic and thermal properties. The elastic constants, Cij, were obtained by Charpin method using ElaStic code which
is integrated within WIEN2k code [22]. The elastic constants are used to investigate the elastic and thermal properties.

RESULTS AND DISCUSSION
Structural properties
In the first step, the ground state structure characteristics of ZrCo,; _4NiyBi (x =0, 0.25, 0.75 and 1) alloys have been
carried out at 0 K and 0 GPA. The cubic half-Heusler ZrCo; _4Ni,Bi (x = 0, 0.25, 0.75 and 1) alloys, which has F43m

i,i,%)b, and (%,i,%)c for Zr, Co (Ni) and Bi atoms, respectively.
The optimized lattice constant (a) and bulk modulus (B) are calculated using Birch-Murnaghan’s equation of states [23],
as listed in Table 1 and shown in Fig. 1. The computed lattice parameters of ZrCoBi and ZrNiBi alloys are in agreement
with the experimental study explained in ref. [24]. It is found that the unit cell volume of ZrCoBi increases directly with

Ni-dopant concentration. This allows us to predict that ductility of alloys decreases as going from ZrCoBi to ZrNiBi alloy.

space group, have Wyckoff positions at (0, 0, 0)a, (

Table 1. The calculated lattice constant (a in A), bulk modulus (B in GPa) and formation energy (4 Hy in eV/unit cell) of ZrCo, _,Ni, Bi
(x=0,0.25,0.75 and 1) alloys.
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Figure 1. The energy-volume optimization graphs of ZrCo,_,Ni,Bi (x =0, 0.25, 0.75 and 1) alloys
(a) ZrCoBi; (b) ZrCoy 75Niy 55Bi; (¢) ZrCog 25 Niy75Bi; (d) ZrNiBi.
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In order to study the stability of ZrCo,_,Ni,Bi alloys, the formation energy (AHy) are calculated by comparing the
fully minimized total energies (Ezrco,_, ni i) With content atoms (E,¢om) energies. AH is represented mathematically by

AHy = Ezrco,_NiyBi — NzrEzr — NeoEco — NnviEni — NpiEpi M)

where, nz,, Ny, Nyj and ng; are Zr, Co, Ni and Bi atoms numbers in the ZrCo;_4Ni;Bi unit cell, respectively.

The computed AHy values for current compounds are negative, see Table 1, suggesting that these compounds are
thermodynamically stable and can be synthesized experimentally.

The determination of three elastic constants, C11, C12 and C44, of a cubic alloy takes an important role. These constants
are utilized to understand the mechanical characteristics. For instance, studying alloy behavior under mechanical stress
provides acquaintance about its elastic rigidity and stability. Stress-strain method that is implemented in ab initio calculations
makes it possible to determine these values with high precision. The calculated elastic parameters of the present alloys are
listed in Table 2. The calculated values of Cij satisfy the mentioned criteria formulae, (C;; + 2C13)/3 > 0; C4q > 0;
(C11 - C12)/2 > 0; Cy3 < B < Cy4, which is confirmed that the alloys are mechanically stable [25]. Moreover, it is
noticed that C;, constant is quite higher than C;, and C,, constants for all studied alloys, leading to the fact that the alloys
have higher resistance to be compressed in the x-direction. It is found that C,; values are 257.98%, 295.42%, 250.02%,
and 220.73% higher than C,, for ZrCoBi, ZrCo ;5Niy ,5Bi, ZrCoq ,5Nig 75Bi , ZrNiBi, respectively. Hence, ZrNiBi alloy
has the lowest resistance, while ZrCog;5Nij,5Bi has the highest resistance. Ni-doping modifies the whole alloy’s
microstructure and consequently increases its resistance to be compressed [26].

Table 2: The determined bulk modulus (B in GPa), shear modulus (G in GPa), Young’s modulus (E in GPa), the three independent

elastic constants (Cy1, C;, and C4y in GPa), B/G ratio, Vicker’s hardness (H,, in GPa), Cauchy pressure (C;, — C,4 in GPa), elastic
anisotropy (A) and Kleinman parameter (§) of ZrCo,_,Ni, Bi (x =0, 0.25,0.75 and 1)

Properties ZrCoBi ZrCog75Nig s Bi ZrCogy5Niy7sBi ZrNiBi

B =(Cy; +2C15)/3 126.048 114.798 100.071 104.134
G 81.662 60.663 51.535 89.086

E (GPa) 201.476 154.733 131.954 207.957
Ciy 257.585 212.045 173.141 249.533
Cip 60.279 66.175 63.537 31.435
Cyy 71.955 53.625 49.465 77.801
B/G 1.544 1.892 1.942 1.169

H, (GPa) 12.681 8.150 7.051 18.501

Cauchy pressure

(Cip — Cuy) (GPa) 11.6755 12.5497 14.0711 46.3662
4 0.385 0.459 0.509 0.277
A 0.729 0.735 0.907 0.713

The bulk modulus, B = (Cy; + 2C;;)/3, describes the resistance to fracture deformation. The calculated B values
from Cij agrees those determined by Birch-Murnaghan’s equation of state, see Table 1. This assures the reliability of the
computed elastic constants in the present study. The bulk modulus is found to decrease with increasing of the
concentration of Ni-dopant and the unit cell volume; which articulates that the rigidity diminishes as going from ZrCoBi
to ZrCog »5Nig 75Bi, with a minute increase in the rigidity in ZrNiBi alloy.

The elastic anisotropy of any material leads to the generation of microcracks and lattice distortion during and
after the production process that limits its durability in practical applications. Therefore, evaluating the anisotropy
factor, A = 2C44/(C11 - C13), of ZrCo,_4NiyBi (x =0, 0.25, 0.75 and 1) alloys is necessary for development purposes.
The alloy is presumed to be fully isotropic for A = 1, else the alloy is anisotropic. The ZrCo;_,Ni,Bi alloys are considered
anisotropic as all calculated A values are deviating from 1 with ZrCo,,5Nij,5Bi being the lowest anisotropic alloy
compared to the other alloys, as listed in Table 2.

Pugh’s index of ductility ratio (B/G) value is used to examine the ductile and brittle character of the alloys. The
alloy assumes brittle if this ratio is less than 1.75, otherwise it behaves in a ductile nature [27]. From the results in
Table 2, I predict that the ZrCoBi and ZrNiBi alloys have a brittle nature with ZrCoBi is more rigidity than ZrNiBi.
Whereas ZrCog 75Nij »5Bi and ZrCog ,5Nig 75Bi classify as ductile alloys and ZrCo00.25Ni0.75Bi is more ductility than
ZrCo00.75Ni0.25Bi.

I have also calculated the shear Modulus (G = (%) (Cy1 — Cyq3), to comprehend the dynamical stability of the alloys.

The present alloys display a dynamical stability structure since G > 0.

The Young's modulus (E = (9BG)/((3B) + G) is used to examine the stiffness of the alloys. Strong covalent bonds,
where the alloys have also high rigidity, are expected when Young’s modulus has a high value. Our results point out that the
alloys stiffness decreases as increases the concentration of Ni-doped atom. This decreasing is due to the replacement of weak
ionic bonds over covalent bonds in this case. Vicker’s hardness criteria, Hy = 0.92(G/B)**37G%7%8  is used to check the
alloys resisting ability. It is figured out that as Ni-dopant concentration increases, the alloy resistance ability to be dented
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decreases. Pettifor and Johnson [28,29] suggested that the Cauchy pressure (C;, — C44) parameter explains the nature
of atomic bonding domination in the alloys. It is typically negative for directional bonding where the covalent bonds are
majority. In this case the material resists against the shear strain (C4,) more strongly than with the volume change (C;,),
whereas it is positive when ionic bonding is dominant. As shown in Table 2, the Cauchy pressure for ZrCoBi and ZrNiBi
has a negative value, which portrays that the covalent bonding is a majority. While, for ZrCo,_,Ni,Bi (x = 0.25 and 0.75)
Cauchy pressure’s value becomes positive upon alloying with Ni, pointing out a domination of ionic bonding for the Ni-
doped alloys. Additionally, the dimensionless Kleinman parameter (§) is used to examine the prospect of the alloys to be
stretched or bended. If € is close to zero (one), maximum bond stretching (bending) is expected, respectively. Among the
studied alloys, ZrCog,5Nij75Bi has the highest & while ZrNiBi has the smallest & This leads to the fact that
ZrCoq »5Nig 75Bi (ZrNiBi) alloy possesses minimum (maximum) bond stretching, respectively.

Thermal properties
In this subsection, I inspect the thermal characteristics, such as minimum thermal conductivity (Ap;,), sound
1

velocities, Debye (0) and melting (Ty;) temperatures, as listed in Table 3. The Debye temperature, @ = %[i—: (%)]5 Vin,

is an important parameter correlating with many physical and thermal properties of materials [27]. Where Ny, k and h are
Avogadro, Boltzmann’s and Plank’s constants; M and p are molecular weight and density of the alloy; n is atoms number

in a single cell and V,,, stands for average sound velocity. V,,, V,, = E (UZ—? + %)] ’ , can be calculated straight forward

3B+4G
3p

listed in Table 3, it is found that longitudinal acoustic velocity is larger than transverse acoustic velocity for all examined

alloys. Additionally, longitudinal acoustic velocity specifically along [100] directions is the highest. The computed

melting temperature (TM553 + %

electronic high-temperature applications. The suggested operational temperature T for electronic apparatuses must be
restricted between Debye and melting temperatures, i.e. (8 < T < Ty).

o G . .. .
from the computed longitudinal (v; = ) and transverse (v, = \/%) acoustic velocities. According to the results

) and Debye values suggest that the present alloys are tolerable candidates in

Table 3. The average wave velocity (Vy, in km/s), the longitudinal elastic wave velocity (v; in km/s), the transverse elastic wave
velocity (vy in km/s), Debye temperature (@ in K), melting temperature (T), in K), the longitudinal and transverse sound velocities
along specific directions ([100], [110], and [111]), minimum thermal conductivity at 0 K (A, (WK ~1m™1)), and minimum thermal
conductivity along specific directions ([100], [110], and [111]) of ZrCo,_,Ni,Bi (x =0, 0.25, 0.75 and 1).

Properties ZrCoBi ZrCog75Nig 5Bi ZrCog5Niy75Bi ZrNiBi
Vy(km/s) 3.190 2.763 2.549 3.309
v (km/s) 4.883 4.457 4.140 4.758
v (km/s) 2.879 2.481 2.287 3.008

0 (K) 349.315 333.034 307.193 362.375

Ty £ 300 (K) 2075.329 1806.184 1576.263 2027.737
v;[100](km/s) 5.113 4.639 4.193 5.034
v;[110](km/s) 4.840 4.423 4.128 4.708
v [111](km/s) 4.746 4.348 4.106 4.594
v,[100](km/s) 2.702 2.333 2.241 2.811
v,[110](km/s) 4.475 3.848 3.336 4.706
v, [111](km/s) 3.018 2.598 2.320 3.165
Apin( WK™ Im™1) 0.3171 0.3401 0.3146 0.3211
Apmin[100](WK~tm™1) 0.3134 0.3359 0.3132 0.3176
Apmin[110](WK ~tm™1) 0.4110 0.4375 0.3899 0.4208
Apmin[111J(WK~tm™1) 0.3213 0.3446 0.3158 0.3256

Knowing thermal conductivity is vital to ease predicting the thermal characteristics of a specific alloy. The thermal
conductivity decreases with elevating temperature up to a particular limit which is referred to as minimum thermal
conductivity (Api,)- The determination of minimum thermal conductivity is important to enhance the thermal performance
of the alloys under investigation. I have calculated A,;, by Cahill model [30] that is given by the following formula:

2
Appin = % (n,)3(v; + 2v,), at 0K for all alloys 2

where n,, is the atoms number per unit volume.



107
Structural, Thermal, and Electronic Investigation of ZrCo, Ni Bi... EEJP. 2 (2022)

To extend our knowledge of the minimum thermal conductivity effect along specific directions. Where these
directions make is easy to grow crystals intentionally to design maximal or minimal thermally conductive devices. From
our results enlisted in Table 3, I have observed that all ZrCo,_4Ni,Bi alloys have low thermal conductivity making them
good candidates for high temperature applications such as thermal barrier coatings. However, it is found that
ZrCoq »5Nig 75Bi has the smallest value of minimum thermal conductivity in all studied directions. The reduced value of
thermal conductivity can be a result of substitutional point defect scattering induced by the Ni-dopant [31].

Electronic properties
The partial, total density of states (PDOS and TDOS), and band structure of ZrCo;_4NiyBi (x =0, 0.25, 0.75 and 1)
alloy are shown in Figs. 2 and 3, respectively. The properties of the studied alloys are demonstrated based on the electron’s
behavior around the Fermi level. Figures 2a and 3a show the semiconductor nature of ZrCoBi alloy with a band gap value
0f 0.99 eV. This gap is confined between the d-states of Zr and Co and p-state of Bi in the valence band at I' symmetry
line the X symmetry line of d-states for Zr and Co in the conduction band. The computed band gap value of ZrCoBi
agrees with that found in the previous literatures [32].
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Figure 2. Graphs for density of states (TDOS and PDOS) of ZrCo,_,Ni,Bi (x =0, 0.25, 0.75 and 1).
The dashed lines represent Fermi level: (a) ZrCoBi; (b) ZrCoy 75Nig,5Bi; (¢) ZrCog5Nig75Bi; (d) ZrNiBi
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Figure 3. Graphs for energy band structure along the symmetry points of ZrCo,_,Ni,Bi (x =0, 0.25, 0.75 and 1).
The dashed lines represent Fermi level: (a) ZrCoBi; (b) ZrCog75Nig25Bi; (¢) ZrCog5Nig 75Bi; (d) ZrNiBi.

It is noticed that Ni-doping increases the number of valence electrons, and shifts the electronic states of the content
atoms for the ZrCoBi alloy to the low energy level. The d-state of Zi and Co crosses Fermi level and changes the alloy
nature from semiconducting to half-metallicity. This doping changes the band gap to the direct (I'-I') and decreases this
gap to 0.62 and 0.24 eV for ZrCo0.75Ni0.25Bi and ZrCo0.25Ni0.75Bi, respectively. Our electronic results agrees with
the previous calculations [33,34].

In order to study the bonding nature of ZrCo, _4Ni,Bi alloys, the charge density difference is also performed. Figure 4
displays the charge density difference along (110) plane that uses to explain the bonding nature of the ZrCo,_,Ni,Bi
alloys. The charge contours are perfectly spherical and isolated around Co — Ni, Bi — Co, Bi — Ni and Zr — Bi atoms that
denote the ionic bonding among them. However, the charge contours for Zr are not completely spherical and dented which
means the electronic orbit is not fully filled. The charges transfer from Zr to Co and Ni due to the electronegativity
difference. This creates the induced dipole moment toward Zr atom. The charge contours around Zr — Co and Zr — Ni
atoms denote the covalent bonding among them. The Zr — Bi and Bi — Co (Bi — Ni) ionic bonds are existed due to pd-
hybridization between Zr 3d and Bi 5p states and from pd-hybridization of Bi 5p and Co 3d (Ni 3d), respectively. It can
be assumed that bonding nature of the current alloys is a mixed between a covalent and ionic bond.
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Figure 4. The charge density difference diagrams along (110) plane of (a) ZrCoBi, (b) ZrCoy.75Nig 5B,
(¢) ZrCogy,5Niy 75Bi, and (d) ZrNiBi

CONCLUSION
In this article, I have carried out ab initio study on ZrCo,_,NiyBi (x = 0, 0.25, 0.75 and 1) alloys, predicting their

structural, thermal and electronic characteristics using full-potential linearized augmented plane wave method.

(1)
(ii)

(iii)
(iv)
v)

(vi)
(vii)

I enumerate the important conclusions of our DFT calculations as follows:
All studied alloys are mechanically, thermodynamical stable and can be formed depending on formation energy,
elastic constants and elastic moduli criteria.
It is found that ZrCo,_,Ni,Bi elastic moduli, rigidity, stiffness, resistance to be dented, Debye and melting
temperatures, minimum thermal conductivity, and band gap energy decrease as Ni-atom concentration in Co site
increases.
It is also found that ZrCo,_,Ni,Bi ductility, metallicity, conductivity, and ionic bonding nature increase as
Ni-atom concentration in Co site increases.
The band gab calculation shows that ZrCoBi exhibits a semiconducting behavior, whereas Ni-doped
ZrCo,_,Ni,Bi has a metallic character.
C;, for all studied alloys are larger than C;, and C,,, hence all alloys have higher resistance to be compressed in
x-direction.
ZrCoi_xNi,Bi (x =0, 0.25,0.75 and 1) alloys show an anisotropic character.
Cauchy pressure calculation discloses that covalent bonding dominates in ZrCoBi and ZrNiBi, while ionic
bonding dominates in Ni-doped ZrCo,_,Ni,Bi alloys
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(viii) It is noticed that the smallest value of minimum thermal conductivity occurs for ZrCog ,5Ni, 75Bi in all studied
directions. Therefore, the half- Heusler alloys ZrCo,_,Ni,Bi (x =0, 0.25, 0.75 and 1) would be useful for high-
temperature thermal device applications.
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CTPYKTYPHI, TEPMIYHI TA EJEKTPOHHI JOCJL’KEHHSA
HAMIB-TEVCJIEPOBUX CIIJIABIB ZrCo1-NixBi (x=0, 0,25, 0,75 1)
Maxmyn Aab-Enaiimi
Daxynomem GyHOAMEHMANLHUX HAYK, 0eKAHAM Nid2omosuoo poky, Yuieepcumem Xains, Xaine, Cayoiscoka Apasis

V cTarTi NpecTaBIeHO TEOPETHYHY OIIHKY CTPYKTYPHHX, MEXaHIYHUX, TEIUIOBHX Ta €ICKTPUYHUX BIACTHBOCTEH HAaIiBrelCIepOBUX
cmnaBiB ZrCo,_,Ni,Bi (x =0, 0.25, 0.75 and 1) B pamkax teopii ¢pynknionany minsHocTi (DFT), sixa peanizoBana B xomxi WIEN2k.
3HaiiieHo, 1110 TapaMeTpH PiBHOBAXKHOT PEIIITKU Y3rOJUKYIOThCS 3 IIONEPEIHBOIO JTiTepaTyporo. JleKiibka po3paxyHKOBHX MEXaHIYHIX
BJIACTUBOCTEH MMOKa3yI0Th, 10 BCi AOCHIIKYBaHI CIIABU € MEXaHIuHO cTiifikumu. BinnosinHo no kputuuHux 3HaueHs B/G, nerosai
Ni crmaBu ZrCoBi e mnactuunnmu, Tofi sik ZrCoBi ta ZrNiBi kpuxki. 30HHa CTPYKTypa Ta LIJIbHICTh CTaHIB LIUX CIIOIYK MOKa3yIoTh,
mo ZrCoBi Mae HamiBIpoOBiTHUKOBY IPUPOLY, ToAl sik neroBanuii Ni ZrCoBi mae HamiBmetaneBy npupoay. CTpykTypHi pedopmu,
BHeceHi 10 ZrCoBi y mipy 30inbimenHs koHueHTpanii Ni-qonanty Ha micmi Co-aToMma, Mmokas3aiu 30UTbIICHHS HOTO METaliqyHOCTi,
MIPOBIJHOCT] Ta IDTACTUYHOCTI, a TAKOXK 3HIKEHHS HOro KOPCTKOCTi, CTUCIMBICTI, MIHIMAJIBbHOI TEIUIONPOBITHOCTI, TEMIIEPaTyp
1aBieHHS Ta J{ebas. 3riqHo 3 OTpUMaHUMH pe3yIbTaTaMu, ciuiaBu ZrCoq_,Ni,Bi (x =0, 0.25,0.75 and 1) MOXyTb MaTH OTEHIIiiTHE
TepMiYHE Ta eIEeKTPOHHE 3aCTOCYBaHHSI.

Kurouosi ciiosa: ZrCoBi; nepmonpuHIunng; coixyky HamiB-I eliciepa; enekTpoHHa cTpykrypa; 3amimenns Ni/Co
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Multilayer (TiSi)N/CrN coatings were fabricated through vacuum-arc deposition by applying the arc currents of (100 + 110) A on TiSi
cathode and (80 + 90) A on Cr cathode, negative bias potential connected to the substrate holder of (100 + 200) V and reactive gas
pressure of (0.03 + 0.6) Pa. Applying a negative bias voltage on substrates enhanced the ion bombardment effect, which affected the
chemical compositions, phase state, mechanical and tribological properties of (TiSi)N/CrN coatings. Obtained results indicated that
(TiSi)N/CrN coatings with Si content ranging from 0.53 to 1.02 at. % exhibited a high hardness level of (22.1 + 31.1) GPa accompanied
with a high Young’s modulus of (209 + 305) GPa, H/E* level of (0.080 + 0.100), H3/E*? level of (0.15 =+ 0.33) GPa, and the friction
coefficient of 0.35. Values of critical loads at dynamic indentation, changes in friction coefficient and level of acoustic emission signal
evidence the high adhesive strength of (TiSi)N/CrN coatings, which allows recommending them to increase cutting tool performance.
Keywords: multilayer coatings, refractory metal nitrides, hardness, adhesive strength

PACS: 61.46.-w,62.20. Qp,62-65.-g

INTRODUCTION

CrN-based coatings are well known for their higher ductility and fracture toughness, lower coefficient of friction, and
excellent oxidation and corrosion resistance compared to extensively used TiN coatings [1, 2]. Additionally, the lower
coefficients of friction of CrN coatings provide better wear resistance than TiN coatings under dry sliding conditions; in
addition, their high toughness prevents the initiation and propagation of cracks in erosive environments. For these reasons,
CrN coatings have been used to protect cutting tools in the machining of copper, aluminium, and titanium based alloys [3] and
have become a successful alternative to TiN coatings for protecting injection moulding tools. However, in other potential
industries, CrN coatings demonstrate limited use due to their relatively low hardness compared to TiN [3]. In recent years,
almost all single-layer coatings satisfy the needs of industry less and less and do not always meet the requirements for
increasing their performance. Nanocomposite coatings based on nitrides of the refractory metals are one of the prospective
basements in the development of up-to-date multifunctional coatings as they have high both physical and mechanical
properties. The combination of mentioned properties of known coatings based on nitrides and carbides of the refractory metals
is achieved by their doping with such elements as Al, Si, B, etc. A good example of such dopping is the Ti—Si—N ternary
system with a silicon content of about 5~10 at.; it has high hardness (=40 GPa) and better oxidation resistance compared to
traditional TiN coatings [4, 5]. These characteristics are mainly explained by the structure of the film, which is defined as a
nanocomposite consisting of nanocrystalline TiN embedded in amorphous Si3N4 [6-8]. In addition, the amorphous phase
becomes an oxygen barrier that slows down the oxidation [8]. However, despite all the advantages of the nanocomposite
structure, there is a high residual stress between the TiSiN film and the substrate, which causes low adhesion [9]. At the same
time, CrN-based coatings are commonly used as a protective hard coating on tool steels for industrial applications due to its
good adhesion strength, chemical stability, and high temperature oxidation resistance.

Therefore, in this study, CrN coatings are used as intermediate (second) layers for the formation of (TiSi)N/CrN
periodic structure. Such a multilayer coating with layers of nanometer thickness makes it possible to achieve the better
hardness and fracture toughness compared to single-layer coatings due to the interfaces that prevent the movement of
dislocations and the difference in the elastic modulus of the layers.

EXPERIMENTAL DETAILS AND METHODS
Multilayer coatings were obtained by the vacuum-arc deposition technique. Two cathodes made of TiSi with the
elemental composition of Ti = 94 at.% & Si = 6 at.% and hot-pressed Cr with a purity of about 99.6 % were used as
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evaporated materials. The regime of the deposition was a continuous rotation of the samples at a speed of 8 rpm. The
total deposition time was 1.5 hours. The material of the substrate was an austenitic chromium-nickel stainless steel. The
dimensions of the substrate were: length L = 18 mm, width W = 18 mm and thickness H = 3 mm. Four series of samples
were formed at different pressures of the reaction gas (Py = 0.08 + 0.6 Pa) and bias potential (U, = —100 + —200 V). To
manage the nanoscale diapason of the layers, the thickness of the deposited layers was estimated. The calculations were
carried out on the basis of a theoretical model, which was described in [10]. When the deposition of a coating on a
rotating substrate, during the evaporation, the surface of the substrates alternately passes through zones directly near the
operating evaporators, and zones in which deposition on the substrate does not occur as a result of the action of
geometrical factors. Therefore, a generalized solution was obtained for calculating the thickness of the deposited layers,
including dependences on the size of the holder with samples r at a given radius R, as well as on the angle a, since the
angular values in these zones and the rate of condensation at an arbitrary point will also change (see Fig. 1). In the case
where condensation of the substance occurs on a single rotating surface located at a distance r from the axis of the
chamber (corresponding to half the size of the sample holder), with two simultaneously operating evaporators on a
circle with radius R (distance between cathode and samples), there are the following zones: "shadow" zone of space in
which there is no condensation of the direct flow of the target cathode material; zones in which condensation of material
that evaporates from only one evaporator occurs; as well as zones where the flows of materials from the two
evaporators overlap to varying degrees (depending on r '- the ratio r / R and a - the angle of rotation of the sample
holder; at some values of r' these zones are not realized).

Figure 1. Scheme of deposition of multilayer (TiSi)N/CrN coatings from two evaporators (TiSi and Cr) on a rotating steel substrate.

Table 1 presents the results of calculating the deposition rates and thicknesses of the layers deposited during one
rotation of the holder for multilayer (TiSi)N/CrN coatings (V) is the condensation rate of the material flow during a
normal fall on a stationary substrate).

Table 1. Deposition rates of multilayer (TiSi)N/CrN coatings.

Evaporator | Radius R, | Size of the holder r’ Angle a, | Rotation speed | Vs, nm/s | Thickness after 1
mm r, mm deg ®, TpM rotation A, nm
TiSi 0,69 3,21
200 125 0,625 51 8
Cr 0,75 3,49

The physical and technological parameters, as well as the elemental composition of the obtained coatings, are
shown in Table 2.

Table 2. Technological parameters and elemental composition of multilayer (TiSi)N/CrN coatings.

Seria Coating Arc current | Reaction gas | Bias potential Elemental composition, at.%
ITiSi/ICr, A PN, Pa Ub, Vv Ti Si Cr N
a 110/90 0.08 —-100 52.05 0.89 21.13 25.93
b (TiSiN/CrN 100/80 0.08 —200 41.39 0.94 28.80 28.87
c 100/80 0.3 -200 38.54 1.02 17.40 43.04
d 100/80 0.6 —200 30.15 0.53 17.21 52.11

The study of elemental composition of the coatings was carried out by analyzing the spectra of characteristic X-
ray radiation generated by an electron beam in a scanning electron microscope FEI Nova NanoSEM 450. The spectra
were recorded using an EDAX PEGASUS energy-dispersive X-ray spectrometer fitted to a scanning electron
microscope. Phase analysis was carried out by X-ray diffractometry in Cu-ka radiation in a DRON-4 setup. The
hardness of the coatings was measured using a high performance micro-hardness testing machine equipped with the
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Vickers indenter. The load of 0.4903 N (50 g) was applied for a time of 10—15 s. Adhesion strength of the coatings was
determined by sclerometry with simultaneous registration of acoustic emission (AE) signals. The Revetest scratch tester
by CSM Instruments with a diamond spherical indenter of Rockwell C type with a radius of 200 microns was used to
determine the adhesion characteristics.

RESULTS AND DISCUSSIONS
The results of the analysis of the elemental composition of the coatings (see Table 2) indicate that they consist of
the elements of the cathodes, i.e. Ti, Si, Cr and N. With an increase in the bias potential, the amount of titanium and
chromium decreases. Fig. 2 shows a cross-sectional image of multilayer (TiSi)N/CrN coating (seria ¢) obtained by the
vacuum arc deposition.

Figure 2. Cross-sectional image of multilayer (TiSi)N/CrN coating (seria c) obtained at Up = —200 V and Pxn= 0.3 Pa.

The low content of Si in the coating does not lead to the separation with the formation of the SiNy phase [4], which
is confirmed by the absence of peaks corresponding to this phase in diffraction spectra (see Fig. 3).
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Figure 3. XRD spectra of multilayer (TiSi)N/CrN coatings obtained at U, = —200 V and Px= 0.08 Pa (spectrum 1),
Pn= 0.3 Pa (spectrum 2) Pa, Px = 0.6 Pa (spectrum 3).

As expected, the nitrogen content is minimal (in the case of the coatings obtained at the lowest gas pressure of
0.08 Pa); therefore, as the analysis of X-ray diffraction spectra (see Fig. 3) has shown, it manifests itself in a bound
form, which is characterized by the formation of two phases with strong nitride-forming titanium (with dissolved
silicon), forming Ti(Si)N nitride with the preferred orientation of crystallites along the [111] axis and chromium nitride
CrN with the [111] axis (see Fig. 3. spectra 1). The calculated lattice periods are 0.4244 nm of (TiSi)N and 0.4101 nm
of CrN, and the corresponding sizes of the crystallites are 24.1 nm ((TiSi)N) and 26.8 nm (CrN), respectively.



115
Correlating Deposition Parameters with Structure and Properties of Nanoscale Multilayer... EEJP. 2 (2022)

The spectra also show the presence of a-Ti and Cr phases, where the nitrogen content is so low that the formation
of Ti and/or Cr nitride phases becomes impossible. With an increase in the nitrogen pressure to 0.6 Pa, the coating
maintains the [111] texture. The lattice period of TiN decreases to 0.4240 nm, while lattice period of CrN increases to
0.4109 nm. The structure of the coating becomes more fine-grained as the crystallite size of TiN and CrN decreases to
12.9 nm and 13.7 nm, respectively (see Fig. 3 spectrum 3). The separation of (111)TiN and (111)CrN diffraction lines
indicates the presence of a strong homogeneous [111] texture in both nitride layers. Thus, when forming the coating
with sufficiently thin layers (about 7 nm), a significantly higher heat of formation of titanium nitride (see Table 3) leads
to a redistribution of nitrogen atoms at low pressure (0.08 + 0.3 Pa), during deposition from Cr to Ti layers (the process
is also enhanced by the presence in these Si layers), which is accompanied by the formation of TiSiN and CrN. And
only at a high pressure of 0.6 Pa, when TiN is saturated, the separate TiN and CrN phases are formed.

Table 3. Enthalpies of formation (AH) of binary metal nitrides and silicides based on studied elements [11, 12].

Enthalpy of formation TiN TiSi2 SisNs | CIN CrSiz
AH, xJ/mol -337,7 -171,0 | -750 -1232 | -774

It is known that, in addition to hardness H and reduced Young's modulus £*, the important characteristics of the
coating functionality, that assess the fracture toughness, are the elastic strain to failure and the resistance to plastic
deformation, which are presented by the ratios of H/E* and H’/E*?, respectively. The H?/E*’ ratio determines the level
of toughness of the coating. At the same time, the H/F" ratio makes it possible to evaluate the deformation of the
contacting surfaces [13, 14]. The results of the calculations of H, E* H/E* w H’/**? ratios of multilayer (TiSi)N/CrN
coatings are presented in Table 4.

Table 4. Mechanical characteristics of multilayer (TiSi)N/CrN coatings

. Reaction gas | Bias potential | Hardness | Young's modulus

Seria Py, Pag Li, \% H, GPa ég*, GPa HIE* | HIE®
a 0.08 -100 22.1 209 0.1 0.22
b 0.08 -200 24.5 305 0.08 0.15
c 0.3 -200 28.2 275 0.1 0.28
d 0.6 —200 31.1 298 0.1 0.33

The calculated H/E* and H*/E*? ratios for all obtained coatings demonstrate the highest values of the resistance to
plastic deformation (H/E* > 0.1 according to the hard nanocomposite films categorization generalized by Musil et al.).
The higher level of H%/E*?, the better resistance of the coating to the formation and propagation of cracks. It should be
noted that the maximum hardness value of 31.1 GPa is identified for multilayer (TiSi)N/CrN coating seria d obtained at
Py = 0.6 Pa and U, = —200V, which is characterized by rather low crystallite sizes (12.9 nm for (TiSiN)N and 13.7 nm
for CrN layers), as well as by the best-developed growth texture [111]. From the structural engineering point of view,
this state corresponds to the presence of nitride phases (TiSi)N and CrN with an isostructural crystal lattice of the
NaCl type in both layers. It should also be noted that layers with lower hardness (CrN) prevent the propagation of
cracks in hard layers ((TiSi)N) when operating under dynamic loads, since softer chromium nitride layers have high
fracture toughness and resistance to deformation, which makes them promising for use as wear resistant coatings.

To determine the adhesive strength, scratches were applied to the surface of the coatings under progressive loading
on the indenter from 0.9 N to 190 N. According to [15], depending on various values of critical loads, several
physicochemical processes occur simultaneously during abrasion, however, only L¢ is directly related to adhesive
failure.

Fig. 4 shows the image of a scratch on the surface of multilayer (TiSi)N/CrN coating seria d obtained at Py = 0.6
Pa and U, =—-200 V, as well as the change in the average values of the friction coefficient « (left scale) and the acoustic
emission amplitude AF (right scale).

The following main critical loads were recorded by changing the curves of the dependence of the friction
coefficient and acoustic emission on the load: Lc¢; is the moment of appearance of the first chevron crack at the bottom
and a diagonal crack along the edges of the scratch; L is the moment of appearance of chevron cracks at the bottom of
the scratch; L¢;s is the moment of the formation of many chevron cracks at the bottom of the scratch and local peeling of
the coating; L¢y is the moment of appearance of cohesive-adhesive destructions of the coating; L¢s is the moment of
plastic abrasion of the coating to the substrate.

To compare the obtained results, the adhesion characteristics of single-layer (TiSi)N and CrN coatings obtained
under the same conditions as multilayer (TiSi)N/CrN coatings were used. An analysis of scratches on the surface of
(TiSi)N/CrN indicates that the appearance of fluctuations in the acoustic emission signal at low loads is associated not
with the destruction of the coating, but with the presence of defects on its surface and structure. When the load increases
to 28,9 H (see Table 5, load L¢;3) the formation of chipping occurs along the edges of the scratch. It is confirmed by a
slight increase in the amplitude of acoustic emission and the coefficient of friction; moreover, it increases the
penetration depth of the indenter. Obtained results indicate that during scratching multilayer (TiSi)N/CrN coatings wear
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out, but do not exfoliate; thus, they are destroyed by the cohesive mechanism associated with plastic deformation and
the formation of fatigue cracks in the structure of the coating.
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Figure 4. Image of a scratch on the surface of multilayer (TiSi)N/CrN coating obtained at Py = 0.6 Pa and U, = —200 V, as well as
the change in the average values of the friction coefficient « (left scale, red line) and the acoustic emission amplitude AE (right scale,
blue line) along the scratch.

Initially, the surface of the coating resists the penetration of the indenter. In this case, the friction coefficient
increases non-monotonically, while the amplitude AE signal changes insignificantly (see Fig. 4). Further, with an
increase in the load, chips and solely flakes appear along the edges of the scratch (see Fig. 4, image of the scratch); the
penetration depth of the indenter continues to increase. The formation of such cracks is accompanied by an increase in
the amplitude of acoustic emission and the coefficient of friction. The appearance of the substrate material at the bottom
of the scratch is noted when the load L¢s reaches 49.54 N (see Fig. 4 and Table 5).

Table 5. Comparative results of the adhesion testing of multilayer (TiSi)N/CrN coating (seria d) and single-layer (TiSi)N and CrN coatings

Coating Reaction | Bias potential Load, N Friction
gas Pv, Pa Up, V Lot | Lea | Les | Led | Les | coefficient, u
(TiSi)N/CIN 0.6 —200 6.1 | 124 | 289 | 36.8 | 49.5 0.35
(TiSi)N 0.6 —100 9.5 | 124 | 18.3 | 48.8 | 453 0.55
CiN 0.6 —100 45 | 7.8 | 123 | 255 | 37.5 0.24
CONCLUSIONS

1. The effect of vacuum-arc deposition parameters on the composition, structure, and properties of multilayer
(TiSi)N/CrN coatings has been studied. It is shown that the two-phase system of NaCl-type structure (fcc crystal
lattice) is formed in both nitride layers. The preferred orientation for all obtained coatings is (111).

2. It has been established that in multilayer (TiSi)N/CrN coatings, the nanolayered periodic structure of the layers is
even, flat and does not contain visible defects. The smallest crystallites size is 12.9 nm for (TiSi)N and 13.7 nm for
CrN layers. Such a nanoscale structure provides the maximum value of hardness of 31.1 GPa and Young's modulus
of 298 GPa. The main difference in the structure and properties of multilayer coatings is primarily due to
differences in the energy impact of Ti, Si Cr ions on the radiation-stimulated processes of coating formation.

3. The adhesion strength of multilayer (TiSi)N/CrN coating is higher by 10 % compared to single-layer (TiSi)N
and/or CrN coatings. The nanoscale multilayer structure decreases the friction mechanisms, i.e. the friction
coefficient of (TiSi)N/CrN coating is 0.35, while for (TiSi)N is 0.55.

This research was supported by the National Research Foundation of Ukraine (Grant No. 2020.02/0234).
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KOPEJISIIA MIZK TAPAMETPAMHA OCAJIKEHHSA TA CTPYKTYPOIO I BMIACTUBOCTSAMHU
HAHOPO3MIPHUX BATATOINAPOBHUX ITOKPUTTIB (TiSi)N/CrN
B.M. Bepecnes?, O.B. Makcakosa?, C.B. Jlutosuenko?, C.A. Kiaimenko®, [I.B. Fopox?, A.C. Manoxin®,
B.0O. Masziain?, B.O. Yumkaaa?, B.O. Ctoi160B0ii",

“Xapxiecvrutl Hayionanvhull yHisepcumem imeni B.H. Kapaszina, maiioan Ceoboou 4, 61022, m. Xapxis, Yxpaina
bIucmumym naomesepoux mamepianis im. B.M. Baxyia HAH Yipainu, eyn. Asmoszasooceka, 2, 04074, m. Kuis, Yrpaina
“Hayionanvhuil naykoguil yenmp « XapKigcokuil izuxo-mexuiunuti incmumympy, eyi. Akademiuna, 1, 61108, m. Xapkis, Vkpaina
Baratomaposi nokputts (TiSi)N/CrN cdopmoBaHi MeTOZOM BaKyyMHO-IYTOBOTO OCAIKCHHS 3 JABOX KaTOMIB IPH CTpyMax IyTH
(100 = 110) A na TiSi xaroxi i (80 + 90) A na Cr xaroai. HeraTuBHUMII MOTEHIIiaa 3MilIeHHS Ha TpUMadi MiAKJIAJAKA CTAaHOBUB
(100 +200) B, a tuck peaxtuBHOro razy B kamepi (0,03 + 0,6) Ila. HeratuBHuil moTeHmian 3MiOICHHS Ha MiIKIagKaxX HOCHIIOBAB
JZifo i0HHOTO GOMOapXyBaHHS, IO BIUIMHYJIO Ha XIMIYHUH cKial, Ga3oBuil cTaH, MexaHI4HI Ta TPHOOJIOTIYHI BIIACTUBOCTI HOKPUTTIB
(TiSi)N/CrN. Orpumani pesynsratu nokaszany, mo nokpurts (TiSi)N/CrN 3 Bmicrom Si Big 0,53 mo 1,02 ar.% MaioTb BHCOKY
TBepaicth (22,1 + 31,1) 'ma pasom 3 Bucokum moxyiem IOura (209 + 305) T'Tla, pieaem H/E* (0,080 + 0,100), pisuem H3/E*?
0,15+ 0, 33) I'lla Ta koedimiearom Tepts 0,35. 3HaAUCHHS KPUTHYHUX HABAHTAXKCHb NPH JIWHAMIYHOMY BIABIIOBAHHI, 3MIiHU
koedirieHTa TepTs 1 PiBHS CHTHATy aKyCTHYHOI eMicii mpu CKIepoMeTpii cBiguaTh MPO BHCOKY aAre3iidl Hy MIl[HICTh HOKPHUTTIB
(TiSi)N/CrN, 1110 € migcTaBoro peKOMEHyBaTH iX AJIs MiABHIIEHHS IPOILYKTHBHOCTI Pi3albHOTO iIHCTPYMEHTY.

Ku1ro4ogi cj10Ba: 6araromaposi NOKPUTTS, HITPUAM TyrOIJIABKUX METAIIB, TBEPIICTh, are3iiina MIIHICTb.
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