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Within the framework of the model of the nonlocal thermoelastic peak of low-energy ion, the formation of intrinsic stress in a carbon
coating deposited from the vacuum arc plasma in the argon atmosphere is theoretically studied. It is shown that the flow of particles
bombarding the deposited coating contains, along with C* ions, also Ar* ions involved in the formation of intrinsic stress in the coating.
The flux density of Ar* ions resulting from ionization losses of C* ions passing through the argon atmosphere is proportional to both the
flux density of C* ions and the density (pressure) of argon. Expressions are obtained for the intrinsic stress in the deposited carbon
coating depending on the bias potential on the substrate and the argon pressure for the cases of both constant and pulsed potentials. The
analysis of the obtained expressions shows that the intrinsic stress in the carbon coating decrease with increasing argon pressure.
Keywords: Diamond-like carbon coatings; Plasma-ion deposition; Vacuum arc; Argon atmosphere; Thermal peaks; Intrinsic stress;
Growth rate

PACS: 81.15-z, 68.60Bs

Diamond-like carbon (DLC) coatings are of significant interest for applications associated with extreme
tribological conditions, providing high efficiency, performance and reliability. The strong covalent sp® bonding in ta-C
coatings provides high mechanical hardness, toughness, chemical and thermal stability, making them highly suitable for
harsh tribological conditions, including high speeds, loads and temperatures.

Due to the unique combination of properties, thick microcrystalline diamond-like films are most preferred for use
in tools, while thinner nanocrystalline DLC coatings are widely used for surface modification of parts used in
mechanical engineering, acrospace, medicine, micromechanics, and other industries. Such coatings are characterized by
low coefficient of friction, chemical inertness, biocompatibility and high radiation resistance. [1-5].

The development of equipment and processes for high-quality DLC deposition over the large area is the urgent
and important task, the solution of which will increase the productivity of the process, as well as expand the list of
processed articles. In addition, there is a great need for the deposition of diamond-like carbon on the surface of articles
with complex shapes (cylindrical, spherical and others, for example, the friction joints of endoprostheses). Improving
the characteristics and functional properties of DLC is impossible without knowledge of the physical mechanisms
which determine the deposition rate and the processes of formation of the structure and phase composition of the
coating material. Therefore, it is important to theoretically study the mechanisms of DLC synthesis, to reveal the role of
the bombardment of the growth surface with low-energy ions (from 0.1 to ~ 1 keV) in the sputtering and activation of
radiation-stimulated processes and the effect of deposition conditions on intrinsic stress in the coating.

The important type of the process of DLC production is the deposition of carbon coatings from the carbon plasma
of the vacuum arc in sufficiently rarefied atmosphere of the inert gas. For obtaining coatings with parameters providing
the best performance characteristics, such as hardness and high adhesion to the substrate, it is necessary to investigate
the dependence of the properties of coatings on the type of inert gas and its pressure. The key parameter providing the
above properties of the DLC is the intrinsic stress arising during the coating deposition.

In this paper, we study the dependence of intrinsic stress in the deposited coating on the pressure of the inert gas in
the atmosphere of working installation.

MATHEMATICAL MODEL
We will assume that the flux of C* ions is deposited on the substrate surface in atmosphere of easily ionized inert gas,
argon. As a result, the mixture of ion fluxes falls on the deposited surface: the flux j; of C* ions knocked out from the cathode
and the flux j, of Ar" ions generated when gas atoms collide with the flux of C* ions. Assuming that the number of ionized Ar
atoms is small compared to the initial amount, the following expression can be written for the flux j:

J =aPbj, (1)

Here P is the argon pressure, « is the coefficient that, generally, depends on the design of the installation.
The initial energy Ey of C* ions in the setup chamber is 20 to 25 eV (up to the thin near-surface layer near the
substrate, where the ions are additionally accelerated by the bias potential). Modeling the passage of the low-energy C*
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ion with such an energy through the argon atmosphere using the SRIM2000 software package shows that the following
approximate expression for the average projective ion path is valid: L¢, cm = 0.076/P, where P is given in Torr units.
The ionization loss of the C + ion can be estimated from the expressionAE,, ~0.3E,D/L. =, where D is the

won
characteristic distance traveled by the ion in the gaseous atmosphere of the vacuum chamber, specified in cm. The
coefficient 0.3 corresponds to the fraction of ionization energy losses of the C* ion ~ 30%. The above estimate is valid
under the condition D < L. that is satisfied at pressures P <107 Torr. Assuming that all ionization losses of the ion C*

are spent on the formation of Ar” ions, we obtain the following estimate for the number of Ar* ions formed by one C*
ion: Ny ~ 10DP, that is, o ~ 10D. Here we use the following average ionization potential of Ar /- = 11.6 eV. For the
coating deposition systems used, the conditions P < 10-* Torr and D < 10? cm are satisfied, whence aP < 1 follows.
When deriving the formula for intrinsic stress, basically, the line of reasoning used in works [6-9] is repeated. At this, the
model of a nonlocal thermal peak (NTP) of a low-energy ion is widely used - an overheated and overstressed nanometer
region near the ion trajectory in the target material, in which thermalized phonon losses of the ion contain [10]. Computer
simulation using the SRIM2000 software package [11] has shown that the NTP can be approximated by a spherical segment
adjacent to the target surface, the center of which lies in the middle of the average projective range of the ion. The effective

lifetime 7, , volume V' (1, E) , and temperature T (¢,E,T,) of the NTP of the ion are calculated within the framework of the

previously developed model [10, 11]. So, the volume of the near-surface NTP is found by the formula

V(E,r):;;[%R(E,tf+@R(E,r)2—%%E)S}, @)

L(E
where R(E,t)= %+ 2111((1‘ +1) is the radius of the NTP created by the ion with energy E at time ¢, L (E) is the

average projective range of the ion, 7~ 1073 s. is the ion-ion relaxation time; x is the phonon thermal diffusivity of the
coating material. Temperature 71z, E) in the NTP is calculated from the equation that takes into account the dependence

of the heat capacity on temperature [10, 12]:

E)E

_mEE :TD(gj—ToD 9], ©)
p CV(E,t) T T,

where p is the density, C =3v,kpz /M is the high-temperature limit of the heat capacity of the target material, 7(E) is

the fraction of phonon losses of the ion with energy E in the target material, 7y is the substrate temperature, 6 is the
Debye temperature of the target material, &z is the Boltzmann constant, 1, is the number of atoms in the molecule of the
target material (for carbon coating v, = 1), D (x) is the Debye function having the form [12]:

2 dz

3x
D(x)=— .
(x) x3'([ez—1

“

The lifetime #; (E ) of the NTP is determined by the rate of its cooling. Assuming that the peak is cooled only by

thermal conductivity, we obtain for the effective cooling time of the peak 7 (E ) =R (E ,0)2 /4/( . Functions L(E) and
1 (E) were calculated using the SRIM2000 software package [11]. The results of calculating the functions 7 (E) for

C" and Ar" ions in the carbon coating are shown in Fig. 1.
The dependences of the NTP volumes of C* and Ar" ions in the carbon coating on the ion energy are shown in Fig. 2.

. v,
rel.un nm3
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Figure 1. Phonon loss functions for C* and Ar" ions in the Figure 2. Volumes of NTP of C + and Ar + ions in the DLC
DLC coating. coating depending on the ion energy
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The results of calculating the NTP temperatures as functions of the ion energy are shown in Fig. 3. In the
calculations, the substrate temperature was assumed to be 7)) = 300 K.

The data obtained on the characteristics of the NTP allow us descripting the intrinsic stress formation in the
coating deposited from mixed flow of C* and Ar" ions. It is assumed that intrinsic stresses are formed as a result of two
simultaneous but oppositely directed processes: 1) stress generation due to implantation of the incident ion beam and
2) stress relaxation due to thermally activated processes of defect migration in the NTP of ions [6]. In addition, the
stated model [7-9], like the Davis’s one [6], is based on the hypothesis of proportionality between the density of defects
formed as a result of ion scattering by target atoms and the volumetric deformation of the target.

The rate of defects formation by ions of the i-th species, per unit surface of the coating, is proportional to the ion

flux density j; and the number of defects ¢ (E) formed by one ion of the i-th species. In papers [6,7], the

1

approximation ¢, (E ) ~JE was used [13]. In this work, the defect formation functions are calculated numerically

using the SRIM2000 program code [9, 11] (see Fig. 4).

T, K Z
rel.un.

0.61

2000
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L L L Il L L
0 500 1000 1500 E, eV 0 500 1000 1500 E, eV

Figure 3. Temperatures in the peaks of C* and Ar* ions in the Figure 4. Functions of defect formation of C* and Ar* ions in
carbon coating depending on the ion energy. the carbon coating.

Thus, the total rate of defect formation by the mixed beam of ions of two species is determined by the expression:
ny (U)leé/l(El(U))"—jzé,Z (Ez (U)) (5

Using (1), we obtain from (5):
iy (U))~ (G (E/(U)) +aPS, (B, (V))) ©)

Here we used the notation E, =g, (U+U,)+E,;, gi is the charge of the i-th species ion, Up is the floating

potential, Ey; is the initial energy of the i-th species ion.
The opposite process of stress relaxation is determined by the number of thermally activated transitions w; (E ) of

atoms in the NTP of the i-th species ion with energy E.
Function

u

tr —_—
w, (U) = ngv £ Vi(t,E) e BB gp )

specifies the number of thermally activated transitions in the NTP of the ion, which determine the migration rate of
defects with the activation energy u and, therefore, the stress relaxation rate at the target temperature 7.
The rate of defect loss, per unit area, is proportional to w, (E ) , to the fraction of defects n/n, and to density of the

implanted ion flux j;. After summing up the contributions of two species ions to the migration process, we obtain the
following expression for the rate of defect loss:

ﬂR(U)=n10[jlw1 (E)+ jow, (E,)]= jli(wl (Ey)+aPw,(Ey)). @®)

The resulting rate, per unit area, with which defects are implanted in the film, is equal to jn/n,. Here we have

taken into account that only ions of the 1st species (carbon ions) build up the coating. On the other hand, the resulting
rate of introduction of defects is set by the difference between the rate of appearance of defects due to implantation and
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the rate of their loss due to thermally activated migration. Consequently, the condition of constancy of density of
defects leads to the relation:

Ji—=n, —ng,. ©)

Substituting 7, and 7, from Egs. (6), (8) in Eq. (9) and expressing in the resulting equation the fraction n/n, of

implanted ions in the film, we obtain for intrinsic stress in the case of the constant bias potential (so called the direct
current (DC) mode):

AE, ¢ (El (U)) +aPg, (Ez (U))
1-T1 1+w, (E, (U))+aPw, (E, (U))

o(U,P)= , (10)

where Ey and IT are the Young's modulus and the Poisson's ratio of the coating material, correspondingly. Here, we
used the relationship o =E,¢/(1-11) between stress o and volumetric deformation ¢, which is determined by the

density of defects n/n, . Coefficient 4 is found by comparing the theoretical curve with the experimental data.

Expression (10) was generalized to the case of the pulse potential mode [8]. Intrinsic stress in the pulse potential
mode is given by the expression:

_ 4B, _(G(EU))+aPs, (B (U)) fi, + (6 (£ (0) + aPL (£, (0))) (1~ £,)
L=TL 1+ (wy (B, (U)) + aPw, (E, (U))) ft, +(w (£, (0)) + aPw, (E, (0)))(1- £i,)

where, ¢, is the duration of the high voltage pulse, fis the pulse repetition rate.

When calculating the intrinsic stress in the deposited coating, it is necessary to take into account the deposition
temperature 7), which can vary significantly with the energy of the deposited ions, since the ion flux heats the coating
surface. In the approximation of the linear theory of thermal conductivity with constant coefficient of thermal
conductivity and in the stationary mode, the deposition temperature 7 is related to the bias potential U by linear
dependence:

G(U,P) , (11

T,(U) =Ty +/1q[(U0 +Ey)(1- 1t,)+ (U +U, +E0)ﬁp](1+ap), (12)

where Ty is the temperature of the non-irradiated substrate. The average charge ¢ of C* and Ar" ions, according to
experimental data, is, with sufficient accuracy, equal to the elementary (proton) charge. The value A depends on the
technical parameters of the coating deposition installation. The value of A was chosen from the condition that the
deposition temperature was equal to its experimental value at known energy of the deposited ions.

RESULTS AND DISCUSSION
In Fig. 5 shows the dependence of intrinsic stress on the bias potential for different values of the parameter P in
both cases of the direct current (DC) and pulse potential regimes. The calculations were performed for the case of the
absence of the argon atmosphere aP = 0, and for the case of aP = 1. As can be seen from the Fig. 5, the addition of Ar*
ions to the flow of incident particles does not change behavior of dependence o(U) but leads to a certain decrease of
intrinsic stress in the deposited carbon coating.

o,
GPa
10

~~o
~~
~—_

S

1 1
0 500 1000 1500 U,V

Figure 5. Dependence of intrinsic stress in deposited carbon coating on bias potential at different pressures of inert gas.
Curves 1 — the case of the DC regime (fi, = 1), curves 2 — the case of the pulse potential regime (f#, = 0.12). Solid curves
correspond to aP = 0, and dashed curves correspond to aP = 1.
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To study the dependence of intrinsic stress on the inert gas pressure P, we represent expression (10) in the form:

J(P):B%, (13)
where
4E, & (£ (V)
B(U)= 1-TL1+w (E (U)) 9
a(U)= “42((]5 o ;), (16)
b(U)_w—E,((lzjf))))' (17)

are the positive definite functions of the bias potential U.

For given values of U, the parameters B, a,b are constants. Constant B is equal to the intrinsic stress in the
coating obtained at zero inert gas concentration. It can be seen from (13) that the intrinsic stress is the fractional-rational
function of pressure P. The behavior of the fractional-rational function (13) with the change in the argument P depends
on the ratio between its coefficients @ and b. So, at zero concentration of the inert gas (at P = 0) we have
o(0)=B, o'(0)=B(a—b). Thus, the slope of the stress curve is proportional to the difference (a-b) near the point

P =0. As the pressure P increases, the function o(P) tends to the asymptotics Ba/b.
Analysis of Eq. (11) shows that it can also be represented as the fractional-rational function of pressure P:

o, (P)= 11:2}123 (18)
where
B, S(EW)) A, + & (E(0)(1- 4,)
PO R (B )y (B O 7] "
o G(E W) A +42<E (0)(1-4,)]
L E s a EON,) -
bl(U)=a[W2(E (U))ﬁ +W2(E (O))( B )J (1)

L+ (E,(U)) fi, +w (£ (0)(1- £i,)

Dependence of intrinsic stress on the parameter P for three different bias potentials is shown in Fig. 6. The solid
curves correspond to the DC regime deposition whereas the dashed curves — to the pulse potential regime.

\\\\\\\\\\\\\\ U = 1500 V

3

0 02 04 06 08 oP

Figure 6. Dependence of intrinsic stress in the carbon coating on pressure of inert gas at different bias potentials on the substrate.
The solid curves correspond to the DC regime (f#, = 1), the dashed curves — to the pulse potential regime (fi, = 0.12).
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As can be seen from fig. 6, in the case under consideration, the condition is satisfied a —b < 0, since the intrinsic
stress decreases with the increase in the pressure of the inert gas.

Note that the case of carbon coating deposition in the inert gas atmosphere differs from a similar case of
deposition of the TiN coating, since in the latter case the increase in pressure led not to the decrease, but, on the
contrary, to the increase in intrinsic stress in the TiN coating [14].

CONCLUSION

1. During the deposition of the carbon coating from the vacuum arc plasma in the argon atmosphere, the flow of
particles, bombarding the deposited coating, consists of the mixture of C* and Ar® ions. The flux density of Ar" ions
resulting from ionization loss of C* ions passing through the argon atmosphere is proportional to both the flux density
of C* ions and the density (pressure) of argon.

2. Expressions are obtained for the intrinsic stresses in the deposited carbon coatings depending on the bias
potential on the substrate for the modes of both the DC and the pulsed potential.

3. The analysis of the obtained expressions shows that the intrinsic stress in the case of deposition of the carbon
coating in the argon atmosphere decreases with the increase of argon pressure P.

Alexandr I. Kalinichenko, https://orcid.org/0000-0002-5675-3947
Vladimir E. Strel’nitskij, https://orcid.org/0000-0001-6047-6981
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BIIJIMB TUCKY IHEPTHOI'O T'A3Y HA BHYTPIIIHI HAIIPYKEHHSI B AJIMA3OITIIIOBHOMY IMTOKPUTTI, O
OCAJIKYETHCH 3 BYIJIEIIEBOI IIJIABSMH BAKYYMHOI 1Y
O.I. Kaniniyenko, B.€. CTpeabHHUbKUH
Hayionanvnuii naykosuii yenmp « XapKiecvokuil (izuxo-mexHiuHull iHCmunmymy
61108, Yxpaina, Xapxie, Akademiuna, 1

B pamkax Mopeni HEJIOKaJbHOIO TEPMOIIPYXKHOTO IiKa HU3BKOCHEPIeTHYHOTO i0HA TEOPETUYHO MOCITIPKYETHCS BHHHKHCHHS
BHYTPIIIHIX HANpPYXXeHb Y BYTJICHEBOMY MOKPHUTTI, [0 OCAIKY€EThCS 3 IIa3MU BaKyyMHOI QyrH B aproHoBiit armocdepi. [Toka3zano,
IO HOTIK YacTOK, sIKi 60MOapAyrOTh OKPHUTTS, IO OCADKYETHCS, MICTHTH mopsiy 3 ionamu C* Takox ioHH Ar”, 1m0 6epyTh y4actb y
(opmyBaHHI BHYTPILIHIX HAMPYXeHb B MOKPUTTI. LI{iNbHICTH MOTOKY 10HIB Ar, 1110 BHHUKJIM B Pe3yJIbTaTi i0HI3alUiifHUX BTPAT 10HIB
C*, mo npoxoasTh depe3 arMocdepy aproy, MpomopiiiHa SK HIbHOCTI moToKy ioHiB C*, Tak i miinbHOCTI (THCKY) aprosy.
OtpuMaHi BUpaXEHHs [JIsl BHYTPIIIHIX HAPYXKEHb B BYIJICLIEBOMY HMOKDPHUTTI, 10 OCA/KYETHCS, 3aJISIKHO BiJ] MOTEHIIATY 3MIICHHS
Ha MIKIaALI i THCKY aproHY U BUIIAIKIB SIK IOCTIHHOTO, TaK 1 IMIYJIbCHOTO MOTEHIIaiB. AHAJI3 OTPUMAaHUX BUPa3iB MOKa3ye, 10
BHYTPIIIHI HANPYXEHHS Y BYTJIEHEBOMY NOKPHUTTI 3MEHIIYIOTHCS 31 301IBIICHHSAM THCKY aproHYy.

KorouoBi c1oBa: anMa3zononiOHi ByTIIeleB ITOKPHUTTS, IIa3MO-10HHE OCa/UKEHHs, BaKyyMHa Jyra, aTMocdepa aproty, TeIUIOBI MKy,
BHYTPIIIHS HATIPyTa, LIBUIKICTH POCTY
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In this study, the Schrédinger equation with the Hulthén plus screened Kratzer potentials (HSKP) are solved via the Nikiforov-Uvarov
(NU) and the series expansion methods. We obtained the energy equation and the wave function in closed form with Greene-Aldrich
approximation via the NU method. The series expansion method was also used to obtain the energy equation of HSKP. Three distinct
cases were obtained from the combined potentials. The energy eigenvalues of HSKP for HC1, LiH , H, ,and NO diatomic molecules

were computed for various quantum states. To test the accuracy of our results, we computed the bound states energy of HCl and LiH,

for a special case of Kratzer and screened Kratzer potentials, which are in excellent agreement with the report of other researchers.
Keywords: Schrédinger equation; Nikiforov-Uvarov method; series expansion method; Hulthén plus screened Kratzer Potentials;
Diatomic molecules
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The determination of the dynamics of non-relativistic particles in quantum mechanics such as, the thermodynamic
properties of the system, mass spectra of mesons, among others, is possible through the solutions of the Schrodinger
equation (SE) [1-5]. The solutions of the SE with dissimilar potential functions have been investigated by many authors
[6-10]. Also, different methods have been employed in obtaining either exact or approximate solutions of the SE such as,
Asymptotic iteration method (AIM) [11,12], Laplace transformation method [13,14], super symmetric quantum
mechanics (SUSYQM) [15], the Nikiforov-Uvarov (NU) method [16-28], the Nikiforov-Uvarov-Functional Analysis
(NUFA) method [29], the series expansion method (SEM) [30-34], the analytical exact iterative method (AEIM) [35], the
WKB approximation method [36-41] and others [42,43].

Recently, many authors have devoted interest in investigating bound states energy of countless diatomic molecules
(DMs) with a single potential function and a combined potential function [44-46]. For instance, Inyang et al., [47]
combined Eckart and Hellmann potential function to study some selected DMs. Also, Obogo et al. [48], investigated some
selected DMs through the solution of SE with a combined potential using the NU method. In addition, Edet and Ikot, [49]
studied some DMs with the shifted Deng-Fan potential. Furthermore, Edet et al. [50] studied some DMs with Deng-Fan
plus Eckart potentials. Motivated by the success of other researchers, we seek to combine Hulthén plus screened Kratzer
potentials (HSKP) to study selected DMs through the solutions of the SE using the NU and series expansion methods.
The Hulthén potential (HP) [51] is vital in exploring the interaction existing between two particles. It is useful in areas of
nuclear and molecular physics, atomic physics, condensed matter physics, and chemical physics [52].

On the other hand, Ikot et al. [53] proposed the screened Kratzer potential (SKP), which finds application in
molecular physics, and many authors have employed in literature [54-56].

The aim of this study is to obtain the solutions to the SE with the HSKP and apply it to study some selected DMs.
The essence of combining at least two potential models is to have a better results, because potential with more fitting
parameters tends to give a better results [57]. The combined potential is of the form:
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where Z, is the potential strength for Hulthén, 3 is the screening parameter. The letter Z, =2D,r,and Z, = D7 , here

D, is dissociation energy and 7, is the equilibrium bond length.

THE SOLUTIONS OF THE SE WITH HSKP VIA THE NU METHOD
In this research, the NU method [58] and SEM [59] is adopted, which are based on solving the second-order
differential equation. The details of the NU can be found in Ref. [58]. The SE characterized by a given potential V( p)

reads [60]:
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where ¥, (p) is the Eigen functions, E, is the energy eigenvalues of the quantum system, g is the reduced mass of
the system, 7 is the reduced Planck's constant and p is radial distance from the origin.
Substituting Eq. (1) into Eq. (2) gives Eq. (3),

A, (p) | 2uE, 2uZe” 2uze” 2uZe” 1(I+])

¥, (p)=0 3
dp’ noow(1-e) Ap np’ P’ () @

To solve Eq. (3), the Greene-Aldrich approximation scheme [61] is introduce to deal with the centrifugal obstacle. This
scheme is a good approximation to the centrifugal obstacle which is valid for 3 <<1, and its reads,
1 9
P {e)
Pluging Eq. (4), to Eq. (3), Eq.(5) is

d’y, ( p)+ 2uE, 2uZ.e” . 2uZ,9e  2uZ e FUl+1)

=0 5
dp? woR(l=e ) (1) p(i-e®) (1-e®) Vu(P) ©)
We set
y=e. (6)
Differentiating Eq. (6), we have Eq. (7) as,
2 2
d \PEP) =1gzyz d ng)’)_'_lgzy a¥(y) 7
dp dy
Putting Egs. (6) and (7) into Eq. (5) and after some simplifications, we have:
dW(y) 1-y d¥(y) 1 T )
. ; ~(e+0,)y +(26 7, ) y—(£+7) | ¥(») =0, ®)
dyZ y(l_y) (jy yz (l_y)ZL 0 0 1
where
2uE, 2uz, 2uZz 2uz
e = l92"/.121’ ?70 = nghzl + ,97’-[22, ’71 = h2 3, ]/:l(l‘l'l)} (9)
Linking Eq. (8) and Eq. (1) of Ref. [58], we have:
7(y)=1-y o(y)=y(1-¥); o (¥)=1-2y, ¢ (¥)=-% 10)
o(y)==(s+m)y* +(26+n,-m)y-(s+7)
Inserting Eq. (10) into Eq. (11) of Ref. [58], gives:
7(3)= =SB - K) 5" + (K + B)y+ B, (11)
where
1
Blz(z+g+noj, B, =—(2&-n,-n,), B3=(g+7)}. (12)

We take the discriminant of Eq. (11) under the square root sign and solve for K . Here, for bound state, the negative root

is taken as:
K =—(B,+2B,)~2/B,\/B,+B, + B, (13)
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Substituting Eq. (13) into Eq. (11), Eq. (14) is gotten as,
ﬂ(y)=—§—[(JBT+\/Bz+Bz+Bl)y—JE], (14)

Using Eq. (10) and Eq. (13), we obtain 7 (y) and 7’ (y) as follows:

T(y)=1—2y—2\/53y—2\/33+Bz+Bly+2JE3, (15)
¢ (y):—2L1+\/Bf+1/B3+BZ+BIJ, (16)

where 7’ () is the first derivative of 7(y). Referring to Eq. (10) and Eq. (13) of Ref. [58], the following equations for

A, and A are as follows:

A =n +L1+2\/BT+2JB3 +B, +BIJ n, (n=0,1,2,..), (17)
) :—%—\/E—JB’} +B,+ B, —(B, +2B,)~2./B,\[B, + B, + B,, (18)

When linking Egs. (17) and (18) with the help of Eq. (9), we obtain the energy equation for the HSKP as:
_ X -

2 2
n+;+\/[1+lJ L2HDIC ) 2u, +4’UDer“+l(l+1)

82h21(1+1) '92h2 2 hz 192h2 hzlg
Enl = 2 - 8 > . (19)
H H 1 1 2uD,r}
n+—+ I+ +—55%
2 2 n

The wave function ¢(y) and weight function p(y) is obtain by inserting the values of o (y), 7 (), and z(y)
given in Eqgs. (10), (14) and (15), respectively, into Eq. (3) and Eq. (9) of Ref. [58] as follows:

p(y)=r" (1—y)[%+m]

) (20)
2\B;+B,+B;
p(y)=y" (1-) : 1)
Putting Egs. (10) and (21), into Eq. (2) of Ref. [66], the Rodrigues relation is written as
y = Bﬂy-z@ (l _y)—L By+B,+B, %[ y,H.z\/[T3 (l _y)n+2 By+B,+B, :| , (22)
where B, is the Jacobi polynomial. Hereafter, the wave function becomes
) lJrJ}_’?ﬁBerB] 2\/5’73,2\/@
v (y)=N, )’JB—(l—J/)[Z JE,( )(1—2y), (23)
where Nn , is the normalization constant, with the condition, we obtain the normalization constant as follows:
N p(1-y 2B I+x m': (2435 20-1) :|2
—| | —= —_ A x)| dx=1, 24
il ( . J =4 (x) (24)
where
X=1+2B,+B,+B,,
. (25)

X-1=2\B,+B, + B,

Linking Eq. (26) with the usual integral of the form of Eq. (37) of Ref. [71],

[
I [1—_AJ“(1+xJ”(A(2u‘2v_l)(a))z gy 2Lt )L (vn 1) 6

S0 2 2 ! n!uF(u+v+n+l)
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Hereafter, the normalization constant is

1
n12B, 9T (2B, +2/B,+ B, +B +n+2) |’
N, = .
" 2F(2@+n+1)1‘(2 B3+BZ+Bl+n+2) @7

THE SOLUTIONS OF THE SE WITH THE HSKP VIA THE SEM
In order to solve the SE with SEM. The SE of the form is considered [30],

dU(p) 2 dU(p) { 21
2 2
dp p dp h

(E, - V(p))—’(’p—tl)J U(p)=0 28)

where / is angular quantum number, u is the reduced mass, p is the inter-nuclear separation and E , is the energy

eigenvalues.
Next, the Tylor series of the exponential terms in Eq. (1) up to order three is carried out, and then substitute back
into Eq.(1), yields:

H H
V(p)=——+H,p+H,p’ +—+H, (29)
P P
where
2
H, _—i—z2 9$Z,, H, __ 28 92, 3372,
9 2
4.9 (30)
H, = 2 ,H,=Z,,H,="2+72,9+ Z,.%

By putting Eq. (29) into Eq. (28), we have,

2
dUp) , 2dU0P) | o8y et - LD 1y o0, 31)
dp p dp P P
where
2u 2uH,
g:_z(Enl H4)’ 1= 20
" o (32)
2uH, 2uH,
k= PR 5= 7
2uH
T(T+1)=%+l(l+1). (33)
From Eq. (33), we have
H
r=—1iL sy B4 (34)
2 2
The ansatz wave function is of the form [59],
U(p)=e " ""S(p), (35)
where o and O are constant.
Differentiating Eq. (35), Egs. (36) and (37) are obtain,
U (p)=8 (n)e ™ "+ S(p)(-20p—p)e ™ 7", (36)

U (=5 (ne S (p)(-20p-p)e T

z 37)
+ (-20)+(-20p - p) (200 )| S(p)e
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—0, 2 . .
Upon the substitution of Egs. (35), (36) and (37) into Eq. (31) and subsequent division by € °* | Eq. (38) is obtained:

N 5] . (40‘2—K3)p2+(40'p—1(2)p
S (p)+| Aop-2p+—|S (p)+ 1 T(T+1) ) S(p)=0. (3%)
p +(k —2p)———— +(5+p —60')
p p
The function S(p) is considered as a series of the form [59]
S(p)=3a,p" (39)
Taking the first and second derivatives of Eq. (39) gives,
S (p)=(2n+Tha, p " (40)
n=0
S (0= (2n+T)(2n+T=1)a,p™" . (41)
n=0
Substituting Egs. (39), (40) and (41) into Eq. (38), we get
2(211 +T)(2n+T=1)a,p™*"? -{ —4op —2p+£J (2n+T)a,p™ ™"
n=0 P | n=0
. (42)
-2 T(T+1
+ (402 —K3)p2 +(4op—x,)p+ (xi-2p) I 2+ ) +(8+p2 —60)} ianpz””r =0
p p n=0
Collecting powers of p in Eq. (42) gives,
[ (2n+T)(2n+T-1)+2(2n+7)-T(T +1)| p* 7
| —2p(2n+T)+(x,-20)] p
S, 0. (43)

= +[ 4o (2n+T)+e+p’ —60'] pT
+[4aﬁ_§2]r2n+L+l +[ 4a2 _53] r2n+L+2

Equation (43) is linearly independent, noting that p is a non-zero function; consequently, it is the coefficient of P
that is zero. With this, we have,

(2n+T)(2n+T—1)+2(2n+T)-T(T+1)=0, (44)
-2p(2n+T)+x,-2p=0, (45)
~40(2n+T)+e+p’ —60=0, (46)

dop-r, =0, @)
40—k, —0. %)
From Egs. (45) and (48) we have
S E— 49
P 22n+T+1) “49)
Je
=3 50
o= (50)

We proceed to obtaining the energy equation using Eq. (46) and have
e=20(4n+2T +3)-p*. (51)

By substituting Egs. (32), (34), (49) and (34) into Eq. (51) and simplifying we obtain
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W H 2 SuH, | 2uH? . 8ud, |
E, = 2 An+2+,|(20+1) + 2 | - =5 4n+1+,|(21+1) +—2| +H,. (52)
2u 7 h h
Upon substituting Eq. (30) into Eq. (52) we obtain the energy eigenvalues of the HSKP as,
WD r$ D r’
E, = [FPrS 4n+2+\/(21+1)2 o SHDer
6u h
2 z ? suDr |z e
——'? -=L-2Dr, -9Dr’ | | 4n +1+\/(2l +1)2 +’U—2"" +=+2D r9+D,r’ S
h 9 h 2
Special cases of the HSKP
1. Inthecase Z, = Z, = 0 we have the HP of Eq. (54) and its energy equation of Eq. (55)
Ze "
V(p)=—1"w (54)
2uz. :
2
= - 55
" 2u 8u [ n+l+1 (53)
Equation (55) is in agreement with Eq. (32) of [8] and Eq. (37) of [6].
2. By setting z, = 0 we have the SKP of Eq. (56) and its energy equation of Eq. (57)
-9p —9p
P(p) =B 2, (56)
p p
2 2 2
n+1+\/[1+1J 2;11}1; + 4'”?“”2 +1(1+1)
nl = - (57)

2u

8u

2 2
n+ 1 +. 1 I+ 1 + Zﬂ%
2 2 h
Equation (57) agrees with Eq. (29) of [53].

3. Bysetting Z, = 8 =0 we have the Kratzer potential (KP) of Eq.(58) and its energy equation of Eq. (59)

zZ, Z

V(p)=-"2+52, (58)
(n)--2+2,
2uD’r?

Enl == 2 (59)

Equation (59) agrees with Eq. (46) of [53];

RESULTS AND DISCUSSION
In the present study, we use Eqgs. (19) and (53) to study the energy spectra of four selected diatomic molecules. The
spectroscopic parameters of these molecules are given in Table 1 and taken from [62]. We used the following conversions

factors: ic =1973.29 eV A and lamu 931.5x 10(’eV(;1)'l for all computations [62]. The numerical computation of the
energy eigenvalues of the HSKP for HCI, LiH, H,and NO DMs are given in Tables 2 and 3. It is observed that for

each vibrational quantum number, the energy increase with increase in the rotational quantum number, for each of the
selected DMs. To validate our results, we deduce Kratzer and screened Kratzer potentials from the proposed potential to
compute the energy spectra for HCIl and LiH DMs. It is seen that our results are in excellent agreement with the report of
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Ref. [30] and Ref. [53] as shown in Tables 4 and 5. We plotted the energy eigenvalues of HSKP for selected molecules
with different rotational quantum number (RQN). The plot of the energy eigenvalues of HCl and NO with different values
of [ is shown in Fig. 1 and Fig. 2. It depicts a monotonic decrease as the principal quantum number increases and all

converges together.

Table 1. Spectroscopic parameters of selected DMs [62]

Molecules D,(eV) a= 9[ Al] r, (A) u(MeV)
HCl1 4.6190309050 1.86770 1.2746 0.09129614886
LiH 2.5152672118 1.12800 1.5956 0.08198284801

H, 4.7446000000 1.94260 0.7416 0.05021684305
NO 8.0437300000 1.86430 1.1508 5.91053826200

Table 2. Bound state energy

spectra E, (eV') of HSKP for HCI, LiH, H, and NO DMs with the NU method

n / E,(eV) of HCI E, (eV) of LiH E,(eV) of H, E,(eV) of NO
0 0 -22.17032494 -9.044861721 -13.92974441 -34.53518839
0 1 -22.17022128 -9.044847651 -13.93464244 -34.53518812
0 2 -22.17001432 -9.044819582 -13.94456401 -34.53518756
0 3 -22.16970474 -9.044777634 -13.94456401 -34.53518674
0 4 -22.16929354 -9.044722014 -13.98060726 -34.53518565
0 5 -22.16878209 -9.044652964 -13.98060745 -34.53518429
1 0 -22.24690799 -9.033844252 -13.79739618 -34.53969898
1 1 -22.24679078 -9.033836790 -13.80084636 -34.53969869
1 2 -22.24655670 -9.033821914 -13.80786295 -34.53969812
1 3 -22.24620649 -9.033799708 -13.81867833 -34.53969726
1 4 -22.24574126 -9.033770284 -13.83364106 -34.53969611
1 5 -22.24516244 -9.033733821 -13.85321597 -34.53969468
2 0 -22.33432382 -9.029306244 -13.70661022 -34.54441426
2 1 -22.33419477 -9.029304880 -13.70872277 -34.54441398
2 2 -22.33393705 -9.029302176 -13.71305549 -34.54441337
2 3 -22.33355145 -9.029298171 -13.71982357 -34.54441248
2 4 -22.33303911 -9.029292928 -13.72934979 -34.54441128
2 5 -22.33240157 -9.029286529 -13.74206457 -34.54440980
3 0 -22.43212310 -9.030892408 -13.65662021 -34.54933324
3 1 -22.43198398 -9.030896786 -13.65749846 -34.5433292
3 2 -22.43198398 -9.030905540 -13.65935463 -34.54933232
3 3 -22.43129039 -9.030918685 -13.66238806 -34.54933137
3 4 -22.43073793 -9.030936216 -13.66689774 -34.54933014
3 5 -22.43005037 -9.030958150 -13.67328236 -34.54932858
4 0 -22.53989148 -9.038278642 -13.64667365 -34.54932858
4 1 -22.53974404 -9.038288540 -13.64641418 -34.55445454
4 2 -22.53944960 -9.038308324 -13.64598762 -34.55445388
4 3 -22.53900894 -9.038337960 -13.64557866 -34.55445292
4 4 -22.53842333 -9.038377402 -13.64546438 -34.5544162
4 5 -22.53769441 -9.038426596 -13.64601419 -34.55445003

Table 3. Bound state energy spectra E,, (eV) of HSKP for HCI, LiH LiH, H, and NO DMs with the S,EM

n / E,(eV) of HCI E,(eV) of LiH E,(eV) ofH, E,(eV) of NO
0 0 -22.17032454 -9.044861731 -13.92974451 -34.53518830
0 1 -22.17022118 -9.044847641 -13.93464234 -34.53518813
0 2 -22.17001422 -9.044819562 -13.94456411 -34.53518757
0 3 -22.16970464 -9.044777654 -13.94456411 -34.53518674
0 4 -22.16929344 -9.044722034 -13.98060736 -34.53518566
0 5 -22.16878219 -9.044652954 -13.98060725 -34.53518420
1 0 -22.24690789 -9.033844242 -13.79739638 -34.53969899
1 1 -22.24679018 -9.033836760 -13.80084646 -34.53969865
1 2 -22.24655660 -9.033821954 -13.80786285 -34.53969813
1 3 -22.24620659 -9.033799718 -13.81867843 -34.53969726
1 4 -22.24574136 -9.033770264 -13.83364116 -34.53969612
1 5 -22.24516234 -9.033733831 -13.85321587 -34.53969469
2 0 -22.33432372 -9.029306254 -13.70661032 -34.54441427
2 1 -22.33419467 -9.029304830 -13.70872287 -34.54441399
2 2 -22.33393704 -9.029302156 -13.71305559 -34.54441338
2 3 -22.33355135 -9.029298181 -13.71982367 -34.54441249
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n l E,(eV) of HCI E,(eV) of LiH E,(eV) ofH, E,(eV) of NO

2 4 -22.33303921 -9.029292928 -13.72934989 -34.54441129

2 5 -22.33240117 -9.029286539 -13.74206467 -34.54440981

3 0 -22.43212300 -9.030892418 -13.65662031 -34.54933325

3 1 -22.43198318 -9.030896796 -13.65749856 -34.54332920

3 2 -22.43198328 -9.030905550 -13.65935443 -34.54933233

3 3 -22.43129039 -9.030918675 -13.66238816 -34.54933138

3 4 -22.43073743 -9.030936226 -13.66689784 -34.54933015

3 5 -22.43005027 -9.030958110 -13.67328246 -34.54932859

4 0 -22.53989138 -9.038278642 -13.64667375 -34.54932859

4 1 -22.53974414 -9.038288550 -13.64641428 -34.55445455

4 2 -22.53944950 -9.038308344 -13.64598772 -34.55445389

4 3 -22.53900884 -9.038337930 -13.64557886 -34.55445293

4 4 -22.53842323 -9.038377412 -13.64546408 -34.55441620

4 5 -22.53769451 -9.038426586 -13.64601429 -34.55445000

Table 4. Assessment of the Energy eigenvalues E,, (eV) of the KP for HCI and LiH
Present work for | Energy (eV) Energy ( eV) Present work for Energy (eV) Energy (eV)
no| 1| energy (e¥) of HCI of HCI energy (¢¥) of LiH of LiH

of HCI Ref. [38] Ref. [60] of LiH Ref. [38] Ref. [60]
0 0 -4.54184821 -4.574322886 -4.541847882 -2.46731030 -2.467293680 -2.467293778
1 0 -4.39372795 -4.402122552 -4.393727024 -2.37581921 -2.380989203 -2.375802636
1 -4.39129385 -4.401308521 -4.391292904 -2.37410797 -2.380416619 -2.374091378
2 0 -4.25273711 -4.239466022 -4.252735636 -2.28932426 -2.281213703 -2.289307674
1 -4.25041920 -4.238696688 -4.250417718 -2.28770560 -2.280676728 -2.287688996
2 -4.24579105 -4.237158875 -4.245789526 -2.28447521 -2.279603547 -2.284458584
3 0 -4.11842537 -4.085660853 -4.118423404 -2.20746820 -2.187580925 -2.207451626
1 -4.11621638 -4.084933001 -4.116214408 -2.20593555 -2.187076666 -2.205918968
2 -4.11180563 -4.083478096 -4.111803616 -2.20287674 -2.186068862 -2.202860140
3 -4.10520744 -4.081297704 -4.105205380 -2.19830467 -2.184558925 -2.198288040
4 0 -3.99037742 -3.940076275 -3.990375014 -2.12992512 -2.099596786 -2.129908602
1 -3.98827064 -3.939386976 -3.988268222 -2.12847251 -2.099122640 -2.128455976
2 -3.98406387 -3.938009125 -3.984061424 -2.12557335 -2.098175007 -2.125556792
3 -3.97777065 -3.935944185 -3.977768152 -2.12123970 -2.096755197 -2.121223116
4 -3.96941113 -3.933194375 -3.969408570 -2.11548950 -2.094865172 -2.115472884
5 0 -3.86820974 -3.802136724 -3.868206938 -2.05639728 -2.016815899 -2.056380834
1 -3.86619896 -3.801483303 -3.866196140 -2.05501922 -2.016369515 -2.055002762
2 -3.86218380 -3.800177161 -3.862180950 -2.05226878 -2.015477357 -2.052252304
3 -3.85617703 -3.798219664 -3.856174134 -2.04815726 -2.014140642 -2.048140758
4 -3.84819767 -3.795612890 -3.848194720 -2.04270146 -2.012361189 -2.042684928
5 -3.83827087 -3.792359570 -3.838267840 -2.03592352 -2.010141421 -2.035906942

Table 5. Assessment of the Energy eigenvalues E, (eV) of the SKP for HCl and LIH

" ; Present work for energy of Present work for energy of Energy ( eV) of LiH Energy (eV) of HCI
E,(eV) LiH E,(eV) HCl Ref. [60] Ref. [60]
0 0 -9.070968134 -22.19329052 -9.070968135 -22.19329052
1 0 -9.059446115 -22.26953722 -9.059446120 -22.26953722
1 -9.047056120 -22.24266011 -9.047056120 -22.24266011
2 0 -9.054431116 -22.35663288 -9.054431115 -22.35663288
1 -9.042278085 -22.33012521 -9.042278085 -22.33012521
2 -9.017997940 -22.27714784 -9.017997940 -22.27714784
3 0 -9.055565865 -22.45412720 -9.055565865 -22.45412720
1 -9.043637070 -22.42797265 -9.043637070 -22.42797265
2 -9.019803985 -22.37569979 -9.019803985 -22.37569979
3 -8.984115355 -22.29738072 -8.984115355 -22.29738072
4 0 -9.062524470 -22.56160484 -9.062524470 -22.56160484
1 -9.050808170 -22.53578825 -9.050808170 -22.53578825
2 -9.027398770 -22.48418965 -9.027398770 -22.48418965
3 -8.992342455 -22.40687787 -8.992342455 -22.40687787
4 -8.945707875 -22.30395550 -8.945707875 -22.30395550
5 0 -9.075009170 -22.67868230 -9.075009170 -22.67868230
1 -9.063494530 -22.65318950 -9.063494530 -22.65318950
2 -9.040487255 -22.60223694 -9.040487255 -22.60223694
3 -9.006031120 -22.52589037 -9.006031120 -22.52589037
4 -8.960191210 -22.42424781 -8.960191210 -22.42424781
5 -8.903053285 -22.29743871 -8.903053285 -22.29743871




20

EEJP. 2 (2022) Etido P. Inyang, P.C. Iwujib, et al

[~ 117

121 \\\ \\\
\ ~.
22234 “ \
“u, - 4
" 18 N
\\ \\
E,leV) 24 \ E,leV) \\
~
254 ~ " \
\\
226 ~ \\
\ 12 \\
0 i 2 3 H 5 0 i 3 3 H ]
1 n
[C—#0 - el —— 12— = 43 —— 4] (el R e el S el & Rt 51
Figure 1. The plot of the energy spectra for various / versus Figure 2. The plot of the energy spectra for various / versus
n for HCI Diatomic molecules n for NO Diatomic molecules
CONCLUSION

In this research, we solved the SE with the HSKP using the NU and series expansion methods. The energy equation
and the normalized wave function were obtained. We then applied the energy equation to study four DMs. The results
show that the energy spectra of these DMs increase as various quantum numbers » and / increase. To test the accuracy
of our results, we computed the bound state energy of two DMs for KP and SKP, which were found to agree with the
report of other researchers. Variation of the energies with respect to principal quantum number was plotted.
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PO3B’SI3AHHSI PIBHSIHHSI IPEJATHTEPA 3 XYJbTEH-EKPAHOBAHUM KPATIHEP IIOTEHIIAJIOM:
3ACTOCYBAHHSI 10 IBYXATOMHHMX MOJIEKYJI
Erino I1. Tw’sinr®, I1.C. Ieymxi®, Hozed E. Hri6i®, E.C. Binbsam®, €.A. I6anra?
“Qizuunu paxynomem, Hayionanvhuil 6iokpumuii ynisepcumem Hizepii, [ocabi, A6yooca, Hicepis
bIpyna meopemuunoi gisuxu, paxyromem ¢isuxu, Yuieepcumem Kanabap, Kanabap, P.M.B 1115, Hizepis
VY upomy nmocmimkenti piBHsHHs Llpenidnrepa 3 expaHoBaHMMH NOTeHLIanamMu XyJIbTeHA-IUTIOC eKpaHOBaHi moreHuianu KpaTuepa
(HSKP) po3s’s3yrotses 3a gonomororo MeroniB Hikipoposa-YBaposa (HY) i posknanansst B psin. Merogom NU oTpumaHo piBHSIHHS
eHeprii Ta XBWiIbOBa (YHKIlsS B 3aKpUTOMy BHUIUsiAi 3 HabmmkeHHsM ['pina-Onapiva. Mertoa po3KiIagaHHS B s Takox OyB
BUKOpUCTaHMH [uist oTpuManHs piBHsHHs eHepril HSKP. 3 06'ennanux norenuianis 0yao OTpUMaHO TPH pi3Hi BUunaaku. J{is pizHUX
KBAaHTOBHX CTaHIiB po3paxoBaHo BiacHi 3HaueHHs eHeprii HSKP st HC1, LiH, H,,i NO nBoaromuux monexyi. I1lo6 nepesiputu

TOYHICTh HAIIKMX PE3YJIbTATiB, MU OOUKCIIHIM eHeprito 38’ s3anux cranis HCl i LiH, ans okpemoro Bunmanky noreHuiany Kpatuepa

Ta eKpaHoOBaHOTO NoTeHUiary Kparmepa, siki 9y10BO y3rO[KYIOThCS 3 pe3yIbTaTaMU 1HIINX TOCHiJHHUKIB.
Kurouoi ciaoBa: pisasaas Ulpeninrepa; meron HikidopoBa-YBapoBa; mMeTon po3mUpeHHsS psmiB; moTeHmian Kpartmepa mmoc
expanoBanuii Hulthén mortenmian; ABOaTOMHI MOJIEKYTH
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The general analysis of the reaction e + e~ — N + N + z°, in the case of longitudinally polarized electron beam, has been performed
in the one-photon-annihilation approximation, accounting for the polarization states of the final nucleon. This analysis is useful for
the description of the continuum (non-resonant) and resonant (with different possible vector mesons or excited baryons in the
intermediate virtual states of the Feynman diagrams) contributions. The conservation of the hadron electromagnetic currents and P-
invariance of the hadron electromagnetic interaction were used to express the matrix element in terms of the six complex independent
invariant amplitudes. The general structure of the hadronic tensor for the case of unpolarized final hadrons and polarized nucleon has
been derived. The spin-independent part of the hadronic tensor is determined by five structure functions and the spin-dependent one
by 13 structure functions. The transversal, longitudinal and normal components of the nucleon polarization four-vector are expressed
by means of the four-vectors of the particle momenta. The five independent invariant variables which describe the reaction have been
introduced. The limits of the changing of these variables have been considered. The kinematical double invariant variables regions
are given in the figure. The kinematics, suitable to study the invariant mass distributions, is investigated.

Keywords: polarization phenomena, electron, invariant amplitudes, hadronic tensor, kinematics

PACS: 12.20.-m, 13.40.-f, 13.60.-Hb, 13.88.+¢

About 20 years ago, the BES started a baryon resonance program [1] at Beijing Electron-Positron Collider
(BEPC) [2,3]. The major experimental results on N~ resonances from e*e” annihilations for last 20 years and some of
their interesting phenomenological implications are reviewed in [1].

The measurements of time-like region electromagnetic form factors of hadrons can be done in the electron-
positron annihilation process, which provides a key to understanding quantum chromodynamics effects in bound states.
For example, there is great progress in the study of baryon electromagnetic form factors in the time like regions, both on
the experimental [4—-6] and theoretical sides [7-9]. The measurement of the e*e” reactions permits to study also the
excited hyperon states, such as A",Z" and =" [10,12]. Up to now, the N~ production from e*e” annihilations has
been studied only around charmonium region.

The reaction e" +e — p+p+7z°, where N' resonances can manifest themselves as intermediate states of
corresponding Feynman diagrams, was measured with BESIII detector at the BEPCII collider. In the experiment [13],
this reaction has been studied in the vicinity of the (3770) resonance. The Born cross section of

e +e —w(3770) »p+ p+ 7’ has been extracted allowing the continuum production amplitude to interfere with the
resonance production amplitude. Later, the measurement of this reaction was performed at higher energies [14], namely
at 13 center of mass energies, \/; , from 4.008 to 4.600 GeV (in the vicinity of the ¥(4260) resonance).

Some interesting results on the N s production have been obtained. The N *(1440) peak was observed, for the
first time, directly from 7N invariant mass spectrum (due to the absence of the strong A peak). Besides several well
known N resonances around 1520MeV and 1670MeV , three new N resonances above 2Gel were found using
partial wave analyses. The measurement of the y(2S)— ppz’ channel (by CLEO Collaboration) found a similar
strong N "(1440) peak [15]. There is no obvious N (1440) peak for e*e” —ppz" in the vicinity of the y (3770) [13].

The time-like region became accessible with the advent of high-precision, high-intensity e“e” colliders at
intermediate energies. New data from BESIII, collected in a high-precision energy scan in 2015, will offer improved
precision over a large ¢° range. The coming upgrade of the BEPCII collider up to c.m.s. energies of 4.9 Gel’ will alow
to study more details of the N* production. The topics which planned to study at BESIII in the near future can be
found in [16].

" Cite as: G.I. Gakh, M.I. Konchatnij, N.P. Merenkov, and E. Tomasi-Gustafsson, East Eur. J. Phys. 2, 23 (2022), https://doi.org/10.26565/2312-
4334-2022-2-03
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This paper opens the series of works devoted to the general analysis,in the one-photon-annihilation approximation,
of the differential cross section and polarization observables in the process e +e” — N+ N +7z°, where N(N) is

proton (antiproton) or neutron (antineutron). We intend to account for the continuum (non-resonant) and resonance
(with different possible vector mesons or excited baryons in intermediate virtual states of Feynman diagrams)
contributions. Here we concentrate on the detailed analysis of the hadronic tensor and kinematics suitable to calculate
invariant variables distributions.

FORMALISM
We study the reaction

e’(k1)+e+(k2)—)N(p1)+]V(p2)+7z0(k), (1

where the notation of the particle four-momenta is indicated in the parenthesis. In one-photon annihilation
approximation ¢ =k, +k, = p, + p, +k is the four-momentum of the virtual photon.

The matrix element, in this approximation, can be written down as an contraction of the leptonic (el #) and

hadronic (a] u ) currents

2
e _
M =q—21”Jﬂ, 1" =v(ky)y u(k,), ()
where k% =m?, pl2 = p§ =M?*, m(M) is the pion (nucleon) mass. Further, we neglect the electron mass where it is

possible.
Then, the square of the matrix element can be written as

2 2
A VT Ly 3)

4 uv? HTV

|M [

The structure of the hadronic tensor
The hadronic tensor H ,, has the following general form for the case when the polarizations of the final particles

are not measured
Hyv(o):ngvarHZéyEv+H3[3,uﬁv+H4(}3y]€v+}3vi€ﬂ)+iH5(pyigv_ﬁvi€y)’ (4)
where &, =g, -4,4,/q . k,=k,~(k-q/q)q, and p,=p,—(pq/q’)q,. p=p,—p,. H,(i=1-5) are the so-

called structure functions depending on three invariant variables s,,s, and s =¢” (see below).

The leptonic tensor L, has the following form in the case when electron beam is polarized

L,= -4 g, + 2k J,, +k k) +2im (uvng), Q)
where (uvab)=,, ;a b” and 77, is the spin four-vector of the electron (we chose 0% = s =+1), m, is the

electron mass.
At chosen normalization, the differential cross section of the process (1), in terms of the leptonic and hadronic
tensors, has the following form (we neglect the electron mass for the initial particles leptonic current)

2 d3 d3 3
0§6LMHVdR1,dR3= pd p, dk
87°¢q wr €8 2E, 2E, 2E

do =

5(k1 +kz —P— D _k)s (6)

where E, (E,) is the nucleon (antinucleon) energy and E is the pion one.
In the case when the nucleon polarization is measured, we can use the following form of the hadronic tensor
1
H, _EHW(O)’LTW’

where the tensor 7, depends on the nucleon polarization 4-vector $* and it can be written as the sum of the

symmetrical T;fi) and antisymmetrical T;ff) parts.
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The symmetrical part can be written as follows

T S) = Im{Ty i+ Ty B+ T BT, B+ T, G + T R+ T, P+ T kP - ()

where
ki = k(vkgS) + k(ukgS), k" = k(vpaS)+k(upgs),

pi = p"(vkgS)+ p'(1kqS), B’ = p"(vpgS)+ p'(1pgS).
G = 2" (paS), R* =k (hpgS), P = b " (kpas),

“=[k"p"+ p k" kpgS), (nabe)=,, ,a’b ¢, (abed)= ,, ,a"b"c d°.

The antisymmetrical part is

T(S)=iRe{T,(uvgS)+T,, (pS)Nuvpq)+T,, (aS)uv pq) + T, (pS)uvkq) + T, (qS)(1vkg) . (®)

The invariant amplitudes
The general form of the matrix element (2) can be chosen by analogy with the process of the pion
electroproduction on the nucleons [17]. If the gauge invariance and the space parity conservation take place, we have

o, 1,23

2
e L6 —
M=_zo: T (P s Mov(py) A vs =17 Y'7Y, ©
where ¢, is the pion wave function and the M, structures have the following form

1
M1=5y7F

uv?

M, =p"K'F,,, M, =y"kK'E,,, M, =(y"p" ~2My"y")E,,, (10)

uv?

M, =q"k" ”V,MG:q y'F F, —lyqv—lvqy.

uv?

The invariant amplitudes 4,(i =1—6) are the complex functions of three independent variables: for example, g° — the
square of the total invariant mass of the final hadrons, and s,, =(p,, +k)’ -the square of the invariant masses of the
N7z° and N7z° systems.

Equations (9) and (10) mean that, in general case, J,, can be written as follows

J, =0 u(p) 750, v(p,), (11)
where the matrix Oﬂ has the form
0,=k-qp,—p-qk )4 —q’k, A +(k-q A, +p-q4,-q" 4)y,+ (12)

+(A6 q,— 4p/,1 As ky)‘§+(A1_4MA4)(7/ﬂé_qﬂ)-

The hadronic structure functions in Eq. (4), which are independent on the nucleon polarization states, can be
written, in general case, in terms of the invariant amplitudes as follows

=2[m’q* +(p-q)’ —(k-q)*1| A, [ +P* | k-q A+ p-q A, —q” A [ +
+4Mp-qRelk-q A, +p-q A, —q° AA;, }, A, = A —4MA,, (13)

H,=2{(p-q)’| 4, I’+[¢° (P +4*) = (p- @)’ 1| 4 |*+ (g —k)’[(p-q)* | 4, |*+ q* | 4 |*]

+q°(q* | Ay |’ = | Ay 1) }+4Ref—p-q(p-q 4, +q" A) A}, + p-q(q° 4, —2Mp-q 4,) 4] +
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+q [2M(p-q 4, +4* A)~q" 4 —p-q A1 45 —2Mq* p-q 4, 4, +4°[p-q(q—k)* 4, —2M (¢* 4+ p-q A)]1 45 }, (14)

Hy=2{(k-q)’[(q k)" | 4, =1 4 "1+ q* | Ay |’=q" | 4, P+ [(k-q—¢*) +q° p*1| 4, |* } +
+4Relk -q(q° —k-q) A, (A", +2MA}) + ¢* CMAA, +k-q 4, A)) }, (15)

H,=2{k-qp-q( 4 |’~(q=k) | 4, |+ p-q(q’ —k-q)| 4, "} + 2Re{2Mq’k - g4, 4; +
Hp-qk-q-q*) 4, +2Mq* 4, -q*(¢* ~k-q) A4+’ [(k-q—q*) 4, —2Mk - g4, — p-qA, ] 4; +
+q’[~k-q(g—k)" 4, +2M (k-q—q*) 4,14 +[2Mp - q(2k-q—q") 4, +¢* (4" + p* — k- ) A1 4; }, (16)
H, :—Zqzlm{[ZMA3—q-pA2—(q2—k~q)A5]Al*4+[—2Mk~qA2+q~pA6—

~(p* +q" k- A4 +[k-q(q—k)* 4, =2M (k-q—q°) 4,14 +[(q° —k-q) 4, +2Mk - q4,]4; =2Mq - p 4, 4; ). (17)

The relations between the invariant amplitudes and the hadronic structure functions in Egs. (7) and (8), which
depend on the nucleon polarization states, are more complicated and read

1

1

Ty =[p-q(4, —2MA,) —q* (2MA4; )+ [¢°(p*+q" —k-q)+ p-qlk-q—p- @4 4,

2
*25.19 (k-q 4 +p-q A, =" 4)(p-q 4 +q*4), (18)
1

2 2 2 2
(p-9)+tmq —k-q(p-q+q )Ag]AfH

T =[g°4 —p-qA,+
w =147 45— P-q 4, 24,

(p, +pz)2
q- D

2M(p-q A A; —q* 4, A7) + (k-qA;+p-qA,—q’A)p-q 4 +q* 4), 19)

2 2 . k 2 .
Tpk=[k-q(2MA2+A3)—q2A6—(k-q—q2—2pq )A4]A14—2q%(k-qA3+p-qA4—q2AG)AZ, (20)
1

: 1

. 2+ 2m2_k. 2 .

14

26]'}71
. k- +p,) .
Mg kg ) =PI g g =g A, e
1
1 * * *
TK=E{[q2A6—p'qA4—(p'q+q2)A3](p-qu+q2A5)—q2A3A14}, (22)
1
1 * *
7}=T{k-q[q2As—(k-q—qz)Ark-qA;]Ag+q2A4A14}, (23)
1
1 .
TKP=—H [¢°(p-q+k-q) 4 —k-qQ2p-q+q°) 4 —p-qQk-g—q°) 4,4, +
1
qZ(A4_A3)A1*4+q2[q2A6_k'qA3+(q2_k'q)A4]A;}a (24)
TG:2(k'qA3+p'qA4_qZAG)A1*4’ (25)

T, =2Mp-q(k-q| A, +p* | A, +q* | A, [ +| 4, )+

[2Mp -q(k-q—m*) A, +[k-q(p* —k-q@)+(p-q)* +m’q’ |4, + p-q(4M* + p*) 4, +
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2M[(k-q)* =m*q* 14, +[(k-qg—q*)' —(p-q)" —4M’q* 14,145, +
([(4M* = p*)p-q)* +P’k-q(k-qg—g))4, —2M[p-q(k-q+¢*) A +(p-9)* + p’q*) 4,1+
(4M* = p*)p-qq° 414, +[~(4M* = p*)p-qk-q 4 + p*[(k-q)" —m’q* 14,145 +
[p* p-qlk-q-m*) 4, +2M[p* k-q+(p-@)* 14,14, + p* k-q(k-g—m*) 4, 47, (26)
T, =2M(k-q| 4" +p-q| 4, ')+ p-q (4 +4) 4, +
[(k-qg—p-q)k-q—q")4, —2Mq* (4 + A))A; +[(k-q)" —m*q*14,4; +
[((k-g=m*)p-q 4, +2M (k-q+ p-q) A14; + (k-q—m*)k-q 4,4 +(k-q—q*)k-q4, —q* 4) 45, (27)
T, =2M(k-q| 4 | +q* | A P +p-q A4)+2(q- p, 4 —k- p, A) 4], +
[(4M* = p*)p-q 4, +q" A) =2M[(k-q+q°) A + p-q 4,114, —(A4M* = p*Yk-q 4,4, (28)
T =[2M[(k-q—p-q) 4, =" A1+ (¢ =k -q)( 4y + A4, +
pal(p-q—k-@) 4 +q" A4 +(p-q—p*)k-q AL, 4 +p-q 4, 4)+

[~k-qp-qA,+[-k-qp-q+q°(p-q—p*)14,14; (29)

T, =—2M| A4, i +[2M[(k’q_q2)A5 —P-q4,1+2q p, (4 _AG)_p2A4]A1*4 +

kgs

P leq( A4, - 4,4 )= pg 4, 4; + (kg —q° ) 4,4, (30)

The nucleon polarization 4-vector
In the rest frame of the nucleon (p, =0) its polarization four-vector has the form S* =(0,n), n’ =1, and, in

general case, 3-vector n has three independent components: two in the plane (q,K) and one along 3-vector [k xq]. It

means that in arbitrary Lorentz system 4-vector S* can be expressed by means of 4-vectors of the particle momenta and
expanded by three independent 4-vectors: longitudinal S/, transversal S; and normal S} .
Let us choose the longitudinal polarization such that in the rest frame n = —q/| q|. It can be expressed in terms of

4-vectors p/* and q", and has the following form

. y_MZ "
sp=T PP 9 k=g py-¢ M, S, p=05=-1.0

MK

Note also that in c. m. s. of the process (1), where q = 0,

Ip,| Ep
Slfl:(_la L 1)'
M Mip,|

The transversal polarization was chosen to be orthogonal to the longitudinal one, that is

S4.84=0,—S,-p, =0, S, -q=0, S2 =—1.
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The relation S;-g =0 indicates that the polarization 4-vector S¥ is expressed in terms of the 4-vectors p,, p,
and k. Only two 4-vectors are independent since we have the following relation p,+ p,+ k=0. Choosing p, and k
one can obtain

(@ k-p—q-pk-q)p/+[(qg-p) -’ M 1"
KN

Sr = , (32)

where

N = \|~(ukp,g)(pkp,q), N> =2k-qk-p q-p,—q° (k-p)’)—M*(k-q)° —m’(q-p,)’ +¢’M’m’ .

In both coordinate system (the rest system and c. m. s.) the 4-vector S;' has not the time component and its space
component is

[ax[kxq]] [p,x[kxp,]]
Ilax[kxqll|" |[p, x[kxp,]1|

in the rest frame and the c. m. s., correspondingly.
It is clear that the normal polarization is

k
so W@ _ o BBy e sy = 0,19KD G the rest). (33)
N |[kxp,]| [[qxKk]|
KINEMATICS
We define five independent invariant variables as follows
§= (k1 +k2)2 = (pl +p, +k)27 S = (p1 +k)2 = (k1 +k2 _pz)za (34

s, =(p, +k)2 = (k, +k2—pl)2, t, = (k _pl)z :(p2+k—k2)2, t, = (k, _p2)2 =(p, +k—k1)2-

The scalar products of the 4-momenta in the process can be written in terms of these invariants as
2k - p,=s—s+t,—m’, 2k, p =s—s,+t,—m’, 2k k=5 +t,—t,—M?, 3%

2k, k=s,+t,—t,—M*, 2p,-p, =s—s,—5, +m’, 2k -k, =s—2m’,
2k, py=M*+m’ —t,, 2k -p,=M>+m’ —t, 2k-p, =5, -M*—m*, 2k-p, =5, - M’ —m’.

The limits of the changing of the invariant variables can be obtained from the condition of positivity of the
quantity (-A) = (k,k,p,p,)’, where A is the Gramian determinant. It has a form

2m} s—=2m} M’+ml—t, s—s +t,—m
1 s=2m} 2m’ s—s,+t,—m> M’+m—t,
16 M?+m}—t, s—s,+t,—m. 2M* s—s —s,+m’

s—s +t,—m M>+m’ —t, s—s,—s,+m’ 2M"

Taking into account the azimuthal symmetry relative to the line of the colliding electron-positron beams, the phase
space of the final particles can be written as [18]

V4 dt, dt, ds, ds,
dR3 = ) s
16(s—2m;) NEY

Note, that we can neglect, with the very high accuracy, the electron mass in our calculations.

(36)
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All the scalar products in hadronic part depend on the variables s,s, and s,

s, =, _5+s,

g =s,p=2M>—m’ +s,+s,—-5,q-p=k-p= Jk-q -M*,d =s,-M*,d, =s,—M".

In further works we are going to concentrate on the double differential distributions. To study the (s,,¢,) or (s,,f,)
-distributions, it is enough to measure the 4-momentum p, or p,, respectively. To investigate the
(5,55,), (8,54)), (8,,1,), (,,1,) -ones, we have to measure both p, and p,.

Let us consider the ranges of the invariant variables to study the (s,,s,) distribution. In this case, it is necessary to

integrate over ¢, and ¢, . From the positivity of the quantity (-A), we conclude

A(S,5,,8,,8,) 2 2\ B(s,5,,5,) C(5,5,,1,)
- (s+s,—M?) —4ss,

; (37

A(S,5,,8,,,) =m [2M* —M?*(3s, +5,) + 55, —2m’s —s,(s =5, —5,)]
—M[m’s+5,(s, =25 —1,) +1,(25 —5,) ] = t,[s(s, + 5, =5 =2m* ) + 5,5, |+ m s(s —5)+ M = M*(s+s, +1,) —5,5,(s —5,),
B(s,5,,5,) = 5,5,(s, +5, =) +2M°* =M *(s +s, +5, + m’)
+M?[ss, +5,(s=25,)+m’ (s, +5, —25) ]+ m*s + m’[s(s —s, —5,) = 5,5, ],
C(s,8,,t,) =s[t,(s—s, +1, —M*)+ M*s, ]+ m[M* = M?(s+2s,)—s(s, +2t,) + s +ms].

The expression under the square root in Eq. (37) factorizes, and the limits on the variable #,(s,) can be found
from the condition C(s,s,,t,) >0, (B(s,s,,s,) 2 0). For the variable ¢, they read

4 2
t27St2£t2+,tZt:% M2+2m82—s+sli\/(1— e j[(s+sl—M2)2—4ssl] (3%)

N

As concerns the s, limits, we have

1
S, <8,58,., 8, =Z(D(S,sl)J_rJF(s,sl)G(s,sl)], 39)

1

D(s,5,)=M*=M?*(s—2s, +m*)+m*(s+s,) +5,(s—5,),
F(s,8,)=(s+s,—M?*) —dss,, G(s,s,) = (s, +m’ —M?>) —4m’s,.

Both expressions F(s,s,) and G(s,s,) have not to be negative, and we obtain
(m+M)* <s, <(Ns—M)>. (40)

It is clear that the inequalities (38), (39) and (40) define the regions (s,,s,) and (s,,z,) which are plotted in
Figs. 1 a) and 1 b), correspondingly. Because of the symmetry of the Gramian determinant at (s, Sy, b t,)—
permutation one can use the above inequalities to obtain also the region (s,,?,).

It is interesting to investigate the distribution over the nucleon-antinucleon invariant mass squared
s, =(p,+p,) =2M* +m’ +s5—s5, —s,. For this goal, we define firstly the region (s,,s,,) and use the inequality (see

Eq.(37))

2 2
B(s,s,,8, =2M"+m" +s5—5,—-5,)20

to obtain the limits on the variable S, at fixed values of the variable s |,
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2
S <8 <8,,8, = %[2M2 +m’+s -8, i\/(l - 4?/[ N(s+ m’ _512)2 —4m*s]]. 41)
12
b)
a) tz/:
S b
o
S1 S
C) d)
S1+
»
ta S1
S1-
t $12

Figure 1. The kinematical double invariant variables regions calculated at s =10Gel>

(@) =(5155,) » (®) =(s1,1,) (©) =(4,1,) and (d) (81258 -

Taking into account that the expression under square root in Eq.(41) has not to be negative, one finds the limits on
the variable s,

4M* <5, < (s —m).

As concerns the region (Z,f,), the corresponding boundaries are more complicated and the analytical
expressions for them require additional short notation. We introduce

2u U—v+x u+w-y
1
G(x,y,z,u,v,w)=—5 U—v+x 2x w+x—z|,
Uu+w—y w+x-z 2w
s <8 <S,,

ath
S =0 ( — ) ,b:2\/G(s,tl,sz,mj,mez,MZJG[tZ,sz,tl,Mz,mf,mz],
T (m—s;) -4,

azsz’[s(z‘l —m2)+M2(t+—M2)—s2t2] +s(z‘2s2+—2M2t])+mez[me2 (s—2M2)+

+m2(s—2M2 +2s2)+M2 (M2 +1, +2s2+)+st7—s2 (t++s2)} ,

_ﬂuﬂ'z +q <s, < Z’vﬂ‘l tbl ,
2t, 2m

e
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where
a =t (t,-m)+m’ (=M’ +m> +t,)+ M’t b =s(t, - M*)+m’ (s +2M?),

szi =s5,%t,t, =¢ iz‘z,/l(x,y,z):x2 —2xy—2xz+y> =2yz+2°,

2:\//1[t1,2,m M2 \/lt t,,m’ = /"L[s,mj,mf].

The boundaries of the region (l‘l, tz) are determined by the equation

- +a, AA+D
2‘12;; 1 — sj’lmz 1 . (42)
2 e

It is clear that, at such high energies, the electron mass cannot influence the kinematics, and to simplify following
calculations we go to the limit 71, — > (0. The Eq.(42), in this limiting case, reads

G(MP ==t ] (1, =My ) e+ M,
M? -1, 21,

5

and gives
- +
t, <t, <t

t, = a, =M[2t (s +1,)—m’s+2M* = M* (s +4t,)]+
+st,(m* —s—1t,),b, = s{M[M* +4t,(t, — M*)+2t,(s +1,)] +

(55 +, —4MP )+, = M)[m? (6, — M) +2M* =2, (s +1)] .

@ —b, srl<a3+b = 2M(M +m)+m’ —s, by =[s—m" \Js—(m+2M)

2

The regions (¢,,t,) and (s,,s,,) are plotted in the lower row in Fig. 1.

In addition, the dependence on the invariant mass of the N N -system is also of the great interest. It is evident, that
to study this dependence, it is enough to measure the pion 4-momentum k& only. This ensures, at least, investigations of
the double distributions over invariants ¢ =(k,—k)’, s, =(p,+p,)’ or & =(k,—k)’,s,. To perform the
corresponding calculations, it is necessary to investigate the Gramian determinant using 7 (or 7, ) and s,, variable of

five independent invariant variables. In present paper such kind of distributions are not considered but we hope to study
them in the next publications.

The matrix element squared of the process (1), as well as the differential cross section, are defined by the
convolution of the leptonic and hadronic tensors (see Eq. (6)), that can be expressed in terms of the invariant amplitudes
and chosen invariant variables. To calculate the contribution of any dynamical mechanism to the cross section, it is
enough to know only the corresponding invariant amplitudes and this simplification is an essential advantage of the
developed here formalism.

ORCID IDs
Mykhailo I. Konchatnij, https://orcid.org/0000-0002-9972-5348; "' Nikolay P. Merenkov, https://orcid.org/0000-0002-9743-3827
Egle Tomasi-Gustafsson, https://orcid.org/0000-0002-5263-3948

REFERENCES
[1] Bing-Song Zou, arXiv:1801.098221v1 [hep-ph], https://doi.org/10.48550/arXiv.1801.09822
[2] H. Li, BES Collaboration, H.C. Chiang, G.X. Peng, and B.S. Zou, Nucl. Phys. A675, 189 (2000),
https://doi.org/10.1016/S0375-9474(00)00243-8.
[3] BES Collaboration, B.S.Zou et al., Excited Nucleons and Hadronic Structure, in: Proc. of NSTAR 2000 Conference at JLab,
edited by V.D. Burkert, L. Elouadrhiri, J.J. Kelly, and R.C. Minchart, (World Scientific, 2001), pp. 155,
https://doi.org/10.1142/4591.



32
EEJP. 2 (2022) Gennadiy 1. Gakh, Mykhailo 1. Konchatnij, et al

[4] M. Ablikim et al. [BESIII Collaboration], Phys. Rev. Lett. 124, 042001 (2020),
https://doi.org/10.1103/PhysRevLett.124.042001.
[S] M. Ablikim et al. [BESIII], Phys. Lett. B814, 136110 (2021), https://doi.org/10.1016/j.physletb.2021.136110.
[6] M. Ablikim et al. [BESIII], Phys. Lett. B817, 136328 (2021), https://doi.org/10.1016/j.physletb.2021.136328.
[7] J. Haidenbauer, U. G.MeiBiner and L. Y. Dai, Phys. Rev. D103, 014028 (2021), https://doi.org/10.1103/PhysRevD.103.014028.
[8] E. Tomasi-Gustafsson, A. Bianconi and S. Pacetti, Phys. Rev. C103, 035203 (2021),
https://doi.org/10.1103/PhysRevC.103.035203.
Y. M. Bystritskiy, Phys. Rev. D103, 116029 (2021), https://doi.org/10.1103/PhysRevD.103.116029.
] B.S. Zou, Nucl. Phys. A684, 330 (2001), https://doi.org/10.1016/S0375-9474(01)00433-X;
] Nucl. Phys. A675, 167 (2000), https://doi.org/10.1103/PhysRevD.66.054020
] D.M. Asner et al., Int. J. Mod. Phys. A, 24, S1 (2009) [arXiv:0809.1869 [hep-ex]], https://doi.org/10.48550/arXiv.0809.1869.
] M. Ablikim et al. (BESII Collaboration), Phys. Rev. D90, 032007 (2014), arXiv:1406.2486v1 [hep-ex],
https://doi.org/10.1103/PhysRevD.90.032007
[14] M. Ablikim et al., Phys.Lett. B771, arXiv:1701.04198v1 [hep-ex], https://doi.org/10.1016/j.physletb.2017.05.033.
[15] J.P. Alexander et al. [CLEO Collaboration], Phys. Rev. D82, 092002 (2010), [arXiv:1007.2886 [hep-ex]],
https://doi.org/10.1103/PhysRevD.82.092002
[16] THEP-Physics-Report-BESIII-2019-12-13, arXiv:1912.05983v1 [hep-ex], https://doi.org/10.48550/arXiv.1912.05893
[17] S. Adler, Ann. Phys. 50, 189 (1968), https://doi.org/10.1016/0003-4916(68)90278-9
[18] E. Byckling, and K. Kajantie, Particle Kinematics (Wiley, London, New York, Sydney, Toronto, 1973)

[9]
[10
[11
[12
[13

3ATAJIbHUI AHAJII3 PEAKIIE ¢" +¢” > N+ N + 7’
I'.I. Tax?, M.I. Konuatuuii?, M.II. Mepenkos?, Ersie Tomaci-I'ycragccon®
“Hayionanvnuii naykosuii yeump «Xapxiscokuti izuko-mexuiunuil iHcmumymy
eyn. Akademiuna, 1, 61108, m. Xapkis, Yxpaina

SIRFU, CEA, Vuieepcumem Iapuoic-Caxne, 91191, )XKis-crop-leemm, @panyis
YV HabnukeHHi OAHO(GOTOHHOI AHIriNAlil BMKOHAHO 3aralbHMH aHANi3 peakiii e’ +e — N+ N +7° y BUMAAKYy MO3IOBKHBO
MOJISIPU30BAHOTO ITyYKa EJIEKTPOHIB 3 BpPaXyBaHHSM MOJIIPU3AIifHAX CTaHIB KiHIIEBOTO HyKJIOHA. Lleif aHami3 € KOPUCHUM IS OTTUCY
BHECKIB KOHTHHyMa (HE pE30HACHMI) Ta PE30HAHCHOTO (3 PI3HUMH MOXJIMBHMH BEKTOPHMMH ME30HaAMH a0o 30ymKEeHHMH
OapioHaMM y IpPOMDKHHMX BipTyanbHHX craHax niarpam @eitHmana). s Bupasy MaTpHYHOTO e€JE€MEHTa y TepMiHax IIEeCTH
KOMIUIEKCHUX HE3aJe)KHUX 1HBapiaHTHHUX aMIUTITYA OyJIO BHKOPHCTaHO 30€peKeHHs eJISKTPOMAarHiTHUX CTPyMIB aIpoHIiB Ta P-
IHBapiaHTHICTh EJISKTPOMArHITHOI B3aeMoil aApoHiB. byna BH3HaueHa 3arajbHa CTPYKTypa aJpOHHOrO TEH30pa y BHIIAJIKY
HEMOJSIPH30BaHMX KIHIIEBUX aApOHIB 1 mosspu3oBaHoro HykioHa. CriHHe3aJe)KHa 4YacTHHA aIPOHHOTO TEH30pa BHU3HAYAETHCS
I’AThMa CTPYKTypHUMH (YHKI[sIMH, a crhiH3aiexxHa — 13 cTpykrypHumu QyHkuisimu. [lomepeyna, MOB3IOBXKHS Ta HOpMalbHA
KOMITOHEHTH HYKJIOHHOTO YOTHPUBEKTOpA MOJSIpU3allii BUPaXKEHI Yy TepMiHaX YOTUPUBEKTOPIB IMIYJIbCIB YaCTHHOK. 3aCTOCOBaHi
I’ SITh HE3aJICKHIUX 1HBApiaHTHUX 3MIHHUX IIO OMHCYIOTH peakiito. JlocmimkeHi Mexi icHyBaHHA [uX 3MiHHUX. KiHemaTndaHi o0nacti
MOJBIHUX 1HBapiaHTHUX 3MIHHHX TPUBENEHI HA PUCYHKY. JlocmikeHa KiHEMaTHKa sKa 3pydYHa Ui AOCIHIIKEHHS PO3MOILIIB MO
IHBapiaHTHIH Maci.
Kurouosi ci1oBa: monspu3amiiiii SBUIIA, €IEKTPOH, iBapiaHTHI aMILTITY M, aAPOHHUH TEH30p, KIHeMaTHKa.
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This paper is devoted to the studies of the specific features of the simulation of the particle diffusion processes in space — periodic
potentials using Langevin equations. Different methods used for the presetting of initial conditions and their effect on the
obtained solutions have been analyzed. It is shown that the system is nonequilibrium for all the methods of the presetting of initial
conditions during a certain time interval of ¢, . This interval is increased as 1/y with a decrease in the friction coefficient. A

trm *°
reasonable description of the transient processes of particle transport and diffusion requires a preliminary system thermalization
procedure. A new method of the presetting of initial conditions that provides the most accurate description of equilibrium system
has been suggested. It consists in the generation of the initial particle coordinates and velocities that correspond to the equilibrium
distribution of harmonic oscillators with a specified temperature. The use of such initial conditions enables the computations with
a good accuracy using no thermalization procedure at 7 < 0.1. The classic method of the determination of diffusion coefficients

D as a limit lim(az/ Zt)has been analyzed. It was shown that the use of it for computer-aided calculations is limited by the
>0

restricted computational time. It results in that the computation of D under certain conditions becomes impossible. A new
method was suggested for the determination of the diffusion coefficient using the linear approximation of the dependence of
dispersion on time. This approximation can only be possible after the kinetic temperature attains its stationary value. The
suggested method requires several orders of magnitude less time in comparison to the classic method. As a result, it enables the
computation of the diffusion coefficient even in the cases of total previous failure. The obtained data are of great importance for
correct simulation computations of diffusion processes and for the appropriate physical interpretations of obtained data.
Keywords: diffusion, computer simulation, Langevin equations, initial conditions, external fields.

PACS: 05.40.-a, 02.50.Ey, 68.43.Jk, 66.30.J-

Particle transport and diffusion processes in periodic potentials that are exposed to the action of external fields
play an important role for different phenomena peculiar for physics, chemistry and biology [1-2]. For example,
Josephson junctions [3], superionic conductors [4], Josephson Vortex [5], charge density waves [6], magnetic
ratchets [7], granular gas [8], surface diffusion [9], optic vortexes [10] and the membrane permeability [11], actually it
is by far incomplete list of mentioned phenomena.

Recently, a substantial progress was achieved in the analytical studies of the particle transport and diffusion in the
overdamped state [12-13]. At the same time, the developed methods are poorly acceptable for low dissipation systems.
In this connection, the methods of computer simulation were intensively used along with analytical computations. In
particular, the numerical solution of Langevin equations [14-18] has intensively been used.

Numerical solution of stochastic equations has the specific features of its own that are relating both to the
presetting of initial conditions and the limited simulation time. The temporal dynamics of the obtained values of the
diffusion coefficient and the particle mobility in the transient state depend to a great extent on the type of initial
conditions. And the time limitation has an effect on the correct definition of such values as the mobility and the
diffusion coefficient.

The purpose of this scientific paper was to evaluate already available methods and develop new efficient methods
for the presetting of initial conditions and analyzing the solutions of stochastic Langevin equations.

BASIC RATIOS AND SIMULATION METHODS

The Langevin equation is usually used for the simulation of the motion of Brownian particles in the periodic
potential exposed to the action of external fields:

m)"(:_diU(X)—gX’“F(T)‘Ff(T)’ &
X
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where X is the particle coordinate, m is the particle mass, 7 is the time, g is the friction coefficient, and F (T) is the
external force. The dot on top denotes the time differentiation. The term £(¢) describes thermal fluctuations. The noise
is a white Gaussian noise and accordingly the ratio of

[E0&@)) =2gkO5(r - 1), 2

where £ is the Boltzmann constant and ©® is the temperature.
For the potential particle energy in the periodic potential with period L the relation of

UX+L)=U(X). 3)
is true. Henceforth, we will make use of the most frequently used type of the periodic potential, in particular

U(X):—(;OCOS[ZL”XJ 4)

where U is the potential barrier height.
The moving particle is exposed to the action of the periodic force exerted by the lattice £, :

dUu (27
Flat = _E = FO Sln(L Xj (5)

The period of low natural vibrations in such a potential is equal to 7y = L(Zm /Uy )1/2 .

It is convenient to change over to dimensionless values to analyze the simulation data [1,19]. Let’s apply the
transformations:

=y =T (6)
L T,

By selecting mass units m =1, k =1, we obtain a maximum simple type of the equation (1):

x=—sinx—yx+ f(1)+{(1), o
(CD@h)=2yT8(t—1"),

Dimensionless units are relating to the force through the friction coefficient and temperature as follows:

_~ %0 _F() _2k©
wcml,mk% J—% 8)

To evaluate the extent of the thermal equilibrium of the system described by equations (7) we will use the kinetic
temperature that is often used by the nonequilibrium statistical physics [20]:

Ty =7 (407 ©

Here, the brackets denote the ensemble averaging and <Av2> = <(v - <v>)2> denotes the velocity variances. In the state

of thermal equilibrium the kinetic temperature of the system is equal to the thermostat temperature of 7;, =T .
The particle transport will be characterized by the value of the average velocity of the particle ensemble:

)= fonloh (10

where n(v) is the normalized function of the particle velocity distribution.
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To analyze diffusion processes we will use the dispersion for the particle coordinate distribution:
o2(1)= <(x(t)— <x(t)>)2> (11)

Stochastic equation (7) was solved numerically for each particle using stochastic Heun algorithm [21]. The time

step was equal to 0.01. The statistical ensemble averaging was carried out for the particle number of at least N = 5- 10%.

ANALYZING INITIAL CONDITIONS
In order to solve equation (7) we need to preset appropriate initial conditions. These conditions should conform to
the described physical situation. When exposing the particles to the action of different external fields we usually assume
that these are in thermal equilibrium with the thermostat. It allows us to get rid of wrong physical inferences due to the
superposition of two different processes, in particular thermalization and the external field action.
Let’s consider different boundary conditions for the simplest case of f(t)=0 when the external force is

unavailable. The condition of
x(0)=0;v(0)=0, (12)

is realized in the easiest way and it was used, for example, in paper [22]. In this case, curve 1 in Fig. 1 shows a change
in T};, in time. The diagram shows that the kinetic temperature at initial times is considerably lower than 7. The

system comes to the thermal equilibrium during the thermalization period. It can be seen in Fig. 2 that the drop in
temperature has no strong effect on this phenomenon. Hence, after the time ¢ > ¢,,,,, thermalization processes will have

no effect on the behavior of the particle ensemble exposed to the external force action. However, at ¢ <t,,, the system
is artificially cooled and it fails to comply with the condition of thermal equilibrium.

Lol 1.0 3
5 0.8
1 =
= o6 g 069
- ~ T=0.1
0.4 0.4
——X=0V=0 —— X=0V=0
0.2 é::)lt?/-Gauss 0.2 1 —— X=0 V-Gauss
1 Oscltr
0.0 T T T T T 0.0 T T T T T
0.01 0.1 1 10 100 0.01 0.1 1 10 100
t/t t/t

Figure 1. The dependences of the kinetic temperature Tkin as a  Figure 2. The dependences of the kinetic temperature Tkin
function of time for different initial conditions. T = 0.5 1 —initial as a function of time for different initial conditions. T = 0.1
conditions (12), 2 — initial conditions (14), 3 - initial conditions 1 — initial conditions (12), 2 — initial conditions (14),
(24). y=3- 10> 3 - initial conditions (24). y =3- 107
The conditions that are frequently used are the presetting of initial velocities and the coordinates that are
distributed in some physical space domain [23-24] independently of the thermostat temperature. Fig. 3 shows a change
of Tj;, in time for the case when the initial coordinates and velocities are uniformly distributed as:

x(0)=Unif (0,2m), a3
v(0) =Unif (-1.0,1.0),
where Unif (a,b)is the uniformly distributed random value in the interval from a to b .

The curves 1 and 2 correspond to the thermostat temperatures of 7= 0.1 and 7 = 0.5, accordingly. The Figure
shows that in both cases T};, exceeds the thermostat temperature by several times at ¢ <t,,, =307 . The lower the

thermostat temperature the more Tj;, exceeds T . Hence, before the time ¢ <t¢,,, we deal with the substantially
overheated system.
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Figure 3. The dependences of the kinetic temperature Tkin as a
function of time for initial conditions (13). y =0.03.
1-T=0.5,2-T=0.1.
Most frequently, initial conditions are preset in the following manner: all the particles are organized at the origin
of coordinates x(O)z 0, and then these are imparted initial velocities that correspond to the equilibrium Maxwell
velocity distribution [25]:

x(O) =0,

14
p(v) = xexp(-mv’ / (2kT)), (14)

where y is the normalization coefficient. In this case, in spite of the fact that the particle velocity distribution function
really corresponds to the equilibrium function, the equilibrium particle coordinate distribution has not been realized.
Curve 2 in Fig 1 demonstrates this fact. The value of 7j;, is below the thermostat temperature and it oscillates with a
higher amplitude before the time of ¢, is achieved. Fig. 2 shows that a drop in T};, results in an increased oscillation
amplitude of Ty;, /T . Hence, using the initial conditions specified in (14) we also deal with the “frozen” system that is

far from the equilibrium state.

It can be seen from the above that all available methods result in the strong deviation of the system from the
equilibrium within ¢,,, . Hence, the use of the boundary conditions (12)-(14) requires the conduction of the
thermalization procedure during the studies of transient processes when the system is exposed to the action of external
fields, as it was done, for example, in scientific paper [26].

To put things right, we suggest new initial conditions that are the closest to the equilibrium for the particles in the
spatially periodic potential. Under these conditions, we suggest to view the initial particle ensemble as the system of
harmonic oscillators that is in the thermal equilibrium with the thermostat. Assuming that these are small-amplitude
oscillations observed near the potential well bottom the harmonic oscillator motion equation can be written as:

x+wix=0, (15)
where @, = is the natural frequency of small-amplitude oscillations:
R =-a, (16)

2
and a = ldLgx) corresponds to the potential “stiffness”.
dx

It is a well-known fact that the equation (14) has the solution

x(1) = Asin(wyt + @),

. 17)
v(t)=x= Aw, cos(w,t + @),
where A is the oscillation amplitude of the oscillator. The oscillator energy is equal to
E=ad’/2. (18)

In the state of heat equilibrium the particle energy distribution has the Boltzmann distribution form:
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ple)=Bexp| - |, (19)
kT

where £ is the normalization factor derived from the statement that

Ip(g)dg =1, (20)
0

To obtain initial particle coordinate and velocity distributions the following algorithm should be realized:
1) Using the distribution (19) we find a random energy ¢ for each particle that obeys the exponential distribution with
the mathematical expectation equal to 7 :

g=—kTLn(n), 21

where 7 is a random number uniformly distributed in the interval of [0,1].
2) Using (18), we compute the oscillation amplitude value 4 :

A:\F , 22)
a

3) phase ¢ is considered equivalent to the random number 7, that is uniformly distributed in the interval ranging
from 0 to 27z :

P=r, (23)
4) Using the expression (17) at the initial moment of # = 0 we compute initial particle coordinate and velocity values:

x(0) = 4sin(¢),
v(0) = Aw, cos(¢).

In Fig. 1-2, the curves 3 correspond to initial conditions (24). The diagrams show that initial conditions (24) are
the closest to thermal system equilibrium conditions. In other words, it is preferable to use initial conditions (24) for the
analysis of the systems in which the particles were in the heat equilibrium state. Fig. 4 shows the deviation from the
heat equilibrium under these initial conditions for different temperatures. The Figure shows that in contrast to other
initial conditions a drop in temperature results in the lessening of the deviation from the equilibrium distribution. At
T <0.1, the kinetic temperature T};, differs from the thermostat temperature within 4%.

24

0.7 T T T 0.7 T T T T
0.1 1 10 100 0.1 1 10 100 1000

t/t t/t

Figure 4. The dependences of the kinetic temperature Txin asa  Figure 5. The dependences of the kinetic temperature Tkin as a

function of time for different T values. Initial conditions (24). function of time for different y values. Initial conditions (24).

y=003.1-T=0.01,2-T=0.1,3-T=0.5,4-T=1.0. T=05.1-y=0.3,2- y=0.03,3 -y=0.003, 4 —y =0.0003.
Let’s consider a change in ¢,,, depending on the dissipative properties of the system. Based on the above, since

initial conditions (24) are the closest to equilibrium conditions we will confine ourselves to their studies. Fig. 5 gives a
change in the value of T /Ty, for different values of y. The Figure shows that the thermalization time is linearly

increased with a decrease in y . While for y =0.3 it is equal to #,,, =~ 3, for  =0.0003 it is increased to ., ~ 3000 .
Hence, the value of ¢, is increased as 1/y with a decrease in the friction coefficient. The use of initial conditions (24)

enables high accuracy computations using no thermalization procedure at temperatures of 7 < 0.1. Under other
conditions it is recommended to carry out the thermalization procedure.
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CALCULATING THE DIFFUSION COEFFICIENT
The correct computation of the diffusion coefficient D is a vital problem for many investigations. A classic
method of the determination of D for computer-aided calculations consists in the direct use of the definition of the
diffusion coefficient as [27-28]:

D= lim Dy (t) = lim 7~ = lim (25)
t—0 t—o0

2t oo 2t
A key question put in the papers highlighting computer simulations is what estimated time we should confine to?
Usually, the time is selected so that the clear-cut linear dependence of o? (t) =2Dt¢ is observed in the log-log scale, for
example as for t > 10° in Fig. 6. This Figure gives the example of a change in the dispersion value with time under the

action of the constant force [29]. Fig. 7 gives curve 2 that corresponds to the dependence of az(t)/ t.

olt

Figure 6. The dependence of the dispersion on time under the action  Figure 7. The dependence of do?/dt (curve 1) and o2/t
of constant force f'=0.25. y=0.3, T =0.5. The solid line is the  (curve 2) on time. The dashed line shows the value of
simulation data. The dash-dotted line is o =2D¢ asymptote, the 2D .f =025, y=03,T=0.5.

dashed line shows the approximation o =2Df + o}, and the dotted

line shows constant ;" . The arrows show the starting and the ending
time of the “dispersionless” phase.

Apparently, to obtain the right value of D using the formula (25) we need time t > 10°. As is seen from Fig. 6 the
dependence of o? (t) shows the presence of the horizontal “plateau” between the times # and ¢, . It is the so-called phase

of the “dispersionless” transport [30]. With a drop in temperature the duration of it is exponentially increased [29]. It
makes impossible to derive D from formula (25) during a reasonable computational time in many cases. Specifically, in
paper [31] the authors failed to define the value of D in the force interval of F = 0.2-0.9. However, as is shown in [29] in
spite of the formation of the exponential particle coordinate distribution in the phase of the “dispersionless” transport this

phase is characterized by the ordinary diffusion with o? (t) o ¢ . To make it more apparent, let’s appeal to Fig. 7.

The Figure shows the time dependence of do? /dt . 1t appears that if we use the differential definition of the time-
dependent diffusion coefficient D(¢) [32-33]

1 do?
Dit)=—"+—, 26
(?) > (26)

the mean value of D(r) don’t change at 7> # . Only thermal fluctuations are observed near the mean value. It means
that at ¢ > #; we deal with the ordinary diffusion. For the sake of clarity let’s venture into Fig. 8.

It gives the diagrams of the time dependence o’ (t) , Tiin(t) and <v>(t) It can be seen that the superdiffusion phase
is ended at ¢ ~ #; and the ordinary diffusion phase with o? (t) = 012 + 2Dt is originated. As was shown in [29], the value

of 0'12 is defined by the duration of the superdiffusion phase. The end of the superdiffusion phase is characterized by
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the establishment of the stationary value 7}, (¢). In addition, a stationary distribution of <v>(t) is established at ¢ > ¢, . As

is seen in Fig. 7 the dependence of do? /dt = const is established at the same time. Hence, the establishment of the

stationary value T}, (¢) is indicative of the beginning of the phase of ordinary diffusion with o’ (t) «ct.

t
15
) . . (b)
| [}
= | tI | t2
= s L
0 AL I RLRLLLL IR R LLLL BUBRLELLLLLL '*"""'l LR ALLL BN ALY
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t

Figure 8. The dependence on time versus a) dispersion; b) the kinetic temperature; c) average velocity under the action of the
constant force f =0.25. y =0.3, T =0.5. The dashed line shows the approximation o> =2Dt + 07 .

As is shown above, the diffusion factor can be calculated using the time-averaged value (26) at ¢ > #; .This method has

its drawbacks relating both to numerical differentiation procedure complications and the use of this method for other
situations in addition to f (t): const .The integral method is more stable and it enables an easy computation of the

diffusion factor already during the time of the “dispersion-free” transport. It follows from the consideration given above
that after the attainment of time #

o2(t)=2Dt+ ot at (1>1,), 27)

It was shown in [29] that 012 is exponentially increasing with the drop in temperature. Therefore, the second term
in (27) will dominate over the first term for a rather long time. However, in the case of the fitting of o’ (t) data by the

dependence (27) with free 0'12 and D parameters using the least square method we can obtain the diffusion factor with
a high accuracy already at short times.

Let’s get back to Fig. 6. Using the relation (25) for time t = 6.4-10% we obtain D = 17.30. With an increase in time
by one order of magnitude we get D = 17.06 at t = 6.4-107. In other words, it takes a rather long time to get the diffusion
coefficient with a high accuracy. Taking into consideration the exponential growth of A¢r=t, —#; with a drop in
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temperature [29] we can draw a conclusion that it is impossible to derive D for lower temperatures during a reasonable

computational time. However, using (27) we can approximate az(t) at a considerably shorter time interval, in

particular t =1.0-10* -5-10*. Providing the o’ (t) data fitting using the least square method we will see that in this case

the dispersion is described by the linear dependence (27) with the correlation coefficient equal to 0.999.

Using the data in this limited time interval we will get the value of D = 17.03. In other words, the use of (27)
results in the reduction of the computational time by the factor of 6000 to get the same value of D as proceeding from
the expression (25) for time t = 6.4-107. With the drop in temperature the required estimated time lag between (25) and
(27) will be growing exponentially. And the derivation of the value D proceeding from the expression (25) becomes
unrealistic. However, using the data fitting (27) the diffusion factors can easily be derived even in the cases of total
previous failure. This approach can also be applied to other systems that show a considerable dispersion growth in the
initial phase. However, we must be careful and confident that all the transient processes have already been completed.
As an example, let’s give some data for the periodic force of the type

f(t): asin(a)t). (28)

Fig. 9 gives the data for one of such computations. Fig. 9b shows that at ¢ >400the system passes into the
stationary state and the yield of the stationary value by the kinetic temperature is indicative of it.
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Figure 9. The dependence on time versus a) dispersion; b) the  Figure 10. The dependence of & on time. a) the markers

kinetic temperature under the action of periodic external force. ¢how the simulation data for the ensemble consisting of

The dashed line shows a) the simulation data, the solid line 50000 particles, the solid line is the linear approximation and

shows the linear approximation. a=10.0, y =0.318, T=0.2, the dashed line is the simulation data; b) the solid line is the

w=159. linear approximation and the dashed line is the simulation
data. a=10.0, y=0.318,T=0.2, w=1.59.

Though, the dependence of o’ (t) in Fig. 9a looks like subdiffusion or “dispersionless” transport in these time

intervals, however in reality the ordinary diffusion takes place at ¢ > 400 as is well seen in Fig. 10b.
In Fig. 10a, the simulation data of the ensemble consisting of 50000 particles are shown by the markers. The solid
line shows the linear approximation of these data. The least square method was used for the approximation [34]. Fig. 9a

and Fig. 10b show that the linear approximation approximates well the dependence of O'z(t) at £>500 in the limited

linear section of Fig. 10a. Fitting the data in Fig.10a by using the linear regression method, we obtain the linear
relationship with a correlation coefficient of 0.998. Using the data in the interval of 500 <7 <5000 we increase the
correlation coefficient value to 0.9998. It allows us to derive the diffusion coefficient with a high degree of confidence
as 1/2 of the slope at a significantly reduced computational time in comparison to that spent using the classic method.

The abovementioned method used for the derivation of the diffusion coefficient was successfully used by us
earlier [35-36]. Therefore, it can be recommended for a wide application by other systems.
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CONCLUSIONS
This paper delves into the studies of the specific features of the simulation of the diffusion processes of particles in
spatially periodic potentials using Langevin equations. Different methods used for the presetting of initial conditions
and their effects on obtained solutions have been analyzed. It was shown that the system is nonequilibrium for all the
methods used for the presetting of initial conditions during a certain time interval of #,,, .This interval in increased

as 1/y with a decrease in the friction coefficient. The kinetic temperature with regard to the methods used today for the

presetting of initial conditions differs from the thermostat temperature by tens of percent. Hence, the adequate
description of the transient particle transport and diffusion processes exposed to the action of external fields requires a
preliminary system thermalization procedure during the time of at least ¢,,,, .

A new method of the presetting of initial conditions under which the system is close to the thermal equilibrium has
been suggested. It consists in the generation of the initial particle coordinates and velocities that correspond to the
equilibrium distribution of harmonic oscillators at a specified temperature. The use of these initial conditions enables
the computations using no thermalization procedure at the temperature of T < 0.1 with the error less than 4%.

A classic method of the computation of diffusion coefficients D as a limit lim(a2 /Zt) has been analyzed. It was

shown that the use of it for computer-aided calculations is limited by the restricted computational time. It makes the
computation of D impossible under certain conditions. A new method was suggested for the determination of the
diffusion coefficient through the linear approximation of the dispersion versus time dependence. This approximation is
only possible after the kinetic temperature attains its stationary value. The proposed method requires several orders of
magnitude less time in comparison to the classic method. As a result, it enables the computation of the diffusion
coefficient even in the cases of total previous failure.

The obtained data are important for the proper simulation computations of diffusion processes and for the correct
physical interpretation of obtained results.
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OCOBJIHUBOCTI MOAEJIOBAHHS IMPOLECIB JTU®Y3Ii YACTHHOK
Y MIPOCTOPOBO-ITEPIOANYHUX ITOJIAX
B.IO. Akcenosa®”, I.T. Mapuenko®®, L.I. Mapuenko®
“Xapxkiecvkuii Hayionanvhuu yHisepcumem imeni B.H. Kapa3sina
M. Ce0600u 4, m. Xapkis, 61022, Yxpaina
bHayionanonuii nayrosuii yenmp «Xapriscokutt ¢hisuxo-mexuuunuii incmunymy
8yn. Axaoemiuna, 1, m. Xapxis 61108, Vrpaina
CHTY «Xapxiecokuii nonimexniuHull iHCImumymy»
eyn. Kupnuuosa, 2, m. Xapkie 61002, Ykpaina
PoGota npucBsideHa TOCIIDKEHHIO 0COOIMBOCTEH MOIETIFOBaHHS IPOIIeciB i (y3il YACTHHOK Y TIPOCTOPOBO-MEPIOMIHHX TTOTSHITIAIaX
3a jonomororo piBHsHb JlamkeBena. [IpoanasizoBaHi pi3Hi METO/IM 3aB/IaHHS MOYAaTKOBHX YMOB Ta IXHill BIUIMB HA OTPUMAHI PilLICHHS.
IMokazaHo, 1110 TIPH BCiX CHOCO0AX 3aBaHHs IOYATKOBUX YMOB CUCTEMA € HEBPIBHOBAKEHOIO IPOTATOM JIESIKOrO MHTEPBATY Yacy Iy, .

Lleii iHTepBan 30UIBIIYETHCS 31 3MEHILEHHSIM KoeditienTy Teprst sk 1/ . [l agekBaTHOro omucy HepexiiHux mporecis audysii ta

TPAHCIOPTY HEOOXIAHO 3a3[alieriib MPOBOAUTH MPOLEAYpy TepMasisaiii CHCTEMH. 3alpolOHOBAHO HOBHH METON 3aBIaHHS
MOYATKOBUX YMOB, SIKMI HaHOLIbII ONH3BKO OMKCYE BPIBHOBaXKEHY CHCTeMy. BiH moisirae B reHeparlii MOYaTKOBHX KOOpPAMHAT Ta
LIBUJIKOCTeH YacTHHOK, sIKi BIAMOBIJAIOTh BPIBHOBAKCHOMY pO3IMOALTY TapMOHIHHHX OCHWISATODIB i3 JAHOKI TeMIIepaTypolo.
BUKOpUCTaHHS TAaKHX IOYaTKOBUX YMOB O03BOJISIE 3 BHCOKOK) TOYHICTIO NMPOBOJWTH OOYHCICHHS O3 BHKOPUCTAHHS IPOLETYpPH
Tepmaizarii mpu temreparypax 1 < 0.1. IIpoanamizoBaHuii KIacHYHMI METOA BH3HA4YeHHs KoediuieHTis mudysii D sk rpanumi

lim(az/Zt). Ilokazano, mo #Oro 3acTocyBaHHS y KOMIT IOTEPHHX PO3paxyHKax JIMITOBaHO OOMEKEHHM HacoM po3paxyHKiB. Lle

10

MPU3BONUTD 10 HEMOKIUBOCTI 00uncnends [ B Jeskux yMOBax. 3ampornoHOBAHO HOBHI METOM BU3HA4YeHHs KoediuienTa mudysii 3a
JIHIHHOIO aNmpOKCHUMAIIIEI0 3aJIeKHOCTI Iucnepcii Big dacy. Taka ampokchMaris MOXIIMBA TUTBKM MICHS TOTO, SIK KiHETHYHA
TeMIiepaTtypa JOCSIJIia CBOTO CTAlliOHAPHOTO 3HAYCHHS. 3ampONOHOBAHMM METOJ MOTpedye Ha JeKiTbKa TOPSAKIB MEHIIe
PO3PaxyHKOBOTO 4acy, HiX KIaCHYHUA MeTojA. BHacHiOK IbOro BiH J03BOJISIE OOUYHMCTIOBATH KoeillieHT audy3il HaBiTh y THX
BUIIAJIKaX, y SKUX paHilie 1e He BaaBaiocs. OTpuMaHi pe3yJIbTaTH BaKINBI JUIi KOPEKTHOTO IPOBEICHHS MOJEGIIOIOUHNX PO3PaxyHKIB
nporieciB qudy3ii Ta BipHOT (i3M4HOT iHTEpIIpeTalil OTpUMaHUX Pe3yJIbTaTIB.

KorouoBi ci1oBa: nudys3isi, 30BHIIIHI OIS, KOMII IOTEPHE MOAETIOPOBAHHS, TIOYATKOBI YMOBH, PiBHSIHHS JlamkeBeHa.
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The solutions of the Schrodinger equation are obtained with an inversely quadratic Yukawa potential using the Nikiforov-Uvarov-
Functional-analysis method. The energy spectrum and wave function were obtained in closed form. The energy equation was used to
predict the masses of the heavy mesons such as charmonium (¢¢ ) and bottomonium ( 55 ) for different quantum numbers. The results
obtained agreed with other theoretical predictions and experimental data with a percentage error of 1.68 % and 0.50 % for charmonium
(cc) and bottomonium ( bb ) respectively.
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The solutions of the Schrodinger equation (SE) with spherically symmetric potentials are of foremost concern in describing
the mass spectra (MS) of the heavy mesons (HMs) such as bottomonium ( bb ), and charmonium (€€ ) [1-3]. In describing this
system an interaction potential is used to simulate the system. The Cornell potential (CP) which includes a short-range Coulomb
term and a linear confinement term is generally used [4]. More so, in solving this SE with any chosen potential, an analytical
method is employed, such as, the Nikiforov-Uvarov (NU) method [5-8], the NU Functional Analysis (NUFA) method [9,10],
the series expansion method (SEM) [11], Laplace transformation method (LTM) [12], WKB approximation method [13], exact
quantization rule [14,15], proper quantization rule [16,17], group theory approach [18] and so on [19]. The study of MS with
CP has gained remarkable attention and has attracted the attention of many scholars [20-23]. For instance, Kumar et al. [24]
used the NUFA method to solve the SE with generalized Cornell potential. The result was used to determine the MS of the
HMs. Using the vibrational method (VM) and supersymmetric quantum mechanics, Vega and Flores, [25] obtained the
analytical solutions of the SE with CP. The eigenvalues were used to calculate the MS of the HMs. Also, Mutuk [26] solved the
SE with CP using a neural network approach. The bottomonium, charmonium, and bottom-charmed spin-averaged spectra were
calculated. Furthermore, Hassanabadi et al. [27], used the VM to solve the SE with CP. The eigenvalues were used to calculate
the mesonic wave function. In recent times, the study of MS of the HMs with exponential-type potentials has aroused the
interest of scholars [28,29]. Potential models such as Yukawa potential [30], Varshni [31], screened Kratzer potential [32],
Hulthen plus Hellmann potential [33], and so on [34] have been used in the prediction of the MS of the HMs. For instance,
Purohit et al [35] combined linear plus modified Yukawa potential to obtain the masses of the HMs. Also, Al-Jamel [36], studied
the MS with Coulomb plus inverse quadratic term. It was found that the MS exhibit a saturation effect. Furthermore, in 2019
Al-Jamel, solved the SE with a combination of a cotangent with a square co-secant function using the NU method. The energy
equation was used to predict the MS of heavy quarkonia [37].

The SE for most of the potentials with spin addition cannot be solved analytically; hence, numerical solutions such as
Runge-Kutte approximation [38], Numerov matrix method [39], Fourier grid Hamiltonian method [40], and so on [41] are
employed. Also, adding spin enables one to determine other properties of the mesons like decay properties and root mean
square radii. However, we have considered our mesons as spinless particles for easiness [1, 25, 42-44]. The potential of
interest is the inversely quadratic Yukawa potential (IQYP) suggested by Hamzavi et al [45]. The IQYP is a short-range
potential, Onate [46] studied the Klein Gordon equation and SE with the IQYP. Since then, researchers have carried out
many studies on relativistic and non-relativistic regimes with this potential [47-49]. The potential model is of the form [45]:

—20r

Vir)=-5, (1

where p is potential strength and @is the screening parameter.

To the best of our knowledge, no report has been made in the literature using this potential to predict the MS of the
HMs, hence this study.
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This study aims to solve the SE with IQYP, using a newly proposed method called the NUFA method. The obtained
energy equation will be used to predict the MS of the HMs. This paper is organized in the following order. In section 2,
the solutions of the SE with the IQYP are presented. In section 3, the results and discussion are presented. Finally, the
conclusion is presented in section 4.

THE SOLUTIONS OF THE SE WITH IQYP
The SE reads [50]

2 I(I+1
LD | 2 (5, -7 ()- (; Hyin-o, ©

where l//(r) is the eigenfunctions, E, is the energy eigenvalues, £ is the reduced mass of the system, 7 is the reduced

Planck's constant and 7 is the inter-nuclear separation.
The exponential term in Eq. (1) is subjected to series expansion, to model the potential to interact in the quark-
antiquark system, this yields:

vi=2-2.cp. ®)
rroor
where
A=-p, B=20p )
C=-1.33p8°, D=2pb’
Plugging Eq. (3) into Eq. (2) gives
d’y(r) | 2u A B I(I+1)
———+| 5| E,——+—-Cr+D| - r)=0. 5
d}"z hz nl rz r }"2 l//( ) ( )

To solve Eq. (5), we introduced the Greene-Aldrich approximation to deal with the inverse square term, valid for
small screening parameter values [51-54].

1 &
Sr (©)
r (l—e’g" )2
Substituting Eqgs. (6) into Eq.(5), gives Eq.(7) as
2 2 | 2
dl//gr)+ 2_,21 E - A0 s BO —C( € )—D _1(1+1)92 w(r)=0. 7)
dr h (1_6791') (1_6*&”) 9 (1_679;4>
Transmuting the coordinate of Eq. (7), we set, ¥ = e and Eq. (7) is rewritten as follows:
dy(y) 1-y dy(y) 1 T 2 3
+ + —(l=y) =% +x(1=y)=x(l-y —y}w y)=0, ®)
aﬂiz y(l—y) dy y2 (1_y)2|_ ( ) 0 1( ) 2( ) ( )
where
2uE, 2uD 2uA
&= 02h2l + 92;—[2 ’ ZO = hZ ’ 9
2uB 2uC ' ©)

= y=1(1+1)

o’ T o

Expanding Eq. (8) and neglecting higher degree polynomials of }greater than two [55], we have
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de) + Iy dv(y) + ! ‘ e+3n)y v(y)=0 (10)
&Fy(1-y) b (1) | H2e- 1 +30)y-(e+ 1 -+ 2+ 7)
Linking Eq. (10) and Eq. (A2), gives the following:
B=B=B=LE=6+3),,&,=2—y,+31,.& =+ -1 +;(2+7/} ) (11)
Inserting Eq. (11) into Egs. (A8) and (A9), gives
1
A= Me+ =2+ 2+7). (12)
and
1+1+4(x, +7) (13)
=
2
Substituting Egs. (4), (9), (12), and (13) in Eq. (A11), we obtain the energy spectrum of the IQYP as
2 2
E,=-2p6 - 40 /20 - (14)
2
n+l+ l+1 _2,u2p_2.66,t21pt93
2 2 h n
Inserting Eq. (11) into Eq. (A12) the corresponding un-normalized wave function is given as
Ae+y,— i+, +7 I+ J1+4(x, +7)
l//(y)ZNy\/ ( 0 > ! 2 )(l—y)+zﬂ(a,b,c;y)s (15)
where,
1 1+ J1+4(x, +7)
azE\/4(5+;{0—;(1+;(2+7)+++,/8+3;(2 , (16)
1 1+ 1+4(y, +7)
b=5\/4(€+;(0—}(1+1’2+}/)++—1/8+3}h , (17)
c=1+\/4(8+;(0—;(1+;(2+7/). (18)

RESULTS AND DISCUSSION
The prediction of the MS of bottomonium and charmonium is carried out using the relation [56,57]

M=2m+E, (19)

where m is quark-antiquark mass and E, is eigenvalues.
Putting Eq. (14) into Eq. (19) gives

22 2
M = 2m—2p0 - up6 12h 2 (20)
2 3
n+1+ l+l _2;12]9_2.66;;176’
2 2 h h

The reduced mass (RM) is defined as ;1 = ? For bottomonium and charmonium, the numerical values are

m, =4.823GelV and m,=1.209GeV, and the corresponding RM is 44, = 2.4115GeV and M, =0.6045 GeV
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correspondingly [58]. In other to obtain the potential parameters. Equation 20 is fitted with experimental data (ED). The
ED is taken from Ref. [59].

We observed that the results obtained from the prediction of MS of charmonium and bottomonium for different
quantum states are in agreement with ED and other theoretical predictions with different analytical methods as shown in
Tables 1 and 2.

Table 1. Mass spectra of charmonium in (GeV) (7.=1.209 GeV, u = 0.6045 GeV, 6 =0.05, p =-234.2385GeV, h=1)

State  Present work [NUFA] AIM[1] NU[57] SEM [32] Experiment [59] Absolute Relative deviation (ARD)
1S 3.096 3.096 3.096 3.095922 3.096 0.000
2S 3.686 3.686 3.686 3.685893 3.686 0.000
1P 3.327 3214 3.433 - 3.525 0.198
2P 3.774 3.773 3.910 3.756506 3.773 0.001
3S 4.140 4.275 3.984 4.322881 4.040 0.100
48 4.364 4.865 4.150 4.989406 4.263 0.101
1D 3.761 3.412 3.767 - 3.770 0.009
2D 4.058 - - - 4.159 0.101

Table 2. Mass spectra of bottomonium in (GeV) (74,=4.823 GeV, 1

=2.4115GeV, p =-333.87617,GeV, 6=0.05, h=1)

State Present work[NUFA] AIM[1] NU[57] SEM[32]  Experiment [59] Absolute Relative deviation (ARD)
1S 9.460 9.460 9.460 9.515194  9.460 0.000
2S 10.023 10.023 10.023 10.01801 10.023 0.000
1P 9.841 9.492 9.840 - 9.899 0.058
2P 10.160 10.038 10.160 10.09446 10.260 0.100
3S 10.341 10.585 10.280 10.44142 10.355 0.014
4S 10.422 11.148 10.420 10.85777 10.580 0.158
1D 10.142 9.551 10.140 - 10.164 0.022

The absolute percentage deviation in the predicted results and ED is calculated using the following relation

62@ Ty =Ty,
N T,

EXP.

, @n

where T}, isthe ED, T, is the predicted results and N is the number of ED and also the percentage error is computed
with the given relation [60]

error = Z@ x100% . (22)
ZTEXP,

The absolute percentage deviation was calculated using Eq. (21) and the values for charmonium and bottomonium
are 1.644 GeV and 0.487 GeV respectively. Also, the percentage error (PE) of the predicted results to the experimental
data, was calculated using Eq. (22) and the results show that for charmonium we have 1.68 % while that of the
bottomonium is 0.50 %.
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Figure 1 shows the variation of MS of bottomonium with a principal quantum number (PQN) for different angular
quantum numbers (AQNs). It was observed that the MS increases with an increase in PQN for different AQNs which is
in agreement with the ED. In Fig. 2, we plotted the MS of charmonium with PQN for different AQN. It was noticed that
the MS increases as the PQN increase. This indicates that the binding energy increases with an increase in PQN.

CONCLUSION
In the present study, the solutions of the SE with IQYP using the NUFA method were solved. The energy spectrum
and un-normalized wave function were obtained. The obtained energy equation was used to predict the MS of the HMs
for different quantum numbers. The results obtained agreed with other predictions and with ED. The PE shows that the
IQYP is fitted in the prediction of the MS of the HMs since the PE is less.
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APPENDIX A: NUFA METHOD

The NUFA method proposed by Ikot et al. [10] is a simple and elegant method for solving a second-order differential

equation. The method is a combination of the NU [61], parametric NU [62], and Factorization [63] methods. The NU is
well-known for solving a second-order differential equation of the form:

o]}
—_
<
SN—

v(y)=0, (A1)

where 6'( y) and U( y) are polynomials of the maximum second degree and f( y) is a polynomial of the maximum first

degree? Tezcan and Sever [70] later introduced the parametric form of the NU method in the form

"+ﬂ1_ﬂ2y '+ 1

| &0 - =0 A2
y(l_ﬂ3y)l/l yz(l—,B3y)2|- Sy &y 53]1//()/) ) (A2)

7

where [ and & (i =1, 2,3) are all parameters. It can be observed in Eq. (A2) that the differential equation has two

singularities at y -0 and y —1 , thus we take the wave function in the form,

v =y (1-By) f()- (A3)

Replacing Eq. (4) with Eq. (3) leads to the Eq. (A4),
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f(»)=0.

Equation (A4) can be reduced to a Gauss hypergeometric equation if and only if the following functions are gone,

AA-1)+BA-& =0, (A5)

and
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ﬂzv_ﬂlﬂ3v+v(v_l)ﬂ3 _%"'é _§3ﬂ3 =0. (A6)
3
Thus Eq. (A4) becomes
V(=2 O Br2a-(2ap v 28,4 8)v] £ )
(A7)
ﬁ3[l+v+%l+ [%—1} +%13} [l+v+%l+ (%—1} +ﬂ%] f(»)=0.
Solving Egs. (A5) and (A6) completely give,
1—
- f)i% (1-4) +45, (A3)
(183 +151:B3 _ﬂz)i\/(ﬂ3 +151:B3 _ﬂz)z +4[§1+ﬂ3§3 _éng
B,
V= . (A9)
2
Equation (A7) is the hypergeometric equation type of the form,
y(1-2) " )+ e-(a+b+1)y] 1 () -abr(m =o. (A10)

The energy equation and the related wave equation for the NUFA method are obtained using Egs. (A3), (A7) and (A10),

as follows:

Z2+2ﬂ{v+%—l+%]+{v+%—l+\/%] —[%—IJ —ﬁ%:o,
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where a,b,and ¢ are given as follows;

(Al1)

(A12)

(A13)

(Al4)

(A15)
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KBAPK-AHTUKBAPKOBE JOCJIA)KEHHS 3 OBEPHEHO-KBAJIPATUYHUM ITOTEHIIAJIOM IOKABHU
3 BUKOPUCTAHHSIM METOY ®YHKIIOHAJBHOI'O AHAJII3Y HIKU®OPOBA-YBAPOBA
Erizgo I1. Inbsiur®P, Mpinc K. Isyaxi®, Txozed E. Hrioi®, E. Omyroe©,
Edionr A. I6anra?®, Exai C. Biabam®
“@izuunui paxyromem, Hayionanonuii ¢ioxpumuii ynieepcumem Hizepii, /[ocabi-A6yooca, Hieepis

bTpyna meopemuunoi gisuxu, paxyromem gizuxu, Yuisepcumem Kanabapa, P.M.B 1115 Kanabap, Hizepis

c@isuunuil paxyromem, Dedepanvhuii ynisepcumem nagpmosux pecypcie, Epgypyn, wmam [envma, Hicepisn
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In this paper we proposed a solar cell having model “Back Contact/CZTS/ZnCdS/ZnO/Front Contact”. CZTS is working as an absorber
layer, ZnCdS as a buffer layer and ZnO as a window layer with back and front contacts. The Zn content was varied from 0% to 10%
and bad gap was changed from 2.42 to 2.90 eV as described in the literature. The impact of this band gap variation has been observed
on the performance of solar cell by using SCAPS-1D software. The efficiency was varied due to variation in bandgap of ZnCdS thin
film layer. The simulation was carried out at 300 K under A.M. 1.5 G 1 Sun illumination. The energy bandgap diagram has been taken
from SCAPS to explain the different parameters of solar cell. The effect of ZnCdS having different bandgap values was observed. Then
the thickness of CZTS layer was varied to check its effect and hence at 3.0 pm gave the imporved efficiency of 13.83% roundabout.
After optimization of CZTS layer thickness, the effect of working temperature was examined on the performance of solar cell. The
absorption coefficient variation from 1-10* to 1-10° cm™ caused major effects on the characteristics parameters of solar cell along with
on J-V characteristics and Quantum Efficiency curve. At 1-10° cm’! absorption coefficient the efficiency of solar cell boost up to
16.24%. This is the remarkable improvement in the efficiency of solar cell from 13.82% to 16.24%. After optimization of all
parameters, simulation was run at 280 K, having CZTS thickness of 3.5 um, with 10% content Zn in ZnCdS (2.90 e¢V), and absoption
coefficient of 1-10%, the model efficiency reached up to 17.6% with Voc of 0.994 V, Jsc 26.1 mA/cm? and Fill factor was 71.4%.
Keywords: ZnCdS; CZTS; Simulation; Efficiency; SCAPS-1D

PACS: 02.60.Cb, 02.60.Pn, 82.47.Jk, 84.60.Jt, 42.79.Ek, 89.30.Cc

INTRODUCTION

Group II-VI semiconducting material of “Cadmium” focussed chalcogenide family have more modulation by
academic researchers because of its excellent properties and potential contributions to the field of electrical, optoelectronic
devices, light emitting, etc. Cadmium sulphide (CdS) is a chemical that belongs to the group II-VI.  Cadmium telluride
(CdTe), copper indium diselenide/sulphide (CIDS), and copper indium gallium diselenide/Sulphide (CIGS) solar cells
are semiconductor materials that have uses in a variety of heterojunction photovoltaic systems [1]. CdS thin films exhibit
significant attenuation due to their optoelectronic characteristics [2]. A study of the processing of certain I1I-V and 11-VI
binary compound semiconductors for technological applications was conducted [3,4,5]. Te optical band-gap of CdS
nanoparticles produced using the mw aided technique was investigated larger than that of bulk CdS nanoparticles [6,7].
The small bandgap reduces the power conversion efficiency by partially blocking transmission of high-energy photons to
an absorber layer below. The larger bandgap of ZnxCd1-xS results in greater quantum efficiency in the blue part of the
spectrum when CdS is substituted. The addition of Zn to the CdS buffer layer material lowers the lattice constant, resulting
in a more advantageous conduction band alignment with a lattice match to the CIGS absorber. It has been discovered that
adding Zn to CIGS solar cells improves both Voc and Jsc of solar cell, resulting in a better conversion efficiency [8,9].
ZnCdS may also be used to make p-n junctions with no lattice mismatch in quaternary materials like CulniGa;Se; or
CulnyGa;«Sex(S«Sei«)2. By adjusting the Zn content, the growth characteristics of ZnCdS films may be fine-tuned.
Different Zn concentrations control the pace of CdS development and are a key element in influencing the film's
characteristics [10]. Ternary zinc cadmium sulfide (ZnCdS) has long been recognized as a suitable material for thin-film
photovoltaic applications due to its high optical absorption coefficient [11]. Thin film Electrodeposition, chemical co-
precipitation, spray pyrolysis, chemical vapor deposition, chemical bath deposition, and dip coating have all been used to
make ZnCdS. Chemical bath deposition is one of the most used methods because of its convenience, simplicity,
uniformity, stability, adhesion, homogeneity, and compactness with no pin holes thin films [12]. To improve the collection
of short wavelength photons, minimize electron-hole recombination, as well as promote charge transfer to photoelectrode,
ZnCdS was used as a window layer, and high efficiency has been achieved in thin copper indium gallium selenide
(CIGSe») and copper indium gallium sulfide (CIGS;) absorber layers [13,14]. A catalyst with a direct bandgap of 2.4 eV
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for CdS and 3.7 eV for ZnS is thought to be effective [15]. ZnCdS has reasonable and adjustable absorbance based on the
Zn/Cd ratio in the visible solar spectrum and good electrical conductivity [16,17]. As a result, ZnCdS is widely regarded
as a competent bandgap material for photocatalytic degradation [18]. When Zn is doped with CdS to produce ZnCdS, the
CdS bandgap increases to 3.7 eV due to the doped ZnS semiconductor bandgap. Because of this property, ZnCdS has
been identified as an alternate buffer and window layer for solar cells, replacing CdS [19]. When Zn was doped with CdS,
the material's resistance was found to be greater than that of CdS. In addition, Zn aids in the reduction of absorption losses
at the window layer in CdS. The open circuit voltage and short circuit current in the hetero-junction structure grow as a
result of this [20,21]. Because ZnCdS has a higher spectrum response than CdS due to the Zn component.The performance
of ZnCdS-based solar devices will be greatly anticipated as a result of this characteristic, and ZnCdS will be employed as
a suitable material for manufacturing p-n junctions. By raising the Zn content in the bath, the crystal size of ZnCdS was
decreased. Furthermore, the absorption wavelength of CdS-based materials has been shown to change to lower
wavelengths owing to Zn doping [22]. The effect of Zn on the CdS brings the changes in bandgap of ZnCdS according
to the concentration of Zn, hence at each concentration the performance of Solar Cell is analyzed using SCAPS-1D
Simulator.

SOLAR CELL MODEL AND NUMERICAL PARAMETERS
The solar model that has been used for the simulation in this research paper is shown in Figure. 1.

Load

INIRINRIR

Sunligh

Figure 1. Solar cell model in Simulation.

To analyze the performance of the solar cell a one-dimensional software SCAPS-1D is used. The solar model that
has been examined is consisting of CZTS absorber layer, ZnCdS is used as a buffer layer and ZnO is being used as
window layer. Solar cell characteristics utilized in our simulation were chosen from academic literature, theories, and
experiment-based results as shown in Table 1 [23]. The lighting spectrum is adjusted to AM1.5 G 1 sun, whereas working
temperature is set to 300 K [24,25]. Quaternary semiconductors are difficult to manufacture and need a variety of time-
consuming and costly technical processes. However, utilizing experimental techniques to confirm theoretical assumptions
that are necessary in research is unavoidable [26]. Computer based simulation software allows time and money to be
saved. It's a strong approach for predicting and assessing the influence of numerous model parameters and material
characteristics on output performance of a solar cell. In this study, we use SCAPS software developed by Marc Bargeman
and colleagues at the University of Gent [27,28].

When modelling solar cells, ensure that the program can solve the Poisson's equations for the charge electrostatic

potential div (eV¥) = —p [29], as well as the carrier continuity equations for electrons and holes equations 1 and 2 [30].
on_ 1 ,. 7
FT i Edlv_]n + G, — Ry, )
op _ 1 ;. 7
E = —Edl‘V]p + Gp - Rp, (2)
where,

n = concentration of electrons, p = concentration of holes, J, = Electron current density,
Jp = Hole current density, G, = Electron Generation Rate, G, = Hole Generation Rate,
R,, = Electron Recombination Rate, R, = Hole Recombination Rate

The influence of Zn content on ZnCdS layer plays an important role in varying its bandgap and hence this varied
bandgap has been examined with CZTS based solar cell. After that the effect of CZTS thickness and absorption coefficient
variation has been examined as well as effect of different teperatutres on the performance of solar cell was next simulated.
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The solar cell parameters used in simulation are listed below in Table 1. Whereas, parameters for both front and back
contacts are shown in the Table 2.

Table 1. Numerical Parameters used for simulation [31,32].

Parameters CZTS ZnCdS V4:10]
W (um) 2.00 0.10 0.05
Ey(eV) 1.55 2.42 3.35
x (eV) 4.500 4.440 4210

& 10.000 9.300 9.000

N¢(em™3) 2.200E+18 2.100E+18 2.200E+18

Ny(cm™3) 1.800E+19 1.700E+19 1.800E+19

V. (cm/s) 1.000E+7 1.000E+7 1.000E+7

Vp (cm/s) 1.000E+7 1.000E+7 1.000E+7
Ue(cm?/(Vs))  1.000E+2 9.500E+1 2.500E+1
pp(cm?/(Vs))  2.000E+1 3.500E+1 1.000E+2

Np(cm™2) 0.000E+0 2.500E+16 1.000E+18

Ny(em™3) 8.220E+18 0.000E+0 0.000E+0

a Scaps Value  Scaps Value Scaps Value

Table 2. Simulation Parameters used for back and front contact from SCAP-1D.

Parameters Front Contact Back Contact
Surface recombination velocity of electrons (cm/s) 1.00x107 1.00x10°
Surface recombination velocity of holes (cm/s) 1.00x10° 1.00x107
Metal work function (eV) 4.6039 5.8973
Majority carrier barrier height relative to Ef (eV) 0.0539 0.1527
Majority carrier barrier height relative to Ev (eV 0.0000 0.0000

Study as a function of Zn content in ZnCdS buffer layer
Both CdS and ZnCdS are semiconductors with a direct bandgap. Optical bandgap of semiconductors may then be
calculated through graphing a square of the photon energy (ahv)? vs photon energy (hv). A value of optical bandgap is
determined through extrapolating a linear component of this curve to an energy axis. Figure 2 illustrates a curve of (ahv)?
as a function of photon energy for varied Zn concentrations in ZnCdS thin films. The results demonstrate that when the
Zn concentration increases, the bandgap moves to higher energies. Table 3 show the results for optical bandgaps ranging
from 2.42 eV for CdS to 2.90 ¢V for various ZnCdS thin films. Figure 2 and Table 3 are taken from the article [33].

3-
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Zn 5%
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Figure 2. Plot of (¢thv)2 vs photon energy (hv) for ZnCdS thin films with different Zn concentrations
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Table 3. Optical bandgap for ZnCdS thin films with different Zn amounts

Zn Content ZnCdS band gap

Sr# % oV
1 0 2.42
2 2.58
3 3 2.67
4 5 2.78
5 10 2.90

To observe this varying bandgap effect on performance of CZTS based solar cell of proposed model “Glass/Back
Contact/CZTS/ZnCdS/ZnO/Front Contact” has been simulated where the thickness of CZTS and ZnO was kept 2 um and
0.05 pm respectively. The working temperature has been kept constant 300K. Series resistance is taken as to zero ohm
where as the shunt resistance as infinite.

Study as a function of CZTS absorber layer thickness
To observe an effect of thickness of CZTS absorber layer in solar device model “Glass/Back
Contact/CZTS/ZnCdS/ZnO/Front Contacton performance of solar cell, thickness of ZnO layer was kept 0.05 um and
ZnCdS layer with thickness of 0.01 um was used. The working temperature is maintained 300 K [34]. Series resistance is
taken as to be zero ohm where as the shunt resistance as an infinite. The effect of CZTS thickness varying from 1.0 pm
to 3.0 um was simulated.

Study as a function of working temperature
To observe an effect of different working temperautes of solar cell model “Glass/Back
Contact/CZTS/ZnCdS/ZnO/Front Contact ’on a performance of solar cell, thickness of ZnO layer was kept 0.05 um and
ZnCdS layer with thickness of 0.01 um was used. Whereas the thickness of CZTS absorber layer fixed was 2.0 um. The
series resistance is taken as to be zero ohm whereas the shunt resistance as an infinite. The effect of working temperature
varying from 280 K to 350 K was simulated.

Study as a function of absorption coefficient
To observe an effect of absorption coefficicient of absorber layer in solar cell model “Glass/Back
Contact/CZTS/ZnCdS/ZnO/Front Contact” on performance of solar cell, thickness of ZnO layer was kept 0.05 um and
ZnCdS layer with thickness of 0.01 pm was used. Whereas the thickness of CZTS absorber layer fixed was 2.0 um. The
series resistance is taken as to be zero ohm whereas the shunt resistance as an infinite. The working temperature is kept
300 K. The effect of absorption coefficient varying from 1-10* cm™ to 1-10® cm™! was simulated.

RESULTS AND DISCUSSIONS
Energy Band Diagram
Energy band diagram of proposed solar model “Glass/Back Contact/CZTS/ZnCdS/ZnO/Front Contact” is shown
below and this is taken from the SCAPS-1D simulation software. The importance of this energy band diagram is to help
out the discussion of optical properties of solar cell [35]. The band gap is adjusted by ZnCdS buffer layer in between
CZTS absorber and ZnO window layers.
CZTS

—@=—EcC
=@=Ev

1.55 eV

2.42eV

-

-
-

-

-k
Tprrrrrrore L TrrrrrrrT T
2.00 2.05 2.10 2.15
0.0 0.5 1.0 1.5 2.0 25

Figure 3. Energy band diagram
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The visible light is absorbed throughout the absorber as well as at the heterojunction. The bandgap value for incident
light photons that is ideal for most of the light to be absorbed for efficient power conversion efficiency is more or equal
to 1.55 eV [36].

Effect of Zn Content
Under AM1.5 G 1 sun simulation was executed and at first we used ZnCdS buffer layer with 0% of Zn content and
as a result Voc was 0.883483 V, Jsc was 22.55786 mA/cm?, FF was 69.3755% and eta was 13.8262%. As the 1% of Zn
content was dopped with CdS, its bandgap enhanced upto 2.58 eV, and at this bandgap Voc was 0.883434 V, Jsc was
22.54279 mA/cm?, FF was 69.4027% and eta was recorded 13.8216%. All the parameters were decreased up to some
extend because initially the Zn content was less in percentage and hence recombination of charges increased causing the
decrement in the characteristics parameters of solar cell as shown in Table 4.

Table 4. Effect of Zn content on the characteristic’s parameters of solar cell

Zn Content ZnCdS band gap Voc Jsc FF Eta
% eV v mA/cm? % %

0 2.42 0.883483  22.55786 69.3755 13.8262

2.58 0.883434  22.54279  69.4027 13.8216

3 2.67 0.883421  22.5389  69.4176  13.822

5 2.78 0.883414 22.53656 69.4349 13.8239

10 2.90 0.883414  22.53607 69.4507 13.8267

But as the percentage of Zn content was gone on increasing the all characteristics parameters were also gone on
increasing accordingly. The effect is also shown in the following Figure 4. Finally, when Zn content of 10% doped, the
Voc improved to 0.883414 V, Jsc increased up to 22.53607 mA/cm?, FF reached 69.4507% and hence the efficiency
achieved 13.8267%. This value of efficiency is more than the efficiency at pure CdS. Finally, it is proved that as the Zn
content increased the efficiency was also increased to some extent.

80

14 3 13.8262 13.8216  13.822 13.8239  13.8267
70 3 69.3755 69.4027 69.4176 69.4349  69.4507
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Figure 4. Effect of Zn content on Characteristics parameters of solar cell

The pattern of Zn content on the performance of solar cell is also shown on the J-V characteristic curve of solar
device in following Figure 5. Effect of Zn content on J-V curve is same as in efficiency of cell as discussed above. Initially
when there is 0% content of Zn and bandgap is 2.42 eV, its curve shows gud performance than 1%, 3% and 5% content
of Zn with ZnCdS having 2.58 eV, 2.67 eV and 2.78 eV of bandgap respectively.
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Figure 5. Effect of Zn content on J-V curve of the proposed solar cell

But at 10% content of Zn giving the 2.90 eV gave the most improved curve with skyblue bubles as shown in Figure 5.

was simulated using a buffer layer of 0.1 um thickness.

Table 5. CZTS Thickness effect on Characteristics Parameters

Effect of CZTS Thickness
Because the optimum Zn concentration value of 10% produced satisfactory results, ZnCdS with a bandgap of 2.90

CZTS Thickness Voc Jsc FF eta
um A% mA/cm? % %
1.5 0.88339 22.52569 69.457 13.82123
2.0 0.88342 22.53815 69.45105 13.82813
2.5 0.88341 22.5484 69.4465 13.83345
3.0 0.88345 22.5571 69.44461 13.83897
3.5 0.88344 22.56487 69.4324 13.84117

As a window layer, ZnO with a thickness of 0.05 pm was used. Working temperature was held at 300K under
AM 1.5 G 1 solar irradiation, and simulation was performed by changing thickness of the CZTS absorber layer from

1.5t0 3.5 pm.
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Figure 6. Effect of CZTS layer thickness on Characteristics parameters curves

Voc was 0.88339 V at 1.5 um, Jsc was 22.525 mA/cm?, FF was 69.457 %, and eta was 13.821 %. The open circuit
voltages climbed to 0.88342 V as the thickness grew from 1.5 to 2.0 um, and the current density increased to
22.538 mA/cm?, while the factor fell to 69.451 %, yet efficiency improved to 13.828 %. The thickness of CZTS was then
adjusted to 2.5 pm, and the Voc, Jsc, FF, and eta were reported as 0.88341 V, 22.548 mA/cm?, 69.446 %, and 13.833%,
respectively, at this thickness. Finally, when the thickness was raised from 3.0 to 3.5 um, Voc went from 0.88345 to
0.88344 V, and Jsc went from 22.5571 to 22.5648 mA/cm?. Similarly, FF varied from 69.4446 to 69.4324 %, while eta
varied from 13.8389 to 13.8411 % as shown in Table 5 and Figure 6.
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Temperature Effect

From the above results and discussion, we conclude the optimized Zn content of 10% with bandgap 2.90 eV of
ZnCdS along with the CZTS optimum layer thickness of 3.5 pm, the simulation was run again to check an effect of
working temperature on performance of solar device.

The temperature was varied from 280 to 350 K. At 280 K temperature, Voc was 0.9535 V, Jsc 22.6074 mA/cm?,
FF 70.208% and efficiency raised to 14.846%. As the temperature is very low hence the heating effect on the solar cell is
negligible that’s why its efficiency raised to 14.846%. This is very fruitful improvement because of temperature.

But as temperature rises from 280 to 350 K, all the parameters are affected largely as shown in Table 6 and Figure 7.

Table 6. Temperature effect on Characteristics Parameters

Temperature Voc Jsc FF eta
K \Y mA/cm? % %
280 0.93535 22.60743 70.20864 14.84627
290 0.9094 22.58729 69.84021 14.34577
300 0.88344 22.56487 69.43240 13.84117
310 0.85725 22.54034 68.99134 13.33098
320 0.83086 22.51415 68.50709 12.81500
330 0.80449 22.48712 67.97279 12.29675
340 0.77797 22.46051 67.39014 11.77553
350 0.75123 22.43615 66.75632 11.25160
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Figure 7. Temperature effect on Characteristics parameter curves

At 290 K of temperature the Voc decreased to 0.9094 V, Jsc also decreased to 22.5872 mA/cm?, FF 69.84% and
efficiency decreased up to 14.34% from 14.846%. Because as the temperature rises, the collision of electrons and holes
increases and due to their collision, the flow of these charges slow down hence causing the less generation of potential as
a result efficiency decreases. The negative effect of increasing temperature is also shown in J-V curve as shown in the
Figure 8.
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Figure 8. Temperature effect on J-V curve
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A negative effect of rising temperature is not only on the characteristic’s parameters (Voc, Jsc, FF and eta) and not
on J-V curve, but it imparts its effect on the quantum efficiency. As quantum efficiency is a ratio of carriers collected by
the solar cell to number of photons of sunlight incident on the solar cell. So as by increasing the temperature, its curve is
moving down, that means the ratio is decreasing which ensures that number of carriers collecting on solar device surface
are decreasing because of increasing temperature as shown in Figure 9.
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Figure 9. Temperature effect on Quantum Efficiency of Solar Cell

Finally at 350K, Voc changed from 0.93535 to 0.75123 V, Jsc decreased from 22.60743 to 22.43615 mA/cm?, FF
from 70.20864 to 66.75632% and eta effect the most from 14.84627 to 11.2516%.

Effect of Absorption Coefficient

Proposed solar cell “Back Contact/Glass/CZTS/ZnCdS/ZnO/Front Contact” was simulated at 300 K temperature

under AM 1.5 G 1 SUN. The optimized thickness of CZTS of 3.5 um, Zn contented ZnCdS having optimized bandgap
0f 2.90 with 0.1 um thickness and ZnO with fixed thickness of 0.05 um were used in the simulation program.
The penetration of sun light in the solar cell has the major role on its efficiency. Because as much light will penetrate in
the solar cell material, the more light will be able to absorbed. So, absorption coefficient tells about this absorption. As
the absorption coefficient increases, the number of photons going to be absorbed is also increased. Hence to check an
effect of absorption coefficient on a performance of solar device, its value was varied from 1-10* to 1-10° cm™.

At 1-10* cm! of absorption coefficient, the Voc was 0.8158 V, Jsc 6.447 mA/cm?, FF was 60.635% and eta was
only 3.189%. But as the absorption coefficient was increased the characteristics parameters were also increased as shown
in Table 7. At 1-10° cm™! absorption coefficient, Voc was increase upto 0.882 V. But in Jsc there was very surprisingly
increment was observed from 6.44 to 22.10 mA/cm? with FF 68.89%. There was a remarkable effect of absorption
coefficient on the efficiency of solar cell because it was improved from 3.18% to 13.43%. This effect can be observed in
the Figure 10 of characteristics parameters of solar cells also.The absorption coefficient was varied upto 1-10° cm™! and
at this value the Voc was recorded 0.8917 V, Jsc of 25.92%, FF upto 70.278% and efficiency boost up to 16.24%.

Table 7. Absorption Coefficient Effect on Characteristics Parameters

Absorption Coefficient Voc Jsc FF Eta
cem’! \Y mA/cm? % %
1.00x10% 0.81587 6.447810 60.63543 3.189760
1.00x103 0.88202 22.10740 68.89824 13.43457
1.00x10° 0.89316 26.09574 71.73494 16.71967
1.00x107 0.89199 26.02355 70.33203 16.32608
1.00x108 0.89168 25.87128 70.30721 16.21917

1.00x10° 0.89170 25.92108 70.27816 16.24390
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Figure 10. Effect of Absorption coefficient on characteristic parameters curves

Figure 11 represents the effect of absorption coefficient on J-V characteristic curve of solar cell. From the curve it
is investigated that by increasing an absorption coefficient, the curve goes up going away from the origin showing the
improvement in the performance of solar cell.
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Figure 12. Effect of Absorption coefficient on Quantum Efficiency of solar cell.
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Quantum efficiency graph in Figure 12 shows the effect of absorption coefficient. As the absorption coefficient
increases, the graph improves to upward matching to 100% quantum efficiency showing an enhancement in the
performance of solar cell.

CONCLUSION

Proposed solar cell model “Back Contact/CZTS/ZnCdS/ZnO/Front Contact” was simulated to investigate an effect
of ZnCdS buffer layer varied badgap on the performance of solar cell. By increasing the bandgap of ZnCdS the
performance of solar is improved hence the role of Zn content in ZnCdS has definite impact because all characteristics
parameters were changed at different content of Zn. At 10% Zn content ZnCdS has 2.90 eV, and this was the optimized
value at which we got maximum efficiency of 13.826% along with 69.45% fill factor. Later on the effect of CZTS absorber
layer was observed on characteristics parameters and J-V curve of the solar cell. Thickness of CZTS was varied from
1.5 um to 3.5 um. The optimized thickness was 3.5 um because at this thickness efficiency was 13.841% which was
initially 13.826%. After optimization of Zn content and CZTS absorber layer, the effect of working temperature was
observed by varying it from 280 K to 350 K. By increasing temperature the efficiency decreased from 14.84% to 11.25%
for 280K to 350K. But it is note able that as the temperature was decreased from 300K (normal temperature) to 280K, the
efficiency was increased from 13.82% to 14.84%. At the end the effect of absorption coefficient was studied by varying
it from 1-10* to 1:10°. At 1-10°, the efficiency boost up to 16.24%. After optimization of all parameters, simulation was
run at 280K, having CZTS thickness of 3.5 um, with 10% content Zn in ZnCdS (2.90 eV), and absoption coefficient of
1-10°, the model efficiency reached up to 17.6% with Voc of 0.994 V, Jsc 26.1 mA/cm? and Fill factor was 71.4%. These
results are very remarkable and will be very useful for the researcher’s consideration during synthesis of this “Back
Contact/CZTS/ZnCdS/ZnO/Front Contact” purposed model type solar cell and the simulation results may be utilized
experimentally to build “CZTS/ ZnCdS /ZnO” based solar cells in future with optimization of this work.
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YUCJIOBE MOJEJIOBAHHA J1JIA HIABUINEHHA E@EKTUBHOCTI
TOHKOIINIIBKOBOI'O COHAYHOI'O EJIEMEHTY HA OCHOBI CZTS 3 BUKOPUCTAHHSM SCAPS-1D
Myxamman Aamip Iladidp®*f, Cymaiis Bi6i®, Myxammag Mynio Xan®,

Xapyn Cikannap?, ®eiican Jxasen, Xaunid Yiuaaxe, Jlaiik Xan?, Bepnate Mapif
“Daxynbmem enexmpomexuixu ma xomn'tomepnoi mexuixu, Ynisepcumem COMSATS Icnamabao, [lakxucman
b®arynomem enexmpomexnixu, Vuisepcumem Baxayodina 3axapii, Myaman, Haxucman
‘@axynomem enexkmpomexuiku, [lakucman Incmumym Iliedennozco Ienoxncaby Mynamu, [lakucman
4CEME, Koneoaic enexmpomexuixu ma mawunobyoysanns, Hycm Icnamabao, Iakucman
c@axynomem enexmpomexuiku, Pedepanvruil yHigepcumem mucmeymae i mexnonoziu ypoy, Ienamabao, Iaxucman
TIwemumym ousaiiny ma eupobnuymea (IDF), Honimexuiunuii ynicepcumem Banencii (UPV), Icnanisa
VY mii poOOTi MM 3aPONIOHYBAIM COHSUHY OaTapero 3 MoAeuto «3afaHiil koHTak «Back Contact T/CZTS/ZnCdS/ZnO/Front Contacty.
CZTS mparroe sk nornuHatounii map, ZnCdS sk Oydepnuii map i ZnO 5K BIKOHHHUI IIap i3 3a1HIM 1 IepeIHiM KOHTakTaMu. BmicTt
Zn 3mintoBascs Bix 0% 1o 10%, a 3a6oponeHa 30Ha 3MiHIOBanacs 3 2,42 no 2,90 eB, sik onucano B iteparypi. Brums 3Mminu mupuau
3a00pPOHEHOT 30HU CIIOCTEPIraid HA MPOAYKTHBHICTh COHSYHHUX CJIEMEHTIB 3a JOIOMOTor0 IporpamHoro 3adesmeueHHss SCAPS-1D.
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EdexTuBHICTh 3MiHIOBaIacs 3a paxyHOK 3MIiHH HIMPHHH 3a00pOHEHOI 30HM TOHKOIUTIBKOBOro mapy ZnCdS. MogaemoBaHHS
nposoarau pu 300 K mig wac A.M. 1,5 G 1 consanoro oceitieHns. JliarpamMa eHepreTHuHOi 3a00poHeHO0T 300U OyJaa B3sita 3 SCAPS,
100 TOSICHUTH Pi3HI MapaMeTpy COHSUHHUX eneMeHTiB. Croctepiranu BminB ZnCdS, 1o Mae pi3Hi 3HAYCHHS [IUPUHE 3a00POHEHOT
30HU. [loTiM ToBmuHy mapy CZTS 3miHioBanu, 1mo0 mnepeBipuTH Horo iito, i, omke, mpu 3,0 MKM 3a0e3MeUnIn MOKPALICHY
edextuBHicTs y 13,83 %. Ilicmsa ontmmizamii ToBmmuu mapy CZTS Oymo gocmikeHO BIUIMB poOOUOi TeMmepaTypu Ha
NPOYKTUBHICTH COHSYHOIO ejeMeHTa. 3mina koediuienta nornunanns Big 1-10* go 1-10° cm™!' cnpuynbmia 3HauHuii BIUIME HA
TapaMeTpH XapaKTepPUCTHK COHSIYHOI Oarapei, a Takoxk Ha XapakTepucTHKU J-V 1 kpuBoi kBaHTOBOI edekTuBHOCTI. [Ipn koedimienTi
norymuands 1-10° em™ KKJI constunux enemeHTiB 36UtbIyeThes 10 16,24%. e uynose miasuiieHHs eGeKTUBHOCTI COHAYHHMX
enemeHTiB 3 13,82% no 16,24%. Ilicnst onTumizanii Beix mapamerpiB monentoBaHHs npoBogminocs mnpu 280 K, tosmmna CZTS
3,5 MKM, 3 B7MicToM Zn B ZnCdS 10% (2,90 eB) i koedinienrom normunanus 1-10°, epexrusnicts Mogeni nocsrana 17,6% npu Voc
nopsaxy 0,994 B, AT 26,1 mA/cm2 i koediuienta 3anoBueHHs 71,4%.

Kurouosi ciaoBa: ZnCdS; CZTS; monemosanust; Epexrusnicts; SCAPS-1D





